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ABSTRACT

This thcsis dcscribcs a prototypc virtual rcality (VR) training system, ESOI'E-VR,

dcsigncd and implcmcntcd for Hydro-Québce by graduatc students at MeGill University

and l:colc Polytechnique de Montréal. The projcet was motivated by the neeessity of

providing a realistic training cnvironml'lJt for substation operators, while cnsuring their

sa l'cty and thc network's integrity at alltimes.

With thc simulator, trainees ean carry out ail the switehing operations necessary

for thcir work in absolute safety, while staying in a realistie environmenl. A speeeh­

recognition system eontrols the training session, while audio immersion adds a

dimcnsion of realism to the virtual world. An expert-system validates the trainee's

operations at ail times and a steady-state power-tlow simulator recaleulates network

parameter~. The automatie conversion of single-line diagrams enables the construction

of three-dimcnsional models of substation equipmenl.

The present thesis focuses on the speech command, audio. video and network

aspects of the system. A survey of CUITent VR applications and an overview of VR.·

tcchnology arc followed by a summary of the ESOI'E-VR projecl.
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RÉSUMÉ

Celle thèsc présente un prototypc dc systèmc d'cntraÎncmcnt d'opéralclll's cn

réalité virtuclle (RV), ESOPE-RV, conçu ct implanté par dcs étudiants li la maÎtrisc li

l'université MeGi11 ct li l'Écolc Polytcchniquc dc Montréal. Lc projct cslmotivé par la

nécessité de donner un environncment d'cntraÎncmcnt réalislc pour Ics opéralcurs dc

poste, tout en assurant leur sécurité pcrsonncllc ct l'inlégrité du réscau cn loullcmps.

Avec le simulateur ESOPE-RV, Ics opératcurs pcuvcnt accomplir toulcs Ics

manocuvres nécessaires pour leur travail cn sécurité toul cn rcstant dans un

environnement réaliste. Un système de reconnaissance de la parole contrôlc la

simulation, et l'immersion sonore donne une dimension de réalismc au momlc virtucl.

Un système expert valide les actions de l'opérateur en tout temps ct un engin dc calcul

d'écoulements de puissance recalcule les paramètres du réseau. La conversion

automatique des schémas unifilaires permet la construction dc modèles tri-dimensionnels

d'équipements de postes.

Celle thèse a comme fOCL:s les aspects techniques du système, donl ceux dc la

commande vocale. du son, de vidéo et du réseau. Un survol des applications courantes

en RV et un sommaire de la technologie courante en RV sont suivis par une présentation

du projet ESOPE-RV.
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CHAPTERONE

1. Virtual Rculity Applications and Tcchnology

1.1. Introduction

This thcsis ucscribcs an implcmcntation of a virtual rcality opcrator training

simulator, ESOPE- VR, ucsigncu anu implcmcntcu for Hyuro-Québcc by stuuents of

McGili Univcrsity anu I~cole Polytcehniquc uc Montréal. As Chapter two will present

an ovcrvicw of thc ESOPE-VR systcm, this chapter focuses on examples of CUITent virtual

rcality applications anu thc technology behind them.

Thc tcrm "virtuai rcality" ean mean various things to diffcrent people. For some.

virtual rcality (VR) mcans a collection of certain tcchnologies such as a head-mounted

uisplay lor visualisation. a glovc with various sensors as an input device, and some sort

of auuio fceuback. In gcneral. VR is a way for us to visualise. manipulate and interact

with computers anu complex data [Aukstakanis 1992]. In this case, the term "to

visualisc" means that a computer gencrates visual. auditory or other outputs to the user.

showing a virtual cnvironmcnt (VE) th"t cxists only in the computcr's mcmory. The

uscr has yarious ways of interacting with thc virtual world. and can manipulate objects

within il. A critical test for VR is near-real-time interaction with the VE [Isdale 1994].

Onc must be carefulnot to confuse virtual reality with the other "buzzword" that is

hcaru cycry uay: 1II1I/lillledia. Jacobson gives a good explanation why this is so:

.... .It is common practice for speakers to allude to virtua1 worlds as 'the
ncxt step bcyonu multimedia' or 'a type of simulation: Both daims are
wrong.... Most multimedia productions. at their corc. arc scripted to permit
onc or a numbcr of outcomes conceived by their authors. The virtual world.
bcing composed around the experience of the participant (.,,) is subject to in-



tervention by the participant. (... ) The i"ea that virlual worl"s arc a type of
simulation is more "iflicult to rcfule. not because it is ri!,:hl. but because. on
cursory examination. it appcal'.l· to be ri!,:ht. (... ) .Appearin!,: to be ri!,:ht' is
wrong. Nothing in the 'real worl": the Illaterial worl". is 'ri!,:hl' in the sense
ofbeing perfect. .... [Jacobson 19931.

•
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Wc musl be eareful not to present an "i"cal" worl" to lhe obscrvcr wilh our appli-

cation. but must let things occur that woul" also be prescnt in real life. A Ili!,:ht

simulator is a use fui tool. but if wc cannot simulate engine 1:1Ïlure with il. the trainin!,:

benefit to thc future pilots dccrcascs.

Of course. one mustalso be realistic an" sec that. currently. VR is Illore of an oxy­

moron. in that what is portrayed is still nlr l'rom "real." The terlll VR sug!,:ests perli.mn­

ancc that is much higher than what ~urrent teehnology ean provide Illryson 1<)941.

Notwithstanding this faet. however. progress is being Illade in the righl direction. thal is.

toward something that is indbtinguishable (rolll reality. Wilson stales that VR Illay go

the same way as artificial intelligcncc has. sinee it Iaeks the ability 10 Illake evcrything

"nearly pcrfect" [Wilson 1993]. According to him. VR should be replaeed hy lhe term

"virtual environment displays" so that nottoo much emphasis is plaeed on "realily:'

1.2. Current Virtual Reality Applications

This section presents an overvicw of severai kinds of eurrenlappliealions of virlual

reality: commercial. medieal. industrial. and military.

1.2.1. Commercial Applications

Many VR applications eUITently being devcloped have been talked about in the

popular press and the aeademic litcrature. Sterbak writes about how Mereedes-Ilenz will

use VR to give its customers a "virtual automobile showroom" in which they can experi­

enee the automobile they want to buy before doing so. They arc able to change Ihe inle-

rior configuration. select various added features, and ehoose paint colours and upholstery

fabries - and reeeive a constant update of the price tag [Sterbak 19941.

2



Telccommuling is a popular word these days: Mannes mentions the "Virtual

()fliee" as a place thal improves produetivity, gives employees a flexihle work sehedule.

and ciiminates lime wasted sitting in traflic. He mentions that cornpanics sueh as Pacific

Bell, AT&T. Xerox and American Express. have ail made sorne effort in this direction

[Manncs 19951. A reeent study [Caldwell 19961 about tciccommuting shows that

productivity gains of 10-20% arc aehievable. and that the number of uscrs in the US

should reach 25-30 million people by the year 2000. Osberg writcs about a VR-based

science camp for children. and mentions sorne of the advantages of this technology. but

also its pitflllis and drawbacks [Osberg 1992]. A financial planning application using

WorldToolKit is deseribed in [Coull 1992]. It uscs a three-dimensional grid to rcpresent

various stocks and different colours to deseribe each one's activity.

Many of these applications provide worlds that arc very similar to our own:

Astheimer deseribes a generalized. distributed VR system designcd for architectural pur­

poses (intcrior design. buildings. citics. landseapes). which ean also be used for factory

simulation. practicing ussembly and disassembly tasks. modeling. historic reconstruction

as weil us ueoustic simulation [Astheimer 1993. 1]. An extrcmely populur VR game thut

originuted in California. und whieh is now ulso in Montreal. is Le Monde Viril/el. an

interactive environment in whieh up to ten pluyers eun cornpete at flying spaceships or

ean enguge in robot buttles. The widespread populurity despite the steep price tag ($10

for u halfhour) shows that sueh applications arc economically feasible!

It is deur thut when comp~ring the applications deseribed here with other ones

described in this section. thatthere is a considerable gap in terms of universality. While

rcsearch-based systems arc quite prevalent, true commercial applications are less so,

mainly bccause of the high cost involved in producing an acceptable producl. It is. how­

cvcr. only a matter oftime before this situation changes. One can compare the evolution

of VR to that of personal eomputing. Ellis makes the statement that the "virtual envi-

•

•

•
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ronment industry has yel to Iind ils Visiealc" -- a reli:renee to the spreadshect program

that showed a realistic use of PCs 10 thousands of potentialusers 1Ellis 19941.

1.2.2. Mcdical Appliclltions

•
CIIAI'TI'Il ON!' Vllnt lAI RrA!llY ApPlll'AI'IONS I\NI> TITIINO! titi"

•

•

Vi l'tuai rcality presents advantages 10 many Iiclds in medicine. and more arc' being

devcloped. Coull deseribes its use at a hospital in Virginia lilr lhe rclmbilitation of

physically challenged people [Coull 19921. By rolling the whecls of a wheclclmir. 111'~

person ean move around in a vi l'tuai environment (VEl. and using a DalaOlove. inleraet

with objects in il. Klcinli:ld mentions similar uses of VR at the Bronx Veterans Amlirs

Mcdical Ccntcr [Kleinfcld 1995]. Sevcral other applications of uses of VR in work with

disabled people arc mentioned in the Summer 1994 issue of Presellce INemire 19941.

[Vanderheiden 1994].

Piantanida describes furlher applications ofVR. mainly in the biomedieal sciences.

and for severa1 aspects of medicine and surgery ranging l'rom neurosurgery to obstetries

and teaching. I-Ie states that. for examplc. using a semi-transparent display. "it may be

possible to superimpose remotcly scnsed images. e.g.. MRI (magnetie resonanee

imagingl onto - and stereoscopically into - a l'cal image of the palient"

[Piantanida 1992]. Peters says that stereoscopic images arc in laet regularly used in

neurosurgery. albcit not at the levcl described by Piantanida. and thatthe driving lilrees

behind this technology arc the surgeons who arc demanding it [Peters 19951.

Hunter e/ al describe a tcleoperated microsurgical robot for eye surgery whieh in­

corporates stereo vision as weil as force feedback. They discuss the technical implemen­

tation of visual feedback in detail. and mention that signal propagation dclays present a

prob1em affecting the use of this tool [Hunter 1993]. The modcling aspects of this par­

ticular application are diseussed in detail by Sagar e/ al [Sagar 19941. They stale thalthe

"creation of a surgical virlual environment to both aid surgcons during operations and

provide simulations for training opens up many exciting possibilities. The surgical

4



procedure will be able to be viewcd in new ways providing a new level of surgieal

experience." Other computer models suitable for medieal simulation arc deseribed by

Cover and Ezquerra, who also diseuss the benelits and drawbacks of this type of

simulation [Covcr 19941.

(Whne cIal deseribe a 'Virtual Body' modelto be used lor surgieal education and

rehearsal of surgieal procedures [Hohne 19%1. They show the evolution of computer

use in medieine l'rom the lirst allempts atthree dimensional (3D) visuali7A1tion to simula­

tion of surgical interventions to the extremely eomplex task of providing interopcrative

surgieal support. They use the concept of an "intelligent volume" to represent data.

Eaeh voxcl' may bclong to more than one type. for example structural and funetional

anatomy. Finally, they present severaI different features that evolve l'rom this

"intelligent volume" idea: virtual anatomy. virtual radiology. virtual surgery as weil as

virlual endoseopy. The January. 1996. issue of Compll/cr, whieh the Hohne article

appears in, foc uses entirely on computer applications in surgery.

•

•
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1.2.3. Industrial Applications

With the relative\y reeent availability of powerful eomputers, their use to design

new produets has beeome popular as it greatly reduees the time and effort spen!.

Aireraft design, for example. has evolved rapidly over the last few years. and newer

aireraft. sueh as the Boeing 777 or the Airbus 340, were conccived and modeled largely

using eomputers [Esposito 1993]. [Eberl 1994]. Virtual reality gives us ways of viewing

things l'rom a perspective that is not available to us in the real world, for example in data

visualization [Gershon 1994].

Bryson diseusses the use of VR at the NASA Ames Researeh Center for the

visualization oflarge (1 GB and up), eomplex data sets [Bryson 1992.2], [Bryson 1993].

The "virtual windtunne\" is one partieular application mentioned, where researehers use

1Voxcl" ,,'olunle ckltll:nl (rrom phel" picturc clement)

5



a virtual environment to study Iluid Ilow around uirerali. Ilamllin!,\ the lar!,\e d.lla sels

generaled by this kind of application demands the appropriate hardware eonliguralion:

Bryson eiles the use of an Silicon Graphies Ine. (SGIl Iris380 VOX wilh 256 MB of

memory. along with a Convex supereomputer with 1 CiB of memory. As the availahle

computing power increases. newer. larger applications will he ereated.

Hitehner describes another VR application at NASA Ames Researeh Center. the

Virtual Planetary Exploration Teslbed [Ilitchner 19921. Vcry large terrain data sels from

the Viking missions of the 1970s arc used to create a virtual world in which the user can

travcl over certain sections of Mars. He emplmsizes tl1\: need Ii.lr"a eompelling. immcr­

sivc experience. but also (...) scientilic validity. high Iidelity. accurate measurahility. ami

the capability for data enhancement via scientilic visuulization tcchniques,"

Bagiana and Buc describe the VR activities in the Simulation Fucilities Section at

the European Space Agency (ESA) [Bagiana 19931. [Buc 19941. A VR prototype is de­

scribed that was derived from existing simulation soliware and then extendcd to work on

a distributed system using SOl workstations (Indigo and Onyx RE'). Bugianu presents a

training tool for astronauts preparing for work in the Columbus spuce stution. which uses

various hand-objeet interactions with the DataGlove: in this case "high-delinition graph­

ies. sound and force feedback arc neeessary to provide the correct cues and thereli.lre

avoid 'negative training.... Buc describes a llight simulator which wus devcioped using

the European Space Agency's (ESA) Eurosim simulator and that "reproduees the

landing of an unpowered winged vehicle in real time:'

Hale, in describing the VR program at NASA's Marshall Space Flight Cenler, says

that a "validated set of VR analytical tools must be devcioped to enable a more efficient

process for the design and development of space systems and operations. Similarly,

training and mission support systems must exploit state-of-the art computer-based tech­

nologies to maximize training effeetiveness and enhance mission support." He

•

•

•
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continues to describe human factors applications and validation studies and mcntions a

lew possible future applications of VR: it could "provide a timely and sale method to

enahle the various advantages and disadvantages of reaching and maneuvering in a

microgravity environmenl." Furthermore. it could be used to "permit anthropometrie

sizing to rellect thc dimensions (lf the on-board crew. This is partieularly lIsellIl tor

operations hcing planned in rclatively tight spaces" [Hale 1992].

1\ recent addition to the list of commercial applications is the use of a virtual envi­

ronment by Caterpillar Ine. to test drive new construction vehicles [Joncs 1995].

Together with the National Center for Supercomputing Applications (NCSA) and using

the Sense8 WorldToolKit software (described in greater dctail in Chapters two and

three). they arc able to test various aspects such as vehicle design and visibility from the

operator's position in the cab.

1.2.4. Military Applications

One of the driving forces behind technological devc1opment. at least until the end

of the Cold War. was military spending [Holzcr 1994. 1 - Holzer 1995. 2]. There is still

a lot of interest in military simulation these days. mainly beeause of its cost-benelit ratio.

I\s an example: Roos states that llying an Apache helicopter for an hour and a half. and

liring a11 its ammunition in that time costs approximately $335.000. whilc simulating the

exercise would cost a merc $143 [Roos 1995]. Holzer says that the use of simulation

enabled the U.S. Navy to lire only thirty Sidewinder missiles in order to test the current

version. as opposed to over 300 live lirings for the previous one [Holzer 1994. 2].

Future simulators used by the arrned forces. such as the $100 million Synthetic

Theatre Of War (STOW) simulator. are expected to be used by not only the military. but

also by the U.S. Coast Guard. the Drug Enforcement Administration. and by civilian

organizations such as the Red Cross. When more detailed modeling and simulation

•

•

•
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tt:ehnology bceomt:s availabk. this simulator could bt: use'd. Illr t:xamplc. to coordinlltt: li

humanitarian or a disastt:r-rt:lit:f mission [Holzt:r 1995.11.•
C1IAI'TER ON!' Vllrnr,\1. RFAl.lTY ApPliCATIONS I\NIl 'l'FnlNol OUY

•

•

1.3. Types of VR Systems

White thert: art: many ust:s loI' virtual rt:ality. tht: ust:r-inlt:rlllct: is ont: oftht: major

distinguishing factors bt:twt:t:n VR systt:ms. Somc of tht: catcgorics of VR applications

arc Window on a World. Video Mupping. und "Fish-Tunk VR." lmmt:rsi"t: Systt:l11s. und

others sueh as Tdt:prt:st:nst:. and Mixt:d Rt:ality.

1.3.1. Non-Immersive Systems

Window on a World (WoW) systt:ms use a eonventional computer monitor to pre­

sent the virtual environment to tht: user. The idea of u WoW goes buek to the very

beginnings of Computer Graphies. ln 1965, Ivan Sutherlund mude tht: statement: "Ont:

must look at a display sereen as ~ window through whieh one beholds u virtual world .

The challenge to computer graphies is to make the pieture in the window look rt:ul.

sound l'cal and the objeets aet l'cal" [Sutherland 1965]. Video Mupping is u vuriutionon

WoW. The participant in a video-mapped VR environment wutches a monitor that

shows his own body's interaction with the world. Another vuriution of WoW is eulled

"Fish Tank VR'" and is used to deseribe a system where a head-traeker is used along

with stereo glasses to give the user a better simulation due to the udded ell'ects of

modifying the image as based on the head traeker. This sort of syslem wus li l'st

introdueed at the INTERCHI conference in 1993 [Warc 1993J.

1.3.2, Immersive Systems

Non-immersive systems have the drawback that the user's viewpoint is "outside"

the virtual world. In immersive systems. which are often equippcd with a hcad-mounlcd

display (HMD), the user is "inside" the world. An cxamplc is the "Divc" system. which

is a distributed VR system that allows multiple users to intcraet with caeh other in a

II



virtual world [Carlsson 1993]. A variation on the immersive systems is to use multiple

large projection displays to create a "Cave" or room which the viewer(s) can move

around in [Cruz-Neira 1992], [Cruz-Neira 1993], [DeFanti 1993]. The Cave

environment is controlled by a SOI Onyx with four processors and three dcdicated

graphics engines (Reality Engine'). The Cave olrers the advantage of more realistic

display as the projection plane for the image is an actual wall and not a fixed distance

l'rom the user's eyes, as is the case with a HMD [Roy 1995].

1.3.3. Tclcprcscnsc

A vllriation on visualising complete computer-generated worlds is te1epresence,

which combines remote sensors in the real world with the senses of a human operator.

This technology is vcry use fuI in situations where the action takes place in locations

where a human cannot go, mainly for safety reasons. such as deep-sea or volcanic explo­

ration, fire-fighting, bomb-disposal. and others.

Cooke and Stansfield present a system for creating and verifying computer-gener­

ated graphical mode1s of remote physical environments [Cooke 1994]. The system uses

a robot with twin cameras to view the environment, in this case underground storage

tanks for radioactive waste. and uses an SOI Crimson Reality Engine along with a Boom

stereoscopic viewer to present the desired images to the user. A Dragon Systems voice

recognizer is used to control the robot.

Miner describes a distributed system using VR as a method to interact with robots

engaged in industrial cleanup tasks [Miner 1994]. Speaker-independent voice

recognition is used as a control input with varying results. Audio feedback is used to

relate information regarding the current status of the robot to the user and to provide help

about available commands at any point. Reference is made to the use of multimedia

information to improve the training aspect of the system.

•

•

•
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The term mixed reali/y refers to a combination of traditional VR and telepresense:

computer-gcncrated images arc combincd with tclepresense inputs or with the user's

vicw of the real world. For cxamplc. a surgeon's view ofa brain surgery is overlaid with

imagcs from earlier CAT scans and real-lime ullrasound [Peten; 19951. or a lighter pilot

secs computer generated maps and data displays inside his helmet visor [Achun 19941.

[Furness 1986].

Milgram defines two types of mixed reality: "Augmented Virtuality" is the udding

of real objects or images to a virtual environment. while "Augmented Reality" is the

addition of virtual objects to the real world [Milgram 19951. He mentions the use of

"Augmented Virtuality" atthe ATR Communications Systems Lab in Kyoto for "Virtuul

Spuee Teleconferencing." This is a virtuul world in which. lor exumple. u person's

image is superimposed over u stereo video background. thereby c1iminuting the need lor

extensive modeling. At University of Toronto's Ergonomics in Tcleoperations and

Control Lab. work is being done on an Augmented Reality through Graphie Overlays on

Stereovideo (ARGOS) system which is monitor-based. rather than IIMD-based. The

possibilities here include using virtual objects for collision avoidance for real-world

robots. If the virtual and real coordinate systems ean be linked. then it is possible for a

user to specify objects that the robot must avoid without having to interact with actual

physieal objects.

Quéau uses the term "televirtuality" to describe the "merging of telecommuniea­

tions and virtual reality" [Quéau 1993]. This fusion could be useful for a "pieturephone

conference" which would act as a backup for existing tcleconference links, "or even re­

place them eompletely. given the eeonomic advantages" of much lower bandwidth

needed to transfer information.

10



1.4. Virtual Rcality Tcchnology Ovcrvicw•
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This section presents an overview of the existing VR teehnology. ranging from

image generation equipment over control deviees to speech recognition. Mueh of the

eurrent teehnology used for VR ean be traeed baek to developments in vehicle

simulation and teleoperation.

1.4.1. Image Generlltors

One of the most compute-intensive tasks in a VR system is the generation of the

images. For the visual (motion) aspect of a VR application to be "acceptable." a mini­

mum frame-rate of 10-15 Hz is required [Bryson 1992. 1]. [Gôbel 1993]. If stereo vision

is required. this implies that 20-30 images need to be reealculated per second. This is

not to be confused with the refresh rate of the computer monitor itself, which should

idcally be greater than 60Hz. Sinee fast computer graphies opens a very large range of

applications aside from VR, there has been a market demand for hardware aeceleration

sorne time. For personal computers (PCs), many new produets enter the market every

year. Initially, many of these cards were based on the Intel i860 proeessor, but more

speeialized chips arc being developed by a number of companies, with priees for video

cards starting at about $400 US. The most widcly used high-level graphies hardware

cornes from Silicon Graphies, though, who make eomputers ranging from a few

thousand to several hundred thousand dollars. Perhaps the most realistie VR

applications today are large-seale flight simulators made by eompanies sueh as CAE,

Hughes Rediffusion or Thomson-CSF, for whieh a priee-tag of US$12M is not unusual

[Tavema 1993]. Approximately 30-40 such simulators were sold around the globe each

year [Condom 1993] at the beginning of the 19905, while now the market has beeome

saturated, and about halfthat number are made.

Il
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1.4.2. Stereo Vision
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One of the more important aspects of a VR system is the use of stereoscopie com­

puter graphics. A stereoseopic display is. in enèet. an optieal system that has as its tinal

component the human brain itsclf. It funetions by giving eaeh eye a slightly dinèrent

image to look at. the same way wc sec things in the real world. Ilodges states that "an

observer's perception of depth in the image arises l'rom eues sueh as shading.

shadowing. occlusion. motion. and linear perspective. as weil as structure and size of

familiar objeets. Stereoscopie "ompll/er !{raphks adds lhe additional depth eue of

slereopsis" [Hodges 1992]. Stcreopsis is the merging in the brain of two slightly offset

images into a single 3D image. The basis for Ihis idea was tirst espressed by

Wheatstone. who explained the sense of slereopsis by saying that the brain fuses thc two

retinal images into a single one with "sol id seeing" [Wheatstonc 18381. Thc hislory of

stereoscopie computer graphies can be traced baek to 1974. where a dual-trace

oscilloscope was used to produce two images at a rate of 300 Hz. In [llodges 19921. a

detailed description of stereoscopie computer graphies with many tcchnieal details and

sorne usefuI definitions is presented, while Lipton givcs an overview of onc partieular

application. namely the CrystalEyes shutter glasscs. which arc used in conjunction with

a high-refresh-rate computer monitor [Lipton 1991]. In this case. thc right eye is

obseured while the image mel:Rt for thc left eye is displaycd, and vice vcrsa. This way.

the brain is able to eonstruct a 3D view l'rom the two scparate imagcs. An authoritative

book on computer graphies in general is [Foley 1990].

Milgram mentions several experiments to study dcpth cues, for example depth

through motion (rotation, or stereoscopic and rotation) [Milgram 19951. For example, an

image of two interrneshed "trees" is shown to a person who is asked to deterrnine whieh

trunk one of the highlighted branches belongs to. With a statie, monoscopic image, the

suceess rate is nearly zero. A very high suecess rate is achieved when a stereoseopic,

12



rulaling image is used. Ware el a/ adapted the "Fish Tank" VR system ta replieate

Milgram's experiment with sueeessfui resulls [Ware 1993J.

The most realistie way for provide stereo vision is the use of a head mounted dis­

play (IIMD). Most use LCDs, while some have small cathode ray tubes (CRTs) or, in

the most expensive ones, optieal libres bring the image from where it is generated. The

CAE Fibre-Optie Head-Mounted Display uses General Eleetrie's light valves ta produee

the image [Kalawsky 1993J, at a cast of one million dollars! HMOs generally require a

head-traeker ta determine what kind of image ta send the user. Mueh discussion has

been generated about the dangers of using HMOs in thc Iirst place. Many people have

experieneed severe eye-strain, blurred vision, and disorientation while wearing a HMO,

and have even had "post-HMD" accidents [lsdale 1994]. The most likcly reason for so­

ealled "VR sickness" is that there is a pereeivable time-Iag between the user's actions

and the visual response ereated, which the brain is incapable of ignoring.

One of the eonstraints of a I-IMO is the faet that the user cannot see what is around

him. This is one of the factors that will sometimes make users prefer a monitor-based

teehnology. Work at the University of North Carolina ta ineorporate images l'rom head­

mounted cameras into the virtual display is mentioned in [Milgram 1995]. This input

has the obvious advantage of climinating disorientation of the user, but also enables

"extra-sensory" inputs such as ultraviolet or infrared images overlaid on the virtua!

world. Of course, sueh a system is only usefui in a mixed-reality environment, where

the user is slIppused ta see his surroundings!

A different approach to VR visualization IS presented by Amselem

[Amsclem 1995]. He deseribes a I-Iand Held Display (1-11-10), based upon a liquid crystal

display whose position and orientation are tracked in six dimensions, with the image

shown being continuously modilied as if it were a window into the virtual world.

•

•

•
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Il may be reasonable to expeet the use of holographie teehnology as a means of

providing a virtual world in the ncar future.•
CIIAI'TFI\ ON!' VII{TlI ..\I. RFAI.II'Y Al'l'lll'Allt INS ANll TI:l'IINl li (){ i"

•

•

1.4.3. Manipul:lIion nnd Control Deviees

A key clement for interaction with a virtual world, is a menns of traeking the posi­

tion of ~ real world object, sueh as a head or hand. For the eurrenl projeet, a (,-degree­

of~frcedom mouse and/or a head traeker arc used, whieh arc bolh based on the same

technology: they use ultrasonic transmitters and microphones 10 deterl11ine Ihe objeet's

position and its orientation by triangulation.

Another common vR deviee is the glove. A glove has sensors built in 10 il to de­

termine thc Ilex in the lingers, and a sensor to determine the hand's position and orienta­

tion. G10ves range in price and eomplexity l'rom $50 Illr a Powerglove to many thou­

sands of dollars for a OataGlove with liber-optic and magnetie sensors [Sturman 19941.

The Powerglove, originally made by Mattel l'or the Nintendo game system, has recently

emerged as a low-cost vR device, after never having been extremcly popular Illr ils

original market. Fortunately for the devclopers of low-cost vR sctups, the Powerglove

is being manufactured ..gain in an improved version. In the interim. while no new

gloves were available. a suggestion on the internet [fsdale 19941 was to purehase these

gloves l'rom children who '"Iike money more lhan toys they never use:'

Otiler devices include trackballs. or joysticks whieh ean be used in a limited way

to gencrate 6-0 inputs. or other actual 6-D controllers (made by Polhemus Ine., for

example).

Position tracking ofarms. legs and bodies is aceomplished by various means: some

arc rnechanical, and provide fast, accurate measurements, such as exoskcletons; others

are ultrasonic sen;;ors or magnetic trackers.
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1.4.4. Audio Output

Another uselillteehnology for VR is audio output. ln the case of this project. the

audio ports of two Seil workstations are used to provide auraI immcrsion. There are

several eommereialiy available tools for audio feedbaek. starting with the SoundBlaster

cards !llr l'Cs. Iligh-end systems sueh as the Convolvotron. use convolution of the audio

signal with pairs of filters eorresponding to measured impulse responses at the listencr's

ears 10 provide an aeeurate 3D loealizalion of the aurai image [Wenzel 1988].

1Kalawsky 19941. These are deviees lhat go beyond quadrophonie sound generation to

provide audio signais that the listener ean aecurately position in space. Sound has also

been suggested as a means to convey other information. sueh as surface roughness.

Dragging a virtual hand over sand would make a different sound than dragging it

through grave!.

1.4.5. Voice Recognition

Voiee recognition is anolher use fuI input for a VR simulation. because it helps the

users keep their hands free for other tasks. If the user is already wearing the 3·D glasses

or a head-mounted display. and a data glove. it is not reasonable to expeet him to start

typing on a keyboard in order to get things donc. The following is summarized l'rom

[Simpson 19851. and gives an overview of speech recognition definitions.

1....6. Speech Recognition Definitions

Speech recognition systems come in many different forrns. Several factors. for

example speaker c/epemlellel!. speakillK lIloc/e. and \'ocab/llary size can be used to differ­

entiate between various systems.

Speaker c/epemlellel! refers to the extent to which th;: system must have data about

the voiee eharacleristics of the particular human speaker using il. Spcaker-dependent

recognition systems can recognize the speech of a particular human speaker only if

•

•
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examples of that person's speech have heen provided. Speaker-depemlelll systems must

therefore he trained separatcly for eaeh speaker who will use lhem if good (or any) rec­

ognition accuracy is to be obtained [Verbex 1990\.

Another parameter of speech reeognilion is the .l'peaking II/ode. lhat is. the manner

in whieh ulterances arc spoken to the system. With i.l'o/ah'd-lI·orc.' .IY.l'Il·II/.I'. which arc

most widcly used. the user must pause briel1y between eaeh wonl when speaking.

COl1/wc/cd-l\'ord systems ure able to recognize words with ulteranees spoken I\ithout

artificial pauses between words. lIowever. the individual words ure spokell with lhe

saille intonation pattern that would he used if they were read from a list.

Continuous speech recognition or COll/il1llOlI.I' .l'pccch lIndcr.l'll/Iu/ing adds anolher

dimension. mcaning that a system can accomplish tasks using continuous speech input.

The Verbex 7000 system uscd for the current project can reeognize short segments of

continuous speech of approximatcly 20 words in Icnglh. which is more lhan adcquate lilr

most applications.

The term CIl/'O/lII/CIl/ refers to the training of a speakcr-dependent system. Each

speaker who will be using the system must train it individually. In the case of Verhex. a

simple method of training it is providcd [Verbex 19901.

A final parameter that can be used to diITerentiate hetween speech recognition sys­

tems is }'(J"ahll/ary .l'i=c. Speech recognition systems with a Iixcd vocabulary must he

provided with sampIes of eaeh word or phrase they arc to recognize. Thl:Y perlilrm

acoustie pattern-matching at the word and phrase Icvcl and typically handle vocahularies

of 100 to 200 words. The Verbex system can also handle approximatcly this levcl of

voeabulary. provided the words are not in too complicated an order. that is. the grammar

definition must not be too convoluted.

The most commonly uscd measure of pcrjiJrmancc for spcech recognition aIgo­

rithms is the rccogni/ion aCCllrtlcy. This simply means the percentage of speech

•

•
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ullerances that arc correetly recognized by the listener out of a given set of expressions

and under a particular set of conditions, The Iistener in this case is the machine or com­

puter, just as a person wouldlisten to another person speak.

Four classes of errors arc eategorized: slIhstitlllioll errors, where one word is mis­

taken for another one, illsertioll errors, where a word is inserted but has not aetually

been spoken, deletioll errors, where a spoken word does not get recognized, and finally,

reco~lIitioll errors, where a legal item in the given vocabulary is detected but not recog­

nized correctly.

Of course, both humans and machines make rejections of words that are in fact

correct. For a machine such as Verbex, the user coughing or breathing in a strange way

is enough to cause recognition errors. For humans, unfamiliar words or a poor signal to

noise (SIN) ratio. such as a noisy working environment. will often cause recognition

errors. The main advantage a human speaker has in such a case is the possibility to infer

the missing parts l'rom what is understood correctly, a capability that a relativcly simple

system such as Verbex does not have.

1.4.7. Current Uses of Speech Recognition

Many technologies today lend themsclves to interaction with speech recognition.

Popular applications ar~. for example. voice dialing of telephone numbers. A telephone

subscriber can stm.: meaningful speech patterns such as "mother" or "pizza" and have

the tclephone automatieally dial the desired number. Vending machines and VCRs can

be controlled by verbal commands [Berardinis 1993].

Dictation systems are also becoming popular. using speech input as an alternative

to the keyboard. By rclying on verbal commands for dictation, people who have

suffered repetitive-stress disorders such as carpal tunnel syndrome can continue to do

thcir job successfully. Janah and LaPlante present two low-tech overviews of speech

•

•

•

CIIAI'TUl ONI: VlIlTlIAI: J(I:AI.ITY AI'I'I.IC'ATIONS AND TITIINOI.OC;Y

17



recognition dietation systems as used by the New York Times panah IlJlJoll.

[LaPlante 1994].

Cooke's and Miner's systems. mentioned above. use speech input as a way of

controlling robots in industrial cleanup tasks and in underground radioactive storage

tanks [Cooke 1994]. [Miner 199ol].

Voiee recognition systems have many advantages if they arc used properly. Sinee

the technology eommercially available is not at an advanced enough stage to be uscd by

anyone at any time. l'ail ures arc corllmon. For example. Gosbee presents a "post­

mortem" analysis of the l'ail ure of a voice recognition system in an urban hospital's

emergency department [Gosbee 19931. He shows that too much time was neeessary Ibr

training. but that not enough time was availablc. that the pre-delined vocabulary and

templates were frustrating. and a lack of computer skills and time prevcnled changing

the situation. Ambient sounds impeding proper functioning arc also mentioned as one of

the reasons for the system's failure. He makes severaI recommendations as to how lhe

system cou1d be improved.

For an in-depth, technical description of current and future trends in voice

recognition. please see Roc [Roe 1993].

1.5. Claim of Originality

•

•
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The author has participated in the development of a type of training simulator that

has not. to the best of his knowledge, bL'Cn developed elsewhere. The addition of a

three-dimensional virtual rea1ity interface to the existing commercial software, ESOI'E.

represents a signifieant step in the direction of a l'ully immersive, lifc1ike training

environment. The author's contributions to this project arc the following:

• A speaker-dependent voice interface to let the trainee interaet with the system by

speech commands. This inc1uded the integration of an existing speech recognizcr with
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the resl of the project. the devclopment of an appropriate grammar and syntax for this

particular application. as weil as the implementation of intcrftlce programs,

• A multimedia help module to give the user the option of seeing digitized photo­

graphs or videos lo assist in his training.

• A sound server module which presents an aurai "world" consisting of

hackground and action sounds to the user.

• Reeording of appropriate digitized speech help and error messages for interfacing

with the ESOPE expert system.

• A slartup 1shutdown script. wrillen in perl. to help with the initialization of the

system and elean-up after termination of the programs.

ln addition to the above. the author also relined the network architecture for the

simulalor (rom an initial prototype. This step also included the implementation of a

graphieal network monitor to display various network data in an easy-to-understand for­

mat on the screen.

•

•
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1.6. Summary

As ean be seen from the examples presented at the beginning of the chapter. the

potential of virtual reality is considerable. and already much work is being done to

exploit ils possibilities. Many of the sciences stand to benefit from the use of VR. for

example. for modcling and data visualization. and many other non-scientifie fields

present thousands of potential uses. This ehapter presented some of the eurrent

applications of VR teehnology. some commercial. sorne purely researeh oriented. In the

near future. many more applications will emerge and gain popular aeeeptanee. The next

ehapter shall foeus on the funetional implementation of the ESOPE-VR system.
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CHAPTERTWO

2. ESOPE-VR System Functional Overview

2.1. Introduction

This chaptcr prcsents a functional overview of the virtual reality (VR) operator

training simulator devcloped for Hydro-Québee: ESOI'E-VR. The technical delails con­

cerning the prototype implementation arc covered in Chapter three. The motivation for

this project is to provide a realistic training environment for switching station operators,

thus ensuring thcir safety and the network's integrity at alltimes. The risks associaled

with the manual operation of switching station equipmenl demand rigorous personnel

instruction, while preserving network integrity implies not changing its topology and cx­

posing the network to system errors for the sake of operator training. With the simula­

tor, operator trainees can carry through ail the switching operations necessary ((Ir thcir

work in complete safety, while maintaining a high degree of realism. A speech­

recognition system enablcs the user to control the training session, while sound ÏJnmer­

sion adds a dimension of realism to the virtual world. An expert-system validates the

trainee's operations at ail stages of the process and a steady-state power-Ilow simulator

recalculates network parameters as necessary. The automatic conversion of single-Iine

diagrams enablcs the construction of realistic three-dimensional models of switching

station equipment.
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2.2. Current Personnel Training Practicc

l'ersonnd training is an aetivity that cannot be neglcctcd by today's clectrical

utility companies; in order to have well·prepared personnel. regular training needs to be

done. '1'0 ensure a high degree of safety is one of the paramount concerns inherent in job

training. and in order to guarantee uninteITupted service to one's customers. it is

neccssary to Iimit work on the actual network to an acceptablc minimum level. The

apparent contradiction between sal'ety and uninteITupted service on the one hand and

regular training on the other is usually solved with theorctical instructionaltools. These

Iools range l'rom traditional papcr and pencil workbooks over computer·based·training

methods to full·scale simulator mockups [Griebenow 1993]. Over the past 15 years.

computer·based training systems have expcrienced rapid evolution [Overbye 1995].

l'oley el ,d describe a graphical user intcrface (GUI) that could be used for training

purposes [l'oley 1993]. Rajagopal el a/ outline a workstation·based operator training

simulator developed for Consolidated Edison [Rajagopal 1994], while Vadari el a/ write

about a dispatcher training simulator [Vadari 1995].

There are certain drawbacks associated with ail these examples mentioned, such as

a low degree of realism and effectivcness or a prohibitive cost. These simulators arc

use fuI for certain types of training: where the trainee is being taught a task in which he

will not have to move around, the training itself can easily take place at a fixed location

as weil. However, to properly leam what it means to be a switching station operator

implies moving about within the physical dimensions of an actual station, not sitting in

front of a computer screen. The operator, in his future job, will have to go l'rom the

control room to the switchyard and back again in the course of even a single switching

operation. He mUSl be able to recognize that, for example, a circuit breaker represented

by a small square on a diagram may be of many different types: depending on the

voltage level, it may be a relatively small oil·filled model only two or three meters high,

•

•

•
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but it may also bl: an air-blast tYPl: roughly 7 ml:tl:rs high. Addilio:mlly. diITl:rl:nt tYPl:S

ofthl: same catl:gory ofl:quipml:nt may havl: widdy ditli:ring physieal appcamnCl:s.

Thl: actual switching opl:ration can bc eontrolll:d Ihml within thl: control building.

but can also be pl:rforml:d at thl: l:quipmcnlumkr ccrtain eireumstanecs. The opcmtor is

required to visually inspl:et the equipmcnt bcforl: most operations. in ordl:r 10 cnsUI'l: that

everything is in order. The opcrator usually has no morc than a sehcmalie diagram of

the switehing station as a guidl: to locatc thl: l:ljuipml:nt in thc switehyard. An important

làct to takl: into account is that a givl:n opeMor may not only work at onl: switehing

station. but may be responsibll: for sl:vl:ral, l:ach with a ditli:rl:nt layout. ami ditli:rcnt

types of equipment. depending on whcn it was built.

The job of a station opl:rator ehallengl:s his ml:mory, his ability to dl:al with strl:Ss.

as weil as his capacity to translatl: thl:ory into praetieal work. Various alll:mpls havl:

been made to deal with these issul:s with conwntional graphicalusl:r intl:rlilel:s or moek­

ups of actual switehing station l:quipml:nt [Foll:Y 19931. [Rluagopal 19941.

[Vadari 1995]. The ESOPE-VR project is an alll:mpt at providing a virtual rl:ality training

environment for station operators in ordl:r to belll:r addrl:ss thl:sl: l:onl:l:rns. As ml:n­

tioned in Chapter one, virtual reality is bl:ing uSl:d sueel:ssfully in sl:vl:ral Iidds sueh as

l'obotics [Cooke 1994], [Miner 1994] and ml:dicinl: [lluntl:r 19931. [l'l:tl:rs 19951.

[Sagar 1994].

2.3. Overview of ESOPE-VR

•

•
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2.3.1. The ESOPE Training System

Currently, Hydro-Québec uses a program known as ESO!'E (ESO!'E = Expl:rt

System Operations Planning Environment) to train its opl:rators. ESOI'E incorporatl:s a

knowledge-based expert system that makes decisions about the switching 0pl:rations thl:

trainee is attempting. As weil, it provides a steady-state power-Oow simulator tn
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topulogy.

rccalculale lhe slcady-stalc nctwork paramclcrS aner any changes to the nctwork's•
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Figure 2.1: The original [SOPE Windows interface.

The ESOPE simulator runs und'~r Windows and provides a GUI representing a

singlc-line diagram2 of a given switehing or transformer station; Figure 2.1 shows a

typical vicw of its sereen. In arder to complete a given switching operation, the trainee

uses the mousc to click on the reprcsentations of circuit clements shown on the sereen,

•
and can then modify equipment paramcters in various pop-up boxes using the mouse or

the kcyboard. For cxample. in order to open a circuit breaker. the operator clicks on the

..
- Th~ ~inl:tle·linc dingram is nl)pe ofsehemntie commonl)' used in po\~erS)'Slems. rep~s~ntjns the lh~e phases ofa circuil by one
Iinc:.lhn:e pi~ecs ofelluipmcnt b)' a single symblli. and Sll forth.
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circuit breaker symbol, then on the "Open" blltton within the dialog box and then on the

"OK" button. At this point, ESOI'E's expert system wOlild validate the attempled

switching operation and would either allow the tminee to proeeed, or would Ilag an error

condition and provide a brief explanation in a text box.

ln ESOPE, the operator's assllmed position in the real world ean be ehllllged to

placc him in the control room, the switchyard or at a remote location, with the resliiting

rcstrictions on pcrmissible actions. For example, it is not generally possible or perIllitted

to open an air-blast circuit breaker while standing nexl to the eqllipment: ralher, this

would be done l'rom the control room. The operator's position is relleeted in the eursor

symbol: "s" for switchyard, "e" for control room and "R" for the remote·eontrol centre.

ESOPE has evolved over the past several years, and is now used by seveml of

Hydro-Québec's administrative regions for operator training. Il has provided many

benefits to its users, as weil as to the utility itselC most notably a marked redlletion in

overall error rate. In Appendix 3 on page 84, a more detailed represenlation of the

single-line diagram lIsed for ESOPE-VR, as weil as an actual Ilydro·Québee training

diagram, are given.

•

•
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2.3.2. Esopc-VR

The aim of the virtual reality training system prototype, ESOI'E-VR, is to iJrllYide a

tool that is cost·effective when compared to somc of the currently available simulators,

and that is Ilexible so that an operator can use it to train for any number of work envi­

rcnments using one training setup.

The system was developed by a joint rescarch group l'rom McGill University and

Écolc Polytcchnique de Montréal, and builds on the functionality of ESOI'E while

offering a high degree of realism that gives the user a thorough preparation for the actual

work of an operator [Okapuu-von Veh 1996], While ESOPE has been found useful as a

training tool, there is liule relation in terrns of realism betwcen this sort of instruction
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and the aetual work of an operator. The schcmatic representation provided with the

Windows interfacc is abstract, and it is diflicult to relate to any actual cquipmcnt

represented on the single-Iine diagram.

With ESOI'E-YR, a training tool is provided that places the operator inside a virtual

world in whieh he can interact with the world's objects as if he were at a real switching

station. Three dimensional views of switchyard equipment such as transformers, discon­

nect switches and circuit breakers, as weil as a realistic eontrol room with the necessary

control panels, let the operator trainee get a fecl for the work he will be expeeted to do,

while preventing dangerous exposure to any equipment as weil as preserving network in­

tegrity.

Enhancements to the virtual world such as action sounds and the hum of trans­

formers in the background make the simulation more realistic, while a speech recogni­

tion interface provides a way of interacting with the computer that is more natural for

users who are less familiar with computers. A help mode using digitized images and

videos guides the trainee through the course of his routine. The ultimate objective is to

provide a training environment for switching station operators that will let them perform

tasks in complete safety, but with a degree of realism that will thoroughly prepare them

lor the real world. By offering a rich training experience and by making human­

computer interactions as natural as possible, the efliciency of the leaming process is

increascd considerably.

•

•
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2.4. System Architecture

2.... 1. Visual Simulation

ln any YR application, visual simulation is generally the most demanding process

ID terms of computing power. For ESOI'E-VR, a Silicon Graphics (SGi) Indigo
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workstation is used in conjunction with a 53cm (21-inch) 120Hz monilor 10 provide the

user with a "window on Ihe world" [Sutherland 19651. [Ware 19931.

erystalEycs Iiquid crystal display (LeD) shutler glasses Ici us show Ihe trainee an

accurate stereoscopic image. Wilh such glasses. the left eye of Ihe user is ohscured

while the image meant for Ihe righl eye is displayed on the screen. allll vice versa.

Beeause Ihe Iwo. slightly offsct. images switch every 120th of a second. the human hrain

is fooled into seeing a 3D view Ihat has depth. rather than just allai display. The shutler

glasses have an advantage over more "immersive" visual systems in that they let Ihe user

look at other things around them. such as an adjacent computer monitor. /\ detailed

tutorial on stereoscopic computer graphics can be found in [llodges 19921.

The functions necessary for the visual rendering of the virlual swilching stulion as

weil as the interactions with the virtual world are provided hy a eommereially availllhle

software product made for this purpose: WorldToolKit hy Sense!!. Essenlially.

WorldToolKit provides libraries of e lùnctions that can be ealled from wilhin other C

code. and that allow for the creation of virtual worlds. User interactions wilh the virlual

world. such as collision detection. as weil as animation of objects in the world. sueh as

the opening or closing of a disconnect switch. are also handled in soiiware. The reason

for choosing a commercial product rather than writing eustom code for this application

was one of simplicity -- the numerous functions available made the task of programming

much easier.

This software allows for different accuracies of rendering (level of detail). meaning

that far-away objects need not be displayed at the same precision as closer ones. The

advantage of such a system is that it makes the simulation less compute-intensive. since

fewer polygons need to be displayed. and consequently. recalculated. Depending on the

available hardware. a low polygon count can offer significant advantages in terrns of ren­

dering speed. For exarnple. an initial model of the switchyard had about 15.000 poly-

•

•

•
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gons. while a rcduccd-levcl-of-dctail model contained one fifth of that numbcr. rcsulting

in a significant improvcmcnt in visual pcrformancc. Dcspitc this facto howcvcr. thc

rendering ellicicncy appcars to su l'fer l'rom thc large overhead computing load

WorldToolKit presents. and that improvcd performancc cOlild bc allaincd with a

•
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eustomizcd rendering cnginc.

2.4.2. Elcctric:t1 Simullition

Simulation of c1cctrical paramctcrs of ESOPE-VR is donc by ESOPE'S stcady-stutc

power Ilow simulator. ESOPE runs on a PC that is conncctcd to thc rcst of thc systcm by

an Ethernct conncction3• Any changcs in thc clcctrical nctwork bcing simlilatcd arc

relayed to ESOPE and updatcs of voltagcs. cllrrcnts and powcr arc thcn calculatcd.

Prescntly. thc Windows v~rsion of ESOPE prcscnts a bOlllcncck for thc rcst ofthc systcm.

Since thc PC bcing uscd for ESOPE is much slowcr comparcd with thc SOI workstations.

thcre is a noticcablc lag in thc simulation every timc thc nctwork parametcrs nced to bc

rcealculatcd. Whcn a 120 MHz Pentium is uscd. somc improvcmcnt is noticed. but a

UNIX vcrsion of thc program would be prcferred.

2.4.3. Switching Opcration Validlltion

Any switching opcrations that arc perforrned in ESOPE-VR need to be validated if

the simulator is to bc uscd for training. In this casc. the validation is also done by the

ESOPE simulator. For cxamplc. if the trainee allempts to open a disconnect switch. the

ESOPE-VR process manager will scnd an appropriatc mcssage to ESOPE requesting

upprova1. If ESOPE dccides that the uscr may proceed (as described above). the ESOPE­

VR simulator will show thc rclevant changes in the virtua1 wurlù. However. if the

switching operation may not be done at this point. ESOPE will send back a message for­

bidding it. and an error message with an appropriate explanation will be provided to the

3 The pllrting of EsorE from lhe Windows C'O\'ironmcnllo run unrJcr UNIX on an sm workslation. could nol bc complch:d in lime
10 bc user.! in Ihis projecl.
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user. The alert n~ader will notice tlmt this scqucnce uf c\'t.:nts illlplics thatlhc traincc is

bcing taught only "correct" work practices. Ile may not, li.lr c~ample, opt.:n a discunneet

switch white magnetizing current il' llowing thruugh it. evcn thullgh this I1lUY he a

reasonablc switching operation lindl.: l' cl.:rtain cin;ulllstances. A mulll.: uf Opl.:n1thHl that

would permit such actions is alllong thl.: futurc plans for ESOPE.

2.4.4. Nctwork Architecture

As mentioned above. the visual simulation aspect uf a VI{ sysll.:l11 is usually the

most compute-intensive. In order to giw that part of ESOPE-VR as much CPU power us

rcquircd. it \Vas dccided to run it separately on one Silicon Graphics Indigo. whill.:

anolher SOI Indigo takes over the other aspects or the simulation. aNI the spl.:cch

recognizer is conncctcd to a PC. In order to solw the problell1 of IinJing enollgh

cOlilputing power. the solution of putling several workstutions in paralld wa~, choscn.

The hardware was readily available. and the cust of a mon: poweI' l'li1 graphies

workstation would have been prohibitive. As is. ail the neccssary processcs

communicatc with cach cther by means of text messages tltat arc sent bad. and liJrth

ovcr the computer network. This sort of communication gn:atly lacilitales testing .md

debugging of the system. as the messages arc easily understooù by humLlns as wcll.

2.4.5. Speech Input

A Verbex 7000 speaker-dcpcnùcnt speech-recognition system is uscd to control

most aspects of the simulation in ESOPE-VR. This mcthod of interaction is usefui

because it perrnits thc user to frcc his hands for other tasks. and ean hclp non-computcr­

Iiterate users internet with the system much more easily. Also. ir the user is already..
wearing the 3D glasses. and is pcrhaps navigating in the virtual world using the mouse.

it is unreasonable to expect him to stan typing on the keyboard as weil. Several types of

speech commands exist. caeh catcgory bcing used to control a certain aspect of the pro-
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gram. 1n the switching operation eategory arc commands that pertain to the training

scenario, ti,r example "Open hreaker 71111-2." "Close di.~coI7l1e~·1 21lI-l:' "Verif.i! open

slale hreaker 1211--1." Another eategory of verbal commands is used for navigution in

the virtual world. Ilere. the user cun change the direction of motion by saying

''l'i'''lI'tmf' or "IJa~'kll'arcl," or can Illove rapidiy Irom one locution to another with u

comlllund like "li/ke Ille 10 IransjiJl'lner 1'-2." This last command is one of the luxuries

of a virluul world - one can do things that arc not possible in the real one. (For exalllpie.

while the ESOI'E·VR system is supposed to provide a realistic training environment, it is

not necessary to make the trainee wulk 20 virtual kilollletres in order to accomplish his

task.) Finully. speech commands can be used to control the various image and video

displ::ys. which ure described in the next section.

The reason u speakcr-dependent system is used is becausc it must lIndcrstand

French. CUITently. speaker·independcnt speech·recognizers arc available on the market

l'rom several vendors. but they ail only understand English. Therefore. the Verbex

system was used and was trained to cOITectly recognize French speech.

2.4.6. Di~itiled Ima~e and Video Displu)'s

On': (lI' the advuntages of having Silicon Graphics workstations available is to be

uble to display a large number of digitized pictures a,ld video sequences. Both these

forms of output arc used in ESOPE-VR to provide realistic images of the apparatus the

user is trainip.(t for. The trainee can use speech commands such as "Sholl' me a piC/lIre 0/

hretlker (Il,e X:' which causes a stored image of that breaker to be displayed on an adja­

cent monitor. The user could also ask "Sholl' Ille a l'icleo of Ihe opening of.mildl type

r:' and would be shown a short video sequence that can be further controlled by voice

commands such as "/iJrll'llrcl." '·rel'l!r.W!." "sloll' motion:' and so forth. Figure 2.2 shows

an example ofa digitized photograph and a video frame.

•

•

•
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Figure 2.2: Di~itized Video und Imuge [,umples•

The pictures displayed in this particular implementulion were takcn hy the

rcscarchers working on the ESOPE-VR project and subsequently placed on Kodak

PhotoCDs. This media provides a simple way of transferring the images to any

graphical software for manipulation and subsequent storage. The videos were recorded

by portable video camera and digitized using the video input 1output hardware on one of

the workstations (lndigoVideo board on an Indigo R3000). These two upproaches are

reasonably simple and effective. but professional facilitics can signilicantly impruve the

quality orthe video images.

The display of digitized pictures and video sequences is useful as a rcinforccmcnt

of the cducational cxpericnce as il shows a complctcly rcalistic representation of actual

cquipmcnt as opposcd to the 3D computer modcl. Hopcfully. in the neur future. the
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accuracy of thc model and the graphieal eapabilities of the computer being used will do

away with such tools as they will have become unnecessary.

2.4.7. Intcractivc IIc1p

At any time during training. the user can ask the simulator for advice on the

ellrrent operation. For example. he can say "Ile/fi lIhOll1 opel1il1~ li hrellker." or "lIe/p

ll'illl .1'\I'itcllill~ operalioll COlllllllllltll·... In cither case. context sensitive help is given to

the liser by means of digitized voice messages. Approximately 45 help messages were

recorded.

2.4.11. Aurai Immersion

ln any simulation. much information can be conveyed by means of visual cues.

Ilowever. another important dimension of the "virtual" experience is auditory. In

ESOI'E-VR. a buckground-sound server provides the nccessary "ambience:' Two audio

chunnels provide the background hum of transformers. each ehanging with respect to the

distunce the user is from the sound sources in the virtual world. and two further channcls

ure uvuiluble to produce "action sounds" ranging from the c1icking of a button to the

explosion of an uir-gap circuit-breaker being opened. Ali these sounds are pre-reeorded.

digitized samples. and ean thus be manipulated at will.

Il would be desirable to provide un even more realistic aurai "image" to the user by

meuns of 3D audio localization technologies. These arc devices that go beyond quadro­

phonie sound generation to provide audio signais that the listener can accurately position

in spuee. One such system is Crystal River's Convolvotron which uses convolution of

the audio signal with pairs of filters corresponding to measured impulse responses at the

listencr's ears [Wenzel 1988]. [Kalawsky 1993]. Another possibility is to use raytracing

teehniques (usually used to generate computer images) to model the movement of sound

[Shi 1993].

•

•
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2.4.9. Automlltic Conversion of Sin~lc-LincDi~l~rnms tu 31l Format

If a real-world swilching station is to be construcll:d in tht.: virtllai worid. st.:vI,:ral

clements arc required, These range from circuit brcakcrs tn discOllncct switcht.:s. l'rom

transforrners to strain and tubular buscs. As wdl. <l realistic control room with pands

containing handles. buttons and mclers neeùs to be modcled.

ln the case of ESOPE-VR. the control room \Vas modcled lIsing. a cOl11l1lerdally

available 3D modcllcr: Wavefront's 30esign. The output l'rom this modcllcr could he

read directly into WorldToolKit. In the control ronm there arc twu kintls or ohjects:

dynamic objects such as buttons and handles can be manipulated hy the user. or hy the

simulation in the case of meters. while statie objects like the pancls or the \Valls nel.:d not

be changed during the simulation. Figure 2.3 shows a view of the virtllal control roum.

Figure 2.3: A Vicw orthe Control Room Indudill~

the Operator's Virtual Hand.

The modeling of the switchyard involvcs a diffcrent proccss. Starting l'rom the

single-Hne diagram used by ESOPE. a single-linc-diagram converter program builds a 3D

modcl of the switchyard. As the single-line-diagram is a rcprcscntation of thrcc phases

of a circuit, and since the switching station's physical dimensions mllst follow certain
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guidclincs wilh respecl la spacing and layolil. il is possible lo makc sorne reasonubic

assumplions la creale a set of rules by which to construct the 3D model. This procedure

does not prcscnlly allow for many exceptions. That is. the construction of substulions

that are restriclcd in thcîr size by external conslraints is not possible yel. The presenl

convcrter simply builds the stations as large as it necds ta in arder ta mcct internaI

•
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constrainls such us the spacing of cquipmcnl.

Figure 2..$: A Tlpica1735-120 kV Station Generated by the
Single-Line Diagram to 3D Model Converter.

The placement of each piece of equipmcnt is decidcd by the convcrter based on

simple industry-spccilic ruies in its database. As weil. the necessary connections

bctwecn the apparatus arc provided in the form of busbars. i.e.• either rigid or strain-bus.

The connections outsidc of the station arc also provided by the convcrter. The levet-of·

dctail in the 3D modd mentioned previously is incorporated at this stage. This process

lets the simulation use three different models of the same apparatus which arc displayed

according to the distance of the persan from it in the virtual world. Figure 2.4 shows a

typicai view of the switchyard.
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The single-Iine-diagram converter is a very l'aillabic 1001 in lhal il allows ti.lr the

conversion or any nllmber or sllbstations. thereby allowing the provision or a training

cnvironmentthat is not location-dcpendenl.

2.5. Summary

•
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This chaptcr has dcscribed the rllnctional aspecls or Ihe l~s(lI'l'-VR protolype

operator training simlilalor. This system provides a realistic training enl'ironment Illr

station operators. and ensures their satcty and the c1ectrical netwOI'k's integrity. In Ihe

next chaptcr. a tcchnical dcscription orthis project is given.
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CHAPTER THREE

3. Technical Specification of the ESOPE-VR System

3.1. Introduction

This chaptcr discusses the technical implementation of the ESOPE-VR system. As

mentioned in the previous ehapter, the system is a client-server based system that is dis­

tributed over a variety of platforms. The choiee to distribute the processes over several

workstations and PCs was made in order to simplify each one's workload to increase the

speed of the visual simulation, and to take advantage of the audio and video capabilities

of an additional SOI Indigo workstatioll [SGI 1994].

3.2. Architecture Overview

One main idea behind the ESOPE-VR architecture is to distribute the computing

load ovcr scveral computers. The reason for doing so is twofold: for one, it helps certain

processes run more effieiently, most notably the main graphieal application which needs

as much CPU time as it can gel. The second reason is to take advantage of several

workstations' audio hardware.

ESOPE-VR consists of several modules, some of which arc described in detail in

this chapter. The others were mainly the creation of others on the team, and form the

focus of their respective M. Eng. / M. Sc. A. theses. Figure 3.1 shows a detailed

diagram of the system's architecture.
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Figure 3.1: Tep-IP ClienUServer Architecture.

The boxes in Figure 3.1 representthe following processes (slarting al the lell):

Name Process Description Phltform
Verbex Verbex 7000 speech recognition unit PC
WorldToolKit WorldToolKit graphical simulation SGI
ERV interface ESOPE-VR interface for WorldToolKit SOI
Windows-ESOPE ESOPE c1ectTical simulation module PC
AudioVideo AudioVideo server SGI
BackgroundSound Background Sound serveT SOI
ShowMovie ShowMovie server SOI

Table 3.1: Network Processes

The following sections describe the individual modules abovc and sorne of their

characteristics in more detail.
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3.2.1. The WorldToolKit l'rocess

The most visible module of the system is the graphical rendering process. It was

constructed using SenseS's WorldToolKil, a library of C fUllctions that can be called

l'rom within any other C program. WorldToolKit provides the functionalities required

lor a VR application such as visu(ll rendering of thc virtual world. collision detection

within that world, as weil as animation of pieces of the world. In ESOPE·VR, the main

WorldToolKit process also generates messages to the Windows-based ESOPE module to

request that certain switching operations be performed. The messages arc passed to the

rest of the system through the ERV interlàce module, described later.

The WorldToolKit process contains the necessary code to be able to use the

graphics screen of the workstation in stereoscopic mode. The CrystalEyes stereo

glasses. presented in Chapter one. are used to give the user a 3D view of the world being

rendered. Because of the stereo mode, no other processes can use the screen of the

workstation used by the WorldToolKit process.

Navigation within the virtual world is controllcd by various means. The main con­

trol for direction of motion comes l'rom one ofthree different inputs. The simplest one is

to use the computer's mouse as a 3D input device. defining forward. backward, left and

right as customary. but changing the default directions to up and down when one of the

mouse buttons is pressed. and to left or right when another button is pressed. The other

means of navigating is by using a Logilech "Flying Mouse". This is an input device that

provides 3D capabilities through ultrasonic transmitters and receivers. The major

drawback of this devicc is its extremcly poor ergonomics. Since il is much slimmer than

a conventional computer mouse il is difficult to grasp comfortably. and holding il in the

air, pointcd in a particular direction. for extended periods of time is very tiring for the

hand. Finally, a Powerglove interface was developed, which greatly simplified

•
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navigation and manipulation within the vi l'tuaI ll'orld [Shaikh 19951. 1Figudredo 19931•

[Stul'man 1994].

As can be scen in Figure 3.1. the WorldToolKit proeess is not cOlll1ected direclly

to the l'est of the system. but uses a shared-memory interlllC<: 10 communicate. The

rcason this is nccessary is because of the ll'ay the main rendering process works: once

every frame. it checks ail its sensors and updates the image accordingly. In the case of

this project. the frame-update rate is approximatcly 10 frames pel' second. meaning 100

ms between frames. (This sort of communications is also known as "polling" - thal is.

the WorldToolKit proeess "polis" its inputs to sec ifthere is anything wailing 1111' il.)

Within the l'est of the system. however. l\:wer proc<:sses are willing or ahle to wail

for another one to become ready and to read the inllmnalion that is meant (1)1' il. 1l' this

were the case. the whole system would come to a haIt every 100 ms while the main

rendering proeess sorts itself out and decides to procc<:d. Since it is not acceptahk to

wait in this situation. the ERV interllice module aceepts any incoming messages

immediatcly and places them in a queue :n a shared memory area where the

WorldToolKit process can read them. raises a Ilag to indicale that there is some

information waiting, and thcn continues to wait for more incoming messages. Now. the

WorldToolKit proecss can takc as much time as necessary to complete its Ihune-update,

and can then react to the incoming information.

The alert reader will notice that there is a possibility of overllow if WorldToolKit

does not read the messages quickly enough. While this is truc. in practice it will not

happen since any action in this particulaI' system is triggcred by an input from the user,

and it is unnatural for him to stack up commands if the system is dclivering error

messages or awaiting simulation updatcs. A ten-mcssage queue is used to gather

incoming messages just in case several messages happen to arrive within the same

100 ms periad.

•
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The next important module in the system is the ESOPE process itself. It is respon­

sible for ea!culating the eleetrical parameters of the given simulation by a stcady-state

power-f1ow program. As weil. it provides expert-system support for the trainee by vali­

dating any switching operations requested by the WorldToolKit application. An existing

version of the ESOPE program was modified to allow it to communicatc with the rcst of

the system via the computer network, Other than the overview of ESOPE given in

Chapter two. more extensive information about this part of the system ca:! be found in

the other theses about this project.

3.2.3. Speech Input

The Verbex 7000 Voice Input 1Output System is used as a speech input system for

voice commands. As the system is a speaker-dependent one, it can be trained to under­

stand any language - in this case. French. The advantages of a speech interface are two-

fold: it frees the user's hands from the keyboard, and it is a more natural way of commu-

nicating for someone who is not necessarily accustomed to using computers (as an

operator trainee might weil be). As the VR interface is supposed to be friendly to the

user. it is important to simplify the task of training as much as possible. The Verbex unit

uses a grammar file containing the necessary vocabulary for recognition. A hierarchical

structure of commands is organized into four categories:

• System
• Navigation
• Operate
• Multimedia

Help is available to the user in each of these categories by means of pre-recorded

digitized messages which are played back by the AudioVideo Server. for example, "Aide

olll'rir seeliollllellr", The system commands are used to control aspects of the animation
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such as the type of rendering. zooming in or out. pausing. reselling the program or

quilling. Navigation conll11ands inc!ude changing the deltlult llireclion of mOlion fwm

forward to backward. stopping. and luming left or righl. As weil, the user can rcquestto

"tc!eport"' to a certain locution. for example to the control roll111 or Ihe switchyard. ur to a

speeilic piece of equipment ("'l'Jlépol'Iel' "i,~ioIlL'leul' ïtill-"") , The switching opcration

commands include pushing a bUllon spccitied by the mIme of the disconnect switch il

controls. tuming a piece of cquipmcnl (diseonncct switch. circuit brcakcr) on ur 011:

tuming handles. and verifying the current operating conditions. As weil. Ihe opeMur

can specify the current time by speaking it ("1/ est milluil lfuClI'<IIlle-lmi,\'''), Finally. in

multimedia mode. the user can ask 10 be shown digitized photographs of various types of

equipment and short digitized video sequences detailing certain swilehing operations.

The ward "multimedia" was selected in this case for its ease of use. not because we are

trying to create a multimedia presentation - the beginning of Chapter one gives an

explanation why.

The Verbex speech interface is connected by a seriai eable to one of the l'Cs. The

l'I:ason a PC is used is one of availability: the interface programs Illr the speech

recognizer arc ail DOS-based. Thus. a tirst step is to initialize the Verbex l'rom DOS.

then the PC is rebooted with Linux. (Linux is a public-domain version of UNIX Il,r l'Cs

which is compatible with the version of UNIX used on the SGlworkstations.) The PC is

also connected via TeplIp socket connections to the AudioVideo. WorldToolKit. and

ESOPE-VR modules l'Unning on the SGI workstations. A program running under Linux

monitors the seriaI port activity and captures any incoming characters. The characters

received are concatenated until a carriage retum character is received. The string thus

received is then parsed to deterrnine where it should be sent. and is tinally wrillen to the

destination program via the socket connection. The program running on the Linux-PC

also uses the concept of hierarchical sub-menus like in the Verbex grammar file. The

•
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swilch between modes is made anytime the user speaks the name of a category, or

immediatcly aCter a help request is received.

The speech recognition module provides a comfortable, easy-to-use way of inter-

•
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acting with the VR simulator. lt uses a speaker-dependent recognizer to enable the user

to interact within a hierarchical command structure.

3.2.4. AudioVideo Server

The AudioVideo server program aets as an interface for the Background Sound

and ShowMovie servers and handles ail audio and video requests from the speech

recognition. ESOPE and WorldToolKit modules. Upon request, it plays help messages,

error messages, and action sounds, and displays digitized pietures. Requests for

background noises or the display of a movie file. as weil as commands that control

movie playback, are passed on to the Background Sound server or the ShowMovie

server. The AudioVideo server must run on a separate machine from the WorldToolKit

animation, as it requires an X·display for itself, and eannot be used in stereo graphies

mode. The AudioVideo server has live socket connections. These are detailed in

Table 3.3.

Socket Function
1 Receive messages from Speech Interface
2 Reeeive messages from ESOPE

3 Reeeive messages from WorldToolKit
4 Send messages to Background Sound Server
5 Send messages to ShowMovie Server

Table 3.3: Soekel Connections 10 AudioVidco Scrvcr

The following sections present in more detail the various categories of requests

handled by the audio / video servers.
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3.2.5. Speech Output MesslIges

Requests for hc\p messages are reeeived l'rom the Vernex speech interillee, The

command is receivcd as a string. and is parscd to see if it eontains a help request

("HLI'''). Ifso. thc rcst of the string is eoneatenated together without spaees to ereate the

name of the audio file containing the hc\p information. For example. if the string "VBX

A_V HLP OPR CLS BRK" is reccived. the name of the file is OPRCLSBRK.aifc.

(AIFC stands for Audio Intcrchangc File Compressed. a format devc\oped ny Apple

Computer [Apple 1991],) This liIcname is concatenated with the delllllit path for the

audio files. the name is verified for validity. and if the nmlle is val id. the system

command sfplay is calicd to play the file.

Error messages arc handled in the same way. exceplthat thesc requests eome fwm

ESO?E via the ERV interface. The error messages Irom ESOPE me numerieal. ami so. illr

simplicity. this standard was adhered to in the naming of the error message files. For

example. if the message "ESO A V ERR 103" is reeeived. the name of the file is

ERR103.aifc.

The Verbex 7000 Speech Recognizer has the ability to translate ASCII strings into

phonemes and to speak them through the headphone speaker. However. it only "speaks"

English. and has considerable diffieulty dealing with French speech. An allempt was

made to use "pseudo-French" written text composed of English phonemes thal approxi­

mate French speech. but this experiment was disappointing. The reason for the failure is

twofold: for one. there are many French phonemes that do not even exist in the English

language. such as the nasal n in "Ionguc". and second. even if the phonemes do exist. it

is difficult and tedious to estimate a reasonable-sounding French word or sentence when

writing only in English words. For example. one could write the sentence "Ics choix

sont les suivanls" as "Iay shll'a son lay sll'ccvunn". but even this is a crude

approximation. and does not sound very convincing. For this reason. it was decided to

•
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use uigitizeu speech sloreu on lhe compuler's hard disk as a Solulion l'or the problel11 or

giving lhe USl.:r spccch fi:euhm:k. Since lhl.: application requires only a c~rtain Iixed

nUlllher of messages to he spoken...nu Jlles nol have wnuol1l sequences ur words to he

synlhesized. it is simple enough III record tltese messages once. und then use lhl.:ll1 on

ul:l11anu. Memory requirl.:l1ll.:nls l'or the various uigilal media are Uiscllsseu in lhe nexl

chapler.

3.2.6. Ui~ili1.cd Imll~cs ~md Viucos

Re4uesls to display uigilizcu piclures :m: uealt wilh in a manner similar 10 audio

rc411csls. The liIcn.1I11C is uetermincu l'rom the message. anu the progrmn xloadimage

is uscd 10 uisplay lhe liIe. The display of the picturl.: is not controlktblc via a socket con­

m:ction. sinee xloadimage is an independent application. Instead. in order to terminate

the display. the user must press "4" or ''Ctrl-C'' while tht: moust: pointer is over thc

wim.low displaying the image. Ilowcvcr. to kcep the sereen display l'rom becoming

c1utlered anu eonl'using. only one picture or movie is di~i'layed at O'1ec. If ~ movic corn·

mand or another picture re4uest is reeeived while a pieture is bcing displaycd. the eur­

rently displayed picture is remo\'ed by killing the xloadimage proccss. If a picture

re4uest arrives while the movic is being displayed. the movie window is iconized. so that

it does not intcrfere with the other window. As mentioned abovc. othcr rcqucsts arc

passed on to the ShowMovie ser\'er or the Background Sound server.

3.2.7. ShowMo\'ic Scr\'Cr

The ShowMo\'it: scr\'er program must also run on a scparatc machine from thc

lIi~~n WorldToolKit animation. sillec it uscs the sereen display for itsclf. and cannot be

used in stereo graphies modc. 1I0wc\'er. the AudioVideo servcr and the ShowMovic

ser\'cr C'lIl run on the same machiîlc. as their displays do '.lot contlict significantly.

(The)' ma)' influence the colour map the display is using. or a ncw image may dcstroy a
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previolls one as mentioneù ahove.)

The fllllction of the ShowMovie ~crvcr is to display SUI nhwie liIes on the work­

Slation's screcn. anù to let th 1.: liser contlll!the movil.:'s playhack. The llwvie liIes in this

case were convertcù l'rom VilS vidcotapc to S<i! Illovie format lI~ing the S(i1 SVidco

tool kit along Wilh the IndigoVideo board in one 01' the machinés. Initiully, the scrVl.'r

waits lè.x the conlllltmù to 10aJ a given l110vie Iile. Once il has rccèÎ\'cd a vaHd lIlovie

lile name, il opens u winuow and uisphl)'S the Iirst l'ramc of the Ilwvic. Il lhen USl.'S the

select () fllnction to wnit for evcnls l'rom the movie itsclf. l'rom thc X scrver. ilnd l'rom

the socket cunnection to the AlIùioVi,leo scn'cr. Uron rcccipt of a soekct eycnl. the

receiveù slring is parseu to dctcrmine the type of commando Thc eommaml Îs eXl:cutl:d

using lhe auùio and video Iibrury COlllmanÙS avaîlable [S( i1 19941. and thc program

rctllrns to waiting for anothcr cvent. The ShowMovÎe cUI1111lanùs arc slIl11lllarizcd in

Tab!e 3.4.
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Commllnd Action
l'lay l'lays the movie in the dclllUlt direction
Stop Stops movie playbaek
Reverse l'lays movie in reverse
Slow-Motion l'lays movie at 'It of normal speed
Rewind Resets movie to frame 1
Loop Toggle Toggles between "play once". "Ioop forward /

backward" and "swing"
Mule Sets movie audio playback volume to zero
Inercase Volume Inereases audio gain by 25 units (out of255)
()ecrease Volume Decreases audio gain by 25 units
New Movie Stop current movie's playbaek. and wait for a

new movie name

•
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3.2.8. BlIckJ:round Sound Server

The Background Sound servcr must run on a difTerent machine from the

AudioVideo server. as it uses the audio hardware for itsclt: and would thcrefore nega-

tivcly influence the playbaek of hclp or error messages or the movie's audio track. Il

cano however, run on the same machine as thc WorldToolKit animation, as the two do

not influence cach other directly.

Il was necessary to split the background sounds from the other action noiscs and

audio messages because the SGI audio hardware imposcs ccrtain limitations. For

example, while it is possible to play up to four sounds concurrently, it is not possible to

control thcir playback volume individually usip,' high levcl functions4
, As weil. it is not

possihle to play a given sound on a given ehannel individually: rather, one must comply

with SGl's way of doing things. Whcn one sound is playing, and it is necessary to

change the output gain to play another one atthe same time, the first sound's amplitude

is also increased. creating a somcwhat unreasonable situation. For example. if a the hum

4 lI~in~ hm-lc:\d rnl~ramming. :dm,')t C\'cl)'lhing is pl1ssihlc. Il ",a.~ suggcslcd 10 add ur the indi"idual sound s3mplcs (16 bit
S.hllrt~), multirlicd h)" an arrn1rrialc gain. and lu senl.! them dirccll~' 10 the audio hardware. lIowc..'cr. in Ihis particular instance.
Ihis "a... (kll I.Il1nc.
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of a transli.mner is playing in the background. and a loml bang is 10 be played as an

action noise. the transli.mner noise must. el'en Ii.lr a short time. beeome as loud as the

bang. and then return to ils prel'ious level. This situation is elearly unaeeeptabie. allli

thus it was chosen to split the audio playbaeK to Iwo workstations. where eaeh volume

setling is controllable individually,

ln this case. one workstation handles the help and error messages and aellon

noises. which ail don't inlluence each other. and the olher workslalion plays :1 maximum

of two concurrent background sounds, A further limitation imposed by Ihe SOI audio

hardware is lhat a sound Iile that contains only one channel (mono) is played elJually on

both left and right channels. while a liIe containing two channels (stereo) is played with

one channel's samples being played on the right OUlput. and the olher ehanllel's s:lInples

on the left outpu\. To overcome this limitation. and to enable lhe use of two distinct

background sounds. it is necessary 10 record one of them only on the len channel of a

stereo tile. and the other one only on the righl channel. Then. by regulating the playbaek

volume of either channel. the volume of Ihm parlicular background noise ean he

regulated,

This drawback imposes the limitation thm the channel a given haekground sound

is to be played on must be pre-determined. and thus. the second sound must exist in a

version for the other channel. In order to simplify the choice of output ehannels. Ihe

following limitation on haekground sound filcnames was imposed: lhey must end with

"_L" or "_R". for example XF03_L and XF03_R. This way. there is no confusion over

what is happening. Both the background noises and the action sounds arc played at a

volume that is appropriate for the user's position in the simulation. That is. hoth the

Background Sound servel' and the AudioVideo servel' receive information ahout the

sound source's location and the user's location in the message requesting the sound, The

distance between the two is then calculated. and is used to set the output volume

•
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accordingly. In thc futurc, an implcmentation using three·dimcnsional sound could use

thc samc data to construct an appropriate sound "imagc" for the User. Sound intensity

should vary as -.!, where D is the distance l'rom source to listener. In this case, wc
Il"

•
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assume that thc sound is at intensity 255 at the source, and dies down l'rom there. so

1" m. Ilowevcr, sincc the "gain" of an SGI audio channel is not linear, one can
III

approximate the appropriate calculations by using 1
2~5(tllI~'"I)i.'J.I)1 01

'" lIIil'l .'
tlltt'lIlJW

as an
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approximation where thc sound intensity decreases linearly to zero at a distance of

allcnDi.W units. In the case of a background noise. a distance of SOm was used for

allcnDi.l'l, while for an action noise (sueh as a bullon click). the distance was set at 10m.

Beside the visual rendering of the ESOPE·VR system. the audio and video outputs

arc an important part of what is nceessary to stimulate the user's senses. AuraI immer·

sion is aehieved with action sounds sueh as bullon clicks and explosions and background

noises sueh as transformer hum. whieh is adjusted in intensity aeeording to the distance

l'rom the user to the sound source.

3.2.9. Communications by Message Passing

Sinee the ESOPE-VR system eonsists of almost a dozen separate proeesses running

concurrently on several machines. a scheme had to be developed for eommunieating

between these distinct units. What was found to be the simplest and easiest to

implement and debug was the use of ASCII 5 strings to send messages l'rom one unit to

the other. 1n order to debug a particular server program. ail that is required is to conneet

to the given machine with a telnet6 connection and to "talk to" the program by means

oftext messages that arc understood both by il. and by humans. For client programs. the

interaction is a bit more eomplieated: a "dummy" server program has to be ereated and

~ ASCII - Amcrican Standard Code: for Inform:uion Intc:n:hang;c.
61c1nct is une: or!'C\'cfall)pcs tlf cunnc,tions thal can bc: made b.:1\\CCn llNIX "orksl'Ilions.
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started before starting the client llmt is to be lested, The sen'er pmgr:ull ean then be used

to"pass through" informationto the client.

Soeket connections arc used between l110st of the individual l110dules to transfer

messages l'rom one process to the other. This type of eonneetion was found to be very

practical to use. as it allows us to start the pmeesses on any nUl11ber 01' ditli:rcnt

machines. Further. it is a reliable and Ilist forl11 of eOl11munieation. and was ehosen ovcr

more high·levcl communications protoeols sueh as remote procedure ealls (RPC). When

two processes run on the same machine. communication is donc by means 01' a shared

memory arca. This is the simplest choice. and the Ilistest one. too. Sinee shared

memory is a physical thing (as opposed to socket connections). it cannot be used to

communicate l'rom one machine to another.

One important factor is that the processes have to be started in a certain order so

that evcrything will run properly. A script reads the system conliguration l'rom a lile and

then starts the proccsses on various machines in a pre-delined order. This liIe is

included in Appcndix 2 on page 82. The servers need to be started lirst. and then the

clients. In this case. for example. the Background Sound server and the ShowMovie

server arc started before the AudioVideo server. which in tum. has to be started bcfore

the main WorldToolKit application or the speech recognition process.

Once ail connections have been made. communications between the modules takes

place by text messages containing the name of the sender and the receiver followed by

the data being sent. Table 3.2 shows some typical messages.

•
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Source .. J)~stinutl()n Mcssu~c Mcnning MesslIge Text
Verbex 10 Esol'I·:·VR "opcmtc: close breakcr" V8X ERV OPR CLS 8RK
Verbex 10 i\lI~ioVi~eo "Io"~ nlUvie of switch lype ," V8X A V LOA SWI 1

ESOI'IIO i\lI~ioVi~co "Error co~e '234" ESO A V ERR 1234

Worl~ToolKit10 i\lI~ioVi~eo "User's position is 23 45 0" WTK A V POS 23 45 0

bOI'I. 10 l'sr lI'E' VIl "Voitllge Iinc 1 is 123 kV" ESO ERV VLT 1 123

•
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3.2.10. (;ntphicall'ro~rcss Monitor

It is olien use fui to generate debugging messages giving various details about the

progress of a running program. In this case. however. there are almost a dozen separate

programs fUnning. each generating thcir messages on the same screen'. and so il ean

become eomplicated to understand what is happening. Therefore. a graphical monitor is

used to trace the progress of selling up ail the required programs and their subsequent

communication.

The program. wrillen using various GL' functions. fUns on one of the SGI work­

stations that is not fUnning the main WorldToolKit animation. A graphieal approach to

the problem of progress monitoring was found to be usefu!. mainly because of the

amount of information that is to be processed. Each program sends out at Icast two

progress messages per socket connection (of which there are almosttwo dozen), and it is

thereli.lre diflicult for a human to read themall and to deduce the factthat everything is

fUnning smoothly, or thatthere has been an error.

A more detailed description of the monitor program's function is found in the next

chapter.

7 Ali prtll:t!iSC:S arc Slar1Ct! (nlm il common point using the Slill1Up script. so ail thcir outputs go 10 (he same 5Crcl:n. This is
~cscribcl.l in m~'n: dctait in the nc\( chapter.

(il ... ),!raphks lanl;uagc. il C'ompuh:r grarhics standard dc\'clo{'Cd b)' SOI.
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3.3. Summary

Tn'IINI\.'/\I SI'ITlnl'AI'II)N (H-' Tilt: FS()I'F-VR SYS1TM

•

•

This chapter has presented an overview of the technieal aspects of the l'SOI'E-VR

operntor training prototype. The system is dislrihuted over a varicty of platlimlls.

namc\y SGI Indigos and l'Cs. and consists ofa main process hased on WorldToolKil. as

weil as an ÂudioVideo process. a hackground sound sen'er. a movie server. the original

ESOPE module and a speech recognizer, 1\ script is used to starl and shut down the

system. while a graphieal monitor provides visual lèedhack on the state of each of the

proeesses.
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CHAPTER FOUR

4. Detailed Implementation and Test Results

4.1. Introduction

This section presents an evaluation of the implementation deseribed in the

previous chapter and summarizes feedback l'rom a user questionnaire.

4.2. Speech Recognizer

The Verbex 7000 is a speaker-dependent speech recognizer. As such. it needs to

be trained by eaeh person who wants to use il. The training procedure is quite straight­

li.lT\vard. The following steps need to be taken:

4.2.1. Gmmmar, Reeognizer and Voice Files

• A grammar file has to be created using any ASCII text editor. This file contains

the words and phrases that will subsequently need to be recognized. With a speaker­

independent recognizer such a step would be either unnecessary or required only to a

very limited degree. sueh as for personal additions to the existing grammar.

• This grammar file needs to be eonverted to a "reeognizer file" by a utility pro­

gram. ln order to reeognize words and phrases. a machine formatthat can be transferred

to the Verbex unit has to be created.

• The reeognizer file is transferred to the Verbex 7000 by the seriallink. As men­

tioned previously. the Verbex is a DOS-based system as far as the available software is
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Figure 4.1 givcs a stale chart representation of the grammal' liIe used li,r the

ESOPE-VR projeet. The:e arc live main calegories of commands reprcscnted: base.

operate. navigate. system. and multimedia. In each of thesc categories. there are olher

eommands. The overall structure ean be seen as a type of menu system. exeepl lhat it is

voice-based. From each orthe categories. help is availablc by saying ""ide-II/oi,"

The transitions between the individual stales are labcled wilh the key words to be

spoken. ln the case orthe help commands. the transition back la the corrcsponding state

is made automatically afler the help request is recognized. For examplc. if a user is in

the "system" sub-menu and wants hclp on reselling the simulator. he would Iirst say

"aide-moi". then "aide rese/'·. The system would give him an appropriate verbal

message about how to reset the simulator and would thcn place him back in the "system"

menu.

concerned. Therefore. the conversion and transfer ure donc usin~ IWO ulilily pro~rmlls

running under DOS,

• The Verbex 7000 necds 10 be lrained - Iirsl the individual words in lhe grammal'

file. Ihen the phrases Ihat oeeur. Tmining lypieally requires the user to speak eaeh word

three times. The phrases Ihat oeeur in Ihe grammar ure usually of a formai sueh as

''\l'ordJ \l'ord] /llill/her[J-JII} \l'ord" \l'ord5'' or somelhing similal'. In sueh a case. il is

not necessary 10 speak ail len possible phrases lhrcc limes eaeh, Rather. lhe reeognizer

will sclect those phrases that arc most likcly 10 cause confusion. and will repeat Ihem

scvcral limcs. 1\11 of lhe paramclers such as word lraining frequency can be scleclcd hy

thc uscr.

• The "voice file" that is gcneralcd by training must be lransl'crred hack via the

seriallink. so that il ean be saved and re-used Iater.

4.2.2. Grammar File Structure

•

•

•
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AIDE M)HTRER [PHOTOjVIDEO]
AIDE JOUER
AIOE REBOllINEJl
AIDE LENTDIENT
AI DE PLUS_FORT
etc......

AIDE TOURNER [ÇAIJOiE/
llIlOITE]

AIDE AVANCER
AIDE RECULER
AIDE ARRETER
AIDE TElEPORTER (COURI

SALLE
DE ClMWiDE]

AIDE AFFICHAGE [W1REFRAMEI
FLAT/
TEXTURE]

AIDE ZOOM [IN/OUT]
AIDE PAUSE
AIDE RESET
AIDE QUIT

/~
( System)

~//

TOURNER [GAUCHE/
DROITE]

AVANCER
RECULER
ARRETER
TELEPORTER (COURI

SALLE
DE ClHIANDE]

AFFICHAGE (WIREFRAHEI
FLAT/
TEXTURE]

lOCI( [IN/OUT]
PAUSE
RESET
QUIT

I«>Nl1ER [PHOTO/VIDEO]
(SECTIONNEUR/DIS]ONCTEUR/e~c,]

lOUER
REBOBINER
LEH1DlENT
PLUS_fORT
e~c ••••

/~ /'~
1 \ 'N \:>i Nav \<------;:::( av \

C 1 AID~I 7"", HI:
ANNULER / \ e p ,

/ "---/

ANNULER

AIDE POUSSER BOUTON
[OUVRIR/FERl'4ER) [S ECTIONNEUR/

DISJONCTEUR/
CADENAS/
IWlETTE]

AIDE IL EST
AIDE VERIFIER LES CONOlTIO:NS

(;:\
~~AIDE..JIOI

NlNULER

POUSSER BOUTON •nla<!!1"0
(OUVRIR/fERMER] [SECTIONNEUR/

DI SJONCTEUR/
CADENAS/
IWlETTE]

(SECTIONNEUR/
DISJONCTEUR/
CADENAS/
IWlETTE/
TRANSFORMATEUR/
BXL/
BARRE/
BARRE DE RELEVE]

REGARDER

Il EST •heurt!
VERIFIER LES CONDITIONS

Figure ".1: Verbel Grammar Flowchart



Note that in order to simplify thc diagrlllll. ccrtain transitions arc not shown: it is in

fact possiblc to go l'rom any mcnu to any othcr by spcaking thc appropriatc kcyword.

For example. one can switch dircctly l'rom thc "operatc" mcnu tothc "navigation" mcnu

by saying "navigation" withoutlmving to pass through the "basc" state.

4.2.3. The Training Proeess

The method of training the Verbcx 7000 spccch recognizcr is straighllimvard. Thc

interface betwcen thc user and the recognizcr is yet anothcr utility program which prc­

sents the information on the res screcn.

First, the user is rcquired to calibrate thc rccognizcr to "silcnee" - tlml is. a Icvclof

background noisc that would typically bc present during usc of the unit. ln the casc of

ESOPE-VR, we always attemptcd to have a silent background. Ilwas lillll1d subsequcntly

that a noisy environment made accuratc recognition vcry dil1icult. ln Ihis casc. as mcn­

tioned previously, a keyboard interfacc that mirrored thc Vcrbcx grammar was wrillcn to

serve as an alternative input modc. This was found to be vcry uscful. particular in dcm­

onstrations of the system to groups of peoplc where it is unreasonablc to rcquirc silcnce.

In a future implementation, the issue of error-pronc recognition must bc addrcsscd. Onc

suggestion, which should also be tested. is ta include a certain am')unt of controlled,

low-level, background noise during the training [Morris 19931. Whilc it is not clcar

what the consequences of doing sa would be. one thing that was noticed during training

was that punetual background sounds during training madc subsequcnt rceogn!:lOn

almost impossible. This is duc ta the noise bcing includcd in thc machinc's

representation of the particular ward or phrase.

Next. the recognizer prompts the user ta speak individual words l'rom the grammar

ta be trained. The words are run through in alphabetical arder. Il is sometimes dil1ieult

ta pronounee the ward correctly sinee one happens ta know or does not know the context

in whieh the ward is ta be spoken. In general, the best approach was found ta be ta
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speak eaeh worù naturally as a single unit. Aller ail the worùs have been trained inùi­

viùually, the user must speak the phrases. The reeognizer selects the appropriate eombi­

nations, as noteù above, anù warns the user of any misreeognitions. The reeognizer ean

be tolù to ignore these, anù to re-train the phrase in question.

The time neeùeù to l'ully train a certain grammar varies with the grammar' s

complexity anù the number of worùs. For example, in an initialtry, a grammar was ere­

aleù that enableù the user to speak any time of ùay l'rom miùnight to midnight in one

minute ineremenls. Thus, it was neeessary to have many ùiffcrent eombinations of

numbers available. The eomplexity ofthis partieular grammar was quite high. and there­

fore the training was unneeessarily long - close to tluee hours. of whieh a great part was

spent speaking phrases sueh as "1/ est vingt-deux heures quarante-cinq." This task was

quiekly juùgeù to be mueh too arduous. and so the possibility of noting the time was

eliminateù. This eut the training time to a more reasonable half-hour or so. Of course.

the training time varied eonsiderably l'rom person to person simply beeause of the clarity

of their pronuneiation and the error rate.

The eomplexity of the partieular grammar is measured numerieally. A high

number (greater than 100) implies a eomplieated grammatical structure and therefore

slower. more error-prone recognition. In the two cases mentioned in the previous

paragraph, the eomplexities were around 215 and 50 respeetivcly.

.1.2.4. Verbex Questionnaire

A total of seven people used Vcrbex over the course of a few months. Five of

these were in the eontext of ESOPE-VR; the two others were undergraduate students who

used Verbex lor their course projeets.

Only two of the people had used Verbex or any speech reeognizer before. 50 for

the others, this was "new" teehnology. In general, the responses about the individual

experiences using the speech recognizer were positive. Some of the people spoke to

•

•

•
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Veruex in llll "unnaluml" mllllner ("mdio voiee") ul1lil they \\'CI'e stopped and told to

speak normally. Some people also tried several prnnul1eialions of the same word

without being told to do so. lt is not c1ear whelher this is helpful or ml!: prnhahly a

consistent pronunciation throughoUl would he helter.

A questionnaire was given to eaeh of the people whoused Verhex. 'l'he queslions

and the answers arc included in Appendix 4 on page XX.

The responses to the questionnair.: an: generally positive amI inlimllati"e. 111

general. alier a short aeclimatization period. peopk lillllld the Verhex quite easy to use.

Apart l'rom diffieulties dealing with background noise levels. and a lew misreeognitions.

no major problems wcre eneountcred. The questionnaire results would indieate thal a

voiee rccognizer is quite suitable for virtual reality applications. The suggestions made

here should be taken into account in a future implementation.

4.3. Socket Connections

Since ail the individual programs making up the ESOI'E-VR system eommunieale

by socket connections. it is important to know what sort of pertimnanee ean he aehieved

with this technology. A test program was written to determine the speed of the soeket

conneetion between two given processes: in order to aecumtcly me;lsure the lenglh of

time necessary to transfer a given amount of data. a 50-eharaeter string was sent l'rom

one proeess to the other. and then echoed baek to the !irst. This was repeated 1000 times

in succession. and the time measured l'rom star! to linish. While the time did vary some­

what l'rom one try to the next. the minimum and maximum times observed ranged trom

2.2 to 6.3 seconds for ail 1000 messages. Thus. the number of messages l'cr second

ranged l'rom 317 to 909. or 15900 to 45450 characters l'cr second (1000 messages each

way = 2000 messages). Note that this measurement takes ail the code overhead into

account. but this was also present in the aetual application using the socket conneclions.

One should also take into account that these data do not represent the absolute speed of a
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sockct connccti..n. nUl mthcr that of a typical conncclion in this application, Onc can

jusl as casily Imnsmit 1000 charactcrs at a limc. onc lhousanù timcs. in almoslthc sal11c

timc as 50 C!mraclcrs onc Ihousanù limcs. Thc cOl11municalions spccù achicvcù by Ihc

sod.:l conncctions is morc lhan aùclJuatc Illr thc ESOPE- Vi{ applicalion. Sincc only

rc!alively small amounts of ùata nccù tu hc scnl ovcr thc nctll'ork al any onc timc. anù

Ihc spccù of Ihc simulation is ùcpcnùcnl on Ihc visual rcnùcring of thc virlual ll'orlù.

lhcrc is no ùelay inlroduccd hy Ihis Ilmn of llala tmnslcr.

Figurc 4.2 sholl's thc funclion calls rClJuircù 10 cSlablish a soekcI conncelion. The

scrvcl' tirsl has 10 erealc Ihc sockct. Ihcn hinù it 10 a givcn aùùrcss. anù thcn listcn for

conncction rcqucsts. Wlicl::J conncclion rClJucsl is scnl by a clicnl using Ihc

connect () systcm c.i11. Ihc scrvcr uscs thc accept () syslCI11 c;!1 10 cstablish Ihc

conncction. Atlhis point. read () anù wri te () funelion caUs arc useù 10 cOl11l11unicate

heill'ecnthc proecsscs. In orùer Illr Ihe programs notl:l block ll'ailing for input. Ihey use

Ihc select () funclion to mulliplex inputs anù outpulS.
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CLIENT

socket ( )

J
bind ( )

\lI
connect ()

socket ()

~:-_ .._~

\/ J
read ( ) <::--~--- -~---- -- wri te ( )

1: !

J
listen ()

J
accept ()

Siocks until
connection is made

• wri te ( )-----~ ~~-~---~~. read ()
--------~~-~--~--~-_.~~--- _.~

Figure 4.2: Establishing a Soeket Conn.etion.

4.4. Audio and Video File Formats and Sizes

For the ESOPE-VR projeet. digitized audio files were used to rclay hclp and error

messages to the trainee. Il was decided to use this approach rather than a speech synthe­

sizer because of its high quality output. Only a limited number of messages had to he

reeorded, rather than synthesizing random word sequences. Speech was digitized using

•
16-bit samples at 16 kHz using the SGl's audio interface. This frequency was chosen as

the best compromise bctween acceptable quality (8 kHz bandwidlh) and memory

requirements (32 kB/second at 16kHz). (The total space requirements for audio and

video are summarizcd in Table 4.1.) A total of 44 help messages wen: recorded, ranging
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l'rom 2.6 to 21.K seeonds in length. wilh an averuge or 6.5 seconds. 3K crror messagcs

were also reeorded. these bcing 1.9 to 6.6 seconds long. with an averuge or 3.6 seeonds.

Sound el1cels were also reeorded: 12 files runging l'rom 3.1 to 6.2 seconds were used in

the project. These sounds inelude the background hum or trnnsl'ormcrs (one per channel)

and action noises sueh as bullon clicks or motor or arcing sounds.

The images presented to Ihe user were taken with a eonventional 35mm eameru

and subsequently plaeed on a Kodak Photo-CD. This enabled us to transfcr them quite

easily l'rom that media to the l'ormatused lor ESOPE-VR. namely Ihe GIF l'ormat. Il was

decided nol to use JPEG compression due 10 Ihc time necessary 10 decompress and

display each image. For demonslration purposes. seven images were used.

The videos used were recorded onlo VI·IS tape and digitized using Ihe Indigo

Video board on one of the SGI workstalions. Il was decided 10 use a frame size of 320

by 200 pixels as a reasonable compromise belwecn display speed and image c1arily. A

frame Me of 8 frames per second (fps) was selecled in order 10 keep Ihe disk space

requiremenls low. Each frame requires approximately 80 kB. consisling of 64 kB

(320x200x8 bits/pixel) lor Ihe image as weil as 16 kB (S-bit samples al 16 kHz) for Ihe

soundlraek. The image qualily is certainly nol the besl availab1c. and Ihis aspecl would

have 10 be changed for subsequenl implemenlalions. Il would be inleresling 10 look into

Ihe availabilit)' of MPEG player hardware. which would allow for a greal reduclion in

disk spaee due 10 Ihe compression lechniques used. As can be seen in Table 4.1. Ihe SGI

movie files take up quile a bit of space. Even wilh currenl disk lechnology. however.

Ihere is ample room for scaling up by a faclor of 1000.

•

•

•
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File Type '1'01111 SlIlIlplill!: Rllte Storll!:e (kil) per Totlll Storll!:e
sl'cnntll rrulIIl' (kil)

Error messages 3K . 1)1) 5 16 klll. 16 hil 3~ kil ·I·I~K

J-Iclp messages 44 '" ~K5 s 16 klll. 16 hil 3~ kil 1)1)5
SOllnd elTeels 14K s 16klll.16hil 3~ kil .11.1~

SG IIIl0vies 131)s . Kfps (tr13~Ox~OIl. pills Kil kil KI)K61)
1112 l'milles 16klll.16hils""nd

DigitÎzcd images 7 illHlgCS K·hilS per pixcl varies 16117

•
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4.5. Startup / Shutdown Script

A script wrillen in fI~rl is used to slart up or shut down the system. l'~rl is a script

language th;;! combines many funclions otherwise lilllnd in thc UNIX shell. in thc l'

programming language and in various UNIX utilities. It is this comhillation of

capabilities that makes fI~r1uscfill. It is much casier to do so this way than 10 launch or

kill Ihe programs individually. Since Ihere arc six processes 10 he Ilm conscculively in

exael order on various machines. having a ccntralized "starting point'· is almosl a

necessity. and is much simpler Ihantrying 10 coordinate mallers otherwise. The scripl is

included in Appendix 1 on page 76. The script is "pointed to" by two symholic links

called ",vit/l"" and "'~rlll". respeclively. The scripl delcrmillcs what name it is heing

referred to as when il is called. and then acls accordingly. eithcr starting the simulator or

c1caning up thc running programs. It reads information l'rom a conligumtion Iile to

detcrrninc which proccsscs arc meant for which machines. The environment variahle

$ESOPE_HOME is used to deterrnine in which directory the conliguration lile l'(}II/ig~rl'

is located. and must be set on each machine. For each line in ('()nJiR.~rl'. either a remote

shell (rsh) or just a background shell on Ihe local machine is run. As weil. certain com­

mand-line arguments can be passed to the script. These arc dctailed in Tahle 4.2.
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l'lIrllmclcr Function
-c Run thc simulator with sterco graphics
-ù Debug the perl script
·e Usc ESO!'E in echo-only moùe
-1' Do a filst restart of the simulutor
-h l'rintthe ,lvailable choices
-k Use the keyboarù intcrlilce for Verbex
·1 Use the Logitcch 6-D mouse

•
('IIA1'1I Il H" lit DII.III/IlIM!'1 !'M!'NTATllIN .1 Nil TISlll!"III.T'

T"hle 4.2: Cummnnd-Line P"r"meler, for SI"rtup/Shutduwn Seripl

Alier thc simulation has cnùcù. the Sllllle script can be useù to "c\ean up" the still

running proccsses. In this case. the script is relcrreù to as "Iam". The script first rtms a

This line specifies that the program "audiovidco" is to be executed ("yes") with

the parameters "-a" and "·bS" on the host "Iagrande". and that this program is found in

the directory ESOPE_ HOME/bin. A pause of "5" seconds will follow the start of audio·

shell or a remote shell on the specificd host to determine thc proccss ID of the running

prognUll. ft then runs another shcll to send the progmms a pre-specified kill signal.

which causes them to exit gracefully. c\eaning up alier themsc\ves. IIcre is an example

line Ihllll the configuration filc:

• 1 lagrande /bin audiovideo 5 yes -a -b5

•

video. and therefore the launch of the next program.

4.6. Graphical Monitor Program

As mentioned in the previous chapter. a graphical program is used to monitor the

progress of system startup liS weil as subsequent communications between the individual

modules. Three colours (white. green and red) arc used to show the state of each pro·

gram that is to be launched. The programs arc represented as boxes with their respective

names. while the soekets arc represented as small squares with lines eonneeting them. A

picture of the gmphieal monitor window is shown in Figure 4.3. The following is a

description of the monitors use.
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• Initial1y. ail lin~s amI box~s me shown in white. When a pro~ram altempts tu

makc a sockcl connedion. the sockct and ils link to lhe uthe!' l'roccss arc coloured in l'cd.

and whcn the conl1cction has been made. the suàels and thd!' conncctions arc slmwn in

green. Final1y. when ail the conncctions lu a gi\'cn prugram ha\'e heen made. lhat

module is shown in green as weil. Il is therefore simple to !'ecugnize errlll'S that may

havc occurred simply hy sccing that not cverything is coloun:d grcl:n. and furthl:rJllu!'c.

the source of thc crror is simple to dctcrminc. as it can hl: readily idl:ntilkd on lhc

graphieal repn:scntation.
rr==;;::;:;;;;;:;:;;;;:;;::::;:;::::;;;:;:;;;::::;;;;::;;==:;;;;;:;:~
~ ;;'ESOPE-RV IPe monitor ',,",'T G.'

ESOPE-RV

AU010VID

11''-'--''1 1"-----'1 1
ESOPEVERBEX

.--__----'T T'---__---,

•
l-VBX7000 WIN ESOPE

-li
MOV BGS

Fi~urc 4.3: Graphic:all'ro~rcss Monilor.

The monitor program aClually consists of two separatc processcs running on the

same machine. connected by a shared-memory area. While one proCCS'i is rcsponsihlc

for the graphical output. the other continually parscs the string:-. if rcccivcs through its

•
standard input for certain tokcns whieh signal the activitics that arc of intcrcsl. For

cxamph:. the token "»»" rcpresents the faet that a sockel connectÎnn has hcen initiatcd
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The token "= >" represents the sending of some data l'rom one proeess to the other,

by one of the programs. and the token "««" means thatthe eonneetion has been made.•
CIIAI'II'H 1'01111 Iln,\II.I'IlIMI'IHlI'NTATION ANIl Tl'ST RI'SIII.TS

l'reeeding and Illilowing these tokens arc other strings that uniqucly represent the sender

and the reeeiver of the messages. Il>r example "YBX »» ERY" or "ESO »» A_Y",

If one of the three tokens mentioned is reeeived. the parsing proeess places the entire

reeeived string in the shared memory area for retrieval by the graphiealmonitor proeess,

Sinee the parsing process uses its standard input to reeeive data. it is a simple task to use

the graphieal monitor program, The only requirement is that ail the programs that arc

heing launehed with the startup script write progress-report messages ofthis type to their

standard output. The graphiealmonitor program is started as follows:

•
'l; monitor
'l; sleep 5

'l; start monitorl

• the graphieal output program
• this lets the above program start and initialize the shared

memory
• "moni torl" is the utility program for the graphieal
output program. and "start" is the startup script. The
symbol "1" represents a pipe - meaning that the output
l'rom one program ;s sentto the input of the other.

•

The graphieal output proeess mns in a light loop. eontinually eheeking for an

ineoming message in the shared memory area. but also updating the display as

neeessary. 1llr example. if the window is temporarily eovered. the entire picturc is re-

drawn when it is uneovered again. The reason a shared memory seheme is used is so

that the proeess does not have to hloek when waiting for input.

The graphieal network monitor was found to be a very usefultool in debugging the

ESOI'E-VR system. Il is much simpler to read a three-eolour graphieal display thal1 to

have to sort through dozens of output messages in order to detennine what has gone

\Hong. On the other hand. it is satisfying to see an entircly green display and to know

that everything is workir.g as it should.
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4.7. Recommendntions for Future Work•
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The implementation of the ESOI'E-VR pmjeet has shllwn lhat there arc several

wenk points thnt should he denlt with in subsequent versions. Fllr llne. the nelwllrk

communientions seheme currently heing used is sllmewhnt unslnble. Il wlluld he neces­

snry to preserve the integrity of the network when llne llr mllre llf the mlldules I;dl Illr

wlmtever renson. As is. n module thnt is no longer reeeiving messnges vin its sllcket

connection will sell~destruct. A hetter wny would he for tlte mlldule tll nttempt tll re­

initialize the socket connection nssuming thnt the pmcess on the olher end cnn also re­

start itsclf.

One concept that would he worth looking into is n transparent communicntions

scheme such ns that provided hy VEOS (Virtual Environmenl Opernting System). in

processes communiente with ench other independently of where they arc Illcated. Wilh

such a scheme. no distinction is made helween shared memory and socket commllllica­

lions as fnr as the programs arc concemed. these aspects heing handled hy the Cllmmu­

nications mannger.

It is desirable to tmnsfer the speech recognition interl;lce tll u plutlllflll thut is

common with something cise in the system. Possihle choiees would he cither u

Windows version or a UNIX version so that the pmgram could run in purallcl with the

ESOPE program or on one of the SGls. With such a conliguration the umount llf

hardware required would he reduced considerahly. and the startup of the system would

be simplilied.

Ifa system such as ESOPE-VR should be commercialized. it would he necessary to

have it run on a PC platrorm rather than on SGI workstations. The simple reason lilr this

choice is that l'Cs arc so widespread that there should he no acceplnnce prohlem.

whereas not everybody ean arrord to purchase a graphical workstation. Il is realistic tn

assume that in a few years' time. l'Cs will be able to support ail the necessary
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teehnology to run u high quality virtuul reality system. In the meantimc. for further work

un SOI workslations.lhe use of the l'erformer toolkit would be olïnleresl [Rohlf 19941.

As future work. lhe use of a fully immersive head-mounled display. as weil as

loueh-sensing and/or I()ree-feedbaek devices could be considercd. These technologies

would provide enhancements to the realism of the VR experience. Alternative VR inter­

aclion lools sucll as glove input deviccs need to be evalualed to determine their

suilability in lhe ESOI'E-VR contexl. Finally. the automalic generation of 3D 1110dcls

should be expanded to allow for conversion of a single-Iine-diagram into a control-room.

•

•

•

CIIAl'lUIl'lllll1 IJi.TMl.wIMI'U'MI'NTATlllN ANI> TI'ST RI'SIII.T~
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CONCLUSION

5. Conclusion

The current thcsis describes a lirst realizalion of providing eleclrieal s",itehing sla­

tion operator trainees with a new training environment ljUile unlike any they have lIsed

or seen before. Thc motivation ll)r the project came from the necessily of providing a

safe lcarning environment. while preserving a high degree of realislll. The successliil

integration of a 3D visual interface. speech recognition. auraI immersion wilh verhal

fcedback. and a decision-support system in a real-tilJ1': dislrihuted elient-server

architecture demonstrates that such a system could be 'Jsed as a powerfullraining tuul.

Chapter one provided an overview of the current applications in virtual realily and

the technology behind them. The next chapter conlained lll1 overview uf Ihe ESOI'E-VR

system including a look at the existing training suftware used at Ilydro-Quéhec as weil

as descriptions of the various features of ESOI'E-VR. Chapler three provided technical

details for the different modules of the syslelll. while Chapler lllur presented

implementational details and evaluation of the relevant results ohtained.

The ESOI'E-VR prototype successfully demonstrated the Icasihility uf using virtual

reality techniques to provide a training environment. The task nuw is tu reline the hard­

ware and software at hand in order to improve the system's perlllrlnancc and tu search

for new. more advanced. ways of interacting with Ihe system.
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1.111 1()~. L. T"~' ('ry.\tllll~)'C.·l ",,"""oot Sh.'n:t1!!.raphics Curporatiun, liN 1.

M,\S:"I:I'-!. (j. n", r"ullIl (~lIin', ''l'upular ~h:ch;lI1ic," ~Iilrch It)I)S. pp. h:!·hS.
115.

MII.<i1C\\1. 1'. RÙ'l'IJt WorA af {',!/T fr;':Ol/II",h'J '" 1i:/1'0/""II1I0I1\' 1111" ('OIlIr,,1
i.ah "CRIM Seminar:' CRI!'!. Ma)' 1. 1'1'/5.

Prof. Milgr'lI11 pn:'icntcu +.1 nlll'·hllur pn....\cl1l;uiol1 ilhuut currcnl n..\..'ardt ill the
ETC I"b uf Uni\'.:rsity of Torunto. Infunnatiun ahout (hi .. Î'i il\ïlililhlc al
http://vered.ro!;e . utoronto .. ca. Ile dclinc\ 1\\(1 "l1a\'(u!r'," uf mi'\l'tI

rCOIlity: "Augmt:"l1h:t..I Virtuality" is th..: i.Hkling ufrcOIllu virillill. \\hilc ··Aug.mcnlcd
RCOIlity" is adding \'irtUilllo n:OI!. IIc mcnlion ... "'C\'erill c.\periment ... tu slully dcpth
euc.... fur cxamph: derth thruugh mUlion (Wliltiol1. or sh.'renscupie and mlillion).
At University of Tokyo. a VR sctup is lIs;,,;d lu \'isuali/c a power nelwurk. A "silk
eur!)or" is an inlcrcsling llmllhal i... lIsed fur dcplh·ctlcing.. Olle ean lell wherc an
ohjeet is by' how mueh it is oec1udeu:'J\ugmcllh:lI VirtUillily" i... u,cd <Itlhc ATI{
Communications Systems l..lb in K>olo for "Virtual Spacc Tclecnnrcrcncing....
This b. a \'irtual world \\ ith a sleren viden hackgruunu. Ihcrerore lhcrc j., nu nced
10 model c\h:nsi\'ely, The ARGOS (Augnu:nled Ke:llit)" Ihruugh (irilphic O\'crlays
on Siereo\'ideu) !'.ystem of UolT i!'. Mnnilor·ha"icd. nul IIMI>. It ineorpor;'lh:s :1

"Virtual pointer" and .1 "\'irtual taperncilsure." Wnrk wilh IIMI> wilh heatl·
mounled e:lmer.ts is being donc. This ha.. se\'cml advill1tagc.... CSPCCiillly llu: ollc or
being casily ealibmted. and thilt il ean he cXlm·sensury (UV ur II{. liJr C'illllple).

MI~rR. N,\llI~1: E. IW"'T(lc{I\'f.' \'irtllal Tf."IIt(\' .'iII",daf,un .\.\'.\lI.'/II lor ruhor nmlru/

mi" up..'rlllw'lrammg "Proceedings· IEEE Inlem.lliun:ll Cunli:rcncc un Rohnlics
and Automation:' "ubl. bl' IEEE. IEEE Service Center. 1';",Ii;o...;oy, NJ. lJSA. ri
21994. pp.142K.1435.

A distributcd s)'!'.tem using VR a\ a mcthml 10 inleracC wÎlh rohul' cng:lgcd in
induslrial c1canup lasks is prcscntcd. Speaker·indcpcndent VoÎce rc(;ugnilion is
uscd as a control input wilh vaf)'ing rcsults, ilUdin fccdhilck j, u,cd 10 relaie
infonnulion rcgarding the current sialUS orthe rohnllo Ihe u..er and 10 provide hclp
about 3\."ailablc commands al any point. Reference is made lu the use of
multimedia info.-mation 10 impru\'c the training aspect orlhe 'Y"lem,
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sililulatcu hackground IHlisc.

NI MIHI. K.. III1HKI. A.. J'\(,()Il\'. R. 1h""an "aelurs Engineering of a Virlual
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IRohlf 199011

Our must important paper ahulit Esol'r-VR: il wcll-visitcd cxhibit and'lI1 invit:.ltion
ln Ihe SUt11111Cr power meeting in Denver follo'...·ed the presentation.

OSIIUUi. K.M. lïrlllal /(f..'alily 'lIId Education: A /.ook AI/Jolh .\'iclI..'J oflhe SU'ord.
"IIITI. Report Abslrae!'·. 1'1'12.
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l'WRS. IEEE Winter Power Meeling. New York. NY. Jan. 19'15.

Pnu{s. T,M. Rec...'nI DI!\·elol'''''''·nI.... in ,\II!"icallma~i,,~. "IEEE Seminal' Series."
MeGili Universily. Department of Eleetrieal Engineering. Mareh '1. 1'195.

PIANTA~IIM. T. Prw.:lù':al Applicalions of 1ïrlllal Realily. "Wescon Conference
Record," Vol. 36. 1'1'12. Publ. by Weseon. Los Angeles. CA. pp. 388·3~6.

l'iantanida deseribes many applications where VR eould be used from Education
over Architecture. Biomedical Sciences. many aspects of Medicine/Surgery. lo
Data Visualization and Simulation.

Qllf:,\tl. P, Td":,'irl,,al;,y: The ;\!L'rxinx 0/ Td""c,mmllmkations and nrlllal
R<'lllily. "Computers and Graphies" Vol. 17. No. 6. pp. 6'11-693. 1'1'13.

Quéltu describes some initi;,1 <'h,,'pS at combining the telephone/communications
network and VR to crcate a virtual world in which several participants can meet.

RAJt\CiOI'AL. S .• R,\rIAS-N,\ISI. M. 1.'1' .11.. Workstalion 8aJl'" ..I,"·uncecl Opcrulor
Training .\·imulalor for C'J/l.wlidaled Edison. "IEEE Transactions on Power
Systems," Vol. '1. No. 01. pp. 1'180·1'186. Nov. l'I'I~.

RoI'. IJ.. WII.I~)N. J. WIi;t"er SP"cc" RC",,):lil;,,": T"e Ne.fI 25 l'eurs. "IEEE
Communiealions Ma~"ine" 1'1'.501-61. Nov. 19'13.

Ru!: gi ....·es an in-depth. technical description of current and future trends Î;1 voice
recognilion.

ROIII.r. 1.. IIU.MA~. J. IRIS rerformer: A iii):" r"rforl1ll/ll<'e Moltipro""....ill):
Toolkil for Real-Time 3D. "Proccedin;s of SIGGRAPII 901 (Orlando. Florida. Jul
201-2'1. 1'1901).... in Co",plller Grl/p"i"" Proeeedings. Annual Conference Series.
19'101. ACM SIGGRAPH. pro 381-3'101.

Perfonncr is an intercsting 1001 for rcndering that should bc lookcd into in the
future.
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• APPENDICES

Appcndix 1: Startup/Shutdown Seril)t

This is the fJr!r1 script lIsed tn startup the Esopc·VR sysl~m.

Il!/uor/obin/perl

.:lw.ilo S yes -a -bS".. /binmanie" 1

This line specifies that the program "audio" il.> to b.' f!X'!cut.~d

("yes") with the parameters "·a" and "·bS" on "manic", and th,1t thi:1
program is found in the dlrectory .. /blll, mf~L1ning $ESOPE !lGME/ .. /blll
A pause of "5" seconds will fo110w the st.:lrt of audio.

: ~ -.his scr ipt i 5 i nvoked as "term", i t runo ù t"'!Tnot., (JC ,1 1'--,ca 1
shell (as the case may bel to determin~ the proces[) ID nf th.! pr'J'jrdm
that i5 running. This proceos ID, a10ng with the appn.lpd<lt.!
commands. is used to kill the proce~s.

Here is an example line from the file eonfig.erv:

Alexander Okapuu-von Veh, Nov 01, 1994.
My very firot perl script! :-)

erv (= Esope-RV)

If thi s ser ipt is i nvoked as '1 start", one Cùll u:;c th C'''~ opt i ou,ll
parameters: -d, -e and -k. "·d" me.:lnn "debug" ilnd impli,,:: d'.·Lll'l'pll'l
of this script. The script generLlteo and print:: illl th.! lI+~C":;:;dlY

comm.:lnds, but does not execute them. "-e" impl i "S "u:;': dlJmrny
esope", meaning that the eoope program is not ta b'~ cun lU fll11
mode, but in echa-only mode. Finùlly. t1_k" imp1 ien t1keybrJdrd illput~,

meaning that the ve rbex program 5hou Idn' t us~ t he r:pe~!ch r.!(."o'JlIl Z'! r,
but rather the keyboard input.

Starts up the whole sy:;tem or kills PVI!l"ythill'J.

Thi S !ler ipt uses the env irOl~!Tlent vLlr iLlble $ESOPE_!lOME t 0 dpt l' rlll i Il''

where the file cenfig.crv io locatcd. lt l"l~,Hlr; thi:; fil.! tl) lilld

out whieh executable in to be run/killed on which Tn,1chilll~" FOI" '·.lcl1
1i:,e in the file eonfig.erv, thin ocript clther l-unD ,1 l'''llIot.' nh'.·ll
(roh), if the exeeutable in te be run/kill.!d on ,H1oth"r tn.whillt', 01'

just LI she11 on the local machine.

___ESOPE RV _Il
/1
Il
Il

'*/1
/1
t!

'*
/1
/1
/1
/1
/1
Il• /1
/1

'*
/1
/1
Il
/1

/1
/1

'*
'*/1
/1
/1
/1

/1
Il
/1
/1

•
while ($_ $ARGV[Ol, I~-I){

shift;
last if r --$1 ..
1~ -bl && (SLog i tech = ~ - bl") && pd nt ("Uning lO~Ji t'!ch "IJ rnow:': \ rI" l ;
IA·cl && ($Stereo = "-cnl && print("Runnlfifj in st.,t"'!O '.JraphlC~J



Ap,I',.Nll!('FS

• r-ul &1. (~Dl~bug . 11

r-ol && (CNoEoope "_C")

r-(/ &1. (~ReDtL1rt . " - f " )

r-1l1 && (CHelp . 1);
r-kl lolo (CY.'?yb:Jard . "_kil )

r-pl lolo (CG1ove . lI_ p 2 U )

print "\n\n u ;

mode.\n") ;
l.& peint (IIDebugglng ocript ooly. No program

('xecution. \n");
&& print("Eoope running in echo-ooly

mode. \O"):
&& print("Doing faot rcntart for

Eaopc·RV.\n") ;

&& print (IIKeyboard uBcd for Verbex. \n"l j

&& print ("Uoing Powcrglove. \n") ;

•

•

if (~lIelp •• 11 {
printl"0ptiono are aD follawa\n\n");
print (II-b\t UDe logitech 6D moune. \n U

);

print(lI-c\t Use otereo graphies for WorldToolKit.\n");
printl"-d\t Dabug this script - don't eXecute any ;"t'ogramb.\n"l;
print (II_ e \t Use Eoope in echo-onJ,y mode. \n");
print (II-f\t Do a fast restart of Esope-RV. \n");
print (tI_h\t print thin help message. \n");
print ("-k\t Use keyboard for Verbex. \n");
print (tI_p\t Use Powerglove. \n lt

):

print tI\n\n u :

exit:

" affiche le moment du demarrage
$date '" ~date~:

print U\nDate: $datc\n";

# get the host name and the environment variable ESOPE_HOME
chop ($host ~hostname -s~); # n~':love trailing '\n'
$esope_home = SENV{ 'ESOPE_HOME'};

# Find out from the command line what the user want: start or term.
$WhatToDo = $0;

" check parameters
if «(! ($WhatToDo =- term) && (! (SWhatToDo =- start))) {

die "Uoe 'start' or 'term' .... \n";

" Customize the config.erv file for the host on which the program is
" launched: This in done creating a temporary softlink.
Scrnd = sprintf!"ln -sf Sesope_home/config.erv.$host $esope_home/config.erv\n");
system Scmd;

print "Sesope_home/config.erv \n\nlinked to customized config:\n
$esope_home/config.erv.Shost\n\n";

H try ta open the configuration file: exit if not possible.
open (CMDFILE. "Sesope_home/config .erv") Il die "Can' t open config .erv\n";
$buf • <CMDFILE>;

print "Command file opened: \nSb~t\n";

77



•

•

AI'PI:NI)llTS

U ProceDB configuration file line by line until EOF
white (SCMO • <CMOFILE>I (

(SIOI • splitl' " SCMO) ,

## lJrocess file until token "bloc" found
if (SIO .- bloc) {

## now procesa file until token "fill" found
## parDe line read from configur«tion file
while IISCMO • <CMOFILE>I !. fini {

(SIO, SMachine, SPath, SName, $Pause, SExcc, SPrml, $Prm21 n

aplit(1 l, SeMD);

ij»»nUijijijUijUuu".ijunijijijUijunijununnn»nununnunuuunnnnnnijnnnn»nnnn»n
## Shost =- SMachine i.e. proceBa iB ta be Btartcd on tllin hast
ij»UUijUijnUUijijnUijUijijijijijUijijUUnUnUnununnnnnnUijnUnnnuun»nnnnnnnnnnn

if (Shoot =- SMachinel { "wc' re o~ the local host
if (SWhatToDo =- start) { ## command = Dtart pt'ogt'anm

if ($Name ~- esopel
{
if ISNoEsope .- el (

Scmd = sprintf (I1\S/\9/\9 \9 \0 'la \9 \0 &\n",
Sesope_home, SPath, $Name, $Prml, $Prm2, SNoE:JOpe, SGlove,
SLogitech) ;

}
cIse (

$cmd = sprintf(I1\9/\S/\B \9 \a \0 \0 \a &\11",

Sesope_home, SPath, $Name. SPrml. $Prm2, $Reotart. OGlove.
$Lagitechl,'

)
) ij if (SNarne .- esopel
elsif (SName =- verbex)

Scrnd •
sprintf("winterm -iconic -title Verbex -n Verbex ·hold -e

\s/'ls \s \s \:8 \n", Sesope_home, SPath, $N<1me, SPrllll,
SPrrn2. SKeyboardl,

)
else {

Scrnd
sprintf(ll\:s/\:a/\s \s 'ls \:8 \:s \5 \:0 &\n", SeDope_home, SPath,

$Name, SPrml, $Prm2, $NoEsope, $Stereo, $Logitech, SGlave);

if (SExec .- yesl (
print Scmd;
if ISOebug !. 1)

system $cmd;
sleep $Pause;

# if the program iD fJct ta exec
U print command ta reilDDure uuer

## execute the command
'* pause apre9 le den:arrage

)
else (

print

•

ij if (SExec .- yes)
'* if no execution is necessary

"* •• SKIP: SName ···\n"; ## print command ta rea9Dur~ liner
# else

) ij if (SWhatToOo .- startl
elsif (SWhatToDo =- term) ( 1# command "" kill programo
# program was executed and can he kill~d

if 1 ISExec .- yes) Il ISExec.- terrnl 1 {

1# define the command
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U command = start prog~am5

Il if the program is set to exec

•

•

•

1\1'I'FNI}1('FS

::;c:tnd .. oprintf ("po -d 1 grep \:0 1 \n", ONamel j
print Ocmdj
op~n{P!O, ::;crndl j H read from pipe

H kill aIl proceoo~n matching the argument
whil,~ (OPIO" <PLO;;.) {

(::;pid) .. oplit(' ',OPIOl j Il gct numeric PLO

Il define the command
Ocmd" uprintf("kill -USRI 'd \n", Spidl j
print Ocmd; Il print command ta reassure user
nyotem $cmdj Il cxccute the command
Il while ($PIO = ~PID>l

) Il if (OExec =- yen)
} Il clsif (OWhatToOo =- terml
Il if (::;hoot =- $Machine)

IIIUIIUUIUIII"IIUIIU"UUIIIIIU""IIIUIIII"IIIIIIIIII""II1""1111"1
Il Oho9t!~::;Machine i.e. procesa io to be started on distant host
"""""""I"IU""""""U""IIII""IIII"III"""U"""IIII"I"IIIIUUUI"III"IU

clac (
if ($WhatToOo :=- startl (

if ($Exec =- yes) (
Il define the command
if ($Machine =- lagrande)

$cmd =
sprintf( lI rsh lagrande -n 'setenv OISPLAY :O.Oj \:S/\S/\9 \s \5

\5 \5 \5 \s &' &\n", $e50pe_home, SPath, $Name, $Prml.
$Prm2, $NoEsope, S~tereo, SLogitech, $Glove);

clac {
if ($Name =- verbexl (

$cmd := sprintf("winterm -iconic -n Verbex -t Verbex -hold -e
rsh \5 \s/\s/\:s \s \5 \5 \n", SMachine, $esope_home,
SPath, SName, ~Prml, $Prm2, SKeyboard)j

)
elsi! ISName =- esopel (

if ($NoEsope =- el {
$cmd " sprint! ("rsh \:s -n t~riS/\S \5 \:5 \:5 \5 &\n",
SMachine, Sesope_home, SPath, SName, $Prml, SPrm2,
SNoEsope, SRestart);

}
cIse (

$cmd " sprintf( lI r5h \:s wn \5/\S/\:5 \:5 \:5 \5 &\n", SMachine,
$e50pe_home, SPath, SName, $Prml, SPrm2, SRestart)j

}
elsif (SNarr.e =- showmovl (

Scmd =
sprintfl'trsh 1;5 -n 'setenv DISPLAY :0.0; \:s/\s/\:s \5 \5 1;5 &'

&\n", SMachine, $esope_home, SPath, SName, $Prml, $Prm2,
SRest.J.rtl;

)
clse (

Scmd =
sprintf("rsh \s -n \5/\5/\5 \s \s &\n", $Machine,
$Esope_home, SPath, $Name, $Prml, SPrm2);
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• }
print $emd;
if ($Dcbug !::: 11

syotem $emd;
olcep $PclUOC;

" print eOnlm':llld to l"('.ltlnun' uner

fi cxeeutc the eomm.lIld
If P':1\.IOC "pt·cu le dCllI'U"t"'l':.le
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)
cIse {

print
" if no excellt ion iu neceou.llY

u' •• SKlP: $Nclme "'\n ll ; ft print comm.lnd ln n',lHIHllï' ~lnl'r

}
elsif ($WhatToDo :- tcrm) Il comnl.ltld " k i 11 pro<:.Jt"lnlll

print nSeek ùnd deotroy $Namc \n";
if (SMùchine :- eddiel 1 Il Linux requir,!u "pu -,IX Il

$cmd = sprintf(lI roh \0 -n po -,lX 1 <Jrep 1u 1 \n", ~M.'chillt',

$Name) ;

kil! -USRl '!id \n", $M.lchinl!,
It print comm.lnd to n~.l:::HlUn~

" execute the commilnd•

}
else {

$cmd = sprintf("rsh \0 -n po
$Name) ;

} U else
if ( ($Exec =- yes) Il ($Exec

print $cmd;
open(PID, $cmd);
while (SPID = <PlO» {

($pid) = split (' ',$PlO);

" define the command
$cmd = sprintf{Ursh \s -0

print $cmd;
system $cmd;

} U while
U if ($Exec =- yes)

Il IRIX in "po -cl"
-d 1 gecp \. 1 \n",

tcern) ) {

ft reùd from pipe

" get numeric PlO

$M,lChilll~,

$pid) ;
IItll~ r

It This is a bit silly, but we have no wo:Jy of knowing whetlwt"
It the user started verbex with the -k option or not, no (If~l'k

It and destroy any xterms... :-/
if ($Name =- verbexl {

$(".,nd: sprintf("ps -d 1 grep xterm 1 \0");

print Scmd;
openlPID, $cmdl; Il read from pipe

while ($PIO = <PlO»
($pid) = split(' ',$PIO); n get num~ric PlO

U define the command
$cmd = sprintf("kill
print $cmd;
system $cmd;

} U while
# if ($Name =- verbex)

-9 \d \n", $pid);
U print <.:ommand to re<:Hl~JUr~ U:lf~r

# execute the commùnd

•
) # elseif (SWhatToDo =- teem)

} U else
} U while «SCMD = <CMDFILE» ! = fin)

last; # done after "fin"
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1 Il i( (~Cr1D .- blocl
U while (~CMD ~ <CMDFILE~)

clorJ(~ (CMDFtLE);

AI'I'FNIJI(,FS
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Appendix 2: System Contigurntion File

This is the conlïgurution lile fi.lr the l'sore-VR system.

config. erv

Paramètres de conf iguro1t ion et Llncement du ~lYHtl!tI\t~.

" CONFIG. ERV. LIIGRANDE ct LIIFORGE _
Il
Il
Il
Il
11 ---------------

Win-Esope doit etre demarré préalablement sur L~ plateforme
Windows, ensuite viennent les serveurs "purs", suivi!! den
processus qui peuvent à la fois etre serveur et client dependeml11l!t1t
du contexte et finalement les clients "purs" sont amorcé:J .

Le bloc est delimité par les bornes "bloc site" et "[in". CL'U
dernières sont utilisées par le module de communication lorn de
l'établissement des liens afin d'extraire l'inform<Jtion C0I1Ct~t'nallt

la local isation des processus. L'ordre dans leque l le:J procetWUU
apparaissent est celui selon lequel ils doivent etre amorcétl.

pro'Jr.:mllllf~.

fichier contient un tableau décrivant chacun deo proc(~sOtH.l:

Un identificateur CID) represente de fùçon unique chaque
processus.
MACHINE est le nom de la machine sur laquel1~:! tournera le
programme
PATH represente l'emplacement du progrùmme relativemfmt •.Hl

repertoire specifié par la variable d'environnement
SESOPE_HOME.
NOM PROCESSUS est le nom de l'executable.
PAUSE specifie un délai a respecter suite au démarrage du
EXEC specifie si lIon doit démarrer ou non le pr0ce:l5US ;'i.

partir de la procedure executée pdr le script PERL.
PARAMS permet d'ajouter un nombre arbitraire de parametre il
passer au programme lors de son lancement.

===========:===:===:===:

BLOC INFORMATION EMPLACEMENT (SITE):

Il CONFIGURATION DU SYSTÈME:
Il
Il
Il
Il
Il
Il
Il
Il
Il
Il
Il
Il
Il
Il
Il
Il
Il Le
Il
Il
Il
Il
Il
Il
Il
Il
Il
Il
Il
Il
Il
Il

•
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Il ru MACHINE PATH NOM PROCESSUS PAUSE EXEC? PARAMS

• Il ::1"''''''''''''''' =:::="'''' .... ======

blnç u i t,~

1 turtle win-e[l0pc a no
/. 1<19 rdnd,~ bgond 5 yen
] laforgc nhowrnov 5 yen
4 1aforge audiovid 5 yen
5 1ùforge enope la yen
r, 1agra ndc coopc-rv la yen., eddic vcrbex 5 yes
B lagrande worldto 5 term
fin

Il
Il BLOC INFORM/ITION RELATIONS ENTRE LES PROCESSUS IROLEI:

Il -----------------------------------------------------
Il DI~finition dea relations entre les differents processus.
Il Chaque relation n'apparait qu'une foin e.g.: 2 est un client de 3.
# dann le seno X est un client de Y et non X est un serveur de Y.
Il Ici auosi, le bloc d'information est defini par les délimiteurs
Il "bloc role" et "fin".
Il

bloc role., cl ient 6 serveur
6 client 5 serveur
6 cl ient 4 serveur., client 5 nerVeur

• 5 cl ient 4 serveur., client 4 serveur
5 client 1 serveur
4 client 3 serveur
4 client 2 serveur
fin

" Example: 4 client 3 serveur means that audiovid has showmov as a
» server.
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Appendix 3: Single-Line Dillgram

The following figures show the single-Hne diagram used l'or ESOI'E-VR with ilS

corresponding three-dimensional representation. The 120kV ring-bus arehileelure

shown on the left hand side of the single-line diagra:n is represented by the smaller

structures in the right foreground of the image, while the Iransformers TI and T2 in the

centre, and the 735kV part of the subslation on the righl of the sehematie appear in Ihe

background on the left side of the image.
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Figure A3.1: Single Line Diagram for Esopc-VR

Unfortunately, the print quality does not do justice to tbe full-colour represl'ntation

on the computer screen. However, the level of detail is sufficiently high to be able to

recognize the appropr.ate structures. In Figure A3.3 a single line diagram is shown
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whieh is eurrcntly uscd at Hydro-Québec for opcrator training. This givcs thc rcmlcr an

idea of what should bc simulatcd in a morc advanccd VR systcm.
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Appendix 4: Verbex User Questionnaire and Answers

The following are the questions and answers from the Verbex questionnaire that

was eompleted by the scven people who used the speech recognizer. Please note that

some of the answers supplied here were translated from French.

t. How easy was it to train the Verbex'!
Il was easy.
Very easy, even for me.
Pretty easy.
The Verbex was very easy to train. The only problem was the time it took to
train it. The feature that one could partially train and continue where one left
off at a later date proved usefuI.
1t's very easy and takes about 10 minutes to leam.

2. Was the printed training proeedure useful?
Yes, and it could even be more descriptive.
Yes, and even necessary because Verbex' user interface is not very explieit.
Yeso (three responses)

3. Were my hints and advice useful?
Very.
ycs, notably the indication on how to distinguish words that are similar in
pronunciation (IT1 and IBI, forexample).
Definitely.
1did not receive any hints or advice therefore, no comment.
Yes, they were. Thanks very much for your help.

4. How eould the training procedure have been improved?
One of the fears 1had was to lose what had been trained up to now for whatever
reason (hardware, accident, spilled coffee). Be more precise about the way to
make backups. You eould give an explanation about how Verbex actually
works (the role of the various files, why it is ealled "uploading" when it is
"downloading." Aiso explain how to change the voice in Verbex. (?)
Improve Verbex' user-interface.
Il would reject the bad one even when the user accidentally press the space bar.
Optimize the training script such that the training time is reduced.
Maybe add something about single-training and testing?
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5. Was using Ille Verbex "notural" for you'! If no, did you get used to it nfter
a while? Ifyes, how long did it tnke? If no, wh)' not?
lt's more or less natura\. You always have the impression oftalking to a
machine, which was OK because the actual phrases were not always meant for
Verbex. This made Verbex a bit intimiduting. Aliel' a few minutes oftrying. 1
found out how to talk to Vcrbex, and my relation to Verbex improved consider-
ably....
Its use is natural, but ii's not easy to use li natural or appropriate voiee. You do
get used to it though in about 10 minutes.
No, it was not natura\. 1did get used to it alier a while. At the heginning Itried
"too" hard to speak to it in a normalmanner. 1had a hig problem with nasal
words like "move".
The only unnatural part was the finicky microphone positioning required. Ycs.
but 1never was fully used to il. It wasn't an initial "getting used to" overhead
but a constant leaming process.
Yes, it's reasonable.

6. Approximately how much lime did you spend training Verbex? WllS this
time adequate? Too long?
About three hours. 1think it's too long. The vocabulary should be eut in hall".
Between one and one hal f hours and two hOllrs.
45 minutes. Quite reasonable.
Abo~~ 1.5 hours. Too long.
For a simple grammar file with commands move. direction. number, pick up
box. number, place box. number, view. direction. nllmber and stop, it took
about 20 minutes to train the Verbex for the first time and several single-train-
ings followcd afterwards.

7. During training, was the recognition rate acceptable to you? If no, what did
you do about it? Did you want to re-train certain words/phrases? How
marty? Do you reeall having misrecognition errors with certain words'!
Which oncs?
Yes, the rate was good (> 80%). My hang-up was "arreter" - 10 to 12 trics each
time; one in two times 1 reached an acceptable rate. For the times where the
volume was not acceptable, 1started over two to three times on average.
The rate was acceptable, probably about 80%. 1re-trained few words; less than
5. Misreeognition of"T" with "B", and numbers such as "treize" and "seize."
It could be better. 1didn't do anything about it. though. 1had problems with
one word. It had trouble reeognize variable digits in a long eommand. ie. "pan
4 J 9 right" beeame "pan 1 4 9 right"....
Yes, very acceptable. About 2 or 3 words were retrained. 1think "sept" had
problems.
The overall recognition rate is quite satisfaetory but the Verbex does have prob-
lems in reeognizing "stop" regardless of the times 1trained il.
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8. When using the Verbex in the ESOPE-VR9 context, was the recognition rate
acceptable to you? Please expluin.
The rate was acceptable when the operating conditions were good. 1didn't have
the chance to use it during the demo, but [ did try it one evening and the rate
wasOK.
NIA - didn 't use.
Yeso lt recognize the command mostthc time. Whcn it does not recognize just
repeatthc commando
Very acceptable. The only issue was its Intolerance to high levels of ambient
noise.
The recognition ratc is acceptable but it's ver} annoying when tlte "stop" is not
working becausc it's an important word.

9. Was this your tirst experienep. with a speech-recognition system? Ifyes,
what is your overall impression of this system as a tool for interaeting with
a computer? (Please be descriptive; use many adjectives! :-) 1
It was my lirst experience with this technology. Even if it has been around for
several years, it's Iittle-used by companies and individuals. [t's almost certain
thatthis way of controlling computers will be the norm one day. Myexperience
with Verbex was like a short-livedjump to the future and has let me become a
bit familiar with the interface of the future.
First experienee. Natural, fast, ease of getting used to it, weil suited to the VR
context.
Yeso Cool! except you have to go though the training process.
No, l've used the Verbex itselfbefore.
Yes it is. [t's easy to use when the grammar file is not very complicaœd and the
way that Verbex outputs recognized words to a computer is convenient for
communication. However, ifthere is a big and complicated grammar file, it's
difficult for the user to memorize ail the grarnmar rules. ln this respect, it is not
as attractive as some other interfaces, for example a menu-driven user interface
where ail the commands are available as pull-down menus, icons etc.
Il works. That's the main feature. My impression is based purely on the com-
parison of this system as opposed to another system for interacting with a com-
puter. Compared to a keyboard or mouse driven user interface, the voice inter-
face wins hands down. Ils ease of use and leaming curve are far superior. [
guess the ideal interaction device would be a brain scanner:). The Verbex is
the high end speech recognition system of a few years ago. My experience has
been Iimited to lower end systems whieh do not even compare.

9 ln the case ofpcol"lc who wcre nol part oflhc ESOPE·VR projcCI. this WilS changcd to .....in your panicular contcxL..•
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A. What arc the drawbacks of the Verbex system?
Training time was too long. The procedure for ehanging the user is too long.
The unit takes a lot of space. The mike is oi low quality (should be noise-
canceling). Possibiliues for translation errors (you say "seize" and it recognizes
"treize").
A bit long to train it. Bad user-interface. especially if one has to add vocabulary
items, and doesn't remember the eommands. and the instruction sheet is gone....
Obviously, there's always the problcm of background noise that causes the
thing to malfunction.
User dependent.
Individualusers need to be trained.
One of the drawbacks is mentioned ahove. Another drawback is that it is user
dependent, whieh is not very efficient. Moreover, it has problems in
recognizing some specifie words.

B. What arc the advantages of the Verbex system?
More natural than using the mouse. Ooesn't cause damage to your wrist as a
mouse or keyboard does. The training lets you get familiar with the possible
vocabulary items (one advantage of a speaker-dependent system).
Lets you free your eyes for looking at the virtual environment. and thereforl;
gives you a more interesting immersion experience.
Each user has his or her voice file. so that people with heavy accent can be
recognized by Verbex.
No comment.
Eyes free and hands free ( for lazy people:) ). The response of the Verbex is
very fast when it recognizes a word.

C. Did you find the Verbex system useful in the ESOPE-VR context?
Very. There's still the problem ofe~oneous translation (sec above). There
should be a way to put more intelligence into the system for the problem cases
in order to avoid sueh errors.
Yes, very good.
Kind of.
Yeso
Yes, but 1didn't find it irreplaceable.
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1>. How eould its use be improved in this eontext?
Make it less sensitive to ambient noise. Make it ensier to change the person
who is recognized. Here's a crazy suggestion: you enler the manoeuvre mode,
and a floaling menu appears in front of you on the screen. which indicates the
possible choices. You r.hoose one ofthem by saying ils name, and the menu is
replaced by another one. This way, the commands would be better-known, and
used more. The people who are more "visual" would be able to use the system
better.
The words could be a bit more flexible, and/or accept alternatives ("ollvre" =
"ollvrir" = "ollvre le" = "ollvrir le"). In Ihe same sense, could we have a system
that recognizes keywords rather than exact formulations? This would free the
user of the obligation to memorize more-or-Iess long strings ofwords.
Don't know.
Increased vocabulary, increased funclionality. 1think another improvement
would be to have a certain amount of redundancy in the words chosen to
perform a function. For example being able to say "teleporter salle de
commande" or "teleporter a la salle de commande," etc.
Il is important to optimize the grammar file. May be we eould add sorne more
feedback and provide help information.

E. Arc there any specifie problcms with Vcrbex?
The interface is a bit passé (DOS, what's thal?!) Verbex takes up a lot of space
physically.
We always need a keyboard interface as a baekup!
1have said earlier, it doesn't like nasal words.
Yes, the biggest being its incapability ofunderstanding one's voice within a
room of high levels of noise.
Wc haven't tested Verbex's noise tolerance, it might be a problem.

F. Comments? Suggestions?
Make the training document more visually attractive with screen shots.
This is definitely worth a Master's. but have you thought about a PhD.?
Can't think ofany right now.
Test other more recent voice recognition platforms and compare.
None.
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