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ABSTRACT

T'his thesis describes a prototype virtual reality (VR) training system, ESOPE-VR.
designed and implemented for Hydro-Québee by graduate students at McGill University
and Lcole Polytechnique de Montréal. The project was motivated by the necessity of
providing a realistic training environment for substation operators, while ensuring their
safety and the network’'s integrity at all times.

With the simulator, trainces can carry out all the switching operations necessary
for their work in absolute safety, while staying in a realistic environment. A speech-
recognition system controls the training session. while audio immersion adds a
dimension of realism to the virtual world. An expert-system validates the trainec’s
operations at all times and a steady-state power-flow simulator recalculates network
parameters.  The automatic conversion of single-line diagrams enables the construction
ol three-dimensional models of substation equipment.

The present thesis focuses on the speech command, audio. video and network

aspects of the system. A survey of current VR applications and an overview of VR

-l

technology are followed by a summary of the ESOPE-VR project.




RESUME

Cette thése présente un prototype de systéme dentrainement d’opérateurs en
réalité virtuelle (RV). Esope-RV, congu et implanté par des ¢tudiants a la maitrise
['université McGill et & I'Ecole Polytechnigue de Montréal. Le projet est motivé par la
nécessité de donner un environnement d'entrainement réaliste pour les opérateurs de
poste, tout en assurant leur sécurité personnelle et U'intégrité du réscau en tout temps.

Avec le simulateur ESOPE-RV. les opérateurs peuvent accomplir toutes les
manoeuvres nécessaires pour leur travail en séeurité toul en restant dans un
environnement réaliste. Un systéme de reconnaissance de la parole contrdle la
simulation, et I'immersion sonore donne une dimension de réalisme au monde virtuel.
Un systéme expert valide les actions de 'opérateur en tout temps et un engin de caleul
d’écoulements de puissance recalcule les paramétres du réseau.  La conversion
automatique des schémas unifilaires permet la construction de modéles tri-dimensionnels
d’équipements de postes.

Cette thése a comme focus les aspects techniques du systéme, dont ceux de la
commande vocale, du son, de vidéo et du réseau. Un survol des applications courantes
en RV et un sommaire de la technologie courante en RV sont suivis par une présentation

du projet ESOPE-RV.
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CHAPTER ONE

1. Virtual Reality Applications and Technology

1.1. Introduction

This thesis deseribes an implementation of a virtual reality operator training
simulator, ESOPE-VR, designed and implemented for Hydro-Québec by students of
McGill University and Eeole Polytechnique de Montréal. As Chapter two will present
an overview of the ESOPE-VR system, this chapter focuses on examples of current virtual
reality applications and the technology behind them.

The term “virtual reality”™ can mean various things to different people. For some,
virtual reality (VR) means a collection of certain technologics such as a head-mounted
display for visualisation. a glove with various sensors as an input device, and some sort
of audio frvedback. In general. VR is a way for us 10 visualise. manipulate and interact
with computers and complex data [Aukstakanis 1992].  In this case, the term “to
visualise™ means that a computer generates visual, auditory or other outputs to the user,
showing a virtual environment (VE) that exists only in the computer’'s memory. The
user has various ways of interacting with the virtual world. and can manipulate objects
within it. | A critical test for VR is near-real-time interaction with the VE [Isdale 1994].

One must be careful not to confuse virtual reality with the other “buzzword™ that is

heard every day: multimedia. Jacobson gives a good explanation why this is so:

“...[It is common practice for speakers to allude to virtual worlds as ‘the
next step beyond multimedia® or *a type of simulation.” Both claims are
wrong.... Most multimedia productions. at their core. are scripted to permit
one or a number of outcomes conceived by their authors. The virtual world,
being composed around the experience of the participant (...) is subject to in-
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tervention by the participant. (...) The idea that virtual worlds are a type of
simulation is more ditficult to refute, not because it is right. but beeause, on
cursory examination. it appears to be right. (...) “Appearing to be right” is
wrong. Nothing in the “real world,” the material world, is “right” in the sense
of being perfect...” [Jacobson 1993

We must be careful not to present an “ideal™ world to the observer with our appli-
cation. but must let things occur that would also be present in real life. A flight
simulator is a useful tool, but if’ we cannot simulate engine failure with it. the training
benefit to the future pilots decreascs.

Of course, one must also be realistic and see that, currently, VR is more of an oxy-
moron, in that what is portrayed is still far from “real.” The term VR suggests perform-
ance that is much higher than what current technology can provide |Bryson 1994].
Notwithstanding this fact, however, progress is being made in the right direction, that is,
toward something that is indistinguishable from reality. Wilson states that VR may go
the same way as artificial intelligence has. since it lacks the ability to make everything
“nearly perfect” [Wilson 1993]. According to him, VR should be replaced by the term

“virtual environment displays™ so that not too much emphasis is placed on “reality.”™

1.2. Current Virtual Reality Applications

This section presents an overview of several kinds of current applications of virtual

reality: commercial, medical, industrial. and military.
1.2.1. Commercial Applications

Many VR applications currently being developed have been talked about in the
popular press and the academic literature. Sterbak wwrites about how Mercedes-Benz will
use VR to give its customers a *virtual automobile showroom” in which they can experi-
ence the automobile they want to buy before doing so. They are able to change the inte-
rior configuration, select various added features, and choose paint colours and upholstery

fabrics — and receive a constant update of the price tag [Sterbak 1994).
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Telecommuting is a popular word these days: Mannes mentions the “Virtual
Office™ as & place that improves productivity, gives employees a flexible work schedule,
and climinates time wasted sitting in traffic. He mentions that companies such as Pacific
Bell, AT&T, Xerox and American Express, have all made some effort in this direction
[Mannes 1995]. A recent study [Caldwell 1996] about telecommuting shows that
productivity gains of 10-20% arc achicvable, and that the number of users in the US
should reach 25-30 million peopie by the year 2000, Osberg writes about a VR-based
science camp for children, and mentions some of the advantages of this technology. but
also its pitfalls and drawbacks {Osberg 1992]. A financial planning application using
WorldToolKit is described in [Coull 1992]. 1t uses a three-dimensional grid to represent
various stocks and different colours to describe each one’s activity.

Many of these applications provide worlds that are very similar to our own:
Astheimer describes a generalized, distributed VR system designed for architectural pur-
poses (interior design, buildings, cities, landscapes), which can also be used for factory
simulation, practicing assembly and disassembly tasks, modeling. historic reconstruction
as well as acoustic simulation [Astheimer 1993, 1]. An extremely popular VR game that
originated in California, and which is now also in Montreal. is Le Monde Virtuel, an
interactive environment in which up to ten players can compete at flying spaceships or
can engage in robot batties, The widespread popularity despite the steep price tag ($10
for a half hour) shows that such applications are economically feasible!

It is clear that when comporing the applications described here with other ones
described in this section, that there is a considerable gap in terms of universality. While
rescarch-based systems are quite prevalent, true commercial applications are less so,
mainly because of the high cost involved in producing an acceptable product. It is, how-
ever, only a matter of time before this situation changes. One can compare the evolution

of VR to that of personal computing. Ellis makes the statement that the “virtual envi-

LY |
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ronment industry has yet to find its Visicale™ -- a reference to the spreadsheet program

that showed a realistic use of PCs 1o thousands of potential users [Lillis 1994),
1.2.2. Medical Applications

Virtual reality presents advantages 10 many fields in medicine, and more are being
devcloped.  Coull describes its use at a hospital in Virginia for the rchabilitation of
physically challenged people {Coull 1992]. By rolling the wheels ot a wheelchair, the
person can move around in a virtual environment (VE), and using a DataGlove, interact
with objects in it. Kleinfeld mentions similar uses of VR at the Bronx Veterans Aftairs
Medical Center [Kleinfeld 1995]. Several other applications ol uses of VR in work with
disabled people arc mentioned in the Summer 1994 issuc of Presence [Nemire 1994,
fVanderheiden 1994].

Piantanida describes further applications of VR, mainly in the biomedical scienees,
and for several aspects of medicine and surgery ranging from neurosurgery to obstetrics
and teaching. He states that, for example, using a semi-transparent display. “it may be
possible to superimpose remotely sensed images, e.g.. MRI (magnetic resonance
imaging) onto — and stereoscopically into — a real image of the patient”
[Piantanida 1992]). Pecters says that stereoscopic images are in fact regularly used in
neurosurgery, albeit not at the level described by Piantanida, and that the driving forces
behind this technology are the surgeons who are demanding it [Peters 1995].

Hunter et al describe a teleoperated microsurgical robot for eye surgery which in-
corporates stereo vision as well as force feedback. They discuss the technical implemen-
tation of visual feedback in detail, and mention that signal propagation delays present a
problem affecting the use of this tool [Hunter 1993). The modeling aspects of this par-
ticular application are discussed in detail by Sagar ¢ af [Sagar 1994]. They state that the
“creation of a surgical virtual environment to both aid surgeons during operations and

provide simulations for training opens up many exciting possibilitics. The surgical

4
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procedure will be able to be viewed in new ways providing a new level of surgical
experience.”  Other computer models suitable for medical simulation are described by
Cover and Ezquerra, who also discuss the benefits and drawbacks of this type of
simulation [Cover 1994,

Hohne ef al describe a *Virtual Body' model to be used for surgical education and
rehearsal of surgical procedures [Hohne 1996]. They show the evolution of computer
use in medicine from the first attempts at three dimensional (3D) visualization to simula-
tion of surgical interventions to the extremely complex task of providing interoperative
surgical support. They usc the concept of an “intelligent volume™ to represent data.
Izach voxel' may belong to more than one type. for example structural and functional
anatomy.  Finally, they present several different features that evolve from this
“intelligent volume” idea: virtual anatomy, virtual radiology, virtual surgery as well as
virtual endoscopy. The January, 1996, issuc of Computer, which the Héhne anticle

appears in, focuses entirely on computer applications in surgery.
1.2.3. Industrial Applications

With the relatively recent availability of powerful computers, their use to design
new products has become popular as it greatly reduces the time and effort spent.
Aircraft design, for example. has evolved rapidly over the last few years, and newer
aircraft, such as the Boeing 777 or the Airbus 340, were conceived and modeled largely
using computers [Esposito 1993). [Eber] 1994]. Virtual reality gives us ways of viewing
things from a perspective that is not available to us in the real world, for example in data
visualization [Gershon 1994).

Bryson discusses the use of VR at the NASA Ames Research Center for the
visualization of large (1 GB and up), complex data sets [Bryson 1992, 2], [Bryson 1993].

The “virtual windtunnel” is one particular application mentioned, where researchers use

! Voxel = volume element (lrom pixel = picture element)
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a virtual environment to study fuid flow around aireraflt. Handling the large data sets
generated by this Kind of application demands the appropriate hardware configuration:
Bryson cites the use of an Silicon Graphics Ine. (SGI) ris380 VGX with 256 MB of
memory, along with a Convex supercomputer with 1 GB of niemory.  As the available
computing power increases, newer, larger applications will be ereated.

Hitchner describes another VR application at NASA Ames Research Center, the
Virtual Planetary Exploration Testbed [Hitchner 1992]. Very large terrain data sets from
the Viking missions of the 1970s are used to create a virtual world in which the user can
travel over certain sections of Mars. He emphasizes the need for “a competling, immer-
sive experience, but also (...) scientific validity, high fidelity, accurate measurability, and
the capability for data enhancement via scientific visualization techniques.”

Bagiana and Buc describe the VR activities in the Simulation Facilities Section at
the European Space Agency (ESA) {Bagiana 1993], [Buc 1994]. A VR prototype is de-
scribed that was derived from existing simulation software and then extended to work on
a distributed system using SGI workstations (Indigo and Onyx RE?). Bagiana presents a
training tool for astronauts preparing for work in the Columbus space station, which uses
various hand-object interactions with the DataGlove: in this case “high-definition graph-
ics. sound and force feedback are necessary to provide the correct cues and therelore
avoid ‘negative training.”” Buc describes a flight simulator which was developed using
the European Space Agency’s (ESA) Eurosim simulator and that “reproduces the
landing of an unpowered winged vehicle in real time.”

Hale, in describing the VR program at NASA’s Marshall Space Flight Center, says
that a “validated set of VR analytical tools must be developed to enable a more efficient
process for the design and development of space systems and operations,  Similarly,
training and mission support systems must exploit state-of-the art computer-based tech-

nologies to maximize training effectiveness and enhance mission support.” He
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continues to describe human factors applications and validation studies and mentions a
few possible future applications of VR: it could “provide a timely and safe method to
cnable the various advantages and disadvantages of reaching and mancuvering in a
microgravity environment.” Furthermore, it could be used to “permit anthropometric
sizing 1o reflect the dimensions of the on-board crew. This is particularly useful for
operations being planned in relatively tight spaces™ [Hale 1992].

A recent addition to the list of commercial applications is the use of a virtual envi-
ronment by Caterpillar Inc. to test drive new construction vehicles [Jones 1995).
Together with the National Center for Supercomputing Applications (NCSA) and using
the Sense8 WorldToolKit software (described in greater detail in Chapters two and
three), they are able to test various aspects such as vehicle design and visibility from the

operator’s position in the cab.
1.2.4. Military Applications

One of the driving forces behind technological development, at least until the end
of the Cold War, was military spending [Holzer 1994, 1 - Holzer 1995. 2]. There is still
a lot of interest in military simulation these days, mainly because of its cost-benefit ratio.
As an example: Roos states that flying an Apache helicopter for an hour and a half, and
firing all its ammunition in that time costs approximately $335,000, while simulating the
exercise would cost a mere $143 [Roos 1995]. Holzer says that the use of simulation
cnabled the U.S. Navy to fire only thirty Sidewinder missiles in order to test the current
version, as opposed to over 300 live firings for the previous one [Holzer 1994, 2].

Futurc simulators used by the armed forces, such as the $100 million Synthetic
Theatre Of War (STOW) simulator, are expected to be used by not only the military, but
also by the U.S. Coast Guard, the Drug Enforcement Administration, and by civilian

organizations such as the Red Cross. When more detailed modeling and simulation
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technology becomes available. this simulator could be used, for example, to coordinate a

humanitarian or a disaster-relief mission [Holzer 1995, 2).

1.3. Types of VR Systems

While there are many uses tor virtual reality. the user-interface is one of the major
distinguishing factors between VR systems. Some of the categories of VR applications
arc Window on a World, Video Mapping. and “Fish-Tank VR.” Immersive Systems, and

others such as Telepresense, and Mixed Reality.
1.3.1. Non-Immersive Systems

Window on a World (WoW) systems use a conventional computer monitor to pre-
sent the virtual environment to the user. The idea of a WoW goes back to the very
beginnings of Computcr Graphics. [n 1965, Ivan Sutherland made the statement: “One
must look at a display screen as a window through which one beholds a virtual world.
The challenge to computer graphics is to make the picture in the window look real,
sound real and the objects act real” [Sutherland 1965].  Video Mapping is a variation on
WoW. The participant in a video-mapped VR environment watches & monitor that
shows his own body’s interaction with the world. Another variation of WoW is called
“Fish Tank VR”, and is uscd to describe a system where a head-tracker is used along
with sterco glasses to give the user a better simulation due to the added effects of
modifying the image as based on the head tracker. This sort of system was first

introduced at the INTERCHI conference in 1993 [Ware 1993].
1.3.2. Immersive Systems

Non-immersive systems have the drawback that the user’s viewpoint is ““outside”
the virtual world. In immersive systems, which are often equipped with a head-mounted
display (HMD), the user is “inside” the world. An example is the *Dive” system, which

is a distributed VR system that allows multiple uscrs to interact with cach other in a
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virtual world [Carlsson 1993]. A variation on the immersive systems is to use multiple
large projection displays to create a “Cave” or room which the viewer(s) can move
around in [Cruz-Neira 1992], ([Cruz-Ncira 1993], [DcFanti 1993]. The Cave
cnvironment is controlled by a SGI Onyx with four processors and three dedicated
graphics engines (Reality Engine®). The Cave offers the advantage of more realistic
display as the projection plane for the image is an actual wall and not a fixed distance

from the user’s cyes, as is the case with a HMD [Roy 1995].
1.3.3. Telepresense

A variation on visualising complete computer-generated worlds is telepresence,
which combines remote sensors in the real world with the senses of a human operator.
This technology is very useful in situations where the action takes place in locations
where a human cannot go. mainly for safety reasons. such as deep-sea or volcanic explo-
ration, fire-fighting, bomb-disposal, and others.

Cooke and Stansfield present a system for creating and verifying computer-gener-
ated graphical models of remote physical environments [Cooke 1994]. The system uses
a robot with twin cameras to view the environment, in this case underground storage
tanks for radioactive waste, and uses an SGI Crimson Reality Engine along with a Boom
stercoscopic viewer to present the desired images to the user. A Dragon Systems voice
recognizer is used to control the robot.

Miner describes a distributed system using VR as a method to interact with robots
engaged in industrial cleanup tasks [Miner 1994].  Speaker-independent voice
recognition is used as a control input with varying results. Audio feedback is used to
relate information regarding the current status of the robot to the user and to provide help
about available commands at any point. Reference is made to the use of multimedia

information to improve the training aspect of the system.
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1.3.4. Mixed Reality

The term mixed reality refers to a combination of traditional VR and telepresense:
computer-generated images are combined with telepresense inputs or with the user’s
view of the real world. For example, a surgeon's view of a brain surgery is overlaid with
images from earlier CAT scans and real-time ultrasound [Peters 1993], or a fighter pilot
sces computer gencrated maps and data displays inside his helmet visor [Adam 1994],
[Furness 1986).

Milgram defines two types of mixed reality: “Augmented Virtuality™ is the adding
of real objects or images to a virtual environment. while “Augmented Reality™ is the
addition of virtual objects to the real world [Milgram 1995]. He mentions the use of
“Augmented Virtvality™ at the ATR Communications Systems Lab in Kyoto for “Virtual
Space Teleconferencing.” This is a virtual world in which, for example, a person’s
image is superimposed over a stereo video background, thereby eliminating the need for
extensive modeling. At University of Toronto’s Ergonomics in Teleoperations and
Control Lab, work is being done on an Augmented Reality through Graphic Overlays on
Stereovideo (ARGOS) system which is monitor-based, rather than [IMD-based. The
possibilities here include using virtual objects for collision avoidance for real-world
robots. If the virtual and real coordinate systems can be linked, then it is possible for a
user to specify objects that the robot must avoid without having to interact with actual
physical objects.

Quéau uses the term “televirtuality” to describe the “merging of telecommunica-
tions and virtual reality” {Quéau 1993]. This fusion could be useful for a “picturephone
conference” which would act as a backup for existing teleconference links, *“or cven re-
place them completely, given the economic advantages” of much lower bandwidth

needed to transfer information.
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1.4. Virtual Reality Technology Overview

This section presents an overview of the existing VR technology, ranging from
image generation equipment over control devices to speech recognition.  Much of the
current technology used for VR can be traced back to developments in vehicle

simulation and teleoperation.
1.4.1. Image Generators

One of the most compute-intensive tasks in a VR system is the generation of the
images. For the visual (motion) aspect of a VR application to be “acceptable,” a mini-
mum frame-rate of 10-15 Hz is required [Bryson 1992, 1], [Gébel 1993]. If stereo vision
is required, this implies that 20-30 images need to be recalculated per second. This is
not to be confused with the refresh rate of the computer monitor itself, which should
ideally be greater than 60Hz. Since fast computer graphics opens a very large range of
applications aside from VR, there has been a market demand for hardware acceleration
some time. For personal computers (PCs), many new products enter the market every
year. Initially, many of these cards were based on the Intel i860 processor, but more
specialized chips are being developed by a number of companies, with prices for video
cards starting at about $400 US. The most widely used high-level graphics hardware
comes from Silicon Graphics, though, who make computers ranging from a few
thousand to several hundred thousand dollars. Perhaps the most realistic VR
applications today are large-scale flight simulators made by companies such as CAE,
Hughes Rediffusion or Thomson-CSF, for which a price-tag of US$12M is not unusual
[Taverna 1993]. Approximately 30-40 such simulators were sold around the globe each
year [Condom 1993] at the beginning of the 1990s, while now the market has become

saturated, and about half that number are made.
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1.4.2. Stereo Vision

One of the more important aspects of a VR system is the use of stercoscopic com-
puter graphics. A stercoscopic display is. in effect. an optical system that has as its {inal
component the human brain itself. [t functions by giving cach cye a slightly different
image to look at, the same way we see things in the real world. Hodges states that “an
observer’s perception of depth in the image arises from cues such as shading,
shadowing, occlusion, motion, and linear perspective, as well as structure and size of
familiar objects. Stereoscopic computer graphics adds the additional depth cue of
stereopsis” [Hodges 1992]. Stercopsis is the merging in the brain of two slightly olTsct
images into a single 3D image. The basis for this idea was first expressed by
Wheatstone, who explained the sense of stercopsis by saying that the brain fuses the two
retinal images into a single one with “solid sceing”™ [Wheatstone 1838]. ‘The history of
siereoscopic computer graphics can be traced back to 1974, where a dual-trace
oscilloscope was used to produce two images at a rate of 300 Hz. In [Hodges 1992], a
detailed description of stereoscopic computer graphics with many technical details and
some useful definitions is presented, while Lipton gives an overview of one particular
application, namely the CrystalEyes shutter glasses, which are used in conjunction with
a high-refresh-rate computer monitor {Lipton 1991]. In this case, the right eye is
obscured while the image mecnt for the left eye is displayed, and vice versa. This way,
the brain is able to construct a 3D view from the two separate images. An authoritative
book on computer graphics in general is [Foley 1990).

Milgram mentions several experiments to study depth cues, for example depth
through motion (rotation, or stereoscopic and rotation) [Milgram 1995]. For example, an
image of two intermeshed “trees” is shown to a person who is asked to determine which
trunk one of the highlighted branches belongs to. With a static, monoscopic image, the

success rate is nearly zero. A very high success rate is achieved when a stereoscopic,
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[R1]

rotating image is used. Ware ¢f af adapted the “Fish Tank™ VR system to replicate
Milgram’s experiment with successful results [Ware 1993].

The most realistic way for provide stereo viston is the use of a head mounted dis-
play (HIMD). Most use LCDs, while some have small cathode ray tubes (CRT's) or, in
the most expensive ones, optical fibres bring the image from where it is generated. The
CAL Fibre-Optic Head-Mounted Display uses General Electric’s light valves to produce
the image [Kalawsky 1993], at a cost of one million dollars! HMDs generally require a
head-tracker to determine what Kind of image to send the user. Much discussion has
been generated about the dangers of using HMDs in the first place. Many people have
experienced severe eye-strain, blurred vision, and disorientation while wearing a HMD,
and have even had “post-HMD™ accidents [Isdale 1994]. The most likely reason for so-
called “VR sickness” is that there is a perceivable time-lag between the user’s actions
and the visual response created, which the brain is incapable of ignoring.

One of the constraints of a HMD is the fact that the user cannot see what is around
him. This is one of the factors that will sometimes make users prefer a monitor-based
technology. Work at the University of North Carolina to incorporate images {rom head-
mounted cameras into the virtual display is mentioned in [Milgram 1995]. This input
has the obvious advantage of eliminating disorientation of the user, but also enables
“extra-sensory” inputs such as ultraviolet or infrared images overlaid on the virtua!
world. Of course, such a system is only useful in a mixed-reality environment, where
the user is supposed to see his surroundings!

A different approach to VR visualization is presented by Amselem
[Amselem 1995]. He describes a Hand Held Display (HHD), based upon a liquid crystal
display whose position and orientation are tracked in six dimensions, with the image

shown being continuously modified as if it were a window into the virtual world.
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It may be reasonable to expect the use of holographic technology as a means of

providing a virtual world in the near future.
1.4.3. Manipulation and Control Devices

A key element for interaction with a virtual world, is a means ol tracking the posi-
tion of @ real world object, such as a head or hand. For the current project. a 6-degree-
of-freedom mouse and/or a head tracker are used. which are both based on the same
technology: they use ultrasonic transmitters and microphones to determine the object’s
position and its orientation by triangulation.

Another common VR device is the glove. A glove has sensors built in to it to de-
termine the flex in the fingers, and a sensor to determine the hand’s position and orienta-
tion. Gloves range in price and complexity from $50 for a Powerglove to many thou-
sands of dollars for a DataGlove with fiber-optic and magnetic sensors [Sturman 1994,
The Powerglove, originally made by Mattel for the Nintendo game system. has recently
emerged as a low-cost VR device, after never having been extremely popular for its
original market. Fortunately for the developers of low-cost VR sctups, the Powerglove
is being manufactured ugain in an improved version. In the interim, white no new
gloves were available. a suggestion on the internet [[sdale 1994] was to purchase these
gloves from children who “like money more than toys they never use,”

Other devices include trackballs, or joysticks which can be used in a limited way
10 generate 6-D inputs, or other actual 6-D controllers (made by Polhemus Inc., for
example).

Position tracking of arms, legs and bodies is accomplished by various means: some
are rnechanical, and provide fast, accurate measurements, such as exoskeletons; others

are ultrasonic ser:;ors or magnetic trackers.
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1.4.4. Audio Qutput

Another useful technology for VR is audio output. In the case of this project. the
audio ports of two SGl workstations are used to provide aural immersion.  There are
several commercially available tools for audio feedback, starting with the SoundBlaster
cards for PCs. High-end systems such as the Convolvotron, use convolution of the audio
signal with pairs of filters corresponding to measured impulse responses at the listener's
cars to provide an accurate 3D localization of the aural image [Wenzel 1988],
[Kalawsky 1994]. These are devices that go beyond quadrophonic sound generation to
provide audio signals that the listener can accurately position in space. Sound has also
been suggested as a means to convey other information, such as surface roughness.
Dragging a virtual hand over sand would make a different sound than dragging it

through gravel.
1.4.5. Voice Recognition

Vaoice recognition is another useful input for a VR simulation, because it helps the
users Keep their hands free for other tasks. [f the user is already wearing the 3-D glasses
or a head-mounted display. and a data glove. it is not reasonable to expect him to start
typing on a keyboard in order to get things done. The following is summarized from

[Simpson 1985]. and gives an overview of speech recognition definitions.
1.-44.6. Speech Recognition Definitions

Speech recognition systems come in many different forms. Several factors, for
example speaker dependence, speaking mode. and vocabulary size can be used to differ-
cntiate between various systems.

Speaker dependence refers to the extent to which the system must have data about
the voice characieristics of the particular human speaker using it. Speaker-dependent

recognition systems can recognize the speech of a particular human speaker only if
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examples of that person’s speech have been provided. Speaker-dependent systems must
therefore be trained separately for cach speaker who will use them if good (or any) ree-
ognition accuracy is to be obtained |Verbex 1990].

Another parameter of speech recognition is the speaking mode, that is, the manner
in which utterances are spoken to the system.  With iselated-waord' systems, which are
most widely used, the user must pause brielly between cach word when speaking.
Connected-word systems are able to recognize words with utterances spoken without
artificial pauses between words.  However, the individual words are spoken with the
same intonation pattern that would be used if they were read from a list,

Continuous speech recognition or contimuons speech understunding adds another
dimension, meaning that a system can accomplish tasks using continuous speech input,
The Verbex 7000 system used for the current project can recognize short segments of
continuous speech of approximately 20 words in length, which is more than adequate for
most applications.

The term enroliment refers to the training of a speaker-dependent system.  Each
speaker who will be using the system must train it individually. In the case of Verbex, a
simple method of training it is provided [Verbex 1990).

A final parameter that can be used to differentiate between speech recognition sys-
tems is vocabulary size. Speech recognition systems with a fixed vocabulary must be
provided with samples of cach word or phrase they are to recognize. They perform
acoustic pattern-matching at the word and phrase level and typically handle vocabularies
of 100 to 200 words. The Verbex system can also handle approximately this level of
vocabulary, provided the words are not in too complicated an order, that is, the grammar
definition must not be too convoluted.

The most commonly used measure of performance for specch recognition algo-

rithms is the recognition accuracy. This simply means the percentage of speech
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utterances that arc correctly recognized by the listener out of a given set of expressions
and under a particular set of conditions. The listener in this case is the machine or com-
puter, just as a person would listen to another person speak.

FFour classes of errors are categorized: substitution errors, where one word is mis-
taken for another one, insertion errors, where a word is inserted but has not actually
been spoken, deletion errors, where a spoken word does not get recognized. and finally,
recognition errors, where a legal item in the given vocabulary is detected but not recog-
nized correctly.

Of course, both humans and machines make rejections of words that are in fact
correet. For a machine such as Verbex, the user coughing or breathing in a strange way
is enough to cause recognition errors.  For humans, unfamiliar words or a poor signal to
noise (S/N) ratio, such as a noisy working environment. will often cause recognition
errors. The main advantage a human speaker has in such a case is the possibility to infer
the missing parts [rom what is understood correctly. a capability that a relatively simple

system such as Verbex does not have.
1.4.7. Current Uses of Speech Recognition

Many technologies today lend themselves to interaction with speech recognition.
Popular applications are. for example, voice dialing of telephone numbers. A telephone
subscriber can store meaningful speech patterns such as “mother™ or “pizza” and have
the telephone automatically dial the desired number, Vending machines and VCRs can
be controlled by verbal commands [Berardinis 1993].

Dictation systems are also becoming popular. using speech input as an alternative
to the keyboard. By relying on verbal commands for dictation, people who have
suffered repetitive-stress disorders such as carpal tunnel syndrome can continue to do

their job successfully. Janah and LaPlante present two low-tech overviews of speech
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rccognition dictation systems as used by the New York Times [Janah 1994},
[LaPlante 1994].

Cooke’s and Miner’s systems, mentioned above, use speech input as a way of
controlling robots in industrial cleanup tasks and in underground radionctive storage
tanks [Cooke 1994}, [Miner 1994].

Voice recognition systems have many advantages if they are used properly. Since
the technology commercially available is not at an advanced enough stage to be used by
anyone at any time, failures are common. For example, Gosbee presents a “post-
mortem” analysis of the failurc of a voice recognition system in an urban hospital’s
emergency department [Gosbee 1993]. He shows that too much time was necessary {or
training. but that not enough time was available, that the pre-defined vocabulary and
templates were frustrating, and a lack of computer skills and time prevented changing
the situation. Ambient sounds impeding proper functioning are also mentioned as one of
the reasons for the system’s failure. He makes several recommendations as to how the
system could be improved.

For an in-depth, technical description of current and future trends in voice

recognition, please see Roe [Roe 1993].

1.5. Claim of Originality

The author has participated in the development of a type of training simulator that
has not, to the best of his knowledge, been developed elsewhere.  The addition of a
three-dimensional virtual reality interface to the existing commercial software, ESOPE,
represents a significant step in the direction of a fully immersive, lifelike training
environment., The author’s contributions to this project are the following;:

* A speaker-dependent voice interface to let the trainee interact with the system by

speech commands. This included the integration of an existing speech recognizer with
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the rest of the project, the development of an appropriate grammar and syntax for this
particular application, as well as the implementation of interface programs,

« A multimedia help module to give the user the option of seeing digitized photo-
graphs or videos to assist in his training.

« A sound server module which presents an aural “world™ consisting of
background and action sounds to the user,

» Recording of appropriate digitized speech help and error messages for interfacing
with the ESOPE expert system.

* A startup / shutdown script, written in perl, to help with the initialization of the
system and clean-up after termination of the programs.

In addition to the above, the author also refined the network architecture for the
simulator from an initial prototype. This step also included the implementation of a
graphical network monitor to display various network data in an easy-to-understand for-

mat on the screen.

1.6. Summary

As can be seen from the examples presented at the beginning of the chapter, the
potential of virtual reality is considerable. and already much work is being done to
exploit its possibilitics. Many of the sciences stand to benefit from the use of VR, for
example. for modeling and data visualization. and many other non-scientific fields
present thousands of potential uses. This chapter presented some of the current
applications of VR technology, some commercial, some purely research oriented. In the
ncar future, many more applications will emerge and gain popular acceptance. The next

chapter shall focus on the functional implementation of the ESOPE-VR system.
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CHAPTER TWO

2. ESOPE-VR System Functional Overview

2.1. introduction

This chapter presents a functional overview of the virtual reality (VR) operator
training simulator developed for Hydro-Québec: Esope-VR, The technical details con-
cerning the prototype implementation are covered in Chapter three, ‘The motivation for
this project is to provide a realistic training environment for switching station operators,
thus ensuring their safety and the network’s integrity at all times. The risks associated
with the manual operation of switching station cquipment demand rigorous personned
instruction, while preserving network integrity implies not changing its topology and ex-
posing the network to system errors for the sake of operator training.  With the simula-
tor, operator trainees can carry through all the switching operations necessary lor their
work in complete safety, while maintaining a high degree of realism. A speech-
recognition system enables the user to control the training session, while sound immer-
sion adds a dimension of realism to the virtual world. An expert-system validates the
trainee’s operations at all stages of the process and a steady-state power-flow simulator
recalculates network parameters as necessary.  The automatic conversion of single-line
diagrams cnables the construction of realistic three-dimensional models of switching

station equipment.
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2.2, Current Personnel Training Practice

Personnelt training is an activity that cannot be neglected by today’s electrical
utility companies; in order 1o have well-prepared personnel, regular training needs to be
done. To ensure a high degree of sa'ety is one of the paramount concerns inherent in job
training, and in order to guarantee uninterrupted service to one’s customers, it is
necessary to limit work on the actual network to an acceptable minimum level. The
apparent contradiction between safety and uninterrupted service on the one hand and
regular training on the other is usually solved with theoretical instructional tools. These
tools range from traditional paper and pencil workbooks over computer-based-training
methods to full-scale simulator mockups [Griebenow 1993]. Over the past 15 years,
computer-based training systems have experienced rapid evolution [Overbye 1995].
Foley ¢t al describe a graphical user interface (GUI) that could be used for training
purposes [Foley 1993). Rajagopal ¢f al outline a workstation-based operator training
simulator developed for Consolidated Edison [Rajagopal 1994], while Vadari et al write
about a dispatcher training simulator [Vadari 1995].

There are certain drawbacks associated with all these examples mentioned, such as
a low degree of realism and cffectiveness or a prohibitive cost. These simulators are
useful for certain types of training: where the trainee is being taught a task in which he
will not have to move around. the training itself can easily take place at a fixed location
as well. However, to properly learn what it means to be a switching station operator
implics moving about within the physical dimensions of an actual station, not sitting in
front of a computer screen. The operator, in his future job, will have to go from the
control room to the switchyard and back again in the course of even a single switching
operation. He must be able to recognize that, for example, a circuit breaker represented
by a small squarc on a diagram may be of many different types: depending on the

voltage level, it may be a relatively small oil-filled model only two or three meters high,
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but it may also be an air-blast type roughly 7 meters high, Additionally, ditTerent types
of the same category of equipment may have widely dittering physical appearances.

The actual switching operation can be controlled trom within the control building,
but can also be performed at the equipment under certain circumstances. The operator is
required to visually inspect the equipment before most operations, in order to ensure that
everything is in order. The operator usually has no more than a schematic dingram of
the switching station as a guide to locate the equipment in the switchyard. An important
fact to take into account is that a given operator may not only work at one switching
station, but may be responsible for several, cach with a difterent layout, and dilterent
types of equipment, depending on when it was built,

The job of a station operator challenges his memory, his ability to deal with stress,
as well as his capacity to translate theory inte practical work. Various attempts have
been made to deal with these issues with conventional graphical user interfaces or mock-
ups of actual switching station cquipment [Foley 1993], [Rajagopal 1994],
[Vadari 1995]. The EsoPE-VR project is an attempt at providing & virtual reality training
environment for station operators in order to better address these concerns,  As men-
tioned in Chapter one, virtual reality is being used successfully in several fields such as
robotics [Cooke 1994]), [Miner 1994] and medicine [Hunter 1993, [Peters 1995],
[Sagar 1994].

2.3. Overview of ESOPE-VR

2.3.1. The ESOPE Training System

Currently, Hydro-Québec uses a program known as Esope (EsorE = Expert
System Operations Planning Environment) to train its operators. ESOPE incorporates a
knowledge-based expert system that makes decisions about the switching operations the

traince is attempting. As well, it provides a stcady-state power-flow simulator to
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recaleulate the steady-state network parameters alter any changes to the network’s

topology.
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Figure 2.1: The original ESOPE Windows interface.

The EsoPE simulator runs undzsr Windows and provides a GUI representing a
single-line diagram® of a given switching or transformer station; Figure 2.1 shows a
typical view of its screen. In order to complete a given switching operation, the trainee
uses the mouse to click on the representations of circuit elements shown on the screen,
and can then modify equipment parameters in various pop-up boxes using the mouse or

the keyboard. For example, in order to open a circuit breaker, the operator clicks on the

2 The single-line diagram is a type of schematic commonly used in power systems. representing the three phases of a circuit by one
line, three picces of cquipment by a single symbol, and so forth.
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circuit breaker symbol, then on the “"Open™ button within the dialog box and then on the
“OK™ button. At this point, ESOPE's expert system would validate the attempted
switching operation and would cither allow the trainee to proceed, or would flag an error
condition and provide a brief explanation in a text box.

In ESOPE, the operator’s assumed position in the real world can be changed to
place him in the control room, the switchyard or at a remote location, with the resulting
restrictions on permissible actions. For example, it is not generally possible or permitted
to open an air-blast circuit breaker while standing next to the equipment; rather, this
would be done from the control room. The operator’s position is reflected in the cursor
symbol: **S™ for switchyard, “*C” for control room and “R" for the remote-control centre.

EsoPE has evolved over the past several years. and is now used by several of
Hydro-Québec’s administrative regions for operator training. It has provided many
benefits to its users, as well as to the utility itself, most notably a marked reduction in
overall error rate. In Appendix 3 on page 84, a more detailed representation of the
single-line diagram used for ESoPE-VR. as weil as an actual Hydro-Québee training

diagram, are given.
2.3.2. Esope-VR

The aim of the virtual reality training system prototype. ESOPE-VR, is to provide a
tool that is cost-effective when compared to some of the currently available simulators,
and that is flexible so that an operator can use it to train for any number of work cnvi-
renments using one training setup.

The system was developed by a joint research group from McGill University and
Ecole Polytechnique de Montréal, and builds on the functionality of Esort while
offering a high degree of realism that gives the user a thorough preparation for the actual
work of an operator [Okapuu-von Veh 1996]. While ESoPE has been found uscful as a

training tool, there is little relation in terms of realism between this sort of instruction
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and the actual work of an operator. The schematic representation provided with the
Windows interface is abstract, and it is difficult to relate to any actual equipment
represented on the single-line diagram.

With EsopPE-VR, a training tool is provided that places the operator inside a virtual
world in which he can interact with the world’s objects as if he were at a real switching
station. Three dimensional views of switchyard equipment such as transformers, discon-
nect switches and circuit breakers, as well as a realistic control room with the necessary
control panels, let the operator traince get a feel for the work he will be expected to do,
while preventing dangerous exposure to any equipment as well as preserving network in-
tegrity.

Enhancements to the virtual world such as action sounds and the hum of trans-
formers in the background make the simulation more realistic, while a speech recogni-
tion interface provides a way of interacting with the computer that is more natural for
users who are less familiar with computers. A help mode using digitized images and
videos guides the trainee through the course of his routine. The ultimate objective is to
provide a training environment for switching station operators that will let them perform
tasks in complete safety, but with a degree of realism that will thoroughly prepare them
for the real world. By offering a rich training experience and by making human-
computer interactions as natural as possible, the efficiency of the learning process is

increased considerably.

2.4. System Architecture

2.4.1. Visual Simulation

In any VR application, visual simulation is generally the most demanding process

in terms of computing power. For ESOPE-VR, a Silicon Graphics (SGI) Indigo
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workstation is used in conjunction with a 53¢m (21-inch) 120Hz2 monitor to provide the
user with a “window on the world™ [Sutherland 19635]. [Ware 1993].

CrystalEyes liquid crystal display (LCD) shutter glasses let us show the trainee an
accurate stereoscopic image, With such glasses, the left eye of the user is obscured
while the image meant for the right eye is displayed on the screen, and vice versa.
Because the two, slightly offset, images switch every 120th of a sccond., the human brain
is fooled into secing a 3D view that has depth, rather than just a flat display. The shutter
glasses have an advantage over more “immersive” visual systems in that they let the user
look at other things around them. such as an adjacent computer monitor. A detailed
tutorial on stereoscopic computer graphics can be found in [Hodges 1992].

The functions necessary for the visual rendering of the virtual switching station as
well as the interactions with the virtual world are provided by a commercially available
software product made for this purpose: WorldToolKit by Sense8.  LEssentially,
WorldToolKit provides libraries of C functions that can be called from within other C
code, and that allow for the creation of virtual worlds. User interactions with the virtuai
world, such as collision detection, as well as animation of objects in the world, such as
the opening or closing of a disconnect switch, are also handled in soitware. The reason
for choosing a commercial product rather than writing custom code for this application
was one of simplicity -- the numerous functions available made the task of programming
much easier.

This software allows for different accuracies of rendering (level of detail), meaning
that far-away objects need not be displayed at the same precision as closer oncs. The
advantage of such a system is that it makes the simulation less compute-intensive, since
fewer polygons need to be displayed, and consequently, recalculated. Depending on the
available hardware, a low polygon count can offer significant advantages in terms of ren-

dering speed. For example, an initial model of the switchyard had about 15,000 poly-
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gons, while a reduced-level-of-detail model contained one fifth of that number. resulting
in a significant improvement in visual performance. Despite this fact, however, the
rendering efficiency appears to suffer from the large overhead computing load
WorldToolKit presents, and that improved performance could be attained with a

customized rendering engine.
2.4.2, Electrical Simulation

Simulation of electrical parameters of ESOPE-VR is done by ESOPE’s steady-state
power flow simulator. ESOPE runs on a PC that is connected to the rest of the system by

an Lthernet connection®

. Any changes in the electrical network being simulated are
relayed to ESoPE and updates of voltages, currents and power are then calculated.
Presently, the Windows version of ESOPE presents a bottleneck for the rest of the system.
Since the PC being used for ESopE is much slower compared with the SGI workstations,
there is a noticeable lag in the simulation every time the network parameters need to be

recalculated.  When a 120 MHz Pentium is used, some improvement is noticed, but a

UNIX version of the program would be preferred.
2.4.3. Switching Operation Validation

Any switching operations that are performed in ESoPE-VR need to be validated if
the simulator is to be used for training. In this case. the validation is also done by the
Esore simulator. For example, if the traince attempts to open a disconnect switch, the
EsoPE-VR process manager will send an appropriate message to ESOPE requesting
approval. If ESoOPE decides that the user may proceed (as described above), the ESOPE-
VR simulator will show the relevant changes in the virtual wotld. However, if the
switching operation may not be done at this point, ESOPE will send back a message for-

bidding it. and an error message with an appropriate explanation will be provided to the

3 Ihe purting of ESORE from the Windows environment to run under UNIX on an SGI workstation, could not be completed in time
to be used in this project.
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user. The alert reader will notice that this sequence of events implies that the trainee is
being taught only “correet™ work practices, He may not, for example, open a disconnect
switeh while magnetizing current is flowing through it, even though this may be a
reasonable switching operation under certain circumstances, A mode of operation that

would permit such actions is among the future plans for ESOPE,

2.4.4. Network Architecture

As mentioned above, the visual simulation aspeet of a VR system is usually the
most compute-intensive. In order to give that part of ESOpPE-VR as much CPU power as
required, it was decided to run it separately on one Silicon Graphics Indigo, while
another SGI Indigo takes over the other aspects of the simulation, ard the speech
recognizer is connected to a PC. In order to solve the problem of finding enough
coraputing power, the solution of putting several workstations in parallel was chosen,
The hardware was readily available, and the cost of a more powerful graphics
workstation would have been prohibitive.  As is, all the necessary processes
communicate with each other by means of text messages that are sent back and forth
over the computer network. This sort of communication greatly facilitates testing and

debugging of the system. as the messages are easily understood by humans as well.

2.4.5. Speech Input

A Verbex 7000 speaker-dependent specch-recognition system is used to control
most aspects of the simulation in ESopPE-VR. This method of interaction is useful
because it permits the user to free his hands for other tasks. and can help non-computer-
literate users interact with the system @uch more casily. Also, if the user is already
wearing the 3D glasses, and is perhaps navigating in the virtual world using the mouse,
it is unreasonable to expect him to start typing on the keyboard as well. Several types of

speech commands exist, cach category being used to control a certain aspect of the pro-
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gram. In the switching operation category are commands that pertain to the training
scenario, for example “Open breaker 700-2.7 “Close disconneet 28147 “Verify open
state hreaker 120-4.7 Another category of verbal commands is used for navigation in
the virtual world,  Here, the user can change the direction of motion by saying
“Forward” or “Backward,” or can move rapidly from one location to another with a
command like “Take me to transformer T-2." This last command is one of the fuxuries
of a virtual world - one can do things that are not possible in the real one. (For example.
while the ESOpE-VR system is supposed to provide a realistic training environment, it is
not necessary to make the trainee walk 20 virtual kilometres in order 1o accomplish his
task.) Finally, speech commands can be used to control the various image and video
displzys. which are described in the next section.

The reason a speaker-dependent system is used is because it must understand
French. Currently, speaker-independent speech-recognizers are available on the market
from several vendors, but they all only understand English.  Therefore. the Verbex

system was used and was trained to correctly recognize French speech.
2.4.6. Digitized Image and Video Displays

One of the advantages of having Silicon Graphics workstations available is to be
able to display a large number of digitized pictures aad video sequences. Both these
forms of output arc used in ESOPE-VR to provide realistic images of the apparatus the
user is training for. The trainee can use speech commands such as “Show me a picture o)
hreaker type X7 which causes a stored image of that breaker to be displayed on an adja-
cent monitor.  The user could also ask “Show me a video of the opening of switch type
¥." and would be shown a short video sequence that can be further controlled by voice
commands such as “forward.” “reverse.” “slow motion,” and so forth. Figure 2.2 shows

an example of a digitized photograph and a video frame.
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Figure 2.2: Digitized Vidco and Image Examples.

The pictures displayed in this particular implementation were taken by the
rescarchers working on the ESOPE-VR project and subsequently placed on Kodauk
PhotoCDs. This media provides a simple way of transferring the images to any
graphical software for manipulation and subsequent storage. The videos were recorded
by portable video camera and digitized using the video input / output hardware on one of
the workstations (IndigoVideo board on an Indigo R3000). These two approaches are
reasonably simple and effective, but professional facilities can significantly improve the
quality of the video images.

The display of digitized pictures and vidco sequences is useful as a reinforcement
of the educational experience as it shows a completely realistic representation of actual

equipment as opposed to the 3D computer model. Hopefully, in the near future, the
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accuracy of the model and the graphical capabilities of the computer being used will do

away with such tools as they will have become unnecessary.
2.4.7. Interactive Help

At any time during training, the user can ask the simulator for advice on the
current operation.  For example, he can say “flelp about opening a breaker,” or “Help
with switching operation commands.” In cither case, context sensitive help is given to
the user by means of digitized voice messages. Approximately 45 help messages were

recorded.
2.4.8. Aural Immersion

In any simulation, much information can be conveyed by means of visual cues.
However, another important dimension of the “virtual™ cxperience is auditory. In
I:soPE-VR, a background-sound server provides the necessary “ambience.” Two audio
channels provide the background hum of transformers. each changing with respect to the
distance the user is from the sound sources in the virtual world, and two further channels
are available 1o produce “action sounds™ ranging from the clicking of a button to the
explosion of an air-pap circuit-breaker being opened. All these sounds are pre-recorded.
digitized samples, and can thus be manipulated at will.

It would be desirable to provide an even more realistic aural “image™ to the user by
means of 3D audio localization technologies. These are devices that go beyond quadro-
phonic sound generation to provide audio signals that the listener can accurately position
in space. One such system is Crystal River's Convolvotron which uses convolution of
the audio signal with pairs of filters corresponding to measured impulse responses at the
listener’s ears [Wenzel 1988). [Kalawsky 1993]. Another possibility is to use raytracing
techniques (usually used to generate computer images) to model the movement of sound

[Shi 1993].
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2.4.9. Automatic Conversion of Single-Line Diagrams to 3D Format

If a real-world switching station is to be constructed in the virtual world, several
clements are required.  These range from circuit breakers to disconnect switches, from
transformers to strain and tubular buses.  As well, a realistic control room with pancls
containing handles, buttons and meters needs to be modeled.,

In the case of Esope-VR. the control room was modeled using a commercially
available 3D modeller: Wavefront's 3Design.  The output from this modetler could be
read dircctly into WorldToolKit. In the control room there are two kinds of objects:
dynamic objects such as buttons and handles can be manipulated by the user, or by the
simulation in the casc of meters, while static objects like the panels or the walls need not

be changed during the simulation. Figure 2.3 shows a view of the virtual control room.

Figure 2.3: A View of the Control Room Including
the Operator’s Virtual Hand.

The modeling of the switchyard involves a different process. Starting from the
single-line diagram used by ESOPE, a single-line-diagram converter program builds a 3D
model of the switchyard. As the single-line-diagram is a representation of three phases

of a circuit, and since the switching station’s physical dimensions must follow certain
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guidelines with respeet 1o spacing and layout, it is possible to make some reasonable
assumptions 1o create a set of rules by which to construct the 3D model. This procedure
does not presently allow for many exceptions. That is, the construction of substations
that are restricted in their size by external constraints is not possible yet. The present
converter simply builds the stations as large as it needs to in order to meet internal

constraints such as the spacing of equipment.

Figure 2.4: A Typical 735-120 kV Station Generated by the
Single-Line Diagram to 3D Model Converter.

The placement of each piece of equipment is decided by the converter based on
simple industry-specific rules in its database. As well, the necessary connections
between the apparatus are provided in the form of busbars, i.c., either rigid or strain-bus.
The connections outside of the station are also provided by the converter. The level-of-
detail in the 3D model mentioned previously is incorporated at this stage. This process
lets the simulation use three different models of the same apparatus which are displayed
according to the distance of the person from it in the virtual world. Figure 2.4 shows a

typical view of the switchyard.
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The single-line-diagram converter is a very valuable tool in that it allows for the
conversion of any number of substations. thereby allowing the provision of a training

environment that is not location-dependent.

2.5, Summary

This chapter has described the functional aspects ot the LEsope-VR prototype
operator training simulator, This system provides a realistic training environment for
station operators, and ensures their safety and the cleetrical network’s integrity. In the

next chapter, a technical description of this project is given,
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3. Technical Specification of the ESOPE-VR System

3.1. Introduction

This chapter discusses the technical implementation of the ESOPE-VR system. As
mentioned in the previous chapter. the system is a client-server based system that is dis-
tributed over a variety of platforms. The choice to distribute the processes over several
workstations and PCs was made in order to simplify each one’s workload to increase the
speed of the visual simulation, and to take advantage of the audio and video capabilities

of an additional SGI Indigo workstation [SGI 1994].

3.2. Architecture Overview

One main idea behind the ESOPE-VR architecture is to distribute the computing
load over several computers. The reason for doing so is twofold: for one, it helps certain
processes run more efficiently, most notably the main graphical application which needs
as much CPU time as it can get. The second reason is to take advantage of several
workstations’ audio hardware,

:soPE-VR consists of several modules, some of which are described in detail in
this chapter. The others were mainly the creation of others on the team, and form the
focus of their respective M. Eng./M. Sc. A. theses. Figure 3.1 shows a detailed

diagram of the system’s architecture.
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WorldToolKit
Shared Memory Area
Verbex L -~ 4 ERV interface - = «| AudioVideo
. : .
b ‘.
Windows-ESOPE BackgroundSound : !
;o
)
----- Socket connection ShowMovie

Figure 3,1: TCP-IP Client/Server Architecture.

The boxes in Figure 3.1 represent the following processes (starting at the left):
Name Process Description Platform
Verbex Verbex 7000 speech recognition unit | PC
WorldToolKit WorldToolKit graphical simulation SGI
ERYV interface EsoPE-VR interface for WorldToolKit | SGI
Windows-ESOPE | EsoPE electrical simulation module PC
AudioVideo AudioVideo server SGl
BackgroundSound | Background Sound server SGl
ShowMovie ShowMovie server SGl

Table 3.1: Network Processes
The following sections describe the individual modules above and some of their

characteristics in more detail.
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3.2.1. The World ToolKit Process

‘The most visible module of the system is the graphical rendering process. It was
constructed using Sense8's WorldToolKit, a library of C functions that can be called
from within any other C program. WorldToolKit provides the functionalities required
for a VR application such as visual rendering of the virtual world, collision detection
within that world, as well as animation of picces of the world. In EsorE-VR, the main
WorldToolKit process also gencrates messages to the Windows-based ESOPE module to
request that certain switching operations be performed, The messages are passed to the
rest of the system through the ERV interface module, described later.

The WorldToolKit process contains the necessary code to be able 1o use the
graphics screen of the workstation in stercoscopic mode. The CrystalEyes sterco
glasses, presented in Chapter one. are used to give the user a 3D view of the world being
rendered.  Because of the stereo mode, no other processes can use the screen of the
workstation used by the WorldToolKit process.

Navigation within the virtual world is controlled by various means. The main con-
trol for direction of motion comes from one of three different inputs. The simplest one is
to use the computer’s mouse as a 3D input device. defining forward. backward, left and
right as customary, but changing the default directions to up and down when one of the
mouse buttons is pressed. and to left or right when another button is pressed. The other
means of navigating is by using a Logitech “Flying Mouse”. This is an input device that
provides 3D capabilitics through ultrasonic transmitters and receivers. The major
drawback of this device is its extremely poor ergonomics. Since it is much slimmer than
a conventional computer mouse it is difficult to grasp comfortably, and holding it in the
air, pointed in a particular direction. for extended periods of time is very tiring for the

hand. Finally, a Powerglove interface was developed., which greatly simplified
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navigation and manipulation within the virtual world [Shaikh 1995), |Figueiredo 1993],
[Sturman 1994].

As can be seen in Figure 3.1, the WorldToolKit process is not connected directly
to the rest of the system, but uses a shared-memory interfuce to communicate,  The
reason this is nccessary is because of the way the main rendering process works: onee
every frame, it checks all its sensors and updates the image accordingly. In the case of
this project, the frame-update rate is approximately 10 frames per second, meaning 100
ms between frames. (This sort of communications is also known as “polling™ - that is,
the WorldToolKit process “polls™ its inputs to see if there is anything waiting for it.)

Within the rest of the system, however, fewer processes are willing or able to wail
for another one to become ready and to read the information that is meant for it. 11 this
were the case, the whole system would come to a halt every 100 ms while the main
rendering process sorts itself out and decides to proceed. Since it is not aceeptable to
wait in this situation, the ERV interface module accepts any incoming messapges
immediately and places them in a queue in a shared memory area where the
WorldToolKit process can read them, raises a flag to indicate that there is some
information waiting, and then continues to wait for more incoming messages. Now, the
WorldToolKit process can take as much time as necessary to complete its [rame-update,
and can then react to the incoming information.

The alert reader will notice that there is a possibility of overflow if WorldToolKit
does not read the messages quickly enough. While this is true, in practice it will not
happen since any action in this particular system is triggered by an input from the user,
and it is unnatural for him to stack up commands if the system is delivering cerror
messages or awaiting simulation updates. A ten-message queue is used to gather
incoming messages just in case several messages happen to arrive within the sume

100 ms period.
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3.2.2. The Windows-ESOPE Process

The next important module in the system is the ESOPE process itself. [t is respon-
sible for calculating the clectrical parameters of the given simulation by a steady-state
power-flow program. As well, it provides expert-system support for the trainee by vali-
dating any switching opcrations requested by the WorldToolKit application. An existing
version of the ESOPE program was modified to allow it to communicate with the rest of
the system via the computer network. Other than the overview of ESOPE given in
Chapter two. more extensive information about this part of the system can be found in

the other theses about this project.
3.2.3. Speech Input

The Verbex 7000 Voice Input / Qutput System is used as a speech input system for
voice commands. As the system is a speaker-dependent one, it can be trained to under-
stand any language ~ in this case, French. The advantages of a speech interface are two-
fold: it frees the user’s hands from the keyboard, and it is a more natural way of commu-
nicating for someone who is not necessarily accustomed to using computers (as an
operator trainee might well be). As the VR interface is supposed to be friendly to the
user, it is important to simplify the task of training as much as possible. The Verbex unit
uses a grammar file containing the necessary vocabulary for recognition. A hierarchical

structurce of commands is organized into four categories:

* System
» Navigation
* Operate
* Multimedia

Help is available to the user in each of these categories by means of pre-recorded
digitized messages which are played back by the AudioVideo Server, for example, “4ide

ouvrir sectionneur”, The system commands are used to control aspects of the animation
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such as the type of rendering, zooming in or out, pausing. resetting the program or
quitting. Navigation commands include changing the default direction of motion from
forward to backward, stopping, and turning left or right. As well, the user can request to
“teleport™ to a certain location, for example to the control room or the switchyard, or to o
specific picce of equipment ("Téléporter disjonctenr 700-47). The switching operation
commands include pushing a button specified by the name of the disconneet switch it
controls, turning a picce of equipment (disconnect switch. eircuit breaker) on or ofl,
turning handles, and verifying the current operating conditions.  As well, the operator
can specify the current time by speaking it (“/f est minuit quarante-trois”™). Finally, in
multimedia mode, the user can ask to be shown digitized photographs of various types of
equipment and short digitized video sequences detailing certain switching operations,
The word “multimedia™ was selected in this case for its case of use, not because we are
trying to create a multimedia presentation — the beginning of Chapter one gives an
explanation why.

The Verbex speech interface is connected by a serial cable to one of the PCs, The
reason a PC is used is one of availability: the interface programs for the speech
recognizer are all DOS-based. Thus, a first step is to initialize the Verbex from DOS,
then the PC is rebooted with Linux. (Linux is a public-domain version of UNiX for PPCs
which is compatible with the version of UNIX used on the SGI workstations.) The PC is
also connected via TCP/IP socket conncections to the AudioVideo, WorldToolKit, and
EsopE-VR modules running on the SGI workstations. A program running under Linux
monitors the serial port activity and captures any incoming characters. The characters
received are concatenated until a carriage return character is received. The string thus
received is then parsed to determine where it should be sent, and is finally written to the
destination program via the socket connection. The program running on the Linux-PC

also uses the concept of hierarchical sub-menus like in the Verbex grammar file. The
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switch between modes is made anytime the user speaks the name of a category, or
immediately after a help request is received.

The speech recognition module provides a comfortable, easy-to-use way of inter-
acting with the VR simulator, It uses a speaker-dependent recognizer to enable the user

to interact within a hicrarchical command structure,
3.2.4. AudioVidco Server

The AudioVideo server program acts as an interface for the Background Sound
and ShowMovie servers and handles alt audio and video requests from the speech
recognition, ESOPE and WorldToolKit modules. Upon request, it plays help messages,
crror messages, and action sounds, and displays digitized pictures. Requests for
background noises or the display of a movic file, as well as commands that control
movie playback, are passed on to the Background Sound server or the ShowMovie
server. The AudioVideo server must run on a separate machine from the WorldToolKit
animation, as it requires an X-display for itself, and cannot be used in stereo graphics
mode. The AudioVideo server has five socket connections. These are detailed in

Table 3.3.

Socket | Function

1 Receive messages from Speech Interface
Receive messages from ESOPE
Receive messages from WorldToolKit
Send messages to Background Sound Server
Send messages to ShowMovie Server

W oda WD

Table 3.3: Socket Connections to AudioVideo Server

The following sections present in more detail the various categories of requests

handled by the audio / video servers.
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3.2.5. Speech Output Messages

Requests for help messages are reccived from the Verbex speech interface, The
command is received as a string, and is parsed 0 see i it contains a help request
(“HLP™). If so. the rest of the string is concatenated together without spaces to ereate the
name of the audio file containing the help information.  For example, il the string “vBX
A V HLP OPR CLS BRK" is received, the name of the file is OPRCLSBRK.aifc.
(AIFC stands for Audio Interchange File Compressed. a format developed by Apple
Computer [Apple 1991].) This filename is concatenated with the default path for the
audio files. the name is verified for validity, and if the name is valid, the system
command sfplay is called to play the file.

Error messages are handled in the same way, except that these requests come from
ESCPE via the ERV interface. The error messages from ESOPE are numerical, and so, for
simplicity, this standard was adhered to in the naming of the error message liles. For
example, if the message “ESO A_V ERR 103" is received, the name of the file is
ERR103.aifc.

The Verbex 7000 Speech Recognizer has the ability to translate ASCII strings into
phonemes and to speak them through the headphone speaker. However, it only “speaks™
English, and has considerable difficulty dealing with French speech.  An attempt was
made to use “pscudo-French™ written text composed of English phonemes that approxi-
mate French speech. but this experiment was disappointing. The reason for the failure is
twofold: for one, there are many French phonemes that do not even exist in the English
language. such as the nasal n in “fongue”, and second, even if the phonemes do exist, it
is difficult and tedious to estimate a reasonable-sounding French word or sentence when
writing only in English words. For example, one could write the sentence “les choix
sont les suivants” as “lay shwa son lay sweevunn”, but even this is a crude

approximation, and does not sound very convincing. For this reason, it was decided to
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use digitized speech stored on the computer’s hard disk as a solution for the problem of
giving the user specch feedback.  Sinee the application requires only a certain fixed
number of messages to be spoken, and does not have random sequences of words to be
synthesized, it is simple enough to record these messages onee, and then use them on
demand. Memory requirements for the various digital media are discussed in the next

chapter.
3.2.6. Digitized Images and Videos

Requests to display digitized pictures are dealt with in a manner similar to audio
requests. The filename is determined from the message. and the program xloadimage
is used o display the file. The display of the picture is not controllable via a socket con-
nection, since xloadimage is an independent application, Instead. in order to terminate
the display. the user must press “q™ or “Ctri-C™ while the mouse potnter is over the
window displaying the image. However, to keep the screen display from becoming
cluttered and confusing, only one picture or movie is displayed at once. If & movie com-
mand or another picture request is received while a picture is being displayed, the cur-
rently displayed picture is removed by killing the xloadimage process. [f a picture
request arrives while the movie is being displayed, the movie window is iconized. so that
it does not interfere with the other window. As mentioned above. other requests are

passed on to the ShowMovie server or the Background Sound server.
3.2.7. ShowMovic Server

The ShowMovie server program must also run on a separate machine from the
min WorldToolKit animation, since it uses the screen display for itself, and cannot be
used in stereo graphics mode.  However. the AudioVideo server and the ShowMovie
server can run on the same machine. as their displays do ot conflict significantly.

(They may influence the colour map the display is using. or a new image may destroy a
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previous one as mentioned above.)

The function of the ShowMovie server is to display SGL movie tiles on the work-
station’s screen, and 1o let the user contiol the movie's playback, The movie files in this
case were converted from VHS videotape to SGI movie tornut using the SGI SVideo
tool kit along with the IndigoVideo board in one of the machines.  Initially, the server
waits for the command to load a given movie fife. Onee it has received a valid movie
file name, it apens a window and displays the first frame of the movie, 1t then uses the
select ()} function to wait for events from the movie itselt, from the X server, and from
the socket connection to the AudioVideo server. Upon reeeipt of o socket event, the
received string is parsed to determine the type of command. The command is exceuted
using the audio and video library commands available [SGI 994, and the program

returns to waiting for another event.  The ShowMovie commands are summarized in

Table 3.4.
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Command Action

Play Plays the movie in the default direction

Stop Stops movie playback

Reverse Plays movie in reverse

Slow-Motion Plays movie at ¥ of normal speed

Rewind Resets movie to frame |

Loop Toggle Toggles between “play once™, "loop forward /
backward™ and “swing”

Mute Sets movie awdio playback volume to zero

Increase Volume | Increases audio gain by 25 units (out of 255)

Decrease Volume | Decreases audio gain by 25 units

New Movie Stop current movie's playback, and wait for a
new movic name

Tuble 3.4: ShowMovie Server Commaund Set

3.2.8. Background Sound Scrver

The Background Sound server must run on a different machine from the
AudioVideo server, as it uses the audio hardware for itself, and would therefore nega-
tively influence the playback of help or error messages or the movie's audio track. It
can, however, run on the same machine as the WorldToolKit animation, as the two do
not influence cach other directly.

It was necessary to split the background sounds from the other action noises and
audio messages because the SGI audio hardware imposes certain limitations. For
example. while it is possible to play up to four sounds concurrently, it is not possible to
control their playback volume individually usin;- high level functions®. As well, it is not
possible to play a given sound on a given channel individually: rather, one must comply
with SGI's way of doing things. When one sound is playing. and it is necessary to
change the output gain to play another one at the same time, the first sound’s amplitude

is also increased. creating a somewhat unreasonable situation. For example, if a the hum

N Using fow-lesel programming, alimost eversthing is possible. It was suggested to add up the individual sound samples (16 bit
shorts), multiplicd by an appropriate gain. and 10 send them directly to the audio hardware.  However, in this particular instance,
this was not done,
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of a transformer is playing in the background, and a loud bang is to be played as an
action noise, the transformer noise must, even for a short time, become as loud as the
bang. and then return to its previous level. This situation is clearly unacceptable, and
thus it was chosen to split the audio playback to two workstations, where cach volume
setting is controflable individually.

In this case. one workstation handles the help and error messages and action
noiscs, which all don™t influence each other, and the other workstation plays & maximum
of two concurrent background sounds. A further limitation imposed by the SGI audio
hardware is that a sound file that contains only one channel fmono) is played equally on
both left and right channels, while a file containing two channels (stereo) is played with
one channel’s samples being played on the right output. and the other channel’s samples
on the lcft output. To overcome this limitation, and to enable the use of two distinet
background sounds, it is necessary to record one of them only on the left channel of a
stereo file, and the other one only on the right channel. Then., by regulating the playback
volume of cither channel, the volume of that particular background noise can be
regulated.

This drawback imposes the limitation that the channel a given background sound
is to be played on must be pre-determined. and thus, the second sound must exist in a
version for the other channel. In order to simplify the choice of output channels, the
following limitation on background sound filenames was imposced: they must end with
“_L"or“_R" for example XFO3_L and XFo3_R. This way. there is no confusion over
what is happening. Both the background noises and the action sounds are played at a
volume that is appropriate for the user’s position in the simulation. That is, both the
Background Sound server and the AudioVideo server receive information about the
sound source’s location and the user’s location in the message requesting the sound. The

distance between the two is then calculated, and is used to set the output volume
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accordingly. In the future, an implementation using three-dimensional sound could use

the same data to construct an appropriate sound “image™ for the user. Sound intensity
should vary as — where D is the distance from source to listener. In this case. we
12

assume that the sound is at intensity 255 at the source, and dies down from there, so

,2_"; However, since the “gain™ of an SGI audio channel is not linear, one can
)
HES, . : . o 288{anenldiseD)) .
approximate the appropriate calculations by  using  1eme g as an

attendist

approximation where the sound intensity decreases linearly to zero at a distance of
attenDist units, In the case of a background noise, a distance of 50m was used for
attenDist, while for an action noise (such as a button click). the distance was set at 10m.

Beside the visual rendering of the ESOPE-VR system, the audio and video outputs
are an important part of what is necessary to stimulate the user's senses. Aural immer-
sion is achicved with action sounds such as button clicks and explosions and background
noises such as transformer hum. which is adjusted in intensity according to the distance

from the user to the sound source.
3.2.9. Communications by Mcssage Passing

Since the ESOPE-VR system consists of almost a dozen separate processes running
concurrently on several machines, a scheme had to be developed for communicating
between these distinet units.  What was found to be the simplest and easiest to
implement and debug was the use of ASCII® strings to send messages from onc unit to
the other. In order to debug a particular server program, all that is required is to connect
to the given machine with a telnet® connection and to ™talk to™ the program by means
of text messages that are understood both by ii and by humans. For client programs, the

interaction is a bit more complicated: a “dummy™ server program has to be created and

¥ ASCII = American Standard Code for Information Interchange.
telnet is one of several types of connections that can be made between UNIN workstations.

47



CHAPTER THREE TECHNICAL SPECIFICATION OF THE ESOPE-VR SYSTEM

started before starting the client that is to be tested. The server program can then be used
to “pass through™ information to the client.

Socket connections are used between most of the individual modules to transter
messages from one process to the other. This type of connection was lTound to be very
practical to use, as it allows us to start the processes on any number of different
machines. Further, it is a reliable and fast form of communication, and was chosen over
more high-level communications protocols sueh as remolte procedure calls (RPC). When
two processes run on the same machine, communication is done by means ot o shared
memory area.  This is the simplest choice. and the fastest one, too.  Sincee shared
memory is a physical thing (as opposed to socket connections), it cannot be used to
communicate from one machine to another.

One important factor is that the processes have to be started in a certain order so
that everything will run properly. A script reads the system configuration from a file and
then starts the processes on various machines in a pre-defined order.  This file is
included in Appendix 2 on page 82. The servers need to be started first, and then the
clients. In this case, for example, the Background Sound server and the ShowMovie
server arc started before the AudioVideo server, which in turn, has to be started before
the main WorldToolKit application or the speech recognition process.

Once all connections have been made, communications between the modules takes
place by text messages containing the name of the sender and the receiver followed by

the data being sent. Table 3.2 shows some typical messages.

48



CHAVIER THREE THECHNICAL SPLECIFICATION OF THE Esopt-VR SYSTEM

Source - Destination Messape Meaning Message Text

Verbex to Esore-VR “operate: close breaker” VBX ERV OPR CLS BRK
Verbex to AudioVideo “foad movie of switch type 1" VBX A_V LOA SWI 1
Esort: to AudioVideo “Error code 12347 ESO A_V ERR 1234
WorldToulKit te AudioVideo | “User's position is 23 45 ¢ WTK A_V POS 23 45 0
Bsor: to ESorE-VR “Voltage line 115 123 kV" ESO ERV VLT 1 123

Table 3.2: Sample of Messages Passed Between Modules

3.2.10. Graphical Progress Monitor

It is often useful 1o generate debugging messapes giving various details about the
progress of a running program. In this case, however, there are almost a dozen separate
programs running, cach generating their messages on the same screen’, and so it can
become complicated to understand what is happening. Therefore. a graphical monitor is
used to trace the progress of setting up all the required programs and their subsequent
communication.

The program, written using various GL* functions. runs on one of the SGI work-
stations that is not running the main WorldToolKit animation. A graphical approach to
the problem of progress monitoring was found to be useful, mainly because of the
amount of information that is to be processed. Each program sends out at least two
progress messages per socket connection (of which there are almost two dozen), and it is
therefore difficult for a human to read them all and to deduce the fact that everything is
runtning smoothly. or that there has been an error.

A more detatled description of the monitor program’s function is found in the next

chapter.

? All processes are siarted from a common peint using the startup scripl. so all their outputs go 1o the same screen. This s
gcscribcd in mose detail in the nest chapier.

Gl. = graphics language. a computer graphics standard developed by SGI.
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3.3. Summary

This chapter has presented an overview of the technical aspeets of the ESope-VR
operator training prototype.  The system is distributed over a variety of platforms,
namely SGI Indigos and PCs, and consists of a main process based on World'ToolKit, as
well as an AudioVideo process, a background sound server, a movie server, the original
isoPE module and a speech recognizer. A seript is used to start and shut down the
system, while a graphical monitor provides visual feedback on the state of each of the

processes.
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CHAPTER FOUR

4. Detailed Implementation and Test Results

4.1, Introduction

This section presents an evaluation of the implementation deseribed in the

previous chapter and summarizes feedback from a user questionnaire.

4.2. Speech Recognizer

The Verbex 7000 is a speaker-dependent speech recognizer. As such, it needs to
be trained by each person who wants to use it. The training procedure is quite straight-

forward. The following steps need 1o be taken:
4.2.1. Grammar, Recognizer and Voice Files

» A grammar file has to be created using any ASCII text editor. This file contains
the words and phrases that will subsequently need to be recognized. With a speaker-
independent recognizer such a step would be either unnecessary or required only to a
very limited degree, such as for personal additions to the existing grammar.

« This grammar file needs to be converted to a “recognizer file” by a utility pro-
gram. In order to recognize words and phrases, a machine format that can be transferred
to the Verbex unit has to be created.

* The recognizer file is transferred to the Verbex 7000 by the serial link. As men-

tioned previously, the Verbex is a DOS-based system as far as the available software is
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concerned. Therefore, the conversion and transter are done using two utility programs
running under DOS.

* The Verbex 7000 needs to be trained - first the individual words in the grammar
file, then the phrases that occur. Training typically requires the user o speak cach word
three times. The phrases that occur in the grammar are usually of a format such as
“word! word2 number{1-10] word+ word3™ or something similar. In such a case, it is
not necessary to speak all ten possible phrases three times cach. Rather. the recognizer
will select those phrases that are most likely 1o cause confusion. and will repeat them
several times. All of the parameters such as word training frequency can be selected by
the user.

* The “voice file” that is generated by training must be transterred back via the

serial link. so that it can be saved and re-used later.
4.2.2. Grammar File Structure

Figure 4.1 gives a state chart representation of the grammar f{ile used for the
Esope-VR project. The:e are five main categories of commands represented: base,
operate, navigate, system. and multimedia. In cach of these categories. there are other
commands. The overall structurc can be seen as a type of menu system, except that it is
voice-based. From each of the categories, help is available by saying “aide-moi.”

The transitions between the individual states are labeled with the key words to be
spoken. In the case of the help commands, the transition back to the corresponding state
is made automatically after the help request is recognized. For example, if a user is in
the “system™ sub-menu and wants help on resetting the simulator, he would first say
“aide-moi”, then “aide reset”. The system would give him an appropriate verbal
message about how to reset the simulator and would then place him back in the “system”

menu.

52



REGARDER

Base

ANNULER

| ,
. [ Oper

POUSSER BOUTON .numero
[OUVRIR/FERMER] [SECTIONNEUR/

DISIONCTEUR/
CADENAS/
MANETTE)
[SECTIONNEUR/
DISJONCTEUR/
CADENAS/

MANETTE/
TRANSFORMATEUR/
BXL/

BARRE/

BARRE DE RELEVE]

IL EST .heure
VERIFIER LES CONDITIONS

| NAVIGATION

7
/ /\ ,
' [

ATDE POUSSER BOUTON
[OUVRIR/FERMER] [SECTIONNEUR/
DISJONCTELR/
CADENAS/
MANETTE)
AIDE IL EST
AIOE VERIFIER LES CONDITIONS

Nav |
Help /

AIDE TOURNER [GAUCHE/
DROITE]
AIDE AVANCER
AIDE RECULER
AIDE ARRETER
AIDE TELEPORTER [COUR/
SALLE
DE COMMANDE]

> Nav <
- [ ADEWL
ANNULER /
e \—/ P :
TOURNER [CAUCHE/
OROITE]
AVANCER
RECULER
ARRETER
TELEPORTER [COUR/
SALLE
DE COMMANDE])
2 /-
ANNULER ——
System e o

AFFICHAGE [WIREFRAME/

FLAT/
TEXTURE]
ZOOM {IN/OUT]
PAUSE
RESET
QUIT

MONTRER [PHOTO/VIDEO]
[SECTIONNEUR /DISIONCTEUR fetc. ]
JOUER
REBOBINER
LENTEMENT
PLUS_FORT
etC....

System }
Help /

AIDE AFFICRAGE [WIREFRAME/

FLAT/
TEXTURE)
AIDE ZOOM [IN/OUT)
AIDE PAUSE
AIDE RESET
AIDE QUET

AIDE MONTRER [PHOTO/VIDEC]
AIDE JOUER

AIDE REBOBINER

AIDE LENTEMENY

AIDE PLUS_FORT

etc, ...

Figure 4.1: Verbex Grammar Flowchart



CUHAPTER FOUR DUETAN ED IMPLEMENTATION AND TES T RESULTS

Note that in order to simplify the diagram, certain transitions are not shown: it is in
fact possible to go from any menu to any other by speaking the appropriate keyword.
For example, one can switch directly from the “operate™ menu to the “navigation™ menu

by saying “navigation™ without having to pass through the “basc™ state.
4.2,3. The Training Process

The method of training the Verbex 7000 speech recognizer is straighttorward, The
interface between the user and the recognizer is yet another utility program which pre-
sents the information on the PCs screen.

First, the user is required to calibrate the recognizer to “silence™ - that is, a level of
background noise that would typically be present during use of the unit. In the case of
ESoPE-VR, we always attempted to have a silent background. It was found subsequently
that a noisy environment made accurate recognition very ditficult. In this case, as men-
tioned previously, a keyboard interface that mirrored the Verbex grammar was writwen to
serve as an alternative input mode. This was found to be very useful, particular in dem-
onstrations of the system to groups of people where it is unrcasonable to require silence.
In a future implementation, the issue of error-prone recognition must be addressed. One
suggestion, which should also be tested, is to include a certain amount of controlled,
low-level, background noise during the training [Morris 1993]. While it is not clear
what the consequences of doing so would be, one thing that was noticed during training
was that punctual background sounds during training made subsequent recognitiion
almost impossible. This is due to the noise being included in the machine’s
representation of the particular word or phrase.

Next, the recognizer prompts the user to speak individual words from the grammar
to be trained. The words are run through in alphabetical order. It is sometimes difficult
to pronounce the word correctly since onc happens to know or docs not know the context

in which the word is to be spoken. In general, the best approach was found to be to
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speak cach word naturally as a single unit.  After all the words have been trained indi-
vidually, the user must speak the phrases. The recognizer selects the appropriate combi-
nations, as noted above, and warns the user of any misrecognitions. The recognizer can
he told to ignore these, and to re-train the phrase in question.

The time needed to fully train a certain grammar varies with the grammar’s
complexity and the number of words. For example, in an initial try, a grammar was cre-
ated that enabled the user to speak any time of day from midnight to midnight in one
minute increments. Thus, it was necessary to have many different combinations of
numbers available. The complexity of this particular grammar was quite high. and there-
fore the training was unnecessarily long - close to three hours, of which a great part was
spent speaking phrases such as “ff est vingt-deux heuwres quarante-cing.” This task was
quickly judged to be much too arduous. and so the possibility of noting the time was
climinated. This cut the training time to a more reasonable half-hour or so. Of course,
the training time varied considerably from person to person simply because of the clarity
of their pronunciation and the error rate.

The complexity of the particular grammar is measured numerically. A high
number (greater than 100) implies a complicated grammatical structure and therefore
slower, more error-prone recognition. In the two cases mentioned in the previous

paragraph, the complexities were around 215 and 50 respectively.
4.2.4. Verbex Questionnaire

A total of seven people used Verbex over the course of a few months., Five of
these were in the context of EsopE-VR: the two others were undergraduate students who
used Verbex for their course projects.

Only two of the people had used Verbex or any speech recognizer before, so for
the others, this was “new™ technology. In general, the responses about the individual

experiences using the speech recognizer were positive. Some of the people spoke to
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Vervex in an “unnatural”™ manner (“radio voice™) until they were stopped and told to
speak normally. Some people also tried several pronunciations of the same word
without being told to do so. It is not clear whether this is helptul or not; probably :
consistent pronunciation throughout would be better,

A questionnaire was given to cach of the people who used Verbex. Fhe questions
and the answers are included in Appendix 4 on page 88.

The responses to the questionnaire are generally positive and informative.  [n
general, after a short acclimatization period, people found the Verbex quite casy to use,
Apart from difficultics dealing with background noise levels, and a few misrecognitions,
no major problems were encountered. The questionnaire results would indicate that a
voice recognizer is quite suitable for virtual reality applications, The suggestions made

here should be taken into account in a future implementation.

4.3. Socket Connections

Since all the individual programs making up the ESOPE-VR system communicale
by socket connections, it is important to know what sort of performance can be achieved
with this technology. A test program was written to determine the speed of the socket
connection between two given processes: in order to accurately measure the length of
time necessary to transfer a given amount of data, a 50-character string was sent from
one process to the ather, and then echoed back to the first. This was repeated 1000 times
in succession, and the time measured from start to finish. While the time did vary some-
what from one try to the next, the minimum and maximum times observed ranged from
2.2 t0 6.3 seconds for all 1000 messages. Thus, the number of messages per second
ranged from 317 to 909, or 15900 to 45450 characters per second (1000 messages cach
way = 2000 messages). Note that this measurement takes all the code overhead into
account, but this was also present in the actual application using the socket connections.

One should also take into account that these data do not represent the absolute speed of a
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socket connection, but rather that of a typical connection in this application. One can
just ais casily transmit 1000 characters at a time, one thousand times, in almost the same
time as 50 characters one thousand times, The communications speed achieved by the
sock 2t connections is more than adequate for the Esopi-VR application.  Since only
relatively small amounts of data need to be sent over the network at any one time, and
the speed of the simulation is dependent on the visual rendering of the virtual world,
there is no delay introduced by this form of data transfer,

Figure 4.2 shows the tunction calls required 1o establish a socket connection. The
server first has to create the socket, then bind it to a given address, and then listen for
connection requests. Wierz a0 conneclion request is sent by a client using the
connect () system call. the server uses the accept () system ¢!l to establish the
connection. At this point, read () and write () function calls are used to communicate
between the processes. In order for the programs not 12 block waiting for input, they use

the select () function to multiplex inputs and outputs.
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SERVER CLIENT
socket {}
J/
bind{)
/
listen(} socket ()
/ N/
accept () connect ()
Blocks until -
connettion is made ST e
N /
read() <—~— ————— write ()
\ /|
\ /
write () - > read()

Figure 4.2: Establishing a Socket Connection.

4.4. Audio and Video File Formats and Sizes

For the ESOPE-VR project, digitized audio files were used to relay help and error
messages to the trainee. It was decided to use this approach rather than a speech synthe-
sizer because of its high quality output. Only a limited number of messages had to be
recorded, rather than synthesizing random word sequences. Speech was digitized using
16-bit samples at 16 kHz using the SGI's audio interface. This frequency was chosen as
the best compromise between acceptable quality (8 kHz bandwidih) and memory
requirements (32 kB/sccond at 16kHz). (The total space requirements for audio and

video are summarized in Table 4.1.) A total of 44 help messages were recorded, ranging
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from 2.6 to 21.8 scconds in length, with an average of 6.5 scconds. 38 error messages
were also recorded, these being 1.9 10 6,6 seconds long. with an average of 3.6 scconds,
Sound effects were also recorded: 12 files ranging from 3.1 to 6.2 seconds were used in
the project. These sounds include the background hum of transformers (one per channel)
and action noises such as hutton clicks or motor or arcing sounds.

The images presented to the user were taken with a conventional 35mm camera
and subsequently placed on a Kodak Photo-CD. This enabled us to transfer them quite
casily {rom that media to the format used for ESOPE-VR, namely the GIF format. 1t was
decided not to use JPEG compression due to the time necessary to decompress and
display cach image. For demonstration purposes. seven images were used.

The videos used were recorded onto VHS tape and digitized using the Indigo
Video board on one of the SGI workstations. It was decided to use a frame size of 320
by 200 pixels as a reasonable compromise between display speed and image clarity. A
frame rate of 8 frames per second (fps) was selected in order to keep the disk space
requirements low,  Each frame requires approximately 80 kB, consisting of 64 kB
(320x200x8 bits/pixel) for the image as well as 16 kB (8-bit samples at 16 kHz) for the
soundtrack. The image quality is certainly not the best available, and this aspect would
have to be changed for subsequent implementations. It would be interesting to look into
the availability of MPEG player hardware. which would allow for a great reduction in
disk space duce to the compression techniques used. As can be seen in Table 4.1, the SGI
movie files take up quite a bit of space. Even with current disk technology. however.

there is ample room for scaling up by a factor of 1000,
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File Type Total Sampling Rate Storage (kB) per | Tomal Storage
| second / franme (ki)
Error messages 139 16 kHz, 16 bit KB 4428
Help messages 44 =285 s 16 kiiz, 16 bit 2kB G138
Sound cftects 148 s 16 KHe, 16 bit 32kB 4732
SGI movies 1395 - 8 fps @320x200, plus ROKB RUROY

1H12 frames | 16 kHz, 16 bit sound

Digitized images 7 images 8-bits per pixel viries 1607

Table 4,13 Disk Space Requirements for Various Digital Medin

4.5. Startup / Shutdown Script

A script written in perd is used to start up or shut down the system. Perd is a seript
language that combines many functions otherwise found in the UNiX shell. in the €
programming language and in various UNIX utilitics. [t is this combination of
capabilities that makes perf useful. It is much easier o do so this way than to launch or
kill the programs individually. Since there are six processes to be run consecutively in
exact order on various machines, having a centralized “starting point™ is almost a
necessity, and is much simpler than trying to coordinate matters otherwise. The seript is
included in Appendix 1 on page 76. The script is “pointed to™ by twao symbolic links
called “starf” and “term™. respectively.  The seript determines what name it is being
referred to as when it is called. and then acts accordingly. either starting the simulator or
clecaning up the running programs. It reads information from a configuration file to
determine which processes are meant for which machines. The environment variable
$ESOPE_HOME is used to determine in which directory the conliguration tile config.cry
is located, and must be set on each machine. For cach line in config.ery, cither a remote
shell (rsh) or just a background shell on the local machine is run. As well, certain com-

mand-line arguments can be passed to the script. These are detailed in Table 4.2,
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Parameter Function

-¢ Run the simuliator with stereo graphics
-d Debug the perd seript

-¢ Use Esore in echo-only mode

-f Do a fast restart of the simulator

-h Print the available choices

-k Use the keyboard interface for Verbex
-i Use the Logitech 6-D mouse

Table 4.2: Command-Line Parameters for Startup/Shutdown Script

Alter the simulation has ended. the sume seript can be used to “clean up™ the still
running processes, In this cuse. the seript is referred to as “rerm”™, The seript first runs a
shell or a remote shell on the specified host to determine the process 1D of the running
program. [t then runs another shell to send the programs a pre-specified kill signal,
which causes them to exit gracefully. cleaning up after themselves. Here is an example
line from the configuration file:

1 lagrande /bin audiovideo 5 yes -a -bs

This fine specifies that the program “audiovideo™ is to be exccuted (“yes™) with
the parameters “-a™ and -b5™ on the host “lagrande™, and that this program is found in
the directory ESOPE_HOME/bin. A pause of 5" seconds will follow the start of audio-

video, and therefore the launch of the next program,
4.6. Graphical Monitor Program

As mentioned in the previous chapter, a graphical program is used to monitor the
progress of system startup as well as subsequent communications between the individual
modules. Three colours (white. green and red) are used to show the state of each pro-
gram that is to be launched. The programs are represented as boxes with their respective
names, while the sockets are represented as small squares with lines connecting them. A
picture of the graphical monitor window is shown in Figure 4.3. The following is a

description of the menitor’s use.
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Initially, all lines and boxes are shown in white,  When a program attempts to
make a socket connection, the socket and its link to the other process are coloured in red,
and when the connection has been made, the sockets and their connections are shown in
green.  Finally. when all the connections to a given program have been made, that
module is shown in green as well. [t is therefore simple to recognize errors that may
have occurred simply by seeing that not everything is coloured green, and furthermore,
the source of the error is simple to determine, as it can be readily identified on the

graphical representation.

<=|; ESOPE-RV IPC monitor - [’
ESOPE-RY
VERBEX ESOPE AUDIOVID
vBX 7000 WINESOPE

Figure 4.3: Graphical Progress Monitor.

The monitor program actually consists of two separate processes running on the
same machine, connected by a shared-memory arca. While one process is responsible
for the graphical output, the other continually parses the strings it receives through its
standard input for certain tokens which signal the activitics that are of interest.  For

example, the token “>>55" represents the fact that a sockel connection has been initiated
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by one of the programs, and the token "< <<<™ means that the connection has been made.

The token “=>" represents the sending of some data from one process to the other,
Preceding and following these tokens are other strings that uniquely represent the sender
and the receiver of the messages, for example “VBX >>>> ERV™ or "ESO »>>>> A V.
If one of the three tokens mentioned is received, the parsing process places the entire
received string in the shared memory area for retrieval by the graphical monitor process.
Since the parsing process uses its standard input to receive data. it is a simple task to use
the graphical monitor program,  The only requirement 1s that all the programs that are
being launched with the startup script write progress-report messages of this type to their

standard output. ‘The graphical monitor program is started as follows:

% monitor o {he graphical output program

% sleep 5 e this lets the above program start and initialize the shared
memory

% start | monitorl s “monitorl” is the utility program for the graphical

output program, and “start” is the startup script. The
symbol ™| ™ represents a pipe - meaning that the output
from one program is sent to the input of the other.

The graphical output process runs in a tight loop. continually checking for an
incoming message in the shared memory area. but also updating the display as
necessary. for example, it the window is temporarily covered. the entire picture is re-
drawn when it is uncovered again.  The reason a shared memory scheme is used is so
that the process does not have to block when waiting for input.

The graphical network monitor was found to be a very useful 100l in debugging the
ESOPE-VR system. It is much simpler to read a three-colour graphical display than to
have to sort through dozens of output messages in order to determine what has gone
wrong. On the other hand. it is satisfying to see an entirely green display and to know

that evervthing is working as it should.
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4.7. Recommendations for Future Work

The implementation of the Esore-VR project has shown that there are several
weak points that should be dealt with in subsequent versions.  For one, the network
communications scheme currently being used is somewhat unstable. 1t would be neces-
sary to preserve the integrity of the network when one or more ol the modules fil for
whatever reason.  As is, a module that is no longer receiving messages via its socket
connection will setf-destruct. A better way would be for the module to attempt 1o re-
initialize the socket connection assuming that the process on the other end cin also re-
start itself.

One concept that would be worth looking into is a transparent communications
scheme such as that provided by VEOS (Virtual Enviromment Operating System). in
processes communicate with cach other independently of where they are Jocated, With
such a scheme, no distinction is made between shared memory and socket communica-
:ions as far as the programs are concerned, these aspects being handled by the commu-
nications manager.

It is desirable to transfer the speech recognition interface to a platform that is
common with somecthing clse in the system. Possible choices would be cither a
Windows version or a UNIX version so that the program could run in parallel with the
EsOPE program or on one of the SGls. With such a configuration the amount of
hardware required would be reduced considerably, and the startup of the system would
be simplified.

If a system such as ESOPE-VR should be commercialized. it would be necessary 10
have it run on a PC platform rather than on SGI workstations. The simple reason for this
choice is that PCs are so widespread that there should be no acceptance problem,
whereas not everybody can afford to purchase a graphical workstation. [t is realistic to

assume that in a few years’ time, PCs will be able to support all the necessary
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technology to run a high quality virtua! reality system. In the meantime, for further work
on SGI workstations, the use of the Performer toolkit would be of interest [Rohlf 1994].
As future work, the use of a fully immersive head-mounted display, as well as
touch-sensing and/or foree-feedback devices could be considered.  These technologies
would provide enhancements to the realism of the VR experience. Alternative VR inter-
action tools such as glove input devices need to be evaluated to determine their
suitability in the Esort-VR context.  Finatly. the automatic generation of 3D models

should be expanded to allow for conversion of a single-line-diagram into a control-room.

65



CONCLUSION

5. Conclusion

The current thesis describes a first realization of providing electrical switching sta-
tion operator trainees with a new training environment guite unlike any they have used
or scen before. The motivation for the project came {rom the necessity ol providing a
safe learning environment, while preserving a high degree of realism, The successiul
integration of a 3D visual interface, speech recognition, aural immersion with verbal
feedback., and a decision-support system in a real-time distributed  client-server
architecture demonstrates that such a systeim could be used as a powerlul training tool.

Chapter one provided an overview of the current applications in virtual reality and
the technology behind them. The next chapter contained an overview of the Esori-VR
system including a look at the existing training sofiware used at Hydro-Quéhee as well
as descriptions of the various features of Esope-VR. Chapter three provided technical
details for the different modules of the system. while Chapter four presented
implementational details and evaluation of the relevant results obtained.

The EsoPE-VR prototype successfully demonstrated the [easibility of using virtual
reality techniques to provide a training environment. The task now is to refine the hard-
ware and software at hand in order to improve the system's performance and to scarch

for new. more advanced, ways of interacting with the system.
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Appendix 1: Startup/Shutdown Script

This is the perd seript used to start up the Esope-VR system.

B!/usr/obin/perl

TR T IRTIT RR

3T WL I I I IF I T W I

T TR T

R s S

ESOPE RV

erv (= Esope-RV)
Starts up the whole system or kills evorything,

Alexander Okapuu-von Veh, Nov 01, 19394,
My very first perl script! :-)

This script uses the environment variable SESOPE_HOME to detevminge
where the file config.erv is located. It reads this file to tind
out which executable is to be run/killed on which machinn. For each
lire in the file config.erv, this script either runs a temote shell
(zrsh), if the executable is to be run/kiiled on another machine, or
just a shell on the local machine.

Here is an example line from the file config.crv:

"1 manic ../bin audio 5 yes -a -bs*

This line specifies that the program "audio" is to be executed
{("yes"} with the parameters "-a" and "-b5" on "manic", and that thig
program is found in the directory ../bin, meaning SESOPE_HOME/../bin

A pause of "5" seconds will follow the start of audio.

If this script is invoked as "start", one can ugse three optional

parameters;: -d, -e and -k. "-d" means "debug" and implies debugging
of this script. The script generates and prints all the necessary
commands, but does not execute them. "-e” implies "use dummy

esope", meaning that the esope program is not to be run an full

mode, but in echo-only mode. Finally, "-k*" implies "keyboard input®,
meaning that the verbex program shouldn't use the speech recognizer,
but rather the keyboard input.

if =his script is invoked as "term”, it runs a remote or o local
shell (as the case may be) to determine the process ID of the program
that is running. This process ID, along with the appropriate
commands, is used to kill the process.

while (5_ = SARGVI(0], /~-/){

shift;

last if /*--5/;

/°-b/ && (SLogitech = *-bl") && print("Using logitsech 6D mouns \n");
/"-c/ && (5Stereo = "-c") && print ("Running in stereo graphics
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moade . \n") ;

/% -d/ W& (SDebug « 1) &L print ("Debugging script only, No program
execution. \n"};

foen/ k& ($NoEgsope a "-n") &k print {"Enape running in echo-only
mode . \n") ;

/%-f/ &b {SReptart s "-f%) &L print{"Doing fast restart for

Escpe-RV.\n"};
/%-h/ &b {SHelp = 1);
/%-k/ && {S¥oyboard a "-k") && print{"Keyboard used for Verbex.\n");
/*-p/ && {5Glove = "-p2*) &bk print{"Using Powerglove.\n"};

}

print "\n\n";

if {SHelp == 1) {
print {"Cptions are as follows\n\n"});
print {"-b\t Use logitech &D mouse.\n");
print {"-c\t Use stereo graphics for WorldToolKit .\n");
print {*-d\t Debug this script - don't execute any programs.\n");
print {"-e\t Use Esope in echo-only mode.\n"};
print{"-f\t Do a fast restart of Esope-RV.\n");
print("-h\t Print this help message.\n"};
print ("-k\t Use keyboard for Verbex.\n");
print ("-p\t Use Powerglove.\n");
print *\n\n";
exit;

)

# affiche le moment du demarrage
Sdate = “date”;
print "\nDate: Sdate\n";

# get the host name and the environment variable ESOPE_HOME
chop ($host = “hostname -s87); # remove trailing '\n
Sesope_home = SENV{'ESOPE_HOME'}:

# Find out from the command line what the user want: start or term,
SWhatToDo = $0;

# check parameters

if ({!(5WhatToDo =~ term)) && {!{(SWhatToDo =- start))) {
die “Use ‘'start' or ‘term'....\n";

}

# Customize the config.erv file for the host on which the program is

# launched: This is done creating a temporary softlink.

Scmd = sprintf(*ln -sf Sesope_home/config.erv.Shost S$esope_home/config.ervin");
system Scmd;

print "$escpe_home/config.erv \n\nlinked to customized config:\n
Sesope_home/config.erv.Shost\n\n";

# try to open the configuration {ile; exit if not possible.
open (CMDFILE, "$esope_home/config.erv®) || die "Can't open config.ervi\n";
Sbuf = <CMDFILE>;

print "Command file opened: \nSbut\n";
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# Process configuration file line by line until EOF
while (SCMD = <CMDFILE») {
. (SID) = split(' ', SCMD);

# process file until token "bloe" found
1f ($ID =~ bloc) {
# now process file until token "fin" found
# parse line read from configuration file
while ((SCMD a2 <CMDFILE>) != fin) {
($ID, S$Machine, S$Path, SName, SPause, $Exec, 5Prml, SPrm2) =
gplit (' ', SCMD);

SEEER LR EE S EE PR LR Y EE A R R A N R B R R Y
# Shost =~ SMachine i.e, process is to be started on this host
EEREE R EEEN ETEEEE LN PRI S RS R R R L Y BT N R R
if {Shost =- $Machine) { # we're on the local host
if (sWhatToDo =~ start} { ¥ command = start programs
if {SName =~ esope)
{
if ($NoEsope =~ e) {
Semd = sprintf{"%s/%¥3/%s %5 %5 %3 %8 ¥s &\n",
$egope_home, SPath, $Name, $Prmi, $5Prm2, $NoEsope, SGlove,
$Logitech);
}
else |
$cmd = sprintf{"%¥s/%s/%s ¥s %5 %8 %8 %¥s &\nY,
$esope_home, $Path, SName, $Prml, $Prm2, jSRestart, SGlove,
$Logitech);
}
} # if (5Name =~ esope)
. elsif ($Name =- verbex) {
Scmd =
sprintf {"winterm -iconic -title Verbex -n Verbex -hold -e
%s/%s ¥s %¥s %s \n", Sesope_home, SPath, S$Name, $Prml,
$Prm2, SKeyboard);
}
else {
Semd =
sprintf ("$s/%s/%5 %s %5 %s %s %5 %s &\n", Sesope_home, &SPath,
$Name, $Prml, $Prm2, SNoEsope, S$Stereo, SLogitech, SGlovey;

)

if {$Exec =~ yes) | # if the program is set to exec
print Scmd; # print command to reassure user
if ($Debug != 1} |{
system Scmd; # execute the command
sleep 5Pause; # pause apres le demarraqge
}
} # if (5Exec =- yes)
else |{ # if no execution is necessary
print "es» SKIP: SName ***\n"; # print command to reasgure user
} # else
} 8 if ($WhatToDo =~ start)
elsif ($WhatToDo =~ term) { # command = kill programsg
# program was executed and can be killed
if ( {SExec =~ yes) || ($Exec =- term) ) {

4 define the command
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Semd s sprintf{"ps -d | grep ¥s | \n", SName);
print Scmd;
open{PID, Somd); #t read from pipe

# xill all processes matching the argqument
while {$PID a «<PID») |
(Spid} = pplic{’' ',S5PID}; # get numeric PID

#t define the command
Semd = sprintf{"kill -USR1 %d \n", $pid};

print Scmd; # print command to reassure user
system Scmd; # execute the command
} # while ($PID = <PIDa)
} # if ($Exec =~ yes)
} # elsif {(3WhatToDo =~ term)

} # if {Shost =~ SMachine)

UENENEE R EEE L L R NN T EEE LA R I B EE T
#§ Shost!=%Machine i.e. process is to be started on distant host
UENERE R EEEE VRS R B R EE RS LR RS LR R LR N R L T

else |
if ($WhatTobDo =- start) | # command = start progiams
if {3Exec =~ yes) | # if the program is set to exec
# define the command
if (sMachine =- lagrande) |
Scmd =
sprintf{"rsh lagrande -n 'setenv DISPLAY :0.0; %s5/%s/%s %s %s

%s %3 %¥s %s &' &\n", Sesope_home, $Path, S$Name, SPrmil,
$Prm2, SNoEsope, S$Stereo, SLogitech, $Glove);

}

else {

if ($Name =- verbex) {
Scmd = sprintf("winterm -iconie -n Verbex -t Verbex -hold -e
rsh ¥s %¥s/%s/%s %s ¥s %s \n", SMachine, $esope_home,
$Path, SName, S5Prml, $Prm2, SKeyboard):

}
elsif (5Name =- esope) |
if ($NoEsope =~ e) |
Scmd = sprintf("rsh %5 -n ¥ M%s/%s ¥s5 %5 %5 %s &\n",
$Machine, Sesope_home, S$Path, S$Name, S$Prml, $Prm2,
$NoEsope, $Restart);
}
else {
$cmd = sprintf("rsh %s -n %s/%s5/%s %5 %s %s &\n", $Machine,
Sesope_home, $Path, SName, $Prml, $Prm2, S$Restart);
}
}
elsif (SName =~ showmov) |
Scmd =
sprintf{"rsh ¥s -n 'setenv DISPLAY :0.0; %s/%s/%s %s %s s &'
&\n", S$Machine, $esope_home, SPath, SName, $Prml, $Prm2,
SRestart);
}
else {
Semd =
sprintf ("rsh %¥s -n %s/%s3/%s %s ¥s &\n", S5Machine,
$Esope_home, S$Path, $Name, $Prml, SPrm2);
}
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}
}

last;

!

print Scid; # print command to reassure user
if (SDebug !'= 1) {
system Scmd; I execute the command
sleep SPause; fi pause apres le demarrage
else { # if no execution is necesoary
print "+++ SKIP: SName ***\n"; ## print command to reassure unet
elsif {$WhatToDo =~ term) { # command = kill programa

print "Seek and destroy SName \n";

if ($Machine =~ eddie} | # Linux requires "pg -ax"
Scmd = sprintf("rsh %s -n ps -ax | grep %o | \n", S$Machine,
$Name) ;
}
else | # IRIX iao "pg -d*
$cmd = sprintfi{"rsh %s -n ps -d | grep %s | \n", SMachine,
SNamel};
} # else
if ( ($Exec =~ yes) || ($Exec =~ term) } |{
print Scmd;
open(PID, S$Scmd); H read from pipe
while (SPID = <PID») |
($pid) = split(* ',SPID); # get numeric PID

# define the command
Semd = sprintf{("rsh %s -n kill -USR1l %d \n", $Machine, $pid};

print Scmd; # print command to reassure user
system Scmd; # execute the command
} # while

} # if ($Exec =~ yes)

# This is a bit silly, but we have no way of knowing whether
# the user started verbex with the -k option or not, so geek
# and destroy any xterms... :-/
if (SName =~ verhex) |

Scnd = sprintf("ps -d | grep xterm | \n");

print Scmd;

open{PID, $cmd):; # read from pipe

while (5PID = <PID>} |
($pid) = split{' ',5PID); # aet pnumeric PID

# define the command
$cmd = sprintf("kill -9 %d \n", $pid);

print Scmd; # print command to reasgure uter
system S$cmd; # execute the command
} # while

} 4 if (SName =~ verbex)

} # elseif ($WhatTcDo =- term)
# else

# while ({(S5CMD = <CMDFILE=>) != fin)
# done after "fin"
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} # if (SCHMD =~ bloc)
} # while (SCMD = <CMDFILE:)

cloge (CMDFILE) ;
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Appendix 2: System Configuration File

This is the configuration file for the Esope-VR system.

CONFIG.ERV.LAGRANDE et LAFORGE

config,erv

Paramdtres de configuration et lancement du syutéme.

= I

Tt o3E IE 3E I I IE IL I 3 I T I I I IT Y I I | R I W W W I T T

CONFIGURATION DU SYSTEME:

BLCC INFORMATION EMPLACEMENT (SITE):

Le bloc est delimité par les bornes "bloc site" et "fin". Ces
derniéres sont utilisées par le module de communication lors de
l'érablissement des liens afin d'extraire l'information concernant
la localisation des processus. L'ordre dans lequel les processus
apparaissent est celui selon lequel ils doivent etre amoreéy.

Win-Esope doit etre demarré préalablement sur la plateforme
Windows, ensuite viennent les serveurs "purs", suivis des
processus qui peuvent 4 la fois etre serveur et clicnt dependemment
du contexte et finalement les clients "purs" gont amorcas.

Le fichier contient un tableau décrivant chacun des processus:

- Un identificateur (ID) represente de facon unique chaque
processus.

- MACHINE est le nom de la machine sur laquelle tournera le
programme

- PATH represente l'emplacement du programme relativement au
repertoire specifié par la variable d'environnement
SESOPE_HOME.

- NOM PROCESSUS est le nom de l'executable.

- PAUSE specifie un délai a respecter suite au démarrage du proqgramme.

- EXEC specifie si l'on doit démarrer ou non le processug A
partir de la procedure executée par le script PERL.

- PARAMS permet d'ajouter un nombre arbitraire de parametre 4
passer au programme lors de son lancement.
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"
H

4]

blooc oit

3

BLOC INFORMATION RELATIONS ENTRE LES PROCESSUS

MACHINE

Tapoanra

”
turtle
lagrande
laforge
latorge
laforge
lagrande
eddie
lagrande

PATH NOM PROCESSUS

EEE -1 =zzsszas=====

. win-esope

. bgsnd
showmov
audiovid
esope

. coope-ry
verbex
worldto

PAUSE

=z=aa=

[CARNT o RS B SRR B =)
o a

(ROLE} :

EXEC? PARAMS

Exssx a=m===

no
yes
yes
yes
yes
yes
yves
term

Definition des relations entre les differents processus.

Chaque relation n'apparait qu'une foisg e.g.: 2 est un client de 3.
dang le sens X est un client de Y et non X est un serveur de Y.
ici aussi, le bloc d'information est defini par les délimiteurs

"bloc

role"” et "fin",

bloc role

Mmoo S N g

client
client
client
client
client
client
client
client
client

in

serveur
serveur
Serveur
serveur
serveur
serveur
serveur
serveur
serveur

oW = o o N UT O

# Example: 4 client 3 serveur means that audiovid has showmov as a
# merver,
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. Appendix 3: Single-Line Diagram

The following figures show the single-line diagram used for Esopi-VR with its
corresponding three-dimensional representation,  The 120kV ring-bus architecture
shown on the left hand side of the single-line diagram is represented by the smaller
structures in the right foreground of the image, while the transformers T1 and T2 in the
centre, and the 735kV part of the substation on the right of the schematic appear in the

background on the left side of the image.

G
* LGH3
' 303 e v 5053
[+
120 kv 735KV o0 o0
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L1B7 1B7 12041 188 TCH w001,
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TC2 700-2
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L2 L2B9 489 4810 T2B810 f 2712 202
10 ap2 Fo GEM
700-4 700-G
B4 b 684
24 1 18pa
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Figure A3.1: Single Line Diagram for Esope-VR

Unfortunately, the print quality does not do justice tc the full-colour representation
on the computer screen. However, the level of detail is sufficiently high to be able to

. recognize the appropriate structures. In Figure A3.3 a single line diagram is shown
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which is currently used at Hydro-Québece for operator training. This gives the reader an

idea of what should be simulated in a more advanced VR system.
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Figure A3.3: Hydro-Québec Single-Line Diagram

‘This diagram Copyright © 1996 Hvdro-Québec. 1t is used for training pusposes anly. and is reproducod here with permission.
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Appendix 4: Verbex User Questionnaire and Answers

The following, arc the questions and answers from the Verbex questionnaire that

was completed by the seven people who used the speech recognizer. Please note that

some of the answers supplied here were translated from French.

1.

How ecasy was it to train the Verbex?

It was casy.

Very casy, even for me.

Pretty casy.

The Verbex was very easy to train. The only problem was the time it took to
train it. The feature that one could partially train and continue where one left
off at a later date proved useful.

It’s very easy and takes about 10 minutes to learn.

2.

Was the printed training procedure useful?

Yes, and it could even be more descriptive.

Yes, and even necessary because Verbex' user interface is not very explicit.

Yes. (three responses)

3.

Were my hints and advice useful?

Very.

Yes, notably the indication on how to distinguish words that are similar in
pronunciation (1T1 and 1B1, for example).

Definitely.

I did not receive any hints or advice therefore, no comment.

Yes, they were. Thanks very much for your help.

4.

How could the training procedure have been improved?

One of the fears [ had was to lose what had been trained up to now for whatever
reason {hardware, accident, spilled coffee). Be more precise about the way to

make backups. You could give an explanation aboul how Verbex actually
works (the role of the various files, why it is called “uploading” when it is
“downloading.” Also explain how to change the voice in Verbex. (?)

Improve Verbex’ user-interface.

It would reject the bad one even when the user accidentally press the space bar.

Optimize the training script such that the training time is reduced.

Maybe add something about single-training and testing?
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5. Was using the Verbex “natural” for you? 1f no, did you get used to it after
a while? If yes, how long did it take? If no, why not?

[t's more or less natural. You always have the impression of talking to a
machine, which was OK because the actual phrases were not always meant for
Verbex. This made Verbex a bit intimidating. After a few minutes of trying, 1
found out how to talk to Verbex, and my relation to Verbex improved consider-
ably....

Its usc is natural, but ii’s not casy to use a natural or appropriate voice. You do
get used to it though in about 10 minutes.

No, it was not natural. I did get used to it after a while. At the beginning 1 tried
“too” hard to speak to it in a normal manner. | had a big problem with nasal
words like “move”.

The only unnatural part was the finicky microphone positioning required. Yes.
but I never was fully used to it. It wasn’t an initial “getting used to™ overhead
but a constant learning process.

Yes, it's reasonable.

6. Approximately how much time did you spend training Verbex? Was this
time adequate? Too long?

About three hours. 1 think it’s too long. The vocabulary should be cut in half,

Between one and one half hours and two hours,

45 minutes. Quite reasonable.

About 1.5 hours. Too long.

For a simple grammar file with commands move. direction. number, pick up
box. number, place box. number, view. direction. number and stop. it took
about 20 minutes to train the Verbex for the first time and several single-train-
ings followed afterwards.

7. During training, was the recognition rate acceptable to you? If no, what did
you do about it? Did you want to re-train certain words/phrases? How

many? Do you recall having misrecognition errors with certain words?
Which ones?

Yes, the rate was good (> 80%). My hang-up was “arreter” - 10 to 12 tries cach
time; one in two times ! reached an acceptable rate. For the times where the
volume was not acceptable, I started over two to three times on average.

The rate was acceptable, probably about 80%. 1 re-trained few words; less than
5. Misrecognition of “T"" with “B”, and numbers such as “treize” and “scize.”

It could be better. I didn’t do anything about it, though. [ had problems with
one word. It had trouble recognize variable digits in a long command. ie. “pan
4 1 9 right” became “pan 14 9 right”....

Yes, very acceptable. About 2 or 3 words were retrained. [ think “sept” had
problems.

The overall recognition rate is quite satisfactory but the Verbex does have prob-
lems in recognizing “stop” regardless of the times I trained it.
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8.

When using the Verbex in the ESOPE-VRY context, was the recognition rate
acceptable to you? Please explain,

The rate was acceptable when the operating conditions were good. [ didn’t have
the chance to use it during the demo, but I did try it one evening and the rate
was OK.

N/A - didn’t use.

Yes. It recognize the command most the time. When it does not recognize just
repeat the command.

Very acceptable. The only issue was its intolerance to high levels of ambient
noisc.

The recognition rate is acceptable but it’s very annoying when the “stop” is not
working because it’s an important word.

9.

Was this your first expericnce with a speech-recognition system? If yes,
what is your overall impression of this system as a tool for interacting with
a computer? [Please be descriptive; use many adjectives! :-) |

It was my first experience with this technology. Even if it has been around for
several years, it’s little-used by companies and individuals, It’s almost certain
that this way of controlling computers will be the norm one day. My experience
with Verbex was like a short-lived jump to the future and has let me become a
bit familiar with the interface of the future.

First experience. Natural, fast, ease of getting used to it, well suited to the VR
context.

Yes. Cooi! except you have to go though the training process.

No, 've used the Verbex itself before,

Yes itis. It’s easy to use when the grammar file is not very complicaied and the
way that Verbex outputs recognized words to a computer is convenient for
communication. However, if there is a big and complicated grammar file, it’s
difficult for the user to memorize all the grammar rules. in this respect, it is not
as attractive as some other interfaces, for example a menu-driven user interface
where all the commands are available as pull-down menus, icons etc.

It works. That’s the main feature. My impression is based purely on the com-
parison of this system as opposed to another system for interacting with a com-
puter. Compared to a keyboard or mouse driven user interface, the voice inter-
face wins hands down. Its ease of use and learning curve are far superior. I
guess the ideal interaction device would be a brain scanner :). The Verbex is
the high end speech recognition system of a few years ago. My experience has
been limited to lower end systems which do not even compare.

% In the case of people who were not part of the ESOPE-VR project, this was changed to *...in your particular context...”
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A. What are the drawbacks of the Verbex system?

Training time was too long. The procedure for changing the user is too long.
The unit takes a lot of space. The mike is ot fow quality (should be noise-

canceling). Possibiliues for translation errors (you say “seize™ and it recognizes
“treize™)

A bit long to train it. Bad user-interface. especially it one has to add vocabulary
items, and doesn’t remember the commands, and the instruction sheet is gone....
Obviously, there’s always the problem of background noise that causes the
thing to malfunction.

User dependent.

Individual users need to be trained.

One of the drawbacks is mentioned above. Another drawback is that it is user
dependent, which is not very efficient. Morcover, it has problems in
recognizing some specific words.

B. What are the advantages of the Verbex system?

More natural than using the mouse. Doesn’t cause damage to your wrist as a
mouse or keyboard does. The training lets you get familiar with the possible
vocabulary items (one advantage of a speaker-dependent system).

Lets you free your eyes for looking at the virtual environment, and therefore
gives you a more interesting immersion expericnce.

Each user has his or her voice file, so that people with heavy accent can be
recognized by Verbex.

No comment.

Eyes free and hands free ( for lazy people :) ). The response of the Verbex is
very fast when it recognizes a word.

C. Did you find the Verbex system useful in the ESOPE-VR context?

Very. There’s still the problem of erroneous translation (sec above). There
should be a way to put more intelligence into the system for the probiem cases
in order to avoid such errors.

Yes, very good.

Kind of.

Yes.

Yes, but I didn’t find it irreplaceable.
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D. How could its use be improved in this context?

Make it less sensitive to ambient noise, Make it easier to change the person
who is recognized., Here's a crazy suggestion: you enter the manoeuvre mode,
and a floating menu appears in front of you on the screen, which indicates the
possible choices. You choose one of them by saying its name, and the menu is
replaced by another one. This way, the commands would be better-known, and
used more. The people who are more “visual” would be able to use the system
better.

The words could be a bit more fiexible, and/or accept alternatives (“ouvre™ =
“ouvrir” ="“ouvre l¢” = “ouvrir l¢”). In the same sense, could we have a system
that recognizes keywords rather than exact formulations? This would free the
user of the obligation to memorize more-or-less long strings of words.

Don't know.

Increased vocabulary, increased functionality. [ think another improvement
would be to have a certain amount of redundancy in the words chosen to
perform a function. For example being able to say “teleporter salle de
commande” or “teleporter a la salle de commande,” etc.

It is important to optimize the grammar file. May be we could add some more
feedback and provide help information.

E. Arc there any specific problems with Verbex?

The interface is a bit passé (DOS, what’s that?!) Verbex takes up a lot of space
physically.

We always need a keyboard interface as a backup!

I have said earlier, it doesn’t like nasal words.

Yes, the biggest being its incapability of understanding one’s voice within a
room of high levels of noise.

We haven’t tested Verbex's noise tolerance, it might be a problem.

F. Comments? Suggestions?

Make the training document more visually attractive with screen shots,

This is definitely worth a Master’s, but have you thought about a PhD.?

Can’t think of any right now.

Test other more recent voice recognition platforms and compare.

None.
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