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ABSTRACT

With the aim of simulating the hot rolling process, single and double hit
compression tests were performed in the temperature range 800 to 1200 °C at
strain rates of 0.2 to 50 s on selected low carbon steels containing niobium,
boron and copper. The stress/strain curves determined at high strain rates were
corrected for adiabatic heating and constitutive equations were formulated.
When dynamic recovery is the only softening mechanism, these involve a rate
equation, consisting of a hyperbolic sine law, and an evolution equation with one
internal variable. When dynamic recrystallization takes place, the incorporation
of the dynamically recrystallized fraction in the above evolution equation makes
it possible to predict the flow stress after the peak.

The kinetics of static recrystallization were characterized in terms of the
mean flow stresses, which lead to more accurate results than alternative
methods. Appropriate expressions were formulated for the recrystallization
kinetics and the mean austenite grain size as a function of predeformation,
temperature and particularly strain rate.

Particular attention was paid to prediction of the temperature distribution
through the thickness of the rolled plate or strip. The effects taken into account
are radiation and convection from the surface when the material is between
stands, and conduction to the rolls and the temperature increase due to
mechanical work when the material is in the roll gap. An explicit finite
difference method was used to calculate the temperature distribution through the
thickness of the workpiece during processing.

On the basis of the temperature model and the constitutive and
recrystallization kinetics equations, a computer model for the prediction of multi-
stage rolling force and microstructural evolution was developed. The predictions
of these models are in good agreement with measurements on both experimental
and commercial steels. Also, by appropriate control of the thermomechanical
parameters, high strength steels with transition temperatures below -100 °C
were developed. These results constitute a step towards the on-line control of
plate and hot strip mills, and the development of new tough high strength steels.
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RESUME

Dans le but de simuler le procédé de laminage & chaud, quatre aciers
choisis ont été soumis aux tests de compression continue et interrompue dans le
domaine de température 800 et 1200°C, & des taux de déformation entre 0.2 et 50
s'l. Les courbes contrainte/déformation produites aux hautes vitesses de
déformation ont été corrigées de l'effet d'échauffement adiabatique et des
équations constitutives ont été formulées. Dans le cas ol la restauration
dynamique est le seul mécanisme d'adoucissement, ces relations incluent une
équation de vitesse qui consiste en une loi sinus hyperbolique et une équation
d'évolution avec une variable interne. Quand la recrystallisation dynamique se
produit, l'utilisation simultanée de I'équation d'évolution ci-dessus et de la
fraction recrystallisée dynamiquement permet la prédiction de la contrainte
d'écoulement aprés le pic.

Les cinétiques de recrystallisation statique ont été caractérisées en terme
de la contrainte d'écoulement moyenne, ce qui a mené a des résultats plus précis
qu'en utilisant d'autres méthodes. Des expressions appropriées ont été formulées
pour les cinétiques de recrystallisation et pour la taille moyenne du grain
austénitique en fonction de la prédéformation, de la température et plus
particuliérement du taux de déformation.

Une attention particuliére a été portée a la prédiction de la distribution de
température a travers I'épaisseur de la tdle. Les effets pris en considération sont
la radiation et la convection de la surface quand le matériau se trouve entre les
cages; la conduction aux cylindres et 1'augmentation de la température due au
travail mécanique quand le matériau est déformé. Une méthode explicite de
différences finies a été utilisée pour calculer cette distribution de température
durant le procédé de laminage.

En se basant sur le modéle de température, sur les équations constitutives
ainsi que sur les cinétiques de recrystallisation statique, un modéle sur
ordinateur pour la prédiction des forces séparatrices et 1'évolution
microstructurale durant le laminage a été developpé. Les prédictions de ces
modéles sont en accord avec les mesures effectuées tant sur des aciers
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expérimentaux que commerciaux. Aussi, avec un contréle approprié des
traitements thermomécaniques, des aciers & haute résistance ayant une
température de transition inférieure a -100°C ont été developpés. Ces résultats
constituent un pas vers le contrdle automatique des laminoirs, ainsi que le
développement de nouveaux aciers tenaces & haute résistance.
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Chapter ONE

INTRODUCTION

1.1. OBJECTIVES

In its general meaning, deformation processing refers to the deformation
mechanisms involved in a specific working operation such as rolling, forging or
extrusion. These processes had initially been developed because they decrease
significantly the energy required to deform the metal and increase the ability of
the latter to flow without cracking. In many of these forming operations, recent
studies have focused on producing beneficial deformation-induced
microstructures in order to improve the subsequent deformation and fracture
properties of the final product.

In these processes, the metal is heated to one-half to nine-tenths of its
melting point and is deformed at strain rates ranging from 102 s for forging to
102 s! or more in finish rolling and extrusion. Also, large deformations with
equivalent strains easily exceeding 1 or 2 are applied and the corresponding
stresses (and therefore the loads) can be extremely high. This usually requires
interruptions during the hot working operation, encompassing multiple passes
with intervening holding times. At the same time, the temperatures are
changing as a function of both time and position in the workpiece, during both
deformation as well as holding. Moreover, the deformation mode can be
inhomogeneous, with large gradients in strain and strain rate., The final state of
the hot worked material is therefore strongly dependent on its deformation
history.
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( From a metallurgical point of view, the microstructural state during
deformation at high temperatures involves physical events such as work
hardening, dynamic recovery and dynamic recrystallization. A very important
phenomenon occurs during holding between deformation passes which strongly
alters the current microstructure. This phenomenon is static recrystallization. In
its simplest picture, static recrystallization is the transformation of the deformed
microstructure into newly formed, strain-free grains.

During the last three years, a research project was undertaken at McGill
University with the objective of clarifying some of the problems associated with
mill automation in the Canadian steel industry. The present study was designed
primarily to develop a computer model for on-line gauge control during hot
forming operations, with specific application to the hot rolling of steels. The
goals of the investigation were:

i) To develop a heat flow model to predict the temperature distribution
through the thickness of the rolled plate or strip. This model is
necessary because the temperature gradients generated during
processing strongly affect most of the mechanical and microstructural
parameters,

it) To formulate constitutive equations which can describe accurately
the high temperature-high strain rate flow behavior of steels. To this
end, data from laboratory experiments are necessary to characterize
the constitutive response of the steels of interest under hot working
conditions.

iti) To characterize and model the evolution of microstructure during
hot rolling, i.e. the recrystallization kinetics and the austenite grain
size. Extensive laboratory testing is required in this part of the
investigation to provide the data necessary for modelling.

( When i, ii and iii are coupled together, they constitute the basis of the
computer model designed for the process control of hot rolling.
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1.2. FORM OF THE STUDY

Since the present investigation deals with both the metallurgical and
thermomechanical aspects of hot rolling, the two chapters that follow, i.e. 2 and 3,
survey the theoretical framework associated with these two topics. Chapter 4
describes the experimental materials and equipment employed in this work.
Several data analysis methods and numerical techniques were developed and
used throughout this study; these are presented in Chapter 5.

The results that emerged from the present study are divided for simplicity
and discussed in three parts. Chapter 6 concerns the effect of high temperatures
and strain rates on the flow behavior of steels. These effects are quantified and
modelled. The influence of both thermomechanical and metallurgical factors on
the evolution of the microstructure during interpass rolling are described and
also modelled in Chapter 7. Chapter 8 is the focus of the present study and
applies the basic concepts developed in the previous chapters. The accuracy of
the model predictions, and the feasibility of rolling a canididate Cu-Nb-B steel are
discussed here in terms of the microstructure and mechanical properties.

Finally, in Chapter 9, general conclusions are drawn from the study, and
future topics of investigation are suggested.



Chapter TWO

PHYSICAL METALLURGY OF HOT WORKING OF STEELS

2.1. INTRODUCTION

When a metal is deformed plastically in a hot working operation, the
material can undergo restoration processes both during and after deformation
(Fig. 2.1). Restoration during deformation is referred to as dynamic and affects
the shape and level of the stress/strain curve, while restoration after
deformation, which is driven by the stored energy and referred to as static,
determines the microstructure submitted to a subsequent deformation.
Recovery and recrystallization can occur both dynamically and statically. It is
the objective of this chapter to summarize the information related to these
processes, although a complete review can be found in the paper published by
McQueen and Jonas [1].

The first section deals with dynamic recovery and recrystallization, and is
followed by a description of static changes such as static recovery and
recrystallization, metadynamic recrystallization and strain-induced
precipitation. These two sections are supplemented by a brief outline of the
effect of important alloying elemenis on metallurgical phenomena in steels.
Finally, the different types of microstructures developed after the
transformation of austenite are distinguished tentatively.
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2.2. DYNAMIC RESTORATION DURING HOT DEFORMATION OF
STEELS

2.2.1. Dynamic Recovery

During hot working of a metal at high temperatures, dynamic recovery
occurs as a result of thermal activation. In the case of low stacking fault energy
materials, recovery may be followed by dynamic recrystallization, a
phenomenon that will be described in the next subsection. For high stacking
fault energy metals such as aluminum and bcc iron, dynamic recovery is the
only restoration process, even at large strains. The shape of the flow curves
pertaining to the case when the flow rate is limited by dynamic recovery alone is
illustrated in Fig. 2.2a. During the initial work hardening region of the
stress/strain curve, the dislocation density increases. The dislocations become
entangled and form sub-boundaries (Fig. 2.2b), a process which results in
subgrain development [1]. As deformation proceeds, the work hardening rate
gradually decreases due to an increase in the annihilation rate of dislocations,
which is dependent on the dislocation density itself. When the rate of
annihilation of dislocations is equal to the rate of generation of dislocations, the
steady state regime is reached. The steady state in hot working is characterized
by the constancy of stress and an equilibrium subgrain size which is maintained
during flow. The mean subgrain size d in the steady state regime is dependent
on temperature and strain rate through the following relation [1]:

d '=a+bnz (2.1)

where a and b are empirical constants, and the Zener-Hollomon parameter Z is
given by:

_a 9
Z-—eexp(RT) (2.2)

Q in Eq. 2.2 is the experimental activation energy associated with the
temperature dependence of the flow stress and R is the gas constant.
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The steady state stress is also related to the Zener-Hollomon parameter
and can take the following general form (1, 2]:

Z=f ) (2.3)

steady state

where fcan be a power, exponential or hyperbolic sine function.
2.2.2. Dynamic Recrystallization

In metals of low stacking fault energy, mainly fcc metals, the dislocation
substructure developed in the initial stages of deformation recovers poorly and a
critical dislocation density depending on the deformation conditions can be
attained. In such a case, the nucleation of recrystallization takes place by grain
boundary bulging [3]. Dislocations are annihilated in large numbers through
the migration of a high angle boundary [1] and the structure is replaced by a
new strain-free one. The resultant flow curves differ from those shown in Fig,
2.2a, and are portrayed in Fig. 2.3.

Atlow strain rates, the drop in flow stress due to dynamic recrystallization
after the first peak (Fig. 2.3a) is followed by periodic cycles, each containing a
work hardening followed by a softening region. The cycles seem to have a
constant period with the amplitude declining as the deformation is continued
[56]. Under such conditions, Luton and Sellars [4] found that nucleation occurs
by the bulging of an existing grain boundary. Because deformation proceeds
continuously during nucleation and growth, the new growing grains are
concurrently deformed and the gradient of strain energy from the center of the
recrystallized grains to the advancing boundaries is low. Since the region
behind a boundary is free of dislocations and the unrecrystallized one in front of
it is highly dislocated, the driving force due to the difference in dislocation
density on both sides of the boundary is decreased by continuous deformation
[1]. The result is a complete cycle of recrystallization but with grains that are
deformed at their centers. The latter differ from strain-free statically
recrystallized grains of the same size. If deformation continues, the dislocation
density and therefore the flow stress increase, and the same phenomenon is
repeated leading to another cycle of recrystallization, and so on.
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When the strain rate is high, (Fig. 2.3b), the flow stress rises to a
maximum corresponding to the peak strain €, and drops to a value between the
yield and maximum stress as a result of dynamic recrystallization. Since the
strain is higher near the grain boundaries, the strain energy gradient from
center to boundary of a recrystallized grain is high and the region just behind
the moving boundary is also highly dislocated. This leads to a decrease in the
driving force and hence to a reduction of the rate of migration relative to that in
static recrystallization [1]. When deformation proceeds, and before the
completion of a local cycle of recrystallization, the dislocation densities at the
centers of the recrystallizing grains have already reached the critical value
required to start another cycle. So, at any level of “average deformation”,
different grains are at different stages of recrystallization, a situation which
results in an average flow stress somewhere between the yield and peak stress.

The critical strain for the nucleation of dynamic recrystallization is
slightly less than the peak strain ¢, on the flow curve. This was explained by
McQueen and Jonas [1] in terms of concurrent softening and hardening. In fact,
while the first nuclei are softening the material in some local regions, the
remaining material continues to become stronger, with the difference between
e, and ¢ ) being greater at higher strain rates. Rossard [6] found that ¢, is
approximately 5/6¢, and Sakui and coworkers [7] reported that this critical
strain is around 0.7¢,,.

The progress of dynamic recrystallization can be followed by means of
metallographic techniques. The kinetics of dynamic recrystallization can be
described in terms of normal S-curves of volume recrystallized expressed as a
function of log time. These are similar to those observed in classical
recrystallization. In constant strain rate tests, time can be replaced by strain
and the recrystallized fraction can be described by the following Avrami
equation [8]:

",

X,=1-expl-Ke~z) (2.4)

waere K and ng are constants.
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Finally, it .8 important to note that the grain size developed during
dynamic recrystallization is closely correlated to the high temperature flow
stress [1]. This empirical relation takes the following form:

= -q
Osteady state A ddyn (2.5)

and has been observed by many authors for several materials [4, 9, 10]. In Eq.
2.5, A and q are constants and depend on the material.

2.3. STATIC CHANGES FOLLOWING HOT DEFORMATION

2.3.1. Static Recovery

After plastic deformation, some portion of the deformation energy is stored
within the metal, which makes the latter thermedynamically unstable.
Immediately after unloading, the metal softens by recovery, which involves the
annihilation and rearrangement of dislocations in individual events. No motion
of grain boundaries occurs during recovery, so that no observable change can be
detected in the microstructure. The decrease in internal stress due to the
reduction in the average dislocation density and the rearrangement of the
dislocations can decrease the yield stress by up to 40%[11].

If the critical strain for static recrystallization (around 10%) is not
reached, the recovery process does not lead to full softening but to a plateau well
below 100% [1].

An increase in temperature results in an increase in the rate of recovery
because of enhanced thermal activation. Increasing the strain or strain rate
also increases the rate of recovery due to the higher dislocation density, which
constitutes a driving force increase. Anincrease in the solute content results in
a reduction in the stacking fault energy which can decrease the rate of static
recovery in a similar way to dynamic recovery.
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2.3.2. Static Recrystallization

Recrystallization is the process by which new grains form and grow at the
expense of the deformed and recovered structure. These new grains are strain
free and grow by the migration of high angle boundaries, The occurrence of
static recrystallization is possible only when a critical value of prestrain is
exceeded, and after an incubation time during which static recovery creates the
recrystallization nuclei. Some qualitative informations regarding the "laws of
recrystallization"” can be summarized as follows [12]:

1) A minimum strain is necessary to start recrystallization,

ii) The smaller the amount of deformation, the higher the temperature
required to cause recrystallization,

iii) Anincrease in the holding time decreases the temperature necessary
for recrystallization,

iv) The recrystallized grain size depends in the first place on the amount
of deformation and slightly on the holding temperature. The greater
the degree of deformation and the lower the holding temperature, the
smaller the recrystallized grain size,

v)  When recrystallization is complete, subsequent holding causes an
increase in grain size.

According to Sellars [13], three parameters determine the rate of
recrystallization. These are the stored energy, the density of favorable
nucleation sites and the temperature.

The stored energy increases with decreasing deformation temperature and
increasing strain rate and strain. The effect of strain is the most important,
with the time for 50% recrystallization depending on the amount of deformation
to the minus fourth power [14-16]. This effect is illustrated in Fig. 2.4 for
different temperatures, and it can be seen that the time for 50% softening by
recrystallization decreases by as much as two orders of magnitude with
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increasing strain.

The effect of strain rate on recrystallization rate is expected because the
flow stress, and therefore the stored energy, depend on the Zener-Hollomon
parameter. However, there is some controversy regarding this subject; the
effect of strain rate is not clear and thus needs more extensive work.

The second parameter that determines the recrystallization rate is the
density of nucleation sites. Since nucleation takes place mainly by the
migration of grain boundary bulges, as suggested by McQueen and Jonas [1]
and Jonas et al. [18), the density of favorable sites for nucleation increases with
a decrease in grain size, which results in faster recrystallization kinetics.

Finally, the effect of holding temperature on recrystallization kinetics is
also strong. An increase in temperature of 50°C leads to an increase in
recrystallization rate of about one order of magnitude [1]. Djaic and Jonas [19]
have shown that the dependence of recrystallization rate on temperature follows
an Arrhenius law.

2.3.3. Metadynamic Recrystallization

When the critical strain for dynamic recrystallization, ¢, is exceeded
during deformation, and if high temperature deformation is stopped, softening
occurs by a type of static recrystallization which does not have an analogous
process in the annealing of cold worked materials. This high temperature
process is called metadynamic or postdynamic recrystallization and does not
involve an incubation time for nucleation since the nuclei are already present
within the metal upon the termination of deformation. Some of the grain
boundaries formed by dynamic recrystallization are already migrating and
sweeping out regions which become strain free. These become static nuclei
without a nucleation interval. In the regions which do not contain dynamic
nuclei, conventional nucleation for static recrystallization can still take place.

Figure 2.5 shows schematically the relationship between the three static
softening processes which depends on the prior or interruption strain. Below
some critical strain for static recrystallization (point B), limited softening takes
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( place solely by static recovery. When the prestrain is larger than the critical
g strain for static recrystallization but smaller than that for dynamic
recrystallization (point F), classical recrystallization follows static recovery. If
the prestrain exceeds the critical value for dynamic recrystallization but is less
than the steady state strain (point G), metadynamic recrystallization occurs
from the nuclei already formed during deformation. Finally, when the steady
state strain is exceeded, metadynamic recrystallization completely replaces
classical recrystallizationt.

The overall rate of metadynamic recrystallization is influenced by the
same factors as static recrystallization following dynamic recovery. However,
after steady state, the stored energy is no longer dependent on strain and the
original grains have already disappeared. In such a case, the relevant variables
are the strain rate and temperature of deformation and holding [14, 19]. The
practical importance of metadynamic recrystallization remains in the absence
of any prior incubation period so that it is about an order of magnitude faster
than classical recrystallization [1].

2.3.4. Grain Growth

Grain growth during reheating or after recrystallization should follow the
same pattern. Theoretical derivations based on the assumption that the growth
rate is proportional to the excess free energy per unit volume associated with
the grain boundaries has led to the following equation which describes
isothermal grain growth:

Q
D?=D}+Ktesp(~ I—é%) (2.6)

¥ According te more recent investigations, this simple picture is no longer valid. The main

difference is that metadynamic recrystallization is not able to lead to full softening (see section

( 7.3.2).
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where D and D, are the grain sizes at time ¢ and just after the completion of
recrystallization, respectively. K is a constant which includes the grain
boundary specific energy and @, is the activation energy for grain growth.

In metals, the agreement between Eq. 2.6 and practice is not particularly
successful; the experimentally observed values of the grain size exponent are
usually larger than the theoretical value of 2.

When titanium is present, because of the high stability of the fine
dispersion of TiN, grain growth is suppressed. During reheating, grain
coarsening temperatures higher than 1200°C can be obtained if Ti/N ratios
around the stoichiometric value of 3.42 are employed [20]. Only a small volume
fraction of precipitates is required for the control of grain size. Grain growth
after the completion of recrystallization in such steels has been found by Ouchi
et al. [20] to be negligible even after times longer than 1000 seconds and with
the recrystallized grain size smaller than the reheated one.

2.3.5. Solute and Strain-Induced Precipitation Effects

The addition of carbide/nitride forming elements, such as niobium or
titanium, to austenite leads to the formation of stable alloy carbonitrides. Static
precipitation can occur in undeformed austenite or following deformation,
whereas dynamic precipitation only occurs during the hot deformation process.
In the case of deformed austenite, precipitation is called strain-induced. Strain-

induced precipitates are usually very fine (around 5 nm) and influence the work
hardening rate [21].

The retardation of recrystallization by microalloy additions in HSLA
steels is due to two mechanisms. These are the pinning effect of strain-induced
precipitates and the solute drag caused by the microalloying elements in
solution. While the role of the precipitate forming process has been discounted
by some researchers who have favored an explanation based on solutes or on the
formation of a type of pre-precipitate [22], others have concluded that solute
effects are of incidental importance and that strain-induced precipitation is
responsible for the retardation of recrystallization [23-26]. Subsequently,
several authors have pointed out that both effects may be involved [27-29].
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Despite this controversy, there are masses of data which show that solute atoms
can be effective in delaying both recovery and recrystallization [30] and that
precipitation contributes to a still greater extent to this retardation [30-35].

The retardation of recrystallization by solute effects is considered to be due
to the creation of a substantial drag force that opposes moving dislocations or
boundaries. Fine precipitates on grain boundaries can also produce a drag force
which leads to the suppression of recrystallization. If precipitates become
coarse, they are no longer effective as barriers (27, 28].

Using high temperature isothermal compression testing, Jonas and Weiss
[27, 28] determined the kinetics of precipitation after deformation. They
showed that when precipitation starts before recrystallization, the latter was
delayed by more than an order of magnitude in time. Their observations have
proved that the retardation of recrystallization is due to the presence of solute
atoms at high temperatures and to precipitates at the relatively low
temperatures correspending to the finishing stage of hot rolling.

24. EFFECT OF ALLOYING ELEMENTS

The properties of HSLA steels are determined by composition because
austenite is greatly affected by the presence of alloying elements during
processing. Second phase particles also play an important role in delaying the
recrystallization of austenite, by affecting the y+a transformation, or by
causing precipitation hardening in austenite or ferrite.

2.4.1. Manganese

The addition of Mn results in ferrite grain size refinement by depressing
the y+a transformation. The amount of Mn should, however, be limited to about
1.5% to 1.7%, otherwise undesirable transformed microstructures can be
formed, impairing the strength and toughness.
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2.4.2. Carbon

Due to its low cost, carbon has been widely used as a strengthener. Its
potential for strengthening by solid solution effects is about 100 MPa with a
maximum solubility of 0.02% in ferrite. Above this limit of solubility, the
segregation of carbon occurs at slow cooling rates, leading to the formation of
pearlite [24]. For better impact properties and weldability, it is important to
keep the carbon content low.

2.4.3. Niobium

Small additions of Nb can provide grain size control by precipitating
carbonitride particles at austenite grain boundaries; it thus improves strength
and toughness through grain refinement. By subsequent thermomechanical
treatment, high strength with moderate toughness or moderate strength with
high toughness can be obtained, depending on whether the carbonitride phase is
precipitated in the austenite for grain size control or in the ferrite for
precipitation hardening.

The optimum amount of Nb addition that can be made without any
detrimental effect on the toughness has not been well studied, nor has the
influence of austenitizing temperature on austenite grain coarsening behavior.
However, it was found in a recent study [36] that the austenite grain size in a
steel containing 0.06% Nb increased linearly with increasing temperature up to
1000°C, above which grain growth become slow. In steels containing Nb, the
presence of carbonitrides pins the grain boundaries and the grain size remains
unchanged during heating (Fig. 2.6). At higher temperatures, when the grain
growth inhibitors become ineffective as a result of solution or coalescence, the
rate of grain coarsening suddenly increases. This is because the restricted
grains tend to attain equilibrium size as quickly as possible when the
precipitates are no longer effective.

Another effect of Nb is that the dissolved carbonitrides can retard both
recovery and recrystallization; this increases the refinement of the austenite
microstructure during controlled rolling [37]. The retardation of
recrystallization is due to the great solute drag effect of Nb, which is greater
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than that due to other alloying additions. However, some controversy remains
about whether such soiutes are not simply precipitates that cannot be detected
by present metallographic techniques.

2.4.4. Titanium

Titanium forms nitrides, carbides, sulfides and oxides in low carbon steels.
The formation of carbides in low carbon steels can be used for precipitation
strengthening, while the formation of sulfides elevates the transverse shelf
energy. The high reactivity of titanium causes control problems that have
delayed the commercial development of these steels [38]. The formation of
titanium oxide is undesirable because i) it limits the amount of titanium
available for grain refinement, precipitation strengthening and sulphide
inclusion shape control, and ii) it produces dirty steels. To counter the high
affinity of titanium for oxygen, it is necessary to deoxidize the molten steel with
aluminum prior to the addition of titanium. Ti also has a high affinity for
nitrogen (but lower than that for oxygen). The great stability of TiN and its
slow growth rate [37] enables it to act as a grain growth inhibitor at high
preheating temperatures. However, high levels of Ti can be detrimental
because the TiN particles that form under these conditions are large and do not
restrict austenite grain growth. In general, the effect of Ti is similar to that of
Nb, but Mb is a less effective grain refiner than Ti and this is associated with its
higher degree of solubility.

2.4.5. Boron

Boron has been shown to enlarge the a-solid solution domain [39]. Its
maximum solubility in ferrite is about 0.002%. The potential for B to increase
the hardenability is due to its segregation at austenite grain boundaries [40].
This reduces the ferrite nucleation rate during transformation, which
suppresses the formation of polygonal ferrite. The transformation temperature
is lowered in particular when other microalloying elements such as Nb or Cu
are present because of the synergistic effect of these elements [41]. However,

the mechanism by which boron increases the hardenability is not completely
clear.
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While the effect of boron on tensile strength is known through itsinfluence
on the hardenability, its influence on toughness is still controversial. It was
reported that the detrimental effect of boron on toughness is related to the
formation of embrittling intergranular borocarbides (Fe,4(BC)g) when the
content exceeds 0.0025%. However, Sojka [41] found that a higher boron
content was responsible for higher initiation and propagatlon energies by
decreasing the effective grain size.

2.4.8. Copper

Copper is a potential precipitation hardening element, although it has not
been used extensively due to production problems such as hot shortness or
contamination of other alloys. Its solubility is high at 850°C and above (Fig.
2.7); however, after the transformation to ferrite, this solubility is greatly
reduced. In addition to the potential for precipitation strengthening, copper has
other beneficial effects, which are [42] : i) improved atmospheric corrosion
resistance, ii) marked strengthening by solid solution with an increase of about
40 MPa per 1% copper being reported, iii) depression of the y+a transformation,
which refines the ferrite [43] , and iv) the low carbon equivalent of copper in
steel.

2.6. STRUCTURAL CHANGES DURING THE THERMOMECHANICAL
PROCESSING OF STEELS

The need for higher strength steels has prompted a major upsurge in the
study of microstructural changes during processing. Methods such as
conventional hot rolling, quenching and tempering, and normalizing have been
used to produce steel plates, but the most efficient method is modern controlled
rolling. It has been realized that only by careful control of the thermal and
mechanical processing history can fine ferrite grain sizes and hence stronger
and tougher steels be produced.

The grain size developed after the y+a transformation during cooling
depends strongly on the austenite grain size because of the strong tendency for
the nucleation of ferrite on austenite grain boundaries. Therefore, the finer the
austenite grain size brought about by controlled rolling, the finer the
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transformed final structure.
Controlled rolling consists of the following steps [44):

i) asuitable slab reheating temperature (soaking) to produce large and
uniform austenite grains,

ii) austenite grain refinement through repeated recrystallization
cycles after deformation (roughing),

iii) deformation in the no-recrystallization range (pancaking), and
iv) controlled cooling.

Soaking consists of reheating the steel to a temperature conventionally
between 1200 and 1300°C. The aim of soaking is to bring all the microalloy
carbonitrides such as Nb(C,N) into solution. Low reheating temperatures
produce relatively small initial grains but can lead to the presence of
undissolved precipitates. The latter is responsible for a loss in efficiency in the
retardation of recrystallization in the subsequent stages of rolling, as well as
less effectiveness in precipitation strengthening.

During roughing passes (v 1100°C), recrystallization is very rapid and the
resulting grain size remains quite large (part I in Fig, 2.8). In the intermediate
temperature range, complete static recrystallization cycles can be achieved if
the temperature, deformation and interpass holding times are carefully chosen
(case c¢ in part II). If these thermomechanical conditions are not properly
controlled, slow and incomplete recrystallization may occur and mixed
austenite structures result. Conversely, rapid static recrystallization may be
followed by localized undesirable grain growth (case b).

In the low temperature range above the Ar, temperature where
recrystallization does not take place (corresponding to finishing in hot rolling
and to part III in Fig. 2.8), the fine homogeneous recrystallized structure
obtained in the roughing stage is further modified by deformation and resultsin
elongated grains. In thisrange, the average grain volume is not affected but the
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Figure 2.8 Austenite grain size changes during controlled rolling (22,
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grain surface to grain volume ratio S, is increased. As a result, the number of
potential nucleation sites for the austenite-to-ferrite transformation is
increased, which leads to finer final microstructures [45]. In addition to the
austenite grain boundaries, deformation bands within the grains can act as
nucleation sites for ferrite formation, as has been observed by Sellars and co-
workers [46] in deformed nickel.

In addition to the rolling stages shown in Fig. 2.8, finish rolling is
sometimes extended into the austenite-ferrite two phase region [44, 47]). The
major purpose of rolling below the Ar, temperature is to increase the tensile
strength. In this region, the material behaves like a dual phase steel, with the
duplex structure consisting of soft and hard grains. Under these conditions, the
strength can be expressed in terms of the volume fractions of the two types of
structures. Gladman et al. [48] have estimated both the contribution of this
substructural strengthening together with the textural strengthening. While
Tanaka and his coworkers [49] have found that excessive straining in the a+y
range degraded the toughness, the same author [47] pointed out, however, that
the impact properties can be improved by the presence of a fine grained,
recrystallized structure.

Finally, controlied cooling from the finish rolling temperature can be
practised to yield benefits in terms of productivity and material properties.
With regard to mechanical properties, rapid cooling is used to restrict
coarsening of the refined austenite grains, to depress the transformation
temperature, to limit growth of the transformed ferrite grains and to reduce the
extent of carbonitride precipitation [37, 50]. A low transformation temperature
enlarges the no-recrystallization region and also refines the ferrite struciure
because ferrite grain growth is limited at lower temperatures. The limited
precipitation in austenite prior to transformation leaves a larger amount of the
alloying elements available to form fine precipitates in the ferrite, which leads
to desirable strengthening.
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2.6. TYPES OF MICROSTRUCTURES IN HSLA STEELS

The different microstructures usually present after controlled rolling
ESLA steelr can be classified into two main types: ferrite-based and bainite-
based. The ferrite structures are further divided into two groups: polygonal and
apolygonal. The former forms at relatively high transformation temperatures,
nucleates and grows from the austenite grain boundaries or the deformation
bands in the austenite [51]. Polygonal ferrite is characterized by an equiaxed
shape and a low dislocation density. It usually contains pearlite, the volume
fraction of which depends on the carbon content.

Apolygonal ferrite is characterized by a general irregular microstructure
and includes free bainite, massive ferrite and acicular ferrite. Acicular ferrite
forms on continuous cooling by a mixed diffusion and shear mode of
transformation that begins at a temperature slightly higher than the upper
bainitic transformation range. Due to shearing, acicular ferrite consists of a
highly substructured, nonequiaxed ferrite with or without a lath structure. Due
to diffusion, acicular ferrite contains a martensite-austenite (MA)
microconstituent which consists of a mixture of martensite (and/or bainite) and
retained austenite.

Massive ferrite can be identified as rather large grains of ferrite with little
evidence of a fine substructure. Being non-polygonal, it belongs to the acicular
ferrite sub-group.

Bainite forms on continuous cooling by a mixed mode of transformation,
including shearing and diffusion. Due to shearing, bainite exhibits ferrite laths;
due to diffusion, it contains cementite precipitates. Two types of bainite can be

distinguished, depending upon the transformation range : upper and lower
bainite.

These bainitic structures are the basis of an important group of HSLA
steels widely used for structural applications and the same microstructures are

also often found in low carbon weld metals and heat affected zones, as shown in
Fig.2.9.
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2.7. SUMMARY

In this chapter, the basic concepts of physical metallurgy pertaining to hot
working operations were reviewed. Both dynamic and static changes were
described, with emphasis on modern controlled rolling as an application. An
appropriate link between these metallurgical concepts and the
thermomechanical history of a hot rolled steel can constitute an efficient tool in
the computer modelling of deformation processing. The next chapter will
therefore be consecrated to a literature review concerning the
thermomechanical changes that take place during hot rolling.
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TEMPERATURE EVOLUTION AND ROLLING LOAD
CALCULATIONS DURING HOT ROLLING
-AN OVERVIEW-

3.1. INTRODUCTION

In the previous chapter, the metallurgical aspects of hot deformation
processing were presented. Most the variables describing this process are
strongly temperature dependent. The first part of the present chapter is
dedicated to a description of the different heat transfer mechanisms involved in
hot rolling; these are:

i) radiation and convection during air cooling,

ii) convection by water cooling,

iii) heat conduction between the metal being worked and the rolls, and
iv) heat generation by plastic deformation.

A brief summary is given here regarding the different methods of heat
transfer calculation during hot rolling. In the second part of the present
chapter, the existing rolling theories used to compute rolling loads and torques
during hot rolling are described. Finally, because the most important
parameter in the above theories is the flow stress, a brief summary of the
empirical-analytical equations for the deformation resistance is given.
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3.2. MODELLING OF TEMPERATURE CHANGES DURING HOT
ROLLING

3.2.1. Heat Conduction in the Rolled Material

Heat conduction within a metal depends mainly on the initial temperature
distribution. The temperature gradient is a function of time and can be solved
by considering the heat conduction equation:

NC LR S 3.0
at axz 8y2 822 w

where:

o =thermal diffusivity (a =k/pc), m?s!

k =thermal conductivity, Wm K1

p = material density, Kg m?

c=specific heat,J Kg'! K-!

A =energy input due to mechanical work, Wm™ (A =0 outside the stands).
k, p and c are assumed to be temperature independent; however, this is not
always the case.

To simulate temperature evolution during hot rolling, an analytical solution
of the above differential equation is not possible because the boundary
conditions are constantly changing with time. Numerical analysis has been
used by some authors and their formulations concerning the numerical
solutions are similar [52-54]. However, their assumptions about the boundary

_conditions are different.

3.2.2. Heat Losses Outside the Stands
3.2.2,1. Radiation and Convection During Air Cooling
Heat loss by radiation is the most significant factor affecting the
temperature drop during hot rolling. Two methods have been employed to

calculate the temperature change due to radiation [55]. The first method
assumes that the temperature gradient within the material is not significant
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and the heat radiated to the air is calculated using the following Stefan-
Boltzmann law:

dq
~ =A0ge, -1 (3.2)

where:

g=heat radiated by a body, J

A =surface area of body subjected to radiation, m?

0¢p =Stefan-Boltzmann constant (5.6699 10 W m2 K-4)

T'= temperature at time t, K

T, =temperature of environment, K

e,, =emissivity (¢, varies with temperature from 0.75 to 0.85).
Since we also have:

dq=pcVdT (3.3)

where V is the volume of body subjected to radiation, the rate of temperature
loss ap can be calculated:

dr  Aispty (3.4)

t=¢
AT, = [ R dt (3.5)

Simple expressions for a, were derived as functions of the surface temperature
and thickness of the rolled material. A summary of these expressions can be
found in reference [55].
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The second method takes into account heat transfer within the material. In
other words, Eq. 3.1 is solved numerically together with Eq. 3.2. In such a case,
Tin the last equation is taken as the surface temperature, T'g.

The convection losses during air cooling are given by Newton’s law:

dq
2 - AH(Tg-T ) (3.6)

where H is the heat convection coefficient in W m2 K. The ideal situation s to
determine H,, which depends on the material temperature, the ambient
temperature, the material specific heat and density and the dynamic viscosity of
air flow and its characteristics (free, forced, laminar, turbulent , etc.). However,
mathematical expressions for H, can be controversial and are beyond th= scope
of this chapter. Some investigators find that a simple way to account for
convection is to express the temperature loss as a percentage of the temperature
loss due to radiation, with a coefficient of proportionality varying from 0.01 to
0.22 [55]. Others disregard convection and include its effect in the value of the
emissivity, as it can account for up to 8% of heat losses [56]. Partington and
Talbot [54], however, considered convection as an independent component.

Harding [57] combined Egs. 3.2 and 3.6 and by dropping the term T,*, arrived
at:

— 4
Hq-bl(Ts-T ) +0,(T+273) (3.7

where H_is the heat loss per unit area per unit time (kW m?) and b, and b, are
constants (b,=¢,0g5). Setting e =0.84, Harding fitted computed cooling curves
to experimental cooling curves on stainless steel and obtained the following
expression:

H =-0.6875+0.01224T  +4.762810 (T ¢+273)" (3.8)

where T isin degrees Celsius.
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3.2.2.2. Water Cooling
During hot rolling, water is used at different stages:

i) tocool the work rollsin order to control their thermal history

if) to remove scale from the workpiece surface, and

iii) to control the final mechanical properties of the rolled material on
the run out table.

Newton's law of convection (Eq. 3.6) applies to all three of these situations.
However, the value of H,, differs from one case to the other.

The cooling of roll surfaces has been studied by many investigators (58, 59},
but this effect remains unclear. Sekimoto [60], for example, used a value of
H,=0.332 to 3.6 cal cm™? sec! K! to simulate this process.

To remove surface scale before roughing and finishing, high pressure water
jets are used. While some researchers have attempted to estimate the
temperature drop of the slab surface from the temperature rise of the water and
the physical properties of the rolled material, Hollander [53] found that H, was
not constant along the contact area between the jet and the strip surface (Fig.
3.1). For these reasons, he formulated the heat loss as follows:

LA,
oy= 3.9)

where
¢, = quantity of heat removed from 1 cm? of surface
L = total quantity of water applied in the cooling bank, 1
A, = the amount of heat taken up by 1 liter of water (cal/l) (A, depends on
the geometry and pressure)
= width of the cooling bank, cm
v = speed of the steel, cm s™!

On the run out table, laminar jets are used to control the coiling temperature
which, in turn, controls the final mechanical properties of the rolled strip.
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Figure 3.1 Distribution of heat transfer coefficient during water
cooling %31,
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Sigalla [59] has estimated the quantity of heat removed from the rolled material
by a laminar jet using the following expression:

2

D
Quu= 55 HTs=T w)\/;‘; (3.10)

where:
D =diameter of the laminar jet at the point of impact, cm
v=strip velocity,cm s'!
b=distance between two adjacent jets across the width of the rolled material,
em,

For moving strip in a mill where the contact times range from 102 to 103
seconds, Hollander (53] used Eq. 3.10, which gave good agreement between
measured and calculated temperatures. Based on several experiments, Devadas
and Samarasekera [61] have shown that forced convection occurred between the
laminar water curtain and the hot steel. The heat transfer coefficient in such a
case was estimated as a function of the Reynolds and Prandtl numbers by the
following relation :

k
H,=0.063( ~2= e (3.1)

r

where r is the radius of the forced cooling zone.
3.2.3. Heat Losses in the Roll Gap

In the roll gap, the top and bottom surfaces are chilled by contact with the
rolls and, at the same time, the strip or plate changes its dimensions and gains
heat due to the deformation. In the literature, there are few models that deal
with the calculation of temperature changes during deformation. These models
vary mainly in the assumptiors made about the homogeneity of deformation
and whether the contact is perfect or not.
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3.2.3.1. Conduction to the Rolls

To simulate heat transfer during contact with the rolls, different approaches
have been formulated in order to estimate the temperature drop at the surface of
the rolled material. David et al. [62] introduced a thermal contact resistance,
characteristic of heat propagation through the interface, which results in a
discontinuity of the temperature profile across the boundary (see Fig. 5.7 below).
The temperatures T,*Tand T, *f were expressed in terms of the boundary
temperature T', and the interface conductance.

Conversely, Hollander [53] assumed perfect thermal contact between the roll
and the deformed strip. He formulated the temperature drop at the surface
using the source solution of the differential equation describing the temperature
distribution for non-stationary problems (see Chapter Five for more details).

Harding [57] computed the temperature change during the contact time,
both in the slab and in the roll. He assumed that the rate of heat transfer per
unit area between the slab and the roll was proportional to the difference in the
respective surface temperatures. He then defined a mean heat transfer
coefficient during the time interval in terms of the heat transfer coefficient at
the start and at the end of this time interval. The temperature drop at the slab
surface and the temperature rise in the roll were calculated in terms of the
mean heat transfer coefficient, the interval time, and the physical properties.

While some researchers have considered the heat conducted to the rolls to be
balanced by the heat gained from the deformation [63], many attempts have
been made by other investigators to determine the heat transfer coefficient
between the material and roll during hot deformation. Stevens et al. [64] found
that the heat transfer coefficient at the roll gap interface during roughing varies
with the contact time from 18 to 37 kW m? K-!. Murata et al. [65] used uniaxial
compression to see the effect of lubricant and scale at the interface on heat
transfer between the metals in contact . They found that, in the absence of
scale, with water as a lubricant, the heat transfer coefficient at the interface
varied from 23 to 81 kW m™ K1 (Table 3.1).
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Table 3.1. Heat transfer coefficients at roll/slab interface (kW m3 K1)i65],

Condition No scale Scale (10um)
No lubricant 29.1-34.9 7-10.5
Water 23.3-814 10.5
Hot rolling oil 20.0-46.0 5.8
Hot rolling 0il +20%CaCO, 69.8-175 12.8-23.3
Hot rolling oil +40%CaCO, 12.79-174 . -
KPO, 5.8 -

Contact times are between 1 and 3 sec.
3.2.3.2. Heat Generated by Deformation

During deformation of the slab between the rolls, heat is generated due to
plastic deformation of the steel and the frictional work at the interface. The
heat generated by friction was estimated by Sekimoto [60] as a function of the
mean rolling pressure and coefficient of friction. However, the contribution of
friction to the temperature rise is generally neglected.

The temperature rise due to deformation has been estimated from the
developed rolling power or the measured specific torque (53, 54]. Devadas and
Samarasekera {61] and Héfgen and coworkers [52] have used the mean
deformation resistance & to estimate this temperature rise as follows:

s By
AT= —In(—) (3.12)
pC h2

where h, and h, are the initial and final thicknesses, respectively. The AT
calculated is then added uniformly or concentrated only near the surface,
depending on the author's formulation.
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3.3. ROLLING THEORIES
3.3.1. Introduction

The most comprehensive theory of rolling is the one developed by Orowan
[66), who accounted for friction at the interface between the material and the
rolls, and also for the inhomogeneity of deformation in the roll gap. In the
previous rolling theories, these factors were omitted. Orowan showed that the
frictional conditions can vary even in a single pass from the coulomb situation,
where the interfacial shear stress 1 is equal to us (u is the friction coefficient
and s the local pressure), to a completely different situation in which t is equal
to the shear yield stress of the material. With regard to the inhomogeneity of
deformation, which means a departure from the simple assumption of "plane
sections remaining plane" (Fig. 3.2), he introduced an inhomogeneity factor to
account for this complicated situation. In addition to the nonuniform
deformation factor, he also considered the temperature and strain rate
dependence of the yield stress in the roll gap and pointed out how this change of
yield stress can be incorporated in his theory. This approach relies on numerical
integration, which led later researchcrs, especially Bland and Ford [67] and
Sims [68], to make additional assumptions that allowed analytical solutions to
be achieved, thereby avoiding the numerical integration required in the
Orowan theory.

3.3.2. Orowan Formulation

In his rolling theory, Orowan used the slab method [66]. In such a
technique, a geometrically well-defined part of the plastically deforming
material is isolated and the horizontal equilibrium of forces is applied to it
through the following equation:

% =2 R s(sinp L 1 cosd) (3.13)

where:
f=horizontal force per unit width of the rolled material,
¢ =angular coordinate of the arc of contact
R =roll radius
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0 6 |2 Plane vertical sections of sheet before rolling remain plane during
rolling, '
\ Stress distribution In verticat plane is homogeneous.
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Plane vertical sections of sheet before rolling are deformed during
rolling.
Stress distribution In vertical plane is not homogeneous.

Figure 3.2 Stressdistribution in the roll gap for homogeneous and
inhomogeneous deformation (53,
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s=the normal roll pressure
u=coefficient of friction

The positive sign refers to the exit side and the negative one to the entry side.

If the deformation is assumed to be homogeneous (Fig. 3.3), i.e. plane
sections remain plane, the horizontal pressure ¢ and the vertical pressure are
constant within a vertical section. In such a case, we have:

f:oh (3.14)

where h is the current height of the rolled stock.

Differential equation 3.13 contains two unknowns, f and s, which are both
functions of ¢. To solve this equation with only one unknown, for instance f{$),
Orowan employed the following solution proposed by Nadai (69] for the stress
distribution in a plastic wedge compressed between non-parallel plates:

1 1
ﬂ¢)=h[s[1 ip(; - ;n—‘b)]—oywll (3.15a)
where:
1 (? 2,8 2
w=— V1 —a“(—)*| cos db (3.15b)
sing Jo ¢
__ns
a= ©,72) (3.15¢)

0 is any intermediate angle less than ¢ and o, is the yield stress of the material
in plane strain compression.

In the case where the material sticks to the rolls, the frictional drag us
tends to 0,'/2; a is then equal to 1 and w tends to n/4. In such a case, Eq. 3.15a
becomes:
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Figure 3.3 Roll gap geometry and force equilibrium.
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f@)=h}s-o '[ F E (5 - m)] (8.16a)

If slipping occurs, i.e., when p is assumed to be small, Eq. 3.15a is reduced
to the following expression:

f@)=h(s—o0,'w) (3.16h)

s can be taken from Eq. 3.16 a or b and substituted into Eq. 3.13. One can
then solve this differential equation for f, determine the normal pressure s and
the roll separating force per unit width easily. The transition from conditions of
sticking to slipping friction is dictated by us=o0,"2.

Alexander [70] left out the inhomogeneity factor w (Eq. 3.15b) and used a
fourth order Runge-Kutta technique to determine the normal pressure
distribution and then the roll force. Sims [68] made still more simplifying
assumptions to Orowan's theory to obtain an analytical solution of Eq. 3.13. His
approach is described in the subsection that follows.

3.3.3. Sims Approach

Sims (68] modified Orowan's method [66] by assuming that sticking
friction occurs over the entire arc of contact and that :

sing = tand = ¢ (3.17a)
cosp =1 (3.17Db)
1 — cosp = $p%/2 (3.17¢)
Eq. 3.13 then becomes:
9 _
a =2Rs(dp £ p) (3.18)
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C To derive f, he used the same assumption as Orowan that the rolling
process is equivalent to deformation between rough, inclined plates (Eq. 3.16a).
When the last equation is coupled with Eq.3.17a, it is easy to show that:

f=h(s- goy') (3.19)

By substituting Eq. 3.19 into Eq. 3.18 and solving the resulting differential
equation analytically, Sims obtained:

+
L:Eln(_’i)_{.g_’_\/ﬂ(an-l\/icb (3.209.)
oY' 4 h2 4 h2 h2

at the plane of exit, and

w
!

= T v VB VR vE e 320
Y 4 hl 4 h2 h2 h2 h2

QQ

from the plane of entry towards the plane of exit.

On the assumption that the angular coordinate ¢ is small so that the
difference between the normal roll pressure and the vertical pressure can be
neglected, the specific rolling load is given by:

a

P=R I sdd (3.21)
0

After substitution of Egs. 3.20a and b in Eq. 3.21, Sims showed that:

P=o,[VR(h ~h)Q, (3.22)

where 4, is the mean deformation resistance of the rolled material and h, is the
thickness at the plane of intersection. @, is a geometrical factor given by:

_ - h, - 1
Q=|tvign-tyv_t_ylr B e Lyt VB (3.23)
p |2 r 1-r 4 r h2 h2 2 r h2 |




I
.

Chapter THREE Temperature & Loads 45

According to Sims, @, in Eq. 3.23 provides the contribution due to friction
and the inhomogeneity of deformation.

Finally, the specific roll torque may be calculated from the following
equation:

G=2R2l sbdd (3.24)
0

3.3.4. Effect of Friction

Although Sims pointed out that the geometrical factor @, includes the
contribution of the inhomogeneity of deformation as well as that of friction, his
solution must be regarded as an approximation, especially when the friction
coefficient changes during rolling. Sparling [71] reviewed the various methods
available to determine this coefficient and concluded that there is no reliable
method that can be used for this purpose. However, he was able to estimate the
friction coefficient during hot rolling as varying from 0.23 for highly scaled
material between smooth rolls to 0.38 when the material is scale free between
rough rolls. Regarding the effect of varying the coefficient of friction on the
rolling load, El-Kalay and Sparling [72] found that changes in the roll
separating force of up to 44% occurred when the degree of scaling and the roll
roughness were changed.

3.4. SIMPLIFIED EMPIRICAL-ANALYTICAL EQUATIONS FOR
CALCULATION OF THE DEFORMATION RESISTANCE

In order to satisfy demands for high accuracy and efficient rolling, it is
necessary to develop accurate mathematical models of the roll force. The
reliability of such a mathematical model is important with respect to decisions
regarding the mill configuration. Several models have been established; these
can be separated into four categories : table “look-up” methods, empirical
formulae, formulae derived from empirical modifications to existing theories,
and formulae based on physical principles. Very little published data are
available regarding the numerical accuracy of these models. However, there
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seems to be agreement that the empirical models are the most accurate and the
easiest to implement on-line.

Sir.ce the predominant term in the roll force is the deformation resistance,
the latter must be predicted with sufficient accuracy. The deformation
resistance is affected by many factors, such as temperature, accumulated strain
and strain rate. At high temperatures, microstructural changes have strong
effects on the resistance to hot deformation. Thus, in order to control the
microstructure and to predict the roll force with accuracy, the effect of the
microstructural changes on the deformation resistance must be accounted for.
However, these factors are not completely understood in the case of plate and
particularly strip rolling, and considerable further investigation into proper
mathematical models is therefore required.

Most current models calculate the deformation resistance or the rolling force
taking into account only the mean strain, strain rate, and temperature, and not
the deformation history. The measured and calculated values differ mainly on
the last stands of the mill. To achieve better accuracy, it is necessary to
describe precisely the stress/strain behavior and to involve the influence of the
restoration processes on the flow stress of the material in the mathematical
model [73].

The mathematical model must consist of two different parts [74] :

i) The fundamental equations which describe the behavior of the
workpiece in the roll gap. This must include models of deformation
resistance as a function of temperature, strain and strain rate, and
composition; models of heat transfer via radiation, convection and
conduction, and models relating laboratory experiments to rolling
theory,

ii) Equations describing the progress of static restoration during the
interpass interval.

A comprehensive model for hot mills should therefore include algorithms to
describe: the rolling load, the evolution of temperature in the rolled material,




-

Chapter THREE Temperature & Loads 47

the progress of restoration, and the evolution of the metallurgical properties.
To accomplish these objectives, the computer model should be universal (can be
applied to the maximum number of existing mills), accurate in simulation and
in extrapolation, use the minimum number of empirical coefficients, and be

verifiable and applicable to typical rolling mill configurations using standard
test equipment.

In the roll gap, equations describing the stress/strain behavior can be used to
compute the deformation resistance. Most of the equations describing flow
curves are empirical in nature, however, and not based on any theoretical
approach. The Hollomon equation is widely used to approximate the plastic
behavior of materials [75]. It is a simple power law of the form o =K ¢ "H, where
o is the true stress, e, is the true plastic strain, K, the strength coefficient and
n, the strain hardening coefficient. This equation is easy to use and is
sufficiently accurate to represent the stress/strain curve at small strains. A
disadvantage of the Hollomon equation is that the flow stress is zero at zero
plastic strain, which is not realistic.

Other empirical equations for the stress/strain curve, such as those of
Ludwik [76], Swift [77] and Voce [78] have been suggested. However, these

models are not popular in practice because they need non-linear fitting
techniques.

With regard to the effect of restoration between passes on the deformation
resistance, an interesting mathematical model of the softening process based on
physical assumptions was proposed recently by Saito et al. [74] and applied with
success in the Japanese rolling industry. The differential equation of
deformation during the restoration is given by:

de
ik fe) g(T) (3.25)
where g(T) is an Arrhenius type function (exp(Q/RT)). By assuming that fl¢) is

approximated by a second order polynomial, and by integrating directly, they
obtained a hyperbolic equation for e. The final equation is:
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Ae Cl
fe _ (3.26)
e (Cg, +C)ep(C,texp(~Q/RT) —Cype,

where A¢ is the strain accumulated by the first deformation, ¢, is the prestrain
and tis the interruption time. The coefficients C,, C, and Q were determined by
regression analysis, using data from two-stage tensile tests with ¢ varying
between 1 and 300s, prestrains of 0.05 to 0.3, and deformation temperatures of
800 to 1000°C. The strain rate was 8 s,

This model has a theoretical basis and is very simple (Fig. 3.4). However, it
takes into account only the effect of recovery even though, in the temperature
range used, partial recrystallization can occur and modify the structure and
therefore the flow stress,

3.5. SUMMARY

In the light of the literature review presented in this chapter, it can be
concluded that the problem of predicting thermomechanical history during hot
rolling is far from completely solved. Considerable work is needed to describe
the flow behavior of steels at high temperatures and to investigate the
associated metallurgical changes. This will lead to the accurate control of both
the gauge and the microstructure. It is only by linking computer modelling
with laboratory experiments, and eventually plant trials, that these goals can
be achieved. The experimental and numerical methods used in this study will
be described in the next two chapters.
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Total Strain

n - th pass

(n - 1)th pass

Figure 3.4 Illustration of softening by recovery (74,
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Chapter FOUR

EXPERIMENTAL MATERIALS AND METHODS

4.1, INTRODUCTION

The literature review presented in Chapters Two and Three has described
the theoretical concepts used to study the thermomechanical and structural
changes taking place during hot deformation. However, to deal with
complicated events such as hot rolling operations, it is necessary to have a set of
"concrete" relationships for the high temperature flow stresses of steels, as well
as constants for the equations associated with the microstructural changes. A
series of laboratory hot compression tests was therefore carried out to determine
these parameters. Some experimental rolling schedules were also simulated,
either to test the predictive capabilities of the temperature, deformation
resistance and microstructural models developed, or for the production of a new
generation of tough high strength steels, destined for low temperature
applications.

The procedure and equipment used for these experiments are described in
this chapter.

4.2. EXPERIMENTAL MATERIALS

To study the high temperature flow and recrystallization behavior, four
low carbon steels were used. The chemical compositions of these grades are
shown in Table 4.1. These steels were cast and hot rolled to plates of 12 mm
final thickness at the Metals Technology Laboratories (MTL) of Energy, Mines
and Resources in Ottawa.
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Table 4.1 Chemical compositions of the experimental steels.

wt% +

Steel+

Mn

Si P S Ti Nb B Al

quﬂ)

P CM.Z)

Base 0.03 | 1.54 | 0.19 | 0.008 | 0.005 | 0.02 --- 0.020 0.0048
Nb 0.026 } 1.42 | 0.16 | 0.007 | 0.007 | 0.02 | 0.055] --- |0.020| --- [0.0063 ] 0.263 | 0.102
Nb-B 0.026 | 1.56 | 0.15 | 0.007 § 0.007 | 0.02 | 0.055 } 0.003 | 0.025 | --- ]0.0064} 0.286 | 0.124
Cu-Nb-B | 0.026 { 1.38 | 0.18 | 0.007 { C.006 | 0.017 | 0.058 | 0.003 | 0.019 | 2.03 |0.0060 | 0.391 | 0.217

*1) Cm=C+Mn/6+(Ni+Cu)/15+(Cr+Mo+V)/5
*2) Pcu=C+(Mn+Cu+Cr)/20+Si/30+V/10+Mo/15+Ni/60+5B

- 4004 4adoy)

24MPadoJ (ojuswLadxy
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The first steel in Table 4.1 was selected as a reference steel. The low
carbon content in the other materials is typical of high toughness weldable
steels. For two reasons, considerable caution was exercised to lower the
nitrogen level and to satisfy the relation %Ti-3.4%N=0. The first is the great
stability of TiN, which enables it to act as a grain growth inhibitor at high
preheating temperatures {37]. The second is to prevent boron nitride formation
(in the boron-containing steels), since titanium has a stronger affinity for
nitrogen than boron. In this way, the hardening effect of boron is ensured [79].
The relatively high concentration of copper was added to investigate possible
solute effects on the flow stress and on the austenite recrystallization kinetics.
Also, the high precipitation strengthening potential of copper at lower
temperatures is an advantage of such compositions because of its beneficial
effect on the final mechanical properties in terms of strength and toughness,
both in the base plate and in the heat affected zone (HAZ)[80].

4.3. SPECIMEN PREPARATION AND DIMENSIONS

Two types of specimen were used in this work, depending on the
equipment employed. In the case of low strain rates (¢=2s!), small cylindrical
compression specimens were machined out of the as-received hot rolled plates,
with the deformation axis parallel to the rolling direction. A height-to-
diameter ratio of 1.5 was selected to ensure homogeneous deformation [81].
Care was exercised to minimi:e friction between the compression anvils and the
specimen surface by machining flat-bottomed grooves on the end faces of the
samples, as shown in Fig. 4.1. These grooves are effective for reducing the
friction and the associated barreling by retaining the glass lubricant during
deformation [82, 83]. A powdered glass lubricant manufactured by the Corning
Glass Co. Ltd., of 10* poise viscosity has been shown to be suitable for such
experiments [84] and was used in the present study.

In the case of the higher strain rates, a second type of specimen was used.
An example is shown in Fig. 4.2. The shape of compression specimen known as
Rastegav's design is also effective for reducing barreling when a high
cumulative deformation is applied [85]. A boron nitride lubricant was used to
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. : ¥ | Specimen Dimensions (mm)
i size | Length (L) Diameter (D)
i L |1 11.9 7.9
M&'uu.u._!.
' Groove Dimensions (mm) |
|size| A B C | E
1 1048 |01S [0.36 | 0.10

Tolerance Q02

Figure 4.1 MTS compression test sample geometry and groove design [81].
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Figure 4.2 Cam plastometer compression test sample geometry.
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reduce friction between the tools and the sample, especially during the two hit
tests, where the total deformation is large [86].

4.4. SOLUTION TREATMENT

Immediately before testing, the specimens were solution treated at a
given temperature. The first objective of selecting these temperatures is to
cover the range of soaking temperatures used in practical hot forming
operaticns. In this case, it is necessary to estimate the amount of niobium in
solution at each reheating temperature. To be effective during finishing, the
niobium carbonitrides should be dissolved in the austenite during reheating
prior to deformation. In this way, the maximum of precipitation occurs at lower
temperatures which can result in a considerable improvement in the strength
and toughness {40, 87]. The second objective, which is no less important, is to
produce approximately the same starting grain structure when the flow
behavior of two steels deformed at high temperatures is to be compared.
Finally, the highest solution temperature is controlled by the grain coarsening
temperature; a reheating temperature higher than the GCT produces mixed
grain structures because of abnormal grain growth.

4.4.1. Solubility Product for Nb(C,N)

Several equations exist in the literature concerning the solubility product
of NbC in austenite [88-90]. These equations are of the type:

log ,[%C*%Nb]=a - % (4.1)

where x, a and b are empirical constants varying from one author to another,
and T is the absolute temperature. The range of error introduced by such
equations must be taken into account and can be overcome by overestimating
the reheating temperature if the maximum amount of niobium in solution is
desired.

For the first purpose, the following equation was used [91]:
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_ 7510
log ,[%C.%Nb]=2.96 — T (4.2)

Eq. 4.2 leads to a solution temperature around 1020 °C for the three steels.
Irvine et al. [92] have proposed the following equation, where the nitrogen level
is introduced:

12 6770
log 10[(%C+ E%N).%Nb]=2.26— T (4.3)

Fig. 4.3 shows the equilibrium solubility of Nb for the three steels studied,
estimated from the last two equations. It is evident that even if the nitrogen
level is low, the solubility of niobium is lower when the nitrogen level is taken
into account together with the carbon, leading to complete solution at a
temperature around 1074 °C. In this study, the niobium carbonitride particles
were considered to be in solution when a reheating temperature of 1100 °C or
higher was used. Finally, due to the low level of Ti, titanium carbides are also
considered to be in solution at that temperature [93].

4,4.2. Reheated Austenite Grain Size

A series of Cu-Nb-B steels was austenitized for different times and
temperatures, and then quenched into water. The grain size was measured by
means of optical microscopy, using the intercept method, on at least ten fields at
several magnifications. A typical set of microphotographs is shown in Fig. 4.4
for the Nb-B and Cu-Nb-B steels and the temperature dependence of the mean
grain size is depicted in Fig. 4.5. Data for a Nb-B steel taken from reference [94]
are also included. It is interesting to note here that the copper steel exhibits a
finer austenite grain size in the range of temperatures shown. It is difficult to
state whether copper is responsible for this decrease. The most probable reason
is that the level of titanium is slightly lower in the Cu-bearing steel. Thus, as
the effectiveness in controlling the grain size at high temperatures is dictated
more by the volume fraction of the fine TiN particles formed after solidification
than by the amount of titanium available [37, 93], the lower Ti level may be
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Figure 4.3. Dissolved niobium as a function of temperature for the
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Nb-B
RT=1100°C

/

Cu-Nb-B
RT=1100°C

Cu-Nb-B
RT=1200°C

Figure 4.4 Microstructures of the reheated samples prior to testing.
Magnification 400X.
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Figure 4.5. Dependence of austenite grain size on reheating
temperature in the boron-containing steels.
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responsible. Alternatively, copper in solution may be contributing a solute drag
effect.

Finally, it is worth noting that the reheating temperatures studied in the
case of the B-containing steels are lower than the grain coarsening temperature,

4.5. HOT COMPRESSION TESTING
4.5.1. Experimental Equipment

The hot compression tests were conducted on a McGill computerized
servohydraulic MTS machine for strain rates lower than 2 s!, and on a cam
plastometer at MTL in Ottawa for the higher strain rates.

4,6.1.1. MTS Automated Testing System

The MTS machine is a 100 kN closed loop unit capable of a maximum
strain rate of 2 s'!. Although a detailed description of this machine is given in
reference [93], some important features and units will be described here.

The control sequences are monitored by a computer/433 subsystem which
can perform the commands of function generation, data acquisition and real
time decision making. This subsystem is a Digital Equipment PDP-11/04
minicomputer with a memory of 32 K in 16 bit words. It also includes a
Tektronix graphics terminal, a 433 processor interface unit, a DEC RX01 disk
system and a Tektronix hard copy unit (Fig. 4.6). The software used is MTS-
BASIC /RT-11, which consists of a package of real time routines taking the form
of external functions [95, 96].

The high temperature compression tests were carried out in a CENTORR
model M60 front loading high temperature high vacuum furnace. The tested
specimen is compressed between two tungsten anvils inside the chamber. After
a vacuum of around 10 torr has been reached, the heating system, which
consists of tungsten mesh resistances, can be started (Fig. 4.7).
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Figure 4.6 View of the high temperature computerized MTS compression
testing equipment.
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Figure 4.7 View of the CENTORR high temperature furnace.
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4.5.1.2. Cam Plastometer

The cam plastometer is a 0.45 MN high speed compression testing
machine capable of simulating high strain rate deformation processing such as
the hot rolling of plates and strips. The operating range of strain rate is
between 0.5 and 150 s! and schedules of up to four hits can be performed on the
same sample (Fig. 4.8). In Fig. 4.9, a simplified design of the main components
of the machine is shownt. For a deformation to occur, the pressurized piston (G)
inserts the cam follower (I) between the cam lobe and the transfer block (J), and
retracts it after exactly one revolution of the cam (H). During the test, the
analog signal of the load transmitted to the strain gauge load cell is recorded
continuously using a BAM (bridge amplifier meter). A Biomation transient
recorder converts the analog signal to digital and stores the data. The
displacement of the lower die (K) is given by a linear variable differential
transducer (LVDT). A Minc PDP 11/23 microcomputer is used to monitor the
automatic operations and to perform data acquisition by means of software
written in Fortran. A detailed description of the design and operation of the
cam plastometer can be found in references [86], [97] and [98].

To heat the sample to the desired testing temperature, a Lindberg
induction heating unit was used and the control of heating and cooling was
performed manually.

4.5.2, Continuous Tests
4.5.2.1. Stress/Strain Experiments
Single hit tests were carried out at a variety of temperatures and strain
rates using the computer programs described above. Prior to testing, the

specimens were austenitized for 10 to 15 minutes at a specific reheating
temperature, cooled to the deformation temperature, held for 60 to 90 seconds to

T The cam shown in Fig. 4.9a is designed for one hit deformation.
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Figure 4.8 View of the cam plastometer machine used for high strain rate
testing.
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Figure 4.9 Schematic of: . .
a) the cam follower insertion mechanism

b) the plastometer drive train (97].
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eliminate thermal gradients, and finally deformed at a constant true strain
rate; this was followed by water quenching in the case of the cam plastometer
(Fig. 4.10a).

When the specimen was cooled from the reheating temperature to the
deformation temperature by turning off the furnace, the cooling rate was
dependent on the testing temperature. Fig. 4.11 shows that for the CENTORR
furnace, the mean cooling rate decieases from 2°C/s at high temperatures, to
approximately 1 °C/s below 900 °C. Similar cooling rates were attained in the
induction furnace ased in the cam plastometer.

Care was taken when the specimen was held at the testing temperature
to allow the latter to stabilize. The total time of holding was not allowed to
exceed 90 seconds at the lower temperatures where static precipitation can
occur prior to deformation. As shown by Jonas and Weiss [28], the nose of the
PTT diagram for undeformed Nb steels at 900 °C can correspond to times as
short as 90 seconds.

During deformation, the temperature of the specimen was continuously
monitored by a K-type Chromel-Alumel thermocouple attached to the specimen
surfacet. A few millimeters away from the sample, a second thermocouple was
used as a reference to detect any abnormal reading. During normal operations,
a constant temperature difference between the two thermocouple readings was
maintained after the temperature had stabilized. Nevertheless, the two cooling
rates are different because of the difference in the heat capacities of the
specimen and the furnace [93].

Prior to starting a set of experiments, the testing system was calibrated
for the desired deformation conditions by carrying out several initial tests.
Special attention was given to the calibration of temperature. Dummy tests
were repeated until the conditions of the previous set of tests were reproduced.

T During cam plastometer testing, the temperature was monitored using a 304 stainless steel
sheathed Chromel-Alumel thermocouple inserted at the mid-height of the specimen to half its

radius.
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Figure 4.10 Schematic representation of the method used during:
a) single hit tests
b) double hit tests.
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Figure 4.11 Dependence of the maximum cooling rate on testing
temperature when the CENTORR furnace is turned off { 93],
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4,5.2.2. Strain Rate Control

In standard tensile or compression testing, the deformation speed is kept
constant and the true strain rate decreases or increases, respectively, during
deformation. For a strain of one, the true strain rate can decrease or increase by
a factor of 2.3 during deformation [99]. To conduct monotonic compression tests
at different rates, the true strain rate must be kept constant during the entire
test. For this reason, the deformation speed must vary with the height of the
sample, as described below:

hO
e= —ln(-h-). (4.4)
by differentiation
- 1 dh
e = (4.5)

if ¢ takes a constant value ¢ , the change in height is given by:

Ah=h (1 -exp(~& 0] (4.6)

where A is the initial sample height. In the case of the MTS servohydraulic
machine, Eq. 4.6 can be discretized by dividing the deformation time into small
steps At; the anvil displacement can then be controlled according to this
equation. In the case of the cam plastometer, the cam profile is designed so that
the strain rate is kept constant during deformation [98].

4.5.2.3. Data Treatment

During each test, the output of the load cell and the displacement given
by the LVDT were converted into true stress and true strain, respectively, using
the following relations:

=

Q

T
L

t

A (h /h) (4.7)
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o= hn(y) (4.8)

]

where o is the true stress, ¢ is the true strain, P is the recorded load, and A and A
are the instantaneous height and area, respectively. The analog signals of load
and displacement were converted to digital data using an analog-digital
converter and stored in the memory as blocks to save space. Since the core
memory of the minicomputer is limited, the stored data in the data acquisition
system were converted into text. Then, a special software called KERMET was
used to convert the data from text in the RT-11 operating system to ASCII. This
was stored using a specific format in an IBM PC for further calculations.
Corrections for the compliance of the machine and the temperature were then
conducted and are described below.

4.5.2.4. Correction for Elastic Distortiont

'The data obtained after the computerized compression test consists of the
signal outputs (voltage) from the LVDT and load cell, and the time for each
reading. When the specimen is strained in the test apparatus, the load is
transmitted to the entire system, which consists mainly of the loading frame,
the tungsten compression tools, the stainless steel extension rods, the load cell
and the actuator ( Fig. 4.12). Since it was nct possible to measure the actual
displacement of the ram relative to the lower anvil, the displacement readings
were corrected for the machine compliance. 'This is necessary because the
elastic strain of steels deformed at high temperatures is small (of the order of
103 if the Young's modulus is assumed to be around 100 GPa) and the apparent
elastic deformation displayed at the beginning of each stress/strain curve is
actually due to the elastic deformation of the machine.

T No corrections of this type were made for the data from the cam plastometer because the

elastic deformation of the machine was taken into account during the design of the cam [98).
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Figure 4.12 Determination of the actual height of a deformed specimen in
the MTS machine [96].
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Previous measurements have shown that for a range of deformation
speeds and temperatures, the elastic distortion of the machine is independent of
these two variables [100]. In such a case, the collected data were fitted by the
following expression:

d_=alP+bf~d (4.9)
where P is the instantaneous load, and a, b, ¢ and d are constants.

Since the ram displacement d_is the sum of the instantaneous change in
height of the specimen Ah and the elastic distortion due to the machine, the
instantaneous height of the specimen is given by :

h=h ~d +d_ (4.10)

d,, was determined for the MTS machine used for the present work by loading
the system in the absence of a specimen, and collecting the displacement values
for given loads [96]. The data in Fig. 4.13 show a linear dependence of the
displacement on load, which is consistent with the elastic behavior of the
machine. In this work, when stress/strain data are used in calculations, they
have always been submitted to this correction. This results in a shift of the
stress/strain curve to the left.

4.5.2.5. Correction for Temperature

At high strain rates, the temperature rise due to deformation was
estimated from the adiabatic stress/strain curves. The corresponding stress
decrease was calculated at each strain increment by the following expression:

do
so=| == |, swm (4.11)

and the isothermal stress/strain curves were reconstituted by adding the 8o's to
the adiabatic stresses. Details of the method of correction for adiabatic heating
will be given in the next chapter.
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Figure 4.13 Elastic distortion of the MTS testing system.

(Data are from ref, [96])
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4.5.3. Interrupted Tests

To follow the recrystallization kinetics of the steels at high temperatures,
the technique of interrupted compression was employed. This technique was
first developed by Wilber et al. [101] using a Gleeble machine and further by
Petkovié¢ [100]. It was later applied to measure static softening by several
investigators[11, 15,19, 23, 102-105].

In the interrupted compression technique, after being reheated to a given
temperature and cooled to the deformation temperature, the specimen is
prestrained at a constant strain rate, unloaded and held for increasing times.
After the interruption, the specimen is reloaded at the same strain rate and
temperature (Fig. 4.10b). A typical example of the data output immediately
after an interrupted test is shown in Fig. 4.14.

Finally, Table 4.2 gives a summary of the experimental conditions for
both continuous and interrupted tests.

Table 4.2 Range of experimental conditions.

Single Hit Tests | Two Hit Tests

RT (°C) 1100, 1200 1000-1200

DT (°C) 800- 1200 900- 1100
£ Uptol 0.12,0.25,0.5
e(s!) | 02,2,10%50% | 022 10 50*

Hold t(s) : 0.1-10,000

* cam plastometer tests

4.6. ROLLING
4.8.1. Rolling Mill

Controlled rolling experiments were carried out on an instrumented
single-stand pilot scale rolling mill in its reversible configuration (Fig. 4.15).
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Motor Speed: 150/320/450 rpm
Peripheral Roll Speeds:  0.5/1.0/1.5 m/s
Max. Load Capacity: 4 5MN

Roll Diam., Width: 470,475 mm
Roll Gap Setting: 0-130 mm

Figure 4.15 MTL pilot-scale rolling mill with its design
specifications [106].
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The mill is driven by a motor having a capacity of 225 kW and operates at a roll
speed of 45 rpm. The design specifications are shown in Fig. 4.15.

4.6.2. Temperature, Rolling Load and Roll Gap Measurements

Recent modernization of the MTL rolling mill permitted the completely
automatic acquisition of the temperature, rolling load and roll gap [106].
During rolling, the temperature of the slab was continuously moniicred by two
thermocouples embedded in the mid-thickness and near the surface in the side
of the plate. A detailed time-temperature profile throughout the complete
processing and cooling cycle was obtained from the thermocouple readings and
recorded on a strip chart recorder. The rolling load was recorded by cylindrical
load cells under the roll positioning screws at each side of the stand. The
readings correspond to the deformation resistance of the mid-length of the slab
being rolled. Automatic digital control of the next pass draft is possible with a
preprogrammed pass reduction schedule, using on-line measurement of the roll
gap from the rotational positions of the roll positioning screws.

The collected analog d.c. signals of the rolling loads and roll gaps ranged
from -5 to +5V d.c. and were converted to digital data and transferred to a DEC
PDP 11/23 microcomputer.

4.6.3. Rolling Schedules

Slabs 75 mm thick and 127 mm wide were reheated for one hour in a
Lindberg furnace and then taken out of the furnace for controlled rolling. The
slabs were reduced to 11.5 mm platesin 9 or 10 passes according to the nominal
schedule presented in Table 4. 3. Two reheating temperatures, 1100 and
1250°C, and two finish rolling temperatures, 830 and 750°C, were used, with
water quenching being performed immediately after the last pass.
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Table 4.3 Rolling schedules used for the Cu-Nb-B steel.
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1% Schedule 2" Schedule 3 Schedule
Pass N° Setting | Temp. | Setting | Temp. | Setting | Temp.

mm ° mm °C mm °C
1 64.5 1230 63 1100 63 1100
2 56.7 1120 51 1000 51 1000
3 49.9 1010 43.8 930 43.8 930
4 429 930 36.4 900 36.4 900
5 35.6 900 28.7 885 28.7 885
6 28.1 885 22.4 870 22.4 870
7 21.9 870 18.1 860 18.1 860
8 17.7 860 14.9 840 149 840
9 14.5 840 11.6 830 11.6 750
10 11.4 830 - - - -

4.7. MICROSTRUCTURAL STUDIES
4.7.1 Optical Microscopy

Optical microscopy was carried out on both quenched compression and
rolling specimens following standard metallographic procedures [107]; i.e.
sectioning, mounting, grinding, polishing and etching. The compression
samples were cut parallel to the deformation axis and examined in the center,
far from the dead zone, while the rolling specimens were cut either parallel or
perpendicular to the rolling direction.

Etching the compression samples to reveal the prior austenite grain
boundaries was performed using several etchants. The most satisfactory
solution consisted of saturated aqueous picric acid with 2 or 3 drops of
hydrochloric acid. Etching at 80 °C for 10 to 30 seconds produced satisfactory
results. To reveal the final ferritic or bainitic structure in the case of rolling, 2%
nital was used.
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The average grain size was determined by the standard intercept method
of Abrams [108]. The method consists of overlaying three concentric circles of
50 cm total length on the micrographs obtained from different areas of the
sample and counting the number of intercepts with the grain boundaries.

4.7.2. Electron Microscopy

For thin foil preparation, slices of 0.3 mm thickness were cut from the
material, mechanically thinned, chemically polished in a solution of HF-H,O-
H,O, and finally thinned using a JET thinning instrument (South Bay
Technology Model 550B) and a solution of Na,CrO,-CH,COOH [109]. The foils
were observed in a JEOL-100 CX scanning transmission electron microscope at
120 kV (see Fig. 4.16).

4.8. MECHANICAL TESTING

To test the mechanical properties of the rolled plates of the Cu-Nb-B
steel, both tensile and Charpy V-notch testing were performed.

Specimens of 6.4 mm diameter round bars were used in accordance with
ASTM E8. Tests were conducted at CANMET on a 100 kN Instron servo-electric
testing machine at a nominal speed of 0.5 mm/mn. Impact tests were performed
according to ASTM E23 on standard V-notch specimens (55x10x10 mm). The
notch was cut with a broach, especially designed for this purpose, giving a
very good surface finish. The tests were then performed on a 360 Joule capacity
Tinius Olsen impact tester. The load and energy curves were recorded and
analyzed via an ETI 630 data acquisition and analysis system. To cool the
specimens prior to testing, a bath of alcohol cooled by liquid nitrogen was used
and maintained within 0.5°C of the desired temperature. For the transition
temperature, the 27 Joule criterion was used.

4.9. SUMMARY

In the previous sections, the experimental procedures used during the
present work were described . A simple schematic summary of these methods is
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Cut thin slice with Isomet low speed saw

Mechanically polish

Chemically thin using HF-H,0,

Thin 1%¢side in Jet for 5-10 mn, at 175
volts and 25 milliamperes.

Rinse in acetic acid, water, alcohol, then
acetic acid

Thin 2" side at high sensitivity

Rinse in water then alcohol and dry

Putin alcohol and demagnetize

v Mount for observation

Figure 4.16 Method for thin foil preparation.
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given in Fig. 4.17, together with the relationships existing between them. The
numerical techniques employed to analyze the experimental data will be
presented in the next chapter.
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Figure 4.17 Summary of the experimental methods used.
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DATA ANALYSIS AND NUMERICAL TECHNIQUES

5.1. INTRODUCTION

The data available from the experiments described in the previous
chapter were analyzed extensively by computer. The storage of these data in
the IBM PC after each experiment permitted effective and accurate
computations. In this chapter, some of the data analysis techniques and
numerical methods employed during this study will be presented. The firsy
section deals with the analysis of stress/strain curves using non-linear fitting.
The second section treats the different methods that have been used for
determination of the softening parameters after interrupted testing. In the
third section, the procedure used during the correction of the stress/strain data
for adiabatic heating, particularly at high strain rates, will be described.
Finally, the finite difference method employed for temperature prediction
during multipass hot rolling will be examined closely.

5.2. STRESS/STRAIN CURVE ANALYSIS
5.2.1. Smoothing Stress/Strain Curves

Although the true stress/true strain data obtained from the MTS and cam
plastometer tests were relatively smooth (see Fig. 4.14), the noise present is
sufficient to create significant scatter after differentiation. To correct the
curves for this scatter without influencing the trend of the data, the following
smoothing technique was used.

The general concept of smoothing is summarized in what follows. We
assume that we have a set of "n" data poeints (x,,y,), (x,,,), ...(x,y,), not
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necessarily equally spaced, where x is the reliable variable and y is the
uncertain variable (strain and stress, respectively, in a compression test). To
reduce the amount of noise in y, a linear combination of the readings is then
taken symmetrically about x;:

Y.=a

s=8_pY k™t

8 i grr o O, 4k (5.1)

where i+k=n and i-k=1. The values of the constants a , to a, can be found by

fitting the data points (x .,y J ... .. (% ,4Y, ;) using the least squares method
to obtain a straight line, for instance. -

During this work, the number of points used in the smoothing was chosen
to be 3 or 5, depending on the level of noise (this corresponds to k=1 and 2,
respectively). The problem then becomes the minimization of the following
expression with respect to o and 8,

1+k

S@B)= D (@z, +B,~y,) (5.2)

m=i-k
where:
2=x~1x, (5.3)

When the set of constants a and 8, is determined for each pair of data pointsin
the curve, the new "regressed" values constituting the smoothed curve are given
by the Y 's, where:

Y=a 24§, (5.4)

If the latter exhibits some remaining scatter, the procedure can be
repeated until the smoothed points resemble the initial points. Finally, it
should be pointed cut that Eq. 5.1 is valid for all data points except those near
the ends. For these points, off-center formulas similar to Eq. 5.1 can be used
[110,111]. However, the strain intervals in the present stress/strain curves
were too small for this purpose, thus the calculations at the ends were ignored.
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5.2.2. Non-linear Fitting of the Bergstrom Model

Several equations describing the flow stress of metals have been
employed throughout this work, with different degrees of success. These
equations are those of Hollomon [75], Swift [77], Voce {78] and Bergstrém [112].
The curve fitting technique will be described only for the Bergstrom model
because this represents a typical non-linear case, and also because of the
difficulties that were encountered. In fact, the values of a and U cannot be
determined separately by fitting the stress/strain curve and the solution of
a?U=constant yields a hyperbole of points. The values of a can only be
determined experimentally by measuring the dislocation density at high
temperatures, which is quasi-impossible for steels because of the phase
transformation. However, to provide an accurate description of the stress/strain
curve, at least mathematically, the separate determination of the parameters a
and U is not necessary (these are defined in p. 158 below). Thus, the Bergstrém
equation was fitted in the following form:

U
o=laph) =1 -e" ™)+l ™I (5.5)

where:
0,=apbVp_ (5.6)

and p is the initial dislocation density. To determine [(aub)?U], @ and o,, the
least squares fitting method was employed. This consisted of minimizing the
following expression for the "n" data points of the stress/strain curve :

Q Qe

n — -_—
S[(aub)gU,Q,o§]=z[(apb)2g-(l—e c')+cx“‘:e ol (5.7)

i=1

If we set A=[(aub)’(U/Q)],B=9 and C = ¢ (aub)*(U/Q) and set the derivatives
of S with respect to A, B and C equal zero, we end up with a non-linear system of
three equations and three unknowns:

n -—
nA+C D e e

n
1=1 1=

012 (5.8&)
1
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. _Be no-28 n ~Be,
AS e ey e =Ykl (5.8b)
1=1 i=1 i=1
n —~Be " —2Be n -Be
AZee ‘+CZse ‘=20? ge ! (5.8¢)

From Eqs. 5.82 and 5.8b, A and C were determined as functions of B, and when
substituted in Eq. 5.8¢c, the non-linear equation for B was solved:

" _Be, R _.9Be, I -Be
F(B)=A z ge ‘v C z ge - 012 ge t (5.9)
i=1 =1 i=1
where:
d " _9Be, noo_Be, " -B
A=I(Y o )(D e LIS IS o’ e “yyD (5.10a)
1=1 1=1 i=1 =1
n 2 -Bt:‘ n 9 n -Be
C=[n(Y o®e H—(L oW Dee “WD (5.10b)
1=1 1=1 1=1

iy2 (5.10c)

Eq. 5.9 was solved for B (i.e. Q) by iteration using the secant method and
[(aub)?U] and o, were given by Eqgs. 5.10a and 5.10b, respectively. The complete
program used for these calculationsis given in Appendix C.

Some stress/strain curves sometimes displayed non-monotonic behavior
at low strains. To avoid this problem, the iteration procedure was performed
over a range of starting strains, up to 5%. For each iteration, the correlation
coefficient was calculated and the final values of [(aub)?U], 9, and o, chosen
were those corresponding to the best fit (i.e. to the highest correlation
coefficient). The corresponding starting strain generally fluctuated around 2%.




Chapter FIVE Numerical Techniques 87

5.2.3. Work Hardening Rate Calculation

For a given strain, the work hardening rate is the derivative of stress
with respect to strain, which corresponds to the tangent at this value of strain.
The numerical derivation calculation using the data points of the stress/strain
curve is similar to the smoothing procedure described in section 5.2.1. The
tangent at a given strain £ _was taken as the slope of the straight line obtained
by regressing three data points symmetrically around ¢, (i.e. a, in Eq. 5.2.).
Differentiation of a mathematical function fitted to the stress/strain curve was
avoided for the reason that an actual discontinuous change can be masked by
taking the derivative of this function.

5.3. SOFTENING PARAMETER DETERMINATION
5.3.1. Introduction

When the interrupted testing technique is used to investigate the static
restoration behavior, the amount of softening taking place during an interval of
unloading can be assessed by different means. These methods are based mainly
on true stress/true strain data, or on hardness measurements after quenching
the deformed samples[11, 15, 19, 23, 102-105, 113]. Since the techniques based
on stress/strain data are the most frequently used, one of the aims of the present
investigation is to compare these methods and to relate the softening rate and
the recrystallization kinetics, A brief description of the techniques used to
evaluate this parameter is given in the next two sections.

5.3.2. Offset, Back Extrapolation and Recovered Strain Fraction
Methods

The offset method employs the following definition:

i
|
i
|
g —.m_Off (5.11) I
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Hereo,, is the flow stress corresponding to the strain ¢, in the first hit (Fig. 5.1),
and o, and Opy are the offset flow stresses (0.2%) in the first and second hits,
respectively. According to this technique, the yield stress at high temperature
is a sensitive measure of the structural state of the material tested. That is, the
magnitude of the offset stress on reloading is controlled by the degree of change
of the microstructure that has occurred during the holding time [100, 104, 114,
115].

In the back extrapolation method, the following definition is used:

S .= _m _BE (5.12)

BE 4 _g
m

where oy, is defined as the stress corresponding to the intersection of the
vertical line with the prestraining curve after shifting it from O to O', in order
to superimpose it on the reloading curve (Fig. 5.1). The back extrapolation
method is based on the principle that after a small transient strain, the
reloading stress/strain curve is close to the continuous curve of the fully
annealed state. Although this last assumption is true only when recovery is the
sole controlling mechanism during restoration, an extension to the case of
recrystallization has been made [114].

A further way of describing the softening rate is to use the unrecovered
strain fraction, which is defined as:

£ (5.13)

where ¢, is the strain in the first hit and Ae is the accumulated strain after
reloading (Fig. 5.1). This last method is based on the sagme principle as the back
extrapolation method, but provides an easier and faster way of estimating the
softening taking place after reloading.
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Y

Figure 5.1 Determination of the flow stresses used in the evaluation of
the softening rate by the offset and back extrapolation methods.
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5.3.3. Mean Stress Method

Although the offset and back extrapolation methods described in the
previous section have heen used extensively to characterize softening after
deformation, they involve many disadvantages. The measurement of yield
stress is difficult and tends to be inaccurate at elevated temperatures. The
lubricant and grooves used to minimize friction between the sample and the
tools are another source of error in this measurement. In fact, the effect of
lubricant and grooves is manifested particularly during the early stages of
loading, which complicates the determination of the offset stress. For these
reasons, the reduction in the overall level of the flow curve can be used instead
to evaluate the fractional softening. This involves the mean flow stress, which
is calculated by integrating the area under the stress /strain curve:

g = — Izode (5.14)

§-= = (5.15)

where 6 and G are the mean stresses in the first and second hits, respectively,
and are taken at equal strains (Fig. 5.2). &, is the mean stress in the second hit
using the continuous curve and corresponds to zero softening.

The data available from stress/strain curves permitted this softening
parameter to be evaluated automatically. For this purpose, the maximum mean
stress in the second hit, i.e. the area ABCD, is needed and a simple linear
extrapolation between A and B would give inaccurate results, because of the
occurrence of work hardening. For this reason the stress/strain curve in the
first hit must be fitted to a non-linear mathematical function which is
extrapolated and forced to pass through the point B. The choice of the following
empirical relation is justified by the rapid determination of the constants A , A,,
A,and A,[116]:
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& = (He)fode 1

Figure 5.2 Determination of the mean stresses used in the evaluation of
the softening rate by the mean stress method.
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o=A+A e +AE + AL (5.16)

The least squares method described in section 5.2.2 was employed
together with the minimization of the following expression:

n
S(AO’AvAz'As): 2 [(A0+Ale'4+A2€'8+A381'2)—0l]2 (5.17)
1=1

with respect to the A . This resulted in the following matrix:

— — .
1 4 . I ]
£, 8,8 £ 2 AO g,
4 12 16 .
e g3 g g A, og?
z =L (5.18)
8 12 16 2 8
) g, A g, A, oe,
12 18 2 24 12
8‘ el 81 & A3 0181
- 4L _ L

where the I associated with the 4x4 matrix denotes the sum from 1 to n of each
element in this matrix. To determine the A's, the pivoting procedure [110,
111] was performed on the above matrix and the area ABCD was calculated by
integration of Eq. 5.16.

5.4. CORRECTION FOR ADIABATIC HEATING DURING HIGH
STRAIN RATE COMPRESSION TESTING

During deformation and particularly at higher values of Z
(Z=texp(Q,,/RT)), the deformation temperature does not remain constant. The
increase in temperature due to adiabatic heating can lead to significant
amounts of flow softening [117]. The resulting flow curve does not then
correspond to isothermal conditions. Because isothermal flow stress data are
essential for modeling, a correction for the temperature rise due to deformation
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is necessary. A temperature correction was therefore applied to the data
corrected for elastic distortion.

Under adiabatic heating conditions,©  'emperature increase 8T can be
calculated for each flow curve as follows:

pCdT=dw=o0de (5.19a)

p =density, Kg/m?

C =specific heat, J/Kg.K

w=mechanical work per unit volume, J/m?3
If p and C are assumed to remain constant within the temperature interval 8T,
we obtain by integration:
e, +8e > Be

pCdT=J ode = 8T=— (5.19b)
T € pC

(4] 0

T +8T
Jo

where § is the mean stress calculated from the stress/strain curve over the
strain interval 8¢ using the trapezoid formula:

o=

eo+8e
J ode (5.20)
4

o

4

For each flow curve determined at a given strain rate ¢, 6T was calculated
incrementally at strain intervals of about 0.001 over the entire stress/strain
curve. At a given value of 8¢, for instance, plots of o versus 1/T (at constant ¢)
were constructed, and the corresponding 6T was calculated using Eq. 5.19b (see
Fig. 5.3a). The decrease in flow stress 8o, due to adiabatic heating during the
strain interval 8¢ was estimated using the following equation:

1 1
TN N
/D 1%L T  +8T T |

o =
1

(5.21)

where T is the temperature at the beginning of straining (T, =T(8¢,=0)) and
¢ is the strain rate (see Fig. 5.3b). The coefficient 8=[d0/3(1/T)], in the above
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relation was found to vary with strain (see next chapter). The calculation of 8 at
each strain interval 8¢ all along the flow curve, at the strain rate of interest,
permitted the accurate determination of 8o,

The calculated isothermal flow stress increase over the strain interval 8¢,
can then be given in terms of the observed adiabatic stress increase as follows:

A =0 + 6o
, oo, +1o] (5.22)

The program used for the correction of temperature is given in Appendix
C. At the end of the program, the stress/strain data were rewritten and stored to
be used in subsequent calculations.

5.5. TEMPERATURE PREDICTION DURING HOT ROLLING
5.5.1. Introduction

To solve the differential equation for heat conduction (Eq. 3.1), several
computing methods can be used. The finite element method, for example, is a
useful technique for this purpose, but requires powerful computers and is time
consuming so that it can only be employed for off-line applications. The finite
difference method is another attractive technique which consists of
transforming a differential equation into a system of linear algebraic equations.
In contrast to FEM, the FDM is suitable for on-line calculations if the number of
iterations carried out during execution of the algorithm is optimized. In this
method, two different approaches exist to provide the numerical solution [56, 57,
118}:

- the explicit solution, which gives the future temperature of a
particular node in terms of the current temperatures of the node
and its neighbors;

- the implicit solution, which gives the future temperature of the
node in terms of its current temperature and the future
temperatures of its neighbors.
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In the implicit method, the time step is not restricted by the size of the
elements and the stability of the solution is ensured. Inthe explicit technique, if
the time step is too large, the solution becomes unstable. The explicit solution is

generally preferred due to its simplicity; however, the stability criterion must
be respected.

During this study, the explicit technique was used, with the time step for
stability varying from one stage of hot rolling to another. Also, instead of
developing T in Eq. 3.1 in a Taylor series with respect to ¢ and x, a heat balance
was applied to each node. This method is equivalent to the usual matnematical
one, but provides a physical derivation of Fourier's second law (Eq. 3.1)

5.6.2. Description of the Model

The model calculates the dynamic temperature distribution in the steel
plate or strip during hot rolling. The determination of the temperature
distribution within the deformed material is based on heat conduction, together
with the boundary conditions characterizing each cooling zone (Fig. 5.4).

In hot rolling, temperature prediction is more important during finishing
than roughing. At this stage, the width of the plate or strip is much greater
than its thickness. It is therefore justified to neglect heat conduction in the
width direction. This also applies to the length direction because of the
relatively high speed of strip and plate in finishing mills. Thus, a one-
dimensional analysis is sufficient to describe the temperature during hot
rolling. A two-dimensional model in the thickness and width directions is not
more complicated. It only implies a higher number of equations, which requires
a spacious memory in the computer and takes a longer time for execution.
Therefore, a unit section is considered for this purpose, of a thickness d which
varies with the process time (Fig. 5.5). The temperature distribution for the
complete workpiece can be computed if this section is taken to represent any
position along the length and width of the transfer bar. During hot rolling, it is
assumed that the top and bottom faces are subjected to identical cooling
conditions. Because of symmetry, only half the material thickness is studied.
For transfer bars less than 30 mm in thickness, acceptable results were obtained
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Figure 5.4 Heat transfer mechanisms during hot rolling.
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by dividing the half thickness into 6 slices of thickness Ax each, so giving 7
nodes at which the temperature was calculated (Fig. 5.6).

For any node i different than 1 or 7, a heat balance across the thickness of
the workpiece can be carried out by considering that the amount of heat
accumulated at node i during a time At is equal to the difference between the
heat lost to i-1 and gained from i + 1. This can be written as follows :

(T,,=T) (T -T,_)

v 9 3 =1 92 _ ’ 2
k——AJc (1At - k__Ax (194t = pC(T '~ T )(1°Ax) (5.23)

where T is the temperature and k is the thermal conductivity. One can express
T/ explicitlyin termsof T ;, T and T, .

T'=1-2MT +MT,  +MT _, (5.24)

where M=alAt/Ax? and o is the thermal diffusivity (a=%k/pC).
Thermodynamically speaking, the old temperature must have a positive effect
on the new one. To ensure stability of the solution, the term (1-2M) in Eq. 3. 24

must then be positive, i.e.:
Ar?
Ats — (5.25)

2a
The first and last (1 and 7) nodes are only half nodes and since they are
subject to different boundary conditions, a different heat balance must be
employed for each these nodes.

5.5.2.1. Radiation and Convection

For Node 7, adiabatic conditions are assumed:
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( T,= (1-2MT, +2MT, (5.26)

When the slab is outside the stands, the surface loses heat by radiation
and convection. For node 1, the heat balance is as follows:

(T,~T))

k
Ax

2 24 4
(1%At - em(T)oSB(l )(T1 - TA)At -H

Ax
— ' 222
CVC(TI -7 A)At = pC(T1 - Tl)(l " )

(5.27)
where ¢ (T) is the emissivity, o, is the Stefan-Boltzmann constant and T, is
the ambient temperature. The above equation becomes:

"— 3 4
T,'= (1 2M - 2N T3 — 2H )T +2MT,+ 2N, T* + 2H, T,  (5.28)

where:
M=ali/Ax*
Npo=¢,(T)og,AtipCAx
Hpe=Hgy/pCAx

The stability criterion is as follows:

3
a 9t DTy Hpye
At<1/[2(— .

[ (Ax2+ Chx + pCAx)] (5.29)

The stability time varies with T',%. The highest surface temperatures lead to the
lowest At's.

5.5.2.2. Cooling Due to Water

When the slab is water cooled outside the roll gap, convective losses
determine the boundary conditions:

aT
= k(g; Vourf = HyarTy =Ty (5.30)
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~

where H,, . is the appropriate heat transfer coefficient for water cooling. The
temperature at the surface is given by :

T,'=Q1—-2M-2N,, )T, +2MT,+2Ny ,.T, (5.31)

where Ny,,=Hy,,/0CAx. For a stable solution, we must have:

H
At<1/[2(~— + —AT ), (5.32)
Ax2

pCAx

5.5.2.3. Contact with the Rolls

During contact of the steel with the rolls, the surface is being cooled and
conversely the work rolls are gaining heat. Two different approaches were used
in this study to estimate the temperature drop at the surface of the slab.

Before describing these approaches, it is necessary to distinguish between
perfect and imperfect contact. For perfect contact between two infinite bodies at
different and uniform temperatures T',” and T,”, a boundary temperature T, is
defined to provide continuity of the temperature profile through the interface
(Fig. 5.7a). The assumption of perfect contact is not realistic and does not
simulate actual contact conditions in industrial processes.

In the present work, the first approach assumed a thermal resistance
between the steel and the rolls. The heat conduction equation was then solved
in the manner described above, using the finite difference method. The
boundary condition at the surface is:

oT

—k(—)
dx

ourf = HopeT = T)) (5.33)

where H . is the heat transfer coefficient at the slab/work roll interface. The
expressions for T,' and At are similar to Egs. 5.31 and 5.32, respectively, with
H, ,rreplaced by H ..
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In the second roll gap approach, it was assumed that the workpiece and
roll have the same surface temperature at the point of contact. In such a case,
the heat flux can be computed from the solution of the differential equation
describing the temperature distribution for unsteady state conditions. This
approach assumes the absence of thermal resistance (perfect contact), so that
the heat flux is given by : '

2

~ o = TanpP (= 3 7) (5.34)
1= Vrnat

where
q=heat flux density, J m2s!
x=distance from the boundary plane, m
T, =bulk temperature, K (T,” or T," in Fig. 5.7)
T, p=boundary plane temperature, K (T, in Fig. 5.7)

Forx=0:
- k(TBLK s~ TBND)
-k (T - T, un)
R‘\" BLK,R BND
Qo = \/naRt (5.35b)

Since q g, =g, Tgyp can be calculated. The total heat loss during a contact
time ¢, is :

b 2k(T gy s = Tpwp)
Q= J gyt = 30, (5.36)

The drop in surface temperature of the element under consideration of
thickness d_is simply calculated from the expression:

AT =

700 (5.37)
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5.5.2.4 Heat Due to Deformation

The temperature rise due to deformation is calculated at each node by
considering that each element has a different initial temperature. The
temperature increase at node i is given by:

;i(T) hy
OT, = o ) (5.38)
where 6 (T) is the mean flow stress of the material and is strongly dependent on
temperature. h, and h, are the initial and final thicknesses, respectively.
Because of the temperature differences, each node is heated to a different
degree. In particular, the surface being colder gains more heat than the center,

5.5.3. Temperature Calculation Algorithm

This program was written in True Basic and the corresponding flow chart
is shown in Fig. 5.8. For each condition, a subroutine is called to calculate the
temperature distribution during the process time. Durirg reduction, no
temperature distribution is calculated; the temperature profile is simply
transferred from the thickness before the pass to the new thickness. Then, the
temperature drop due to contact with the rolls is computed during the contact
time using the subroutine based on the heat balance. To allow comparison with
the last subroutine, the one based on the perfect contact assumption is used.
Finally, the temperature rise due to deformation is computed at each element
and added to the previous profile. The simplification of not computing the
temperature during deformation is reasonable, since the contact times during
hot rolling are very short.

5.6. SUMMARY

The basic techniques used frequently throughout the present
investigation were described in detail in this chapter. It should be mentioned
that only typical cases were examined here to provide the reader with an
understanding of the interpretation of the results described in subsequent
chapters. Also, some of the algorithms will only be described later, because they
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( concern other components of the present investigation.
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Chapter SIX

MODELLING THE EFFECT OF HIGH TEMPERATURES
AND STRAIN RATES ON THE FLOW BEHAVIOR OF
STEEL

6.1. INTRODUCTION

The technology of deformation processing is based on an understanding of
advanced process modelling techniques and on experience with forming
operations. While many sophisticated numerical methods have recently been
developed, the application of this technology depends on accurate descriptions of
the flow behavior of the material, using constitutive equations in terms of
strain, strain rate and temperature. These equations are required as inputs to
the computer models which predict the deformation history of the material
being formed at any time. The effective use of computers together with a
thorough understanding of the plastic behavior of metals can result in
considerable reductions in the costs of production, process design and of the
analysis of hot forming processes.

With regard to modelling the flow behavior of metals during hot working
operations such as rolling, forging or extrusion, the complexity is due to the
evolution of the internal structure with time, which in turn involves
mechanisms such as work hardening, dynamic recovery and dynamic
recrystallization. This behavior can, however, be described by constitutive
relations consisting of rate and evolution equations which have the form:

e=fo, T, S 6.1)
ds,
7 =g0,T,S) (6.2)
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where ¢ is the strain rate, o the stress, T the temperature and S, is a structure
parameter.

The objective of the present chapter is to study the plastic behavior of
steels at high temperatures and strain rates, by formulating constitutive
equations which can be used in subsequent applications such as hot rolling. A
one-internal-variable formulation is adopted where the structural parameter is
taken as the dislocation density and where dynamic recovery is the only
softening mechanism. The topics that will be discussed include the effects of
adiabatic heating, testing temperature and strain rate on the flow stress. This
is followed by a description of the rate equation and of the activation parameters
employed in its formulation. A phenomenological model for the evolution
equation will be presented with some mechanistic interpretations. Finally, the
effect of dynamic recrystallization on flow softening will be modelled and
discussed briefly.

6.2. TRUE STRESS/TRUE STRAIN CURVES
6.2.1. General Characteristics

Typical true stress/true strain curves are shown in Figs. 6.1 to 6.4 for the
four steels studied as a function of testing temperature and strain rate. Here it
can be seen that the two types of test are compiementary; the MTS machine
performs compressions to strains of one but with some limitations in strain rate
(¢=2 s1), while the cam plastometer deforms samples at relatively high strain
rates (e.g. 50 s'!), but is limited in terms of maximum strain.

The shapes of the flow curves are classical in nature, with the work
hardening rate at a given strain and the strain to the peak increasing with
decreasing temperature and increasing strain rate. This is typical of materials
which recrystallize dynamically when deformed at temperatures above half
their melting points. A peak strain would also have been reached at the higher
strain rates (=10 s'!) in the boron-containing steels if higher strains had been
attained. However, it is of interest that at the strain rates pertaining to hot
strip mill conditions, only dynamic recovery took place in the latter steels at
strains up to 0.5, even at temperatures as high as 1100°C. This behavior is
attributed to the retarding effect of niobium and boron on dynamic
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recrystallization [119]. By contrast, in the base steel, the flow curves show signs
of dynamic recrystallization at temperatures as low as 900°C. In this material,
dynamic recrystallization occurs earlier because of the absence of the retarding
effect of the alloying elements.

In the copper steel, changing the reheating temperature from 1100 to
1200°C did not result in any significant variation in the stress level when the
steel was deformed between 900 and 1200°C (Figs. 6.4a and b). This is simply
explained by i) the similar initial grain sizes obtained at these two reheating
temperatures (Fig. 4.4), and ii) the fact that at reheating temperatures of
1100°C and above, all the niobium is in solution (section 4.4.1).

6.2.2. Temperature Rise Due to Adiabatic Heating

All the curves presented in the last section are based on the initial
specimen temperature. However, due to the conversion of plastic work into heat
and losses by conduction, convection and radiation from the specimen to its
surroundings, the actual specimen temperature differs from the initial one.

The heat losses by conduction, convection and radiation can be computed
using the appropriate heat transfer coefficients. Wright and Sheppard [120]
calculated the heat losses during torsion testing by employing a three-
dimensional finite difference model on the torsion specimen and found
significant radial and axial temperature profiles. During the present work, the
heat losses were not evaluated for two reasons. The first is because of the
difficulty of measuring the heat transfer coefficient during contact of the tools
with the sample, particularly in the CENTORR furnace. The second reason is
that attention was paid to homogenizing the temperature prior to deformation,
thereby avoiding any thermal gradients in the specimen. Furthermore, the
deformation time was very short at high strain rates, so that little heat loss can
be assumed to have occurred during deformation.

While the heat losses during a test can be calculated or minimized, the
temperature rise at higher strain rates cannot be ignored. Unfortunately, most
research workers have assumed that the temperature rise during deformation is
negligible and the data reported in the literature are usually based on adiabatic
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rather than isothermal temperatures. Although this is of lesser importance at
low strain rates, in general, it is not the case when the material exhibits high
flow stresses or if the strain rates are high. The assumption that the
temperature rise due to plastic work can be ignored then leads to considerable
error. Up to a 100°C increase in temperature has been observed during the
deformation of a specimen, both in torsion and compression [121- 123].

The procedure described in section 5.4 is then used to assess the
temperature increase during compression testing. It is assumed that this rise is
uniform throughout the specimen and the changes in p and C with temperature
are not taken into account. The actual change in temperature normalized by
the strain interval is given in Fig. 6.5 at different initial testing temperatures
and strain rates. In this figure, data from Baragar [116] and Samanta [124] are
included for comparison purposes. It is clear that the normalized increase in
temperature during deformation is greater at low testing temperatures and
higher strain rates because of the higher flow stresses developed. Similar
behavior has been observed for other steels and aluminum alloys [120, 123-126].
The increase in §T/8¢ with increasing strain rate and decreasing temperature is
to be expected. Assuming that the process is adiabatic at high strain rates
because of the short deformation times involved, it is obvious from Eq, 5.19 that
an increase in strain and strain rate and a decrease in temperature will result in
an increase in the mean stress and consequently in §7/8¢. If plots of the mean
stress versus temperature, strain and strain rate can be prepared for a material,
it is easy to estimate the temperature rise under any conditions of ¢, ¢, and T
during deformation.

Korhonen and Kleemola [127] have used the following expression for the
flow stress to calculate the temperature increase during tensile testing:

0=K,e X& “[1-al-T )] (6.3)
where K, m,, n, and a are constants and T, is the initial temperature. They
assumed that the temperature dependence of the flow stress is linear because of
the limited operating range, which seems to be reasonable. Introducing Eq. 6.3
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into 6.19 and integrating from ¢ -8¢ to ¢, they found that the instantaneous
temperature during the test had the following form:

m

K.a 2 K
_ l “k° e nK+l nK+l (6.4)

T—To+a{l—exp[— oC nK+l(e° -(80-88) )}

The above generalization derived by these authors leads to estimation of
the temperature rise due to adiabatic heating for a combination of ¢, ¢, and T by
differentiation of Eq. 6.4 with respect to strain. '

As will be shown in a later section, the form of the dependence of stress
on strain in Kq. 6.3 is not very accurate, particularly at large strains. However,
for small strain increments, it is a good example of how the temperature rise due
to adiabatic heating can be estimated from stress/strain data. Other forms for
the dependence of flow stress on strain, strain rate and temperature can be
employed and the adiabatic temperature can be computed by numerically
integrating the following general equation:

T +8T
oL
T fT)

o

e0+66

[ ole, 8)de (6.5)
¢
(i

where AT) is any type of function that represents the temperature dependence
of the flow stress at constant strain and strain rate (e.g. exp(Q/RT))

The effect of temperature rise on flow stress was estimated using Eq. 5.21
when the coefficient B =4d0/3(1/T))|, is not constant. Since the flow stress decrease
is calculated at each strain increment, the corresponding 8 was evaluated point
by point. An example of a corrected flow curve and the corresponding variation
of 8 with strain are shown in Figs. 6.6a and b, respectively. Tables 6.1a,b and ¢
give the calculated decreases in flow stresses normalized by the stress and
strain levels. For the steels investigated in the present work, the corrected flow
stress values differ from tlie initial flow stress data by up to 11 pct. for a strain of
one. The agreement with the values calculated from the data in reference [116]
is satisfactory, as the flow stress decreases are similar. Some of the values of
G0/abe obtained from this reference are lower than in the present case, which is
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Figure 6.6 a)Effect of adiabatic heating on flow stress during deformation
of the Nb-B steel.
b) Strain dependence of the coefficient 30/3(1/T)| .
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Table 6.1a Calculated temperature increases and the

corresponding stress decreases in the Nb-B steel

deformed at 10 s'1.

e | co | O |otba | ooy [-sorose
.39 835 18.8 8.9 48.3 .099
.36 850 17.2 7.8 47.7 096
39 900 17.4 7.4 443 .092
38 1000 15.3 58 40.3 .086
40 1100 12.4 4.1 30.9 078
41 1100 12.4 3.8 30.5 073

Table 6.1b Calculated temperature increases and the
corresponding stress decreases in the Cu-Nb-B steel.

ey | ¢ | oo | &6 | ot | GO |-sotose
10 48 900 23.7 10.8 48.8 907
48 1000 20.1 7.8 41.3 077
L .61 1100 21.4 7.5 35.1 073
S7 800 34.3 21.9 59.9 129
20 b7 900 30.4 16.3 52.9 11
.64 1000 28.6 13.4 44.8 103
D8 800 35.2 18.7 61.1 .106
50 59 900 33.0 14.8 55.6 .092
.65 1000 30.9 12.0 479 .085

mainly due to the occurrence of flow softening around 0.7 strain. It is also

because the efficiency of deformation heating ¢

[117, 1286,

128] was taken as
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Table 6.1¢c Calculated temperature increases and the
corresponding stress decreases in the HSLA steels [116],

¢ T 8T So §T/8¢
s | ¢ | 0 | o I (MPa) | (°C) |-8olode
170 1100 16.0 6.8 22.9 .088
2 70 1000 21.0 3.8 30.0 031

70 | 900 | 230 | 49 32.9 | .03
70 | 1100 | 210 | 64 30.0 | .056
20 | .70 | 1000 | 260 | 80 37.2 | .054
70 | 900 | 300 | 11.4 | 428 | .068
[ 1 70 | 1t100 | 220 | 92 | 315 | 076
120 | .70 | 1000 | 280 | 110 | 400 | .069
70 | 900 | 310 | 150 | 443 | .081

one, which means that 100% of the plastic work is assumed to be converted into
heat. This is not of course true, as many other complicated mechanisms of heat
transfer operate during deformation of the specimen.

6.3. RATE EQUATION

6.3.1. Effect of Temperature and Strain Rate on the Saturation
Stress

During the hot compression experiments, when the steady state was
reached, the saturation stress was measured directly from the stress/strain
curves. If the flow curve does not display a steady state regime due to
continuous work hardening or to softening by dynamic recrystallization, the
work hardening rate aolae|,r' . can be extrapolated to a hypothetical saturation
stress g,,” due to dynamic recovery alone [129-132] corresponding to do/de =0 (see
Fig. 6.7). This saturation stress 0" provides a measure of the additional
softening taking place after the peak when dynamic recrystallization occurs (see
section 6.6 for more details). The values of " reported in this chapter thus
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a)

™ o e s - —— —— - ——

Figure 6.7 a) Schematic representation of the change in ® with stress.
b) Definition of the hypothetical saturation stressa_".

-
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correspond to the saturation stress without considering the additional softening
brought about by dynamic recrystallization.

For the four steels studied, the temperature and strain rate dependence of
o, wasmodeled using the following hyperbolic sine law [2, 133-135]:

e= Alsinh( aozs)]"'ap(— 1?_'1') (6.6)

where @ is the apparent activation energy for deformation, R the gas constant,
and A, a and n'are assumed to be constant. To determine n'and a, a method
similar to that used by Uvira and Jonas [134)] is adopted here. It consists of
varying a over a narrow range which resultsin a variation in n’ The final value
of a chosen is the one which gives the best correlation coefficient over the full
range of temperature and strain rate.

In Fig. 6.8, sinh(ac,,’) is plotted versus Z (Z=¢exp(Q/RT)) on a log-log
scale with the values of a, n'and A indicated for each steel. The data support
the validity of Eq. 6.6 first proposed by Sellars and Tegart [5] and used by many
investigators to describe the change in the steady state stress with strain rate
(56,116, 134, 136, 137]. The value of a which gives the best fit is around 0.012
MPa'! for the four steels investigated here, which compares very well with the
values of 0.013, 0.012 and 0.016 MPa*! reported for HSLA steels, stainless steels
and silicon steels, respectively [116, 129, 134]. The value of n'decreases slightly
from 5.1 for the base steel to 4.2 for the Cu-Nb-B steel.

To provide a broad and clear picture of the effect of temperature and
strain rate on the saturation stress, the following relation used by Kocks [131]
can be considered:

o kT &
In(—)=- -—A—ln(-é-) (6.7

a
0

where k; is the Boltzmann constant and A is another constant. The semi-
logarithmic form relating o " and T is suggested by the similarity with the
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Figure 6.8 Strain rate and temperature dependences of the saturation stress
O o, usingEq. 6.6: a) base steel

b) Nb steel (contd.).
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temperature dependence of the stress at the beginning of stage III work
hardening in single and polycrystals, as reported by Kocks (131].

Plots of In(c,,’) versus T are shown in Fig 6.9 for the four steels studied.
Slight variations from straight line fits are probably caused by the temperature
dependence of the shear modulus p, a well known physical dependence [138]. To
eliminate this temperature effect via y, the values in Fig. 6.9 were normalized
as shown in Tables 6.2a to ¢ and will be considered in this form for subsequent
calculations,

Table 6.2a Normalized variables shown in Fig. 6.9a for the

base steel.
T ) 10%x0 'y
TT 102xkT/ub?
® | "leea| " [e=02] ¢=2 |¢=10
(s) (sh) (s1)
1073 | 0.59 | 54.0 1.713 3.368 | 3.960 -
1173 | 0.65 | 48.5 2.086 2.844 | 3.442 | 4.081
1273 | 0.70 | 42.5 2.582 2.303 | 3.126 | 3.808
1373 | 0.76 | 36.1 3.282 1.966 | 2.285 -

The values of 0,," at 0 K, i.e, 0", which is independent of strain rate, fall
between 3.92x10%2y and 5.8x10-2u for the four steels. This is consistent with the
values found by Kocks [131] for aluminum, copper and stainless steel (S.S.) (see
Table 6.3), higher values of oo‘/u being characteristic of materials with lower
stacking fault energies.

Similarly, when In(o ") is plotted versus Iné, the straight lines fitting the
data at each temperature converge to a strain rate where the . aturation stressis
independent of temperature (Fig. 6.10). The apparent strain rate sensitivities
corresponding to the slopes of the plots in these figures increase with increasing
temperature according to Eq. 6.7, where the apparent strain rate sensitivity is
given by k,T/A. The mean normalized values of the inverse of the slopes ub%A
are given for the four steels in Table 6.4 and are also plotted against ¢ "/u in Fig.
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Table 8.2b Normalized variables shown in Fig. 6.9b

for the Nb steel.
T " 10%x0,,"/u
T/T,, 10%xkT/yb?

K GPa ¢=02] ¢=2
(K) ¢ ‘ (s (sh)
1073 | 0.59 { 54.0 1.713 3.905 | 4.294
1173 | 0.65 | 48.5 2.086 3.833 | 4.369
1273 | 0.70 | 425 2.582 2.962 | 3.949
1373 | 0.76 | 36.1 3.282 2.576 | 3.656
1473 | 0.81 | 29.2 4.353 2,157 | 3.082

Table 6.2¢ Normalized variables shown in Fig. 6.9c for the Nb-B

steel.
T " 103x0_°/u
T/T 102xkT/ub?

® | Mlera] " |e=02] e=2 | e=10 | =50

(s (s (sh (sh)
1073 | 0.59 | 54.0 1.713 3.683 | 4.831 | 5.459 | 5.719
1123 § 0.62 } 513 1.888 3.389 | 4.714 | 4.968 -
1173 | 0.65 | 48.5 2.086 3.071 ] 4.741 | 4.823 | 5.359
1273 | 0.70 | 42.5 2.582 2.867 | 3.479 | 4.561 | 5.054
1373 | 0.76 | 36.1 3.282 2,188 | 3.075 | 4.044 | 4.875
1473 | 0.81 | 29.2 4.353 1917 | 2.739 - -

6.11 for comparison with Kocks’ data [131]. The values obtained from the
present study are in satisfactory agreement with the linear dependence of o, "/u
and ub%/A on stacking fault energy, which is of the following form [131]:
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Figure 6.11 Relation between the normalized strain rate sensitivity
and saturation stress at 0 K for different materials. Data for Al, Cu
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Table 6.2d Normalized variables shown in Fig. 6.9d for the Cu-Nb-

B steel.
T " 10°x0,/u
T/T 102xkT/ub?

® | Mlaryl ™ | e=2 | e=10] =20 | e=50

(s1) (s (s?) (s1)
1073 § 0.59 | 54.0 1.713 4,627 | 6.366 | 6.588 | 7.032
1173 | 0.65 | 48.5 2.086 4823 | 5936 | 6.245 | 6.142
1273 | 0.70 | 42.5 2.582 4231 | 5.125 | 5.665 | 5.806
1373 | 0.76 | 36.1 3.282 3.518 | 4.349 - 5.291
1473 | 0.81 | 29.2 4.353 3.322 . - -

Table 6.3 Numerical values of the parameters in Eq. 6.7 pertaining to
the four steels investigated. Data for Al, Cu and stainless steel (S.S.)
are included for comparison.

Material | Base | Nb | NbB | (U5 | Ar | cu | sse

10%x0 '/p 4.3 43 |]3.9-4.1] 3.96 0.6 2.0 2.8

¢, (s!) [3.8x103]8.1x10°%|4.0x104]9.8x105] 5x10* | 5x10% | 5x10%

nb¥%A 4.6 3.6 4.0 4.0 9.0 6.3 5.0
* from Ref. [131]

b X (6.8

LI, A 8a)
1 Cl+C2 ub

% o o X (6.8b)
p 3 4pb

where C, to C, are positive constants and x is the stacking fault energy. When
combined together, Eqs. 6.8a and b yield a linear relationship between ¢ '/u and
ub’¥/A, asshown in Fig. 6.11,
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Table 6.4 Normalized apparent strain rate sensitivities for the four
steels studied.

T Base Nb Nb-B Cu-Nb-B

K | kA | pb¥%A | KT/A | pb¥A | KT/A | ub¥A | KT/A | pb¥A

1073 | .066 | 3.82 | .055 | 3.23 | .068 | 3.40 | .065 | 3.79
1123 - - - - 071 | 3.73 - -
1173 | 094 | 450 | .067 | 3.21 | .084 ] 403 | .083 | 3.98
1273 § 128 | 496 | .100 | 3.87 | .110 | 424 | .106 | 4.09
1373 | 163 | 497 | 129 | 3.92 | .146 | 443 | .131 | 3.99
1473 - - 169 | 3.87 ] 175 | 4.01 - -

Although the HSLA steel data are in reasonable agreement with the data
presented by Kocks, it should be borne in mind that the data he collected for
stainless steel were obtainzd at one strain rate only, and do not therefore allow

any conclusions to be drawn about the accuracy of the values obtained in the
present work.

Asmentioned above, the exponentinEq. 6.7,1.¢e.:

s an@E)
an0.) *p

|>

(6.9)

~

varies with temperature. Kocks [131] has shown that the steady state stress
exponent n is temperature dependent through the isostructural strain rate
sensitivity m according to the following equation:

kg

~

3|~

. (6.10)

-

1
n

|

where A' is a constant. Figure 6.12 shows the dependence of 1/n on T for the
HSLA steels investigated in the present work and for 316 stainless steel from
reference [129]). Although the contribution of the isostructural strain rate
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sensitivity m has been shown to be negligible at higher temperatures for
aluminum, it is not reasonable to anticipate that this applies to the case of
steels. Also, although Kocks has reported that no additional mechanisms are
involved at high temperatures in addition to those operating in the low
temperature regime, the identification of the rate controlling mechanisms
associated with deformation at high temperatures is necessary. This is because
the activation parameters associated with o " are characteristic of these
mechanisms [1], which include diffusion controlled climb and node unpinning
[133]. Knowledge of these activation parameters and their dependencies on
temperature and strain rate permits the identification of the actual deformation
mechanism which controls the plastic behavior at different temperatures and
strain rates. This will be dealt with in the next section.

6.3.2. Activation Analysis
6.3.2.1 Apparent Activation Enthalpy

Before going further, it is important to make some comments regarding
the activation parameters associated with high temperature deformation. The
experimentally measurable quantities are termed the apparent activation
parameters, because they differ from the true activation values which are
directly related to the mechanisms controlling the deformation. That is, the
measured activation enthalpy (also called activation energy in the literature)
and volume are called apparent activation enthalpy and apparent activation
volume, respectively. The word "true" is dropped when the true activation
parameters are dealt with; i.e. the true activation enthalpy and true activation
volume are simply called the activation enthalpy and volume. Finally, the
Gibbs free energy of activation AG is called the activation free enthalpy.

Figs. 6.13a and b show Arrhenius plots of the strain rate plotted at
constant saturation stress against the inverse absolute temperature for the base
and Nb-B steels. It should be noted that the points shown on these graphs do not
represent the experimental values of Figs. 6.1 and 6.3; they are the constant
saturation stress intercepts taken at different temperatures from the lno versus
Iné plots of Figs. 6.10a and c. The experimental ranges of strain rate are shown
by the two horizontal lines.
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It is clear from the Arrhenius plots that the slopes are not constant but
decrease with increasing saturation stress. The apparent activation enthalpies
are determined from these slopes as follows:

aln(g)
BX1/T) 0ss (6.11)

Q=—k

Although some change in the constant stress slope occurs in the case of
the plain carbon steel, particularly at lower temperatures, reasonable averages
of the apparent activation enthalpy can be taken within the experimental
ranges of strain rate and temperature. It is apparent from Fig. 6.13 that @ is
strongly stress dependent , especially at low stress levels, and decreases with
increasing stress. This behavior has been observed for Armco iron and silicon
steel [99, 139], and stainless [129] and HSLA [ 133] steels.

It is important to note here that the values of @ at the lower stresses may
have been overestimated due to the way they were calculated by the computer
program. The latter determines the number of intercepts between the
ag=constant and lno/In¢ lines , which leads to sets of data pairs (In¢, 1/T) at
constant stress. At the lower stresses, the In¢ values determined in this way can
be very low; they were therefore eliminated from the calculation of the slope in
the Arrhenius plot. The number of points for regressing the data pairs at
constant stress was reduced in this way, so that the remaining points were
insufficient for the accurate determination of the slope.

For the steels used in the present study, most of the error associated with
the determination of the slope occurs out of the range of the experiments. Since
mean values of the apparent activation energy are required in process
modelling, the low stress problem can be overcome by taking average values of
Q over the experimental strain rate and temperature range . These values
turned out to be 312, 325, 326 and 382 kJd/mole for the base, Nb, Nb-B and Cu-
Nb-B steels, respectively. The mean values of @ for the first three steels are
close to that of sclf-diffusion and compare well with values found in the
literature for steels, both in the creep and in the hot working ranges [116, 134,
137]. However, the value of 382 kJ/mole obtained for the copper steel is
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somewhat highe - than Q. This is probably due to the high level of copper in
solution. Values of @ up to 435 kJ/mole in the hot working range have been
reported in HSLA steels and up to 508 kJ/mole for stainless steel [137]. In the
latter stecls, alloying additions clearly raise the apparent activation energy, a
phenomenon which is manifested by the increase in flow stress.

The strong dependence of @ on stress reflects the strong dependence of the
steady state stress on structure. In “act, the values of ¢,," in Fig. 6.10 do not
correspond to isostructural values. After a small value of microstrain, the
structure changes and evolves rapidly with strain to a stable state
corresponding to the saturation stress. The dependence of o”' on structure is
the reason for the convergence of the slopes in Fig. 6.10 to a value which
corresponds to £, a behavior that was also observed by Kocks [131] and Ryan
and McQueen (129, 130]. The Ino/Int slopes would have been parallel had the
isostructural saturation stress been used, which would have resulted in a
constant value of @. To evaluate the correct value of @, one must account for the
structure in the rate equation. If the state of the structure S, (S, can be the
dislocation density, subgrain size, grain size,...) is introduced into this equation,
in the following formt for instance {140]:

6= B0l STexpl~ =) (6.12)

by differentiation we obtain:

aln(®) an(S)

6.13
+ kBq XUT) ( )

Q= ""'kB
A1/T) ogs

955 S
The term qdlnS /a(1/T)|y, contributes to the dependence of alné/a( 1/T)|OSS’ S, on
stress, and @ can be calculated if the dependence of S, on temperature is known.
Finally, it should be added that part of the apparent stress dependence of @ can
be attributed to the nature of the rate controlling obstacle itself [138].

t Use of the hyperbolic sine rate equation with any functional form of S, leads to similar

conclusions.
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To separate the effect of structure from the other effects, strain rate
change experiments could be performed to determine the change of stress with
strain rate at constant structure. However, recovery effects associated with the
sudden change in strain rate at high temperatures affect the results
considerably [140]. Furthermore, the curve after the strain rate change is too
smooth to permit the ready determination of the instantaneous stress [141].
Another alternative to employing the saturation stress is to use the effective
stress, which can be arranged to correspond to a constant structure. However,
the same problem remains because of the difficulty of defining the effective
stress at high temperatures; this is associated with the rapid change of structure
at the initiation of flow.

6.3.2.2. Apparent Activation Volume

The apparent activation volume was determined using the following
expressiont [2, 125, 138]:

2nk T
v —ppin@| (6.14)

app B
dat T OSS

where n is given by Eq. 6.9.

The stress dependence of the activation volume at constant temperature
is exemplified in Figs. 6.14a and b for the base and Nb-B steels. At each
temperature, the apparent activation volume decreases rapidly with increasing
stress. This behavior is similar for all the steels. It is also clear that the Voop
values derived in this work are lower than those pertaining to pure iron {99,
139]. This can be linked to the higher dislocation densities expected to be

present in alloyed steels.

T The average Taylor factor was taken as 2.
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The effect of temperature on the apparent activation volume is evident
from Fig.6.14. At a given stress, an increase in temperature leads to a decrease
in the apparent activation volume. To illustrate this effect, the data have been
replotted as a function of the modulus-corrected term o/u, where y is the shear
modulust. Fig. 6.15 shows that the apparent activation volumes corresponding
to different temperatures fit the same curve for the base steel. The temperature
dependence of V___is thus due to the temperature dependence of u; V' app itself is

app
solely a function of the shear modulus-reduced stress.

6.3.2.3. Activation Free Enthalpy

To calculate the activation free energy AG, one can use the general rate
equation (131, 138, 144]:

3
AG =k, Tin() (6.15)
€

which is only possible when the stress and temperature dependence of the pre-
exponential factor ¢ is known. For the evaluation of AG, this factor can be
assumed to be either constant or a function of a/u only. For the derivation of the
expression for the activation free energy AG in terms of the experimental
activation quantities @ and Vapp, the reader is referred to Appendix A.

Fig. 6.16a shows the stress and temperature dependence of AG calculated
from Eq. A.8 in the appendix for the Nb-B steel. At a constant temperature, AG
depends strongly on the stress. This dependence is similar to that of the
apparent activation enthalpy. At constant stress, however, the temperature
dependence of AG is also strong; decreasing the temperature results in an
increase in the activation free enthalpy.

T Data for s as a function of temperature are taken from references [138, 142, 1431,
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To eliminate the temperature dependence of AG, plots of shear modulus-
reduced AG and ogg were attempted (Fig. 6.16b). It is clear that by normalizing
the variables by u, the activation free enthalpy is no longer temperature
dependent. Furthermore, above a certain stress level, AG approaches a near
constant value without much further decrease. When AG plot is back-
extrapolated to zero ogg/u, it leads to the characteristic value of the activation
free energy, AG, [138]. Although such extrapolations are not very accurate,
they nevertheless give a good indication of the nature of the rate controlling
obstacle. At AG /u=6.5x106 m%/mole, this could be attractive intersection, for
example, with the AG, value corresponding to the energy required to unpin the
attractive nodes[1].

Once AG is known, the pre-exponential factor ¢, can be determined from
Eq. 6.15; this leads to values between 8 and 16. These are similar to the values
quoted by Kocks et al, [138] for the strain rate range 102 - 102s!, The scatter in
the data do not permit a conclusion to be drawn regarding whether ¢_ is constant
or proportional to og¢/u. Nevertheless, even if ¢ could be determined accurately,
the evaluation of the true activation parameters (such as the activation
enthalpy AH, the activation volume V and the activation entropy AS), would
unduly extend our treatment of this subject. Immarigeon [99] and Immarigeon
and Jonas [139] have shown that the activation enthalpy, the activation volume
and entropy are given by the following expressions:

T? du(n
= e o hlld 6.16a
AH Q+mop(T) e ( )
kyT
V=V -2m — (6.16b)
ap "o g
as=_ 1% xe v (6.16¢)
T pdT 2 )

where m is a constant (see Appendix A). At a given temperature, since du/dT is
negative in Eq. 6.16 a, the stress dependence of the activation enthalpy is
parallel to that of the apparent activation enthalpy, with lower values. The
same remarks apply to the activation volume versus the apparent activation
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volume. While V and Vapp can differ by almost a factor of two [139], there is
much less difference between AH and @. If we assume that this generalization
applies to the present case, knowledge of the apparent a:tivation parameters for
steel is sufficient for a qualitative check of the rate controlling mechanism.

Most of the high temperature deformation theories have the common
characteristic that the activation energy for deformation is approximately
equal to that for self-diffusion. These theories include the cross-slip, dislocation
climb and recovery models. However, cross-slip is unlikely to be the rate
controlling mechanism at homologous temperatures above 0.5 [145].
Dislocation climb theories, on the other hand, have been called upon to explain
steady state flow. However, since they are associated with activation volume
values of about 1 b% [99, 125, 146], the present activation parameters are not
consistent with the climb models. To account for a AH which is stress dependent
and V values of 100 b° or higher, Inmarigeon and Jonas [139] suggested a
recovery model. The latter has the advantage that it includes the concept of
internal stress and allows for both work hardening and recovery; thus it can
apply to steady state flow &5 well as to transient deformation.

6.4. EVOLUTION EQUATION
6.4.1. Work Hardening Rate

6.4.1.1. Stress, Strain Rate and Temperature Dependence of the
Work Hardening Rate

In the flow curves determined at constant true strain rate and

temperature, the slope of the stress versus plastic strain relation corresponds to
the work hardening rate, i.e.:

(¢ 2]
T
&1&

(6.17)

e, T

The hardening rate during deformation can be analyzed by considering
plots of the hardening rate O versus the true stress ¢ [131]. From the form of the
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©-0 curve, accurate information can be extracted concerning the relationship
between stress and strain.

Figs. 6.17 to 6.20 show typical ®-0 curves converted from the present
stress/strain data using the procedure described in section 5.2.3. It is evident
from these curves that the work hardening rate decreases rapidly with stress
under all conditions of strain rate and temperature; this decrease is more
pronounced at high strain rates and low temperatures. It is of interest that
when the temperature is decreased, the dependence of stress on temperature at
constant work hardening rate (i.e. the term 3lno/3 T|9, ») decreases, particularly
when the strain rate is increased. This is evident if we compare Figs. 6.17a, b
and c, or 6.18a and b, etc... . At relatively high strain rates, the ©®-0 curves
overlap showing less sensitivity to temperature. This behavior can be explained
in terms of Eq. 6.7, which can be assumed to also hold during transients [131],
According to this equation, the temperature sensitivity at constant work
hardening rate is then equal to (kg/A)In(¢/¢ ). Since & >¢, 3lno/d Tle’.,z decreases
when the strain rate is increased.

Extrapolation of the initial range of the ©-0 diagram by straight lines to
0=0 yields values of the initial athermal work hardening rate © . For the steels
investigated in the present work, the behavior differs from that of pure
aluminum and copper reported by Kocks [131] and Ferron and Mliha-Touati
[141] in the sense that the extrapolated lines at different strain rates and
temperatures do not converge to a constant value of © /u. In particular, when
the temperature is high, the work hardening rate back extrapolated to zero
stress can take very high values. This behavior was observed by Mliha-Touati
[147] and by Diercks and Burke [148] in 304 stainless steel, and was believed to
be due to the contribution of solution and/or precipitation hardening to the flow
stress. Although the extrapolated lines for the HSLA steels converge before the
©/u axis, most of the intercepts fluctuate around a value of ©_ between /15 and
1/10. These values are similar to those for other materials (Table 6.5).

6.4.1.2. Phenomenological Formalism of the ©-¢ Law

To model the dependence of work hardening rate on stress, a relation of
the form:
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Figure 6.17 Stress dependence of the work hardening rate at different
temperatures in the base steel:a) £=0.2s!,b)¢=2s1,¢)¢=10sl.
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Table 6.5 Comparison of numerical values of the modulus-reduced
initial work hardening rate € /u.

Material | Base&Nb | NP8 & | pure Aroon | 99.5% A1uen
100 /u |  6.0-8.0 9.0-10.0 6.0 9.7
Material Cu 131 S.S, (131l Nb-V-Mo!!481 | Fe.Sil1%0
102x0 /u 6.0 5.5 6.2-65 5.0
9=0 (1-—) (6.18)

88

has been used by many authors [78, 131, 141]. According to the above equation,
for a given temperature and strain rate, the work hardening rate varies linearly
with stress from @  to 0. If this is approximately true at low homologous
temperatures (T, v 0.1-0.2), it is certainly not the case for the rather higher
temperatures used here. Examination of the work hardening data in Figs. 6.17
to 6.20 indicates clearly that © is not linear with respect to 6. Brown [150] and
Brown et al. [151] found similar non-linear dependencies of © on ¢ in silicon
steel over the same ranges of temperature as were used in the present work.
They modified Eq. 6.18 by adding an exponent to (1-0/0,,") to account for the
non-linearity. However, the accuracy in fitting the ®-¢ curves was not
significantly improved.

Roberts [133] found that Eq. 6.18 gave an excellent fit to the compression
data obtained on pure aluminum between 450 and 600 K, but only over a
limited strain range. At higher stresses (strains), he observed that the data
deviated considerably from this linear law when the saturation stress was
approached. This led Choquet et al. [132] to divide the ®-¢ diagram into three
successive linear regions from ©=0_ to ©=0. Although this partitioning
procedure reduces the errors involved in estimating the work hardening rate as
a function of stress, the number of constants involved in the integration of Eq.
6.18 becomes too large to provide a meaningful description.
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For deformations higher than 0.05, Roberts observed that ® was linearly
related to 1/0 instead of 0. In his work, plots of the work hardening rate versus
the inverse stress were almost straight, with slopes that increased with
increasing temperature and decreasing strain rate, as does 1/s,,". To examine
the validity of the relation proposed by Roberts, such plots are portrayed in Fig.
6.21 for selected strain rates and temperatures. It is evident that this formalism
is a good way of describing the work hardening rate as a function of stress.

With the aid of the abeve description of the work hardening rate, i.e., the
linear ®-0 relation considered by Kocks and the linear dependence of © on 1/0
found by Roberts, and supported by the high initial values of the work
hardening rate observed here, one can assume that the work hardening law has
the following form:

®=-—-Bo (6.19)

which is a cor.bination of a linear and a non-linear function of 0. This form is
justified by the experimental data in the present work, and is similar to the
work hardening rate that can be derived from the Bergstrom equation, which
describes the dependence of flow stress on strain [112, 152, 153]. Fig. 6.22 shows
that Eq. 6.19 represents the decrease in the work hardening rate with increase
in stress very well. It will be instructive to attempt to account for Eq. 6.19 in
mechanistic terms. This will be treated in the next section.

6.%.2. Model of the Stress/Strain Curve
6.4.2.1. Mechanistic Interpretation

During deformation, the evolution of the dislocation density with strain
(or time) is generally considered to consist of two components [131, 154, 155]:

dp _dp

de  de

de
storage de

(6.20)

recovery
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Phenomenologically, Kocks [131] has shown that the linear work
hardening law (Eq. 6.18) is consistent with the following relation for the rate of
increase of dislocation density with strain:

—

&[S
Q)=

(k,Vp—h,p) (6.21a)

where k, and k, are constants which are related to microscopic parameters and b
is the burgers vector. By contrast, when the work hardening rate is assumed to
vary linearly with 1/0, Roberts [133] rationalized the ®-¢ relation in terms of
the following dependence of dislocation density on strain:

d,
E% =le—kR2\/p (621b)

In a similar way, Eq. 6.19 can be interpreted in terms of the following equation:

dp
— =U-0 (6.21c)

Here U is a multiplication term and can be regarded as constant with respect to
strain (112, 133, 145, 154, 156, 157]. Qp is the contribution due to dynamic
recovery through dislocation annihilation and rearrangement [152, 154, 157].
The integration of Eq. 6.21¢ gives:

e U
p=pe 4 (l-e™ ) (6.22)

4

where p_is the initial dislocation density. Previous studies have shown that, at
high temperatures, the effective stress is negligible compared to the internal
stress [145, 156, 158, 159], so that the applied stress can be related directly to
the square root of the dislocation density:

o=apbVp (6.23)
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where a is constant for a given material and is of the order of unity. Combining
Egs. 6.22 and 6.23, the flow stress can be given by the following expression in
terms of the strain:

U
o= [oie' Qe (apb)? ) (1 e~ )05 (6.24a)

or
o=[0) 2+ (% —o_ He~ )P (6.24b)
where the initial and saturation stresses are:
0,=aubVp, (6.258)

O:s =apbV(U/Q) (6.25b)

Relation 6.24a is similar to the Bergstrom equation derived from
dislocation theory and applied with success at low homologous temperatures to
FCC and BCC materials. It is also similar to the expression derived by Yoshie
et al. [145], who formulated the change of dislocation density as followst:

_d @
dp= - de+ 7 dt (6.26)

where t is the time. Eq. 6.24a was fitted to the stress/strain data over the full
range of experimental conditions corresponding to the absence of dynamic
recrystallization, using the procedure described in section 5.2.2. An excellent fit
was obtained and correlation coefficients of up to .999 were achieved. When
dynamic recrystallization takes place, the simultaneous use of the above o-¢
relation and the dynamically recrystallized fraction makes it possible to predict
the flow stress after the peak. Such modelling is described in section 6.6.

 The derivation of Eq. 6.26 ;elow and its integral are given in Appendix B,
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6.4.2.2. Effect of Temperature and Strain Rate on Q

Figure 6.23 shows typical plots of the strain rate and temperature
dependence of  for the base and Nb-B steels. It is clear from these graphs that
increasing the strain rate or decreasing the temperature results in a decrease in
the value of Q. This is consistent with the fact that Q is a measure of the ease of
dynamic recovery, which is a thermally activated process.

To quantify the effect of ¢ and T on Q, Yoshie and coworkers [145] used
the following power function:

Q
2,

e (6.27)
RT

n m
@=A_d e ? exp(

where d_ is the initial grain size, Q, an apparent activation energy in
Joules/mole, and A, n, and m, are constants. Regression analysis was
performed on the above equation in the temperature range 800 to 1100°C for the
Nb-B steel at strain rates of 2to 50 s and A, mqgand @ turned out to be about
157, -0.2 and -27,400 J/mol, respectively. By performing compression
experiments on a 0.07C-0.01Nb steel in the temperature range between 800 and
1000 °C, Yoshie et al. determined m, to be about -0.1. However, the value of-0.1
reported by the above authors and that of 0.2 found here are mean values over
the temperature ranges used. They did not take the temperature dependence of
m, into account.

As shown earlier, the steady state stress is inversely proportional to the
square root of Q (Eq. 6.25 b)., The strain rate and temperature dependence of
0,, ismainly due to that of Q. This is supported by the weak variation of U with
¢ and T, as will be shown in the next section. The form of expression 6.7
suggested by the experimental data is equivalent to assuming that Q is
proportional to (¢ /¢)2*87'A. A similar expression for Q in terms of ¢ and T has
been suggested by Klepaczko [157] for FCC materials.

Estrin and Mecking [154] associated the inverse of Q with the relaxation
strain by analogy with relaxation times in creep. That is, 1/Q determines the
rate (in terms of strain) at which the flow stress can achieve the steady state.
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Bergstrom considered Q as the probability that immobile dislocations can
become remobilized. This physical interpretation was considered by the above
author to be satisfied at low temperatures in a-Fe and Al.

On the basis of the present results and discussion, it is difficult to retain
the physical interpretation that Q is the probability of dynamic recovery. At
high temperatures, the deformation mechanisms are more complex due to the
occurrence of diffusion controlled climb and to the dependence of the mobile
dislocation density on strain [160]. Clarifying the effect of these parameters on
U and Q could constitute the subject of a complete study.

6.4.2.3. Effect of Temperature and Strain Rate on U

In Fig. 6.24a, (apb)2U is plotted as a function of strain rate and
temperature for the Nb-B steel. In contrast to Q, the strain rate dependence of
(aub)?U is weak and can be neglected. However, its temperature dependence is
not and a decrease in temperature results in a significant increase in (aub)?U.
An important contribution to the variation of (aub)?U with temperature is
attributable to the temperature dependence of the shear modulus p.
Normalizing the former by (ub)? leads to a near constant value of a?U over the
temperature and strain rate range (Fig. 6.24b). Similar temperature and strain
rate independence of the multiplication term U has been reported by Bergstrom
[153] and pointed out later by Estrin and Mecking [154]. In their interpretation,
the last authors assumed that U (or a?U) is related to the mean free path A by
the following relation:

1
U= (6.28)

where ) is the average distance traveled by each dislocation.

The assumption that U is constant and that therefore A is constant
constitutes the main difference with respect to Kocks’ mechanistic
interpretation of the Voce law (Eq. 6.21a, where the mean free path A is
assumed to be proportional to 1/V p). The constancy of A was believed to be more
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realistic at high temperatures by Roberts [133], where a subgrain structure is
established early during deformation.

Finally, it should be noted that there are considerable inadequacies in the
physical interpretations of the constants discussed above. The difficulty in
understanding the mechanisms of dislocation storage and dynamic recovery at
high temperatures has led investigators to several different formalisms based
on phenomenology rather than physics. The Bergstrém model, however, has
many advantages for modeling the flow behavior of steels at high temperatures,
particularly when compared to other existing models. It includes a saturation
stress and describes the stress/strain curve accurately at a given strain rate and
temperature using only two parameters, Q and U. The detailed physical
interpretation of these parameters is not impossible but needs more systematic
study.

6.4.2.4. Relationship Between Q, U, and the Hollomon
Coefficients

Several empirical relations describing stress/strain curves for iron and
steel exist in the literature. One of these relations which has been widely
applied is the Hollomon equation, i.e.:

n

o=K,¢ H (6.29)

where K|, is the strength coefficient and n,, the strain hardening index equal to
dino/dlne.

In Fig. 6.25a, Ino is plotted against Ine for the present niobium steel
deformed at 900°C at a strain rate of 2 s'!. It is evident that the data cannot be
approximated by a straight line, indicating that the strain hardening index is
not a constant. Similar decreases of n,, with ¢ were reported recently by Perdrix
[161] for steels deformed at high temperatures and strain rates. Over a limited
range of strain and because of the occurrence of necking during tensile testing,
two or three straight lines were used to fit the data [162]. This hasbeen called
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at a rate of 2 s'1, b) Strain dependence of the coefficient n in the Hollomon
equation and c) Comparison of calculated o(e) relations using the Hollomon

(Eq. 6.29) and Bergstrom (Eq. 6.24) equations with measured data.
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double or triple"n" behavior and was observed in ferrite at room and subzero
temperatures.

The non-linear behavior of the Ino/lne plot, and therefore the non-
constant nature of n, can be explained in terms of the Bergstrom equation. In
fact, after differentiation of Eq. 6.24a, n, can be expressed as:

-
ge ¢

v2 *2 2
05g@g5=0,) —¢

do _
de

SN N o]

nH=

Q|m

(6.30)

where o, ?=(aub)?U/Q

In Fig. 6.25b, n, is plotted versus strain according to Eq. 6.30 for the
conditions of temperature and strain rate shown. It is clear that n, decreases
continuously with strain until it vanishes at deformations corresponding to
steady state flow. In Fig. 6.25c¢, the poor representation of the stress/strain data
by Eq. 6.29 is demonstrated, whether an average value of n, is employed, or
when account is taken of the continuous decrease of the exponent with strain.
This is very important in modelling the flow behavior of steels at high
temperatures, particularly if the strains are high, such as in strip rolling. Thus
the use of Eq. 6.29 can lead to considerable error in estimating the rolling load.
By contrast, very good fits are obtained when Eq. 6.24a is used (Fig. 6.25c¢).

6.5. HART ANALYSIS

In the last three decades, the flow behavior of metals has been analyzed
using two different approaches. The first employs microscopic variables to
describe the deformation. On the basis of theoretical considerations such as
dislocation glide, this approach can lead to constitutive equations. The second,
which is a phenomenological one, uses macroscopic parameters such as stress,
strain rate and strain to describe the mechanical behavior of the deformed
metal.

In the phenomenological approach, the integrated form of the plastic
strain is not an appropriate state variable, because it does not correspond in a-
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unique way to the current structure (dislocation density, subgrain size,...) [138,
163]. Hart[163] was the first to introduce the notion of a "hardness state"t to be
used as an evolutionary variable instead of the plastic strain. He assumed that
the deformation history at a given temperature can be described incrementally
by the following differential equation:

din(o)= Hde + MdIn(&) (6.31)

where H=dlno/de| ;,is the work hardening coefficient and M =dino/diné| ., .
is the strain rate sensitivity at constant mechanical state. To be able to
integrate Eq. 6.31, H and M must depend only on ¢ and ¢. In this way,
knowledge of the stress and strain rate dependence of H and M is sufficient to
describe completely the mechanical response of a deformed material. Fig. 6.26
is schematic diagram illustrating different constant hardness lines “y” on a

Ino/Iné plot. These lines are necessarily parallel if an equation of state is to exist
(1631].

Various constant work hardening rates H can also be represented by
analogy with the constant structure lines. The equation for the line H=1, for
instance, can be written as follows:

o, =p&" (6.32)

where B is a constant at a given temperature. It is easily verified from Fig. 6.26
that the equation for the lines of constant "y”, is given by:

o=BlyN-M1M (6.33)

It is the aim of this section to relate the parameters in Eq. 6.31 to those of
the evolution and rate equations in sections 6.3 and 6.4 and to investigate their
stress, strain rate and temperature dependencies. This constitutes a way of

T The term hardness is not the same as the one commonly employed in testing.
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Figure 6.26 Schematic representation of constant hardness curves “y”
and constant work hardening rate curves “H”.
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checking the coherence of the rate and evolution equations developed in the
previous sections.

From Eq. 6.24b, the work hardening rate coefficient is expressed as
follows:

l (‘E )2_ 1 ] (6.34)

In Fig. 6.27, the dependence of H on o and ¢ is shown at different temperatures
for the base and Nb-B stzels. It is evident that, for a given strain rate, His a
decreasing function of g, as can be expected from Eq. 6.34. The effect of strain
rate on the H-o curves is similar to its effect on the ®@-0 diagrams. The rate
dependence of H as given by 8H/3In¢ |  decreases at low stresses and increases
when the work hardening curves start to deviate at higher stresses. This
behavior has been observed in Al and Cu [164, 165] and dH/din¢|  has been
found to increase with iemperature, as is the case in the present work.

To determine M and N, the following procedure is used. Eq.6.24b can be
rewritten in the following form:

g
0= 0|1~ (1-(=2 )08 (6.35)
9ss

For H=0, from Eqgs. 6.32 and 6.33:

N

°;S= B (6.364a)

o, =pgyN MM (6.36b)

0

Combining Egs. 6.36a and 6.36b :

(= )2=(z§ -0 (6.37)

Oss
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Introducing Eqs. 6.36a and 6.37 into Eq. 6.35 gives:

G=BSEN[1—(] _(_y_.o_)Z(N—M)>e—98]O5 (6'38)

€
From Eq. 6.24a we obtain:
o
- (1 (o 2\ -0cl05 6.39
o (apb)(\/(U/Q)[l (1 (aub \/(U/m))e ] (6.39)

and finally, Egs. 6.38 and 6.39 lead to:

0gg=@ubVU/Q=p " (6.40a)
% =(§ N =MD (6.40b)
apbVvV(UIQ) &

Assuming that N and M are constant over a small range of strain rate [141,
163], one can calculate N and M from Eqs. 6.40a and 6.40b as follows:

_ Inlogsiogsr) (6.41a)
ln(élléz)

_ ln(oollooz) (6.41b)
B ln(éllé2)

The strain rate sensitivity at constant work hardening rate N was
calculated for the Nb-B and Cu-Nb-B steels over the strain rate range 2-10s'!
and 10-50s!. The values found were close to I/n in Fig. 6.12, with, however, a
trend to a decrease with an increase in the strain rate. This is to be expected
since the strain rate sensitivity at constant work hardening N as given by Eq.
6.41a is similar to the one in Eq. 6.7, and the strain rate sensitivity k,T/A in the
latter equation is no other than an average N taken over the total range of
strain rate. The decrease of N with strain rate is clear from the Ino/Iné plots at
900 and 1000°C in the Cu-Nb-B steel, for instance (Fig. 6.10d). If each data pair
between two successive strain rates were joined by a line, the slope of this line
would decrease when the strain rate range is increased. Similar decreases in
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the rate sensitivity with strain rate have been reported by Hart et al. [166] and
Mliha-Touati [147], where the shapes of the Ino/lné plots were concave
downwards at high temperatures, in contrast to the low temperature regime.

The strain rate sensitivity at constant structure M, given by Eq. 6.41b,
was not evaluated due to the problems related to the determination of the stress
at the beginning of flow, as explained in section 6.3.2.1. However, it has been
shown by Christodoulou and Jonas [165] that the ratio between the strain rate
sensitivity at constant state M and the apparent strain rate sensitivity
dina/dlnt|_is between 0.4 and 0.6 for Al and Cu. Ferron and Mliha-Touati [141]
have reported a ratio of 0.64 between M and N in Al. Although the apparent
strain rate sensitivity dino/dIné|_varies with strain, as illustrated in Fig. 6.28,
it evolves rapidly to a constant value corresponding to that of IN at large strains.
It is then possible to have an estimate of the strain rate sensitivity at constant
structure M by taking half the value of N.

6.6. EFFECT OF DYNAMIC RECRYSTALLIZATION ON FLOW
SOFTENING

During deformation, when dynamic recovery is slow, the dislocation
density increases and rapidly attains a critical value o, at which dynamic
recrystallization is initiated. Roberts [167] has reported that, at the critical
strain ¢_corresponding to p , the nucleation of recrystallized grains occurred by
the mechanism of strain-induced grain boundary migration.

Although it is unlikely that the critical strain for dynamic
recrystallization can be attained during plate rolling, it can indeed be initiated
in strip rolling. In the latter case, during rolling at low temperatures
(finishing), the strain in a single pass may not exceed ¢, but the strain
accumulated over several passes can do so. This is due to several factors: the
first is the absence of static recrystallization at low temperatures when the
interpass time is short. The second is the decrease in grain size due to the
complete cycles of static recrystallization taking place between the previous
passes (roughing). As observed by Sellars and Whiteman [168], the critical
strain e_decreases as the grain size is decreased. The other factors contributing
to the occurrence of dynamic recrystallization are the absence of strain-induced
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precipitation when the interpass times involved are short, and the presence of
solutes which retard static recrystallization. This type of softening via dynamic
recrystallization can lead to several benefits. In addition to lowering the rolling
loads in comparison to those involved when pancaking occurs, it produces a very
fine grain structure, which cannot be achieved by conventional controlled
rolling techniques. It was therefore decided during the present work to model
the flow softening brought about by dynamic recrystallization, and to derive
typical relationships that can provide the mean strength for later rolling load
calculations.

The stress/strain curves for the base steel described in section 6.2.1 were
analyzed. This steel was chosen because it is typical of those rolled in large
quantities. When dynamic recrystallization contributes to softening, the
following equation can be used:

U
oree =0 % 4 (apb)? Sa- o~ fiey 05 e<e, (6.42a)

o=gtrec _ [o;s—o‘::x"] [1 —ap(—KD(e—ep) D)] eZe, (6.42b)

Here odc is the flow stress when dynamic recovery is the only softening
mechanism, ossd”"' is the steady state stress after dynamic recrystallization has
progressed through the material, and K, and n, are constants. While o_" and
the parameters in Eq. 6.42a were defined in terms of ¢ and T in the previous
sections, it is necessary to know how g ™", €, K, and n; change with the
thermomechanical conditions. The original structure (grain size) is another
factor that affects these parameters, but will not be investigated here, simply
because the compression tests were performed at constant initial grain size for
the base steel.

Figure 6.29 shows the dependence of 0 ?*" on the Zener-Holiomon
parameter Z. The hyperbolic sine function was found to give a good fit to the
data, and the constants a, A, n' and @ are shown. In particular, the slope n'is
close to that when Infsinh(ao )] is plotted versus In(Z) (Fig. 6.8a). The
resulting equation for o (=" is given by:




Chapter SIX Modelling the Flow Behavior of Steels 172
3 1] ) i T I ] T T i l L 4 ‘T ¥ T 1 4 T
- .
| Base steel J
i s 0.25s! i}
) - g 251 ) _
i way[  a=0.012 MPa! ]
Ln[sinh(ac )] it E Gt . ]
L n'=4.93 J .
1 L Q=312kJ/mole S ]
R 4 ]
' T
| -
0 - ,’,, -
-3 ”/’ -
s .
-1 Y VS ST VAN NN TN RPN SN TNUUN SN SHUN W S | | T T W
20 25 30 35 40
LnZ

Figure 6.29 Effect of temperature and strain rate on the steady state
stress o_™" associated with dynamic recrystallization.



-~

Chapter SIX Modelling the Flow Behavior of Steels 173

odri"=83.34 sinh ™! [(Z/5.2 10")"'2] (6.43)

The following relation suggested by Sellars [17] was used to express the
peak straine asa function of the thermomechanical parameters:

e,=A dg-5 zZP (6.44)

Figure 6.30 shows how well the present data fit the above expression. The value
of 0.13 for p in Eq. 6.44 is within the range 0.12-0.17 renorted by Sellars for
steels [17].

To determine the values of K, and n,, plots of In[In(1/(1-X,))] versus In(e-
e,) were used and are shown in Fig. 6. 31 for selected conditions of ¢ and T,
where X is given by:

drec _ o

X . =

b (6.45)

o

0;3 - oggxn

The values of nj, were found to be independent of ¢ and T, and fall between 1.5
and 1.6. They seem to be slightly higher than the values between 1.2 and 1.4
reported by Roberts [167] for stainless steel. The reason for this is that the
critical strain for dynamic recrystallization, ¢, must normally be taken instead
of €, However, due to the difficulty of estimating the ratio ¢ /e » €, Was used in
Eq. 6.42b as a practical solution. Fig. 6.32 shows that Eq. 6.42a combined with
Eq. 6.42b gives good descriptions of stress/strain curves in the range of strain
rate and temperature examined, even when softening occurs by dynamic
recrystallization. Such modelling can be employed for any composition provided
the deformation conditions are known. Finally, it would be interesting to
account for metallurgical factors such as the original grain size and carbon and
the niobium levels. This requires extensive stress/strain data if on-line
application to strip rolling is desired.
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6.7. SUMMARY

In this chapter, constitutive equations were formulated describing the
flow behavior of steels at high temneratures and strain rates; these were divided
into two types: a rate and an evolution equation. When these two types of
equations are combined together, the stress level can be determined under any
conditions of temperature, strain and strain rate. These can then be used to
compute the rolling load during hot rolling. However, up to now, the equations
developed here have only been applied to fully annealed steels. During rolling,
the microstructure changes between passes, affecting the flow behavior of the
material considerably. This evolution of the structure, which is mainly due to
the occurrence of static recrystallization, will be treated in the next chapter.
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EFFECT OF THERMOMECHANICAL AND
METALLURGICAL PARAMETERS ON THE
MICROSTRUCTURAL EVOLUTION OF AUSTENITE
AFTER DEFORMATION

7.1. INTRODUCTION

In Chapter 6, constitutive equations in terms of deformation conditions
were described for a fully annealed steel. During hot forming operations,
however, there is an important factor which can dramatically change the flow
stress level and which was not treated in the last chapter. It is the evolution of
structure when the steel is load free. This can be described by the state of the
grain microstructure, i.e. whether it is deformed, recrystallized, or partially
recrystallized. The deformation resistance can only be determined with
confidence if the recrystallization kinetics after deformation are accurately
known.

The objective of this chapter is therefore to develop appropriate relations
for the recrystallization kinetics and for the evolution of grain size for the
steels under investigation. These relations will be used togcther with the
constitutive equations given in Chapter 6 for a complete description of the flow
behavior. In the first part of the present chapter, the different methods used to
assess the softening rate during interrupted compression testing (see section
5.3) will be compared. In the second part, the recrystallization kinetics of the
different steels studied will be described in detail and modelled in terms of the
processing parameters. The modelling of grain size will be treated in the third
section and, finally, the influence of alloying elements such as niobium, boron
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and copper on the recrystallization kinetics will be discussed in the last
section.

7.2. STATIC SOFTENING MEASUREMENT METHODS

7.2.1. Comparison of the Mean Stress, Offset, Back Extrapolation
and Recovered Strain Fraction Methods

The structural evolution of austenite after deformation can be followed
by optical metallography. Although this method can be accurate, it involves
several disadvantages. First, it cannot be employed for low hardenability
steels in which it is difficult to reveal the prior austenite grain boundaries.
Second, this method is long and tedious and requires the construction of special
quenching systems. For this reason, the interrupted compression testing
technique described in Chapter 4 was used to measure the amount of static
softening taking place between the two hits.

The offset, back extrapolation, recovered strain fraction (1-A) and mean
stress methods of describing the softening in a Nb steel are compared in Figs.
7.1a and b¥. Fig. 7.1a shows that the softening rates determined by the offset
and fractional recovered strain methods are similar. The unrecovered
(retained) strain Ae can thus be estimated in partially recrystallized structures
when ) is known. It is of interest that, on the basis of the results shown in
Figs. 7.1a and b, the softening rate evaluated by the mean stress method lies
between those of the offset and back extrapolation methods. This behavior was
observed for both the Nb and Nb-B steels, and for various conditions of
prestrain and temperature. Accordingly, it appears that the mean stress
method is highly suitable for evaluation of the softening rate and therefore for
the prediction of rolling load. In addition to its simplicity, accuracy and
rapidity when stress/strain curves are available, it avoids the errors associated
with the so-called "transient” during reloading [104].

t Some of the data in Fig. 7.1 have been taken from reference [94]. They have been adjusted

for temperature differences during testing with respect to the present work.
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7.2.2. Relationship Between Static Softening and Recrystallization

The static softening determined by mechanical testing techniques such
as the offset method has been shown to be related non-linearly to the volume
fraction of recrystallized grains. This non-linear behavior was demonstrated
by Barraclough and Sellars [105] using torsion testing and optical
metallography in stainless steel. The fractional softening, R » based on the
offset flow stress, was generally higher than the recrystallized volume
fraction, as can be seen from Fig, 7.2a. Their results also display an apparent
recovery of 0.2 at the shortest times of interruption. In the case of the mean

stress technique, such recovery only has a minor effect on the fractional
softening (Fig. 7.2b).

In the present work, when X, .or X, was plotted against X (Figure 7.3),
the same type of non-linear behavior was found, at all temperatures. However,
the softening rate X, is approximately linear with respect to the recrystallized
fraction X,. The same finding was reported by the above authors and a plot
from their work which is similar to that of Fig. 7.3 was presented above in Fig.
7.2b. In addition to static recovery, the non-linearity shown in Fig. 7.2a can be
attributed to the heterogeneity of recrystallization and the concentration of
further deformation in the softer recrystallized areas [105]. This behavior is
less likely to occur in compression than in torsion where the concentration of
strain and strain rate in the recrystallized regions leads to lower flow stresses
and hence to more apparent softening. The radial strain and strain rate
gradient present in torsion samples also contributes to the lower apparent
fractional softening at short interruption times. It can therefore be concluded
that, in addition to static recovery, the the transient effect also contributes to
raising the restoration index X, above that for the fraction recrystallized.

Fig. 7.3 also shows that both X, and X, are close to zero for the shortest
interrupted times. This is an indication that the mean stress and back
extrapolation methods both avoid the transient which occurs during reloading.
However, as recrystallization proceeds, the non-linear relationship between X
and X, also develops between X, and X;;,. Andrade et al. [104] showed that
the area under the curve in the second compression was usually overestimated
when the extrapolated curve was used instead of the actual one. This led to
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b)

Figure 7.2 a) Relationship between the restoration index based on offset flow
stress and recrystallized fraction at prestrains of 0.25 and 0.5.

b) Relationship between the restoration indices based on offset and
mean flow stress at a prestrain of 0.25 [105],
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lower values of fractional softening when the back extrapolation technique
was employed.

In the rolling industry, it has long been reported that the static recovery
occurring between stands only has a minor effect on the rolling load in
subsequent passes, and that the major contributor to softening is static
recrystallization. By using the offset method, Djaic and Jonas [19] showed that
the softening taking place by recovery can account for up to 50% of the total
softening. However, Luton et al. [169] demonstrated that, during reloading,
and before the completion of recovery, a transient (represented by the dotted
line in Fig. 7.4) is displayed, during which the flow stress abruptly increases.
Since the area under continuous curve 1 in Fig. 7.4 is almost the same as the
one under the rapid transient (dotted line), the rolling loads should be
insensitive to this flow stress transient, even though the static ‘softening’
assessed by the offset method can be as high as 50%.

Finally, Barraclough and Sellars {17] made an important observation
which supports the use of the mean stress method in the present work. In their
paper, they stated that “ In rolling, it 1s mean flow stress rather than initial
yield stress that determines the rolling forces....It would be expected that the
roliing forces would correlate in a more nearly linear manner with fraction
recrystallized. The linearity would also be expected to improve as the strain in
the rolling pass increased ". Accordingly, in what follows, the mean stress
method will be used to characterize the softening rate and the restoration by
static recrystallization will be considered equal to X .

7.2.3. Correction of the Softening Rate for Adiabatic Heating

During compression testing, particularly at high strain rates, the heat
generated by deformation can change the specimen temperature considerably.
The procedure for correcting the flow curve data for adiabatic heating during a
single deformation was described and discussed in detail in sections 5.4 and
6.2.2. During interrupted compression testing, the change in temperature
during the first and second hits affects the flow curves and therefore the
softening rate measured by the mean stress method. The correction of X is
therefore necessary. Itshould be noted that the procedure described below is
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Figure 7.4 Schematic representation of interrupted compression flow
curves showing continuous deformation (1), softening by static
recovery (2), softening by static recrystallization (3) and full
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not restricted to the situation where the changes in temperature are solely due
to adiabatic heating. It can also be employed to calculate the anisothermal
softening rate in situations where the temperature is decreasing continuously,
asin hot rolling.

In an isothermal test, the original (i.e. full) and residual strengthening
S, and S, are defined as follows:

S =0 (7.1a)

§ =0 (7.1b)

where the §'s are the mean stresses defined in Fig. 7.5a. The softening rate X,
can then be defined in terms of So and SR in the following manner:

L (7.2)
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During anisothermal compression, where the testing temperature
increases from T to T, due to conversion of the plastic work to heat, the
measured values are 6 (T ), d,(T,) and 6(T,) (see Figs. 7.5a and b). At T, the
full strengthening is given by the following:

S (T)=—2 0 (7.3)

Now 6 (T,) can be expressed in terms of the measured mean flow stress 6 (T ).
This is possible if one assumes that the temperature interval between T and
T, is smoall so that the o-T plot can be approximated by a straight line
(tangent), as displayed in Fig. 7.5¢. In such a case, 6 (T',) isequal to 6 (T )/K,,
where K is a conversion factor. Eq. 7.3 can be written as follows:
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Figure 7.5 Description of the method used to correct the softening parameter
for adiabatic heating.
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_ o (T)
1S T )= =———— ~1
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and finally, the anisothermal softening rate can be written as:

. § o, )=o)

o, (T)-a (T VK,
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(7.4a)

(7.4b)

(7.5)

Note that for K;=1, we retrieve the isothermal softening rate defined by Eq.

5.15.

Table 7.1 Corrected and uncorrected values of fractional softening
during the interrupted compression testing of Nb-B steel deformed

at 900°C and 10s* with a prestrain of 0.25.

t X, (Uncorr.) X, (Corr.) AX, 100AX /X,
30 0.421 0.349 0.072 17.1
100 0.454 0.371 0.083 18.2
300 0.520 0.431 0.089 17.3
1000 0.612 0.506 0.106 17.3
5000 1.000 0.833 0.167 16.7

An example of corrected and uncorrected softening rates is given in Table

7.1. Fig. 6.5 was used to estimate the increase in temperature during the test
performed at 900°C and the plot in Fig, 7.6 was employed to determine the
mean stresses at the adiabatic and isothermal temperatures, and therefore the
conversion factor K. The latter turned out to be about 1.1. Table 7.1 shows
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Figure 7.6 Temperature dependence of the mean flow stress determined at
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that the corrected values of fractional softenins are actually lower than the
uncorrecled ones, with the difference AX increasing with the fractional
softening itself. This was also reported by Pawelski and coworkers [170] using
a similar technique to correct the softening rate determined by the offset
method. In their work, when the restoration index Xoff was about 0.9, they
found that the difference between the correcied and uncorrected fractional
softening was about 0.2, leading to an error o1 = However, the temperature
changes they considered also included the hea: losses due to radiation and
contact with the tools in addition to adiabatic heating. This explains why their
errors in fractional softening are slightly higher than the ones shown in Table
7.1.

In conclusion, a simple way of correcting the softening rate for adiabatic
heating which is based on the mean stress method was used and described. It
was shown that this correction is necessary when the testing temperature is
low or the strain rate is high, because errors of up to 18% can occur in
measuring the restoration index.

7.3. INFLUENCE CF DEFORMATION CONDITIONS ON
RECRYSTALLIZATION KINETICS

7.3.1. Effect of Reheating Temperature

The effect of reheating temperature on the recrystallization curves is
illustrated in Fig. 7.7a for the Nb-B steel. When the reheating temperature is
increased from 1100 to 1200°C, the recrystallization kinetics are slightly
delayed due to the slightly larger initial grain size (see Fig. 4.5), and probably
because of the slightly greater amount of niobium in solution. Although it was
assumed that the niobium is completely dissolved at 1100°C (see Fig. 4.3), the
solution temperature is not a sufficient indicator of the complete dissolution of
the niobium carbonitrides. For a 0.06C-0.04N% steel, extraction replicas of
specimens reheated to 1100°C, cooled to lower temperatures and quenched
revealed the presence of undissolved niobium carbonitrides [171]. The coarse
form of these precipitates suggested that they did not form during cooling but
remained undissolved during reheating. Also, there is a contribution from
alloying elements other than niobium. All these factors, together with the
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effect of grain size, explain the retardation of the recrystallization kinetics
observed at 1000°C and the acceleration of precipitation at 950°C when the
reheating temperature is increased from 1100 to 1200°C (Fig. 7.7a).

Perdrix [161] found that the effect of initial grain size becomes less
important when the deformation conditions are such that dynamic
recrystallization is favored, as the static recrystallization kinetics then become
independent of deformation rate and temperature. For the present steel, the
effect of initial grain size and therefore the influence of reheating temperature
are expected to be less important when the strain rate is decreased or the
temperature is increased.

In the Cu-Nb-B steel, practically no effect of reheating temperature on
recrystallization kinetics was observed between 1000 and 1200°C. Figure 7.7b
gives an example of the behavior at two different testing temperatures and
strain rates. For this steel, the absence of a reheating temperature effect can
be explained in the same manner as for the Nb-B steel. In fact, Fig. 4.5 shows
that the initial grain size remains almost constant as RT is raised from 1000 to
1250°C. Since the initial grain size affects the density of nucleation sites [172],
equal grain sizes can be expected to lead to identical recrystallization kinetics.

7.3.2. Effect of Deformation Temperature and Prestrain

The softening parameter determined by the mean stress method at
different testing temperatures is plotted against the logarithm of the holding
time in Figs. 7.8a, b and ¢ for the base, Nb and Nb-B steels, respectively. In
the first steel, the effect of temperature on the recrystallization kinetics is
evident from Fig, 7.8a, where the fractional softening goes from 12% at 900°C
to almost 70% at 1000°C within a holding time of 1 second. It is of interest to
note that, at 1000°C, the fractional softening does not go to completion, even at
holding times greater than 100 seconds. Examination of the continuous true
stress/true strain curves (Fig. 6.1b) shows that, at this temperature, dynamic
recrystallization is already under way at a strain of 0.25, which leads to
softening by metadynamic recrystallization after deformation. Such
incomplete softening at long holding times has been observed in hot deformed
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polycrystalline nickel by Sakai et al. [173, 174], who attributed it to the
presence of metadynamically recovered grains. These grains are stable at high
temperatures because they have a dislocation density which is below the
critical level, so that there is insufficient driving force for nucleation.

In the Nb steel (Fig. 7.8b), the deformation temperature has the same
effect on fractional softening, showing that the recrystallization kinetics are
delayed by more than an order of magnitude in time when the temperature is
decreased from 1000°C to 900°C. Similar trends are displayed by the Nb-B
steel, as can be seen from Fig. 7.8c.

In Figs. 7.9a,b and c, the effect of strain prior to holding is illustrated for
the base, Nb-B and Cu-Nb-B steels, respectively, over the temperature range
from 900 to 1100°C. Here also, a reduction in the prestrain results in the
strong retardation of recrystallization. During the past few years, systematic
studies concerning the effect of temperature and prestrain on the restoration
behavior after high temperature deformation have been carried out [17, 19,
100, 105, 119, 161, 167, 169, 172, 175]. The results given here are in
agreement with the ones reported in the literature. In the above
investigations, the acceleration of the softening rate with increasing
temperature or prestrain has been described extensively for a considerable
range of steel chemistries.

7.3.3. Effect of Strain Rate

While the effects of temperature, strain and initial grain size have been
extensively studied and clarified by many authors, ro systematic study has yet
been conducted on the effect of strain rate on recrystallization kinetics in
HSLA steels. Until now, the effect of strain rate on recrystallization has been
neglected and evaluation of the softening rate at a single strain rate has been
considered to be sufficient for modelling purposes. However, the systematic
data collected during the present work show that the recrystallization kinetics
are significantly accelerated when the strain rate is increased. Such behavior
is observed in both the base and microalloyed steels and is illustrated in Figs.
7.10atod.
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In the absence of strain-induced precipitation, raising the strain rate by
two orders of magnitude increases the softening rate by at least one order of
magnitude. This acceleration in softening rate is due to the increase in
dislocation density and the decrease in subgrain size prior to holding, both of
which increase the stress level and therefore the stored energy. This energy
constitutes the driving force for recrystallization. In the range of temperatures
where strain-induced precipitation is likely to occur, such as in the Nb-B steel
deformed at 950°C (Fig. 7.10c), the strain rate effect is manifested by the
acceleration of both recrystallization and precipitation at higher strain rates,
which leads to an interaction between these two processes.

The above results have fundamental implications with respect to hot
rolling practices. Since the strain rates used in plate rolling are higher than
those usually employed in laboratory simulations, this difference can lead to
an underestimation of the softening occurring between stands and
consequently to an overestimation of the rolling load. This is of even greater
importance in hot strip mills, where the strain rates are still higher and
increase with pass number. A simple application of the laboratory data
obtained at lo #er strain rates thus leads to errors which can be about equal to
those associated with changes in temperature or prestrain. Also, simple
extrapolations are likely to be inaccurate, because the flow stress prior to
holding, which constitutes the driving force for static recrystallization via the
dislocation density, does not vary linearly with strain rate at the higher rates
of deformation. As discussed in section 6.5, the strain rate sensitivity is not
always constant but decreases with increasing strain rate. In conclusion,
unless the experimental determination of the softening rate is performed at
industrial strain rates, the extrapolation of the laboratory data determined at
conventional strain rates to high speed mill conditions will lead to significant
errors in rolling load prediction.

In the literature, there seems to be a controversy about whether the effect
of strain rate on the recrystallization kinetics is important or not. While
Barraclough and Sellars [105], and Ruibal et al. [172] found a significant effect
in stainless and low alloy steels, respectively, Migaud [176] and Morrison [177]
did not observe any effect of strain rate over one and two orders of magnitude,
respectively. According to Sellars[i7], deformation reduces the subgrain size
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and increases the sub-boundary misorientation. Since these boundaries
provide the major contribution to the stored energy, the dependence of the
characteristic recrystallization time ¢, on strain rate comes from both an
increase in the density of nucleation sites and in the nucleation rate. He
attributed the absence of the influence of strain rate on the recrystallization
kinetics in Morrison's work to the compensating effects on stored energy and
substructure development, because of the initiation of dynamic
recrystallization after deformation at the lower strain rates used.

7.3.4. Modelling the Effect of Deformation Conditions on
Recrystallization Kinetics

7.3.4.1. Static Recrystallization Rate

For transformation processes involving nucleation and growth, such as
recrystallization, the recrystallized fraction X can be described by an Avrami
equation, which is of the form [178]:

t "
X =1—exp[-—B("‘) l (7.62)
v tF

Here tis the time for a specified fraction of recrystallization F, n, is a constant
and B isequal to -In(1-F).

Experimental results concerning the dependence of softening rate (or
recrystallized fraction) on the deformation parameters were presented above
for the four steels investigated. These softening curves have sigmoidal shapes
and follow Eq. 7.6a. Since X can be approximated by X, (see section 7.2.2) and
setting F arbitrarily equal to 0.5, one can use the following expression to
describe the present results:

X-= l—exp[ -0.69(L)"A] (7.6b)
¢ tos

Knowledge of the dependence of n, and ¢, on the thermomechanical and
metallurgical parameters permits the complete description of the
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recrystallization kinetics. Taking the logarithm twice of both sides of Eq. 7.6b,
one can plot InfIn(1/(1-X,)] versus In(t), estimate the slope n, and determine
the characteristic time ¢, ;. Such plots are portrayed in Figs. 7.11a to d for the
four steels studied, under different conditions of temperature, strain rate and
prestrain. Examination of the slopes shows that, within experimental error,
the average value of n, is independent of the deformation parameters and
chemistry and is about 1. This is valid for all conditions except when
structural changes in addition to static recrystallization take place, such as
strain-induced precipitation or metadynamic recrystallization.

Similar values of n, were reported by Mavropoulos and Jonas [119] for a
Nb and a Nb-B steel using a different approach to assess the recrystallized
fraction from mechanical testing data. Luton et al. [169] and Ruibal et al.
(172] also found constant slopes within the experimental ranges they employed
for copper and low alloy steels, respectively, but they reported n, values of
around 2. For a given initial grain size, Sellars [17] and Barraclough and
Sellars [105] observed the same independence of the deformation parameters
in stainless and C-Mn steels. However, the measured values of the slopes by
the latter authors were sometimes higher than the ones determined in the
present work. When they increased the grain size from 140 to 530 um, n,
decreased from 2 to 1. This is surprising because the grain sizes used in the
present study are low and span the range from 17 to 40um. However, it was
observed recently by Sellars [179] that variations in the value of n, in the
range from 1 to 2 can be attributed mainly to grain size distributions during
reheating rather than to differences in the average grain size.

Differences in the results concerning the time exponent n, can also be
attributed to the different modes of deformation employed by different
investigators. This has been explained by Sellars [17], who attributed the
differences in the recrystallization kinetics, and therefore in the coefficients n,
and £, ,, to the influence of the strain rate history during deformation on
recrystallization. He has also pointed out that much of the discrepancy can
result from differences in the methods of observation, i.e., mechanical testing
versus the direct measurement of recrystallization by metallography. The
type of mechanical test used to evaluate the softening can be another cause of
this difference. As shown by Jonas et al. [18], flow stresses in torsion are lower
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than in compression, so that a difference in the softening kinetics is to be
expected, especially when the different geometries of the deformed grains are
taken into account.

7.3.4.2. Dependence of t ; on Initial Grain Size and Prestrain

An example of the strain dependence of the time for 50% recrystallization
(t,5) is shown for the base and copper steels in Fig. 7.12. This plot shows that
the strong dependence of the recrystallization kinetics on strain can be fitted
by almost parallel lines on a log-iog scale. This behavior supports the validity
of the following empirical power law relationship:

~MA (7.1

where the mean value of m, lies between 3.55 and 3.81, within the interval of
prestrain used. This in agreement with the values found in previous
investigations on other ferrous alloys [9, 17, 94, 105, 172].

Perdrix [161] developed an empirical formula for the exponent m, in Eq.
7.7 as a function of Nb content and initial grain size, which is as follows:

m, =(0.86 + 0.037VNb) &% (7.8)

where Nb is in 1023 wt%. Perdrix showed that Eq. 7.8 is also valid for Nb=0.
From this equation, it is clear that an increase in niobium content results in a
stronger dependence of ¢, on the amount of deformation. This is reasonable
since the addition of niobium raises the flow stress level and consequently the
stored energy prior to holding, which constitutes the driving force for
recrystallization. However, the effect of initial grain size d  does not predict
the exponent, m, very well for the present steels. For a grain size between 20
and 40um, values between 2 and 2.8 are predicted for m, by this equation.
Care must therefore be exercised when applying empirical expressions to
specific chemistries and ranges of experimental conditions.



Chapter SEVEN Recrystallization Kinetics 204

1000 — = Base: 1000°C, 2 5!
- — = Base: 900°C, 2s!
N, == Cu-Nb-B: 1000°C, 2!
100
tos S
10
1 —

0.1 1
Prestrain

Figure 7.12 Dependence of t ; on prestrain for the base and
Cu-Nb-B steels.



T 4

Chapter SEVEN Recrystallization Kinetics 205

Finally, it is worth emphasizing that Eq. 7.7 is only valid when the strain
is below the critical stra"a for dynamic recrystallization [17]. This critical
value is difficult to determine accurately and depends on several factors [15,
177]. The applicable strain must also be lower than the steady state or peak,
strain where the strain dependence of ¢, ; approaches zero [105].

7.3.4.3. Apparent Activation Energies for Recrystallization

Asin Figure 7.12, times for 50% softening (¢, ) were estimated from Figs.
7.8 to 7.10 for the four steels, and then used to produce Fig. 7.13. Since static
recrystallization is a thermally activated process, a plot of the characteristic
recrystallization time ¢, versus the inverse absolute temperature leads to
estimates of the activation energy for recrystallization. The temperature
dependence of ¢, . is illustrated in Fig. 7.13. Within the range of experimental
conditions, ¢, varies linearly with the inverse temperature for the two steels
shown, as well as for the Nb-B and Cu-Nb-B steels. The data conform to the
well known expressicn for the temperature dependence of the time for 50%
recrystallization, which is of the form:

Q

to.s o« exp(R—T-:) (7.9)

where Q, is the activation energy that characterizes the recrystallization
process.

In fact, Glover and Sellars [9] have shown that a true activation energy
for recrystallization @ can only be estimated when the prior deformation
conditions lead to equivalent flow stresses, and hence to similar driving forces
at the different temperatures. This means that the strain rate and
temperature must be adjusted in such a way that the deformation conditions,
and therefore the state of the structure, are identical during the first
deformation of each interrupted test. In other words, the Zener-Hollomon
parameter Z must be constant. This problem is similar to that discussed in
section 6.3.2.1, which concerns the determination of the activation energy of
deformation.,
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In the literature, the values reported for @ are apparent and not true
activation energies. They may characterize other processes in addition to
recrystallization, such as precipitation for instance. The complexity of
determining the true value of @ has prompted several investigators to discuss
the recrystallization process in terms of an empirical constant which
characterizes the overall process of softening. For this reason, and because
mean values of @ in Eq. 7.9 are desirable for process modelling, only the
apparent activation energies shown in Fig. 7.13 were determined in this
investigation. For the base steel, an average value of about 252 kJ/mol was
found. This is close to the 240 kJ/mol observed by Ruibal et al. [172] for a low
alloy steel. Although Sellars [17] has reported slightly higher values of Q_
(between 272 and 300 kd/mol) for C-Mn steels, the value of 252 kdJ/mol found in
the present investigation for the base steel appears to be normal because of the
presence of titanium and the small initial grain size [94].

For the other steels, the mean values of @ _turned out to be 404, 436 and
559 kd/mol in the Nb, Nb-B and Cu-Nb-B steels, respectively. While additions
of niobium and copper strongly increase the apparent activation energy, boron
does not. In a 0.04% Nb steel, Sellars [17] reported values of @, of up to 780
kd/mol in the temperature range 900-1000°C. Although he did not give a
fundamental explanation of these observed values, he stated that the
alterations in the activation parameter @ , as well as in the other constants,
are due to the changes in the deformation conditions, which affect the kinetics
of precipitation.

Finally, it should be noted that the above values of @ are mean values. A
slight decrease in @ _occurs when the strain or strain rate is increased. The
low activation energies obtained at high strain rates for instance are due to the
acceleration of recrystallization followed by the precipitation of Nb(C,N)
particles, which stabilize the deformed structure of the austenite. The net
driving force for recrystallization, however, in the form of stored energy
remains relatively high.

P —
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7.3.4.4. Modelling ti.e Effect of Strain Rate

The influence of strain rate on softening, and therefore on the
recrystallization kinetics was described in Figs. 7.10a to d for the four steels,
deformed at different temperatures to different prestrains. It was shown that
the softening rate is clearly speeded up when the strain rate is increased in the
range 0.2 to 50 s''. The effect of strain rate can be evaluated from the time for
50% softening using a simple expression. The data collected for each steel
were plotted on log time scales for the temperatures and prestrains studied and
the results are depicted in Figs. 7.14a and b. In the range of strain rates used,
the points fit straight lines which are approximately parallel. It is clear that
t, 5 can be expressed by a power function of the form:

tys * &7 (7.10)
where p is about 0.41, 0.36, 0.42 and 0.33 for the base, Nb, Nb-B and Cu-Nb-B
steels, respectively. These values show no special trend and are approximately
constant. This is in good agreement with the constant value of 0.28 found by
Perdrix [161] and Choquet et al. {132] for C-Mn and Nb steels. The values of p
evaluated here are also close to that of 0.38 reported by Barraclough and
Sellars [105] for a 304 stainless steel.

It is worth emphasizing that the values determined in \he present work
are valid only when Nb is in solution. When strain-induced precipitation
occurs at low temperatures, the strain rate effect can be less pronounced due to
the interaction between recrystallization and precipitation. An exampie of
such a decrease in the effect of strain rate is illustrated for the Nb-B steel at
950°C in Fig. 7.14b. This behavior is difficult to model and needs more
systematic study.

7.3.4.5. Mathematical Expressions for Recrystallization
Kinetics

In process modelling, simple mathematical functions are useful as inputs
into the computer program. During the hot rolling of steel, unified equations
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describing the recrystallization kinetics are highly desirable in order to predict
the rolling forces with accuracy.

The data analysis performed in the above sections, including the effects
of strain, strain rate and temperature, can be summarized in a single equation
for each steel, in order to estimate X in Eq. 7.6b. Since n, is found to be
constant (around 1), the accuracy of prediction of X depends on how precisely
t, 5 can be predicted for given conditions of strain, strain rate and temperature.
Table 7.2 gives the final mathematical expression for ¢, , for each steel.

Table 7.2 Summary of the strain, strain rate and temperature
dependencies of the time for 50% recrystallization for the
four steels investigated.

Steel Equation
[ ———————————————————————————————————————
Base |t =1.141019¢380804 exp(252 000/RT) (7.11a)
Nb tys=1.27 10183814036 oxp(404 000/RT) (7.11b)
Nb-B t,s=2.86 1093804042 exp(436 000/RT) (7.11¢)
Cu-Nb-B |t .=1.0610!¢35¢033¢xp(559 000/RT) (7.11d)

To test the accuracy of prediction of ¢, over the range of experimental
conditions studied, plots of ¢, versus [e™1¢? exp(Q /RT)] were prepared for
each steel. Figs. 7.15a to d illustrate the extent to which the times for 50%
softening can be predicted by the respective equations in Table 7.2. This
accuracy is at a maximum when the deformation conditions are such that all
the niobium is in solution (high temperatures or short holding times). When
strain-induced precipitation occurs, the predicted ¢, ;'s are underestimated (see
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Figs. 7.15b and ¢). Thus, a second set of equations is required for the
deformation conditions under which precipitation is favored. This necessitates
more experimental data at temperatures lower than those employed in the
present work. In plate rolling, the interpass time is about 10 seconds. This.s
similar to the incubation time for strain-induced precipitation, which takes
place at the end of finishing, where the temperatures are low and the
recrystallization kinetics are slow [161]. Thus the new equations would be
useful for the control of plate mills. By contrast, in strip rolling, the interpass
times are too short for this type of precipitation to occur. Thus, the present
equations are valid, except when dynamic recrystallization is initiated. From
the above, it is evident that, during the rolling of niobium steels, it is
important to know when strain-induced precipitation begins and to include
this information in the computer programs that deal with rolling schedule
design and optimization. This would be very useful for the prediction of
unusually high rolling loads.

74. INFLUENCE OF DEFORMATION CONDITIONS ON AUSTENITE
GRAIN SIZE

During the cam plastometer testing, the samples were quenched in water
immediately after deformation. In all cases, the quenching time was less than
one second. The prior austenite microstructures of Nb-B steel samples
deformed to a strain of 0.4 at 800, 900 and 1100°C and quenched are presented
in Fig. 7.16. The micrographs corresponding to the two lower temperatures
show no signs of recrystallization; by contrast, the 1100°C sample is equiaxed
and the deformed structure is no longer present. This is consistent with the
complete recrystallization cycle predicted with the aid of Egs. 7.11¢c and 7.6b
after 0.5 seconds (~quenching time).

For the samples quenched after two hits, the mean austenite grain size
was measured corresponding to different values of the fraction recrystallized
(ie., of fractional softening X ). This plot is displayed in Fig. 7.17 for X,
between 0.25 and 0.99. An important feature of this figure is that, above 0.25,
the average grain size &Y depends only weakly on the value of X,. This is true
even though the grain size distribution is different at different stages of
recrystallization (Figs. 7.18a and b). Similar results were reported recently by
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Figure 7.16 Optical microstructures of the Nb-B samples showing the prior
austenite grains after a deformation of 0.4 at 10s’!. The grains are deformed
at the two lower temperatures and equiaxed at 1100°C.
( Magnification 400X.
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Figure 7.18b Optical microstructures of the Nb-B steel showing the prior
austenite grain structure and grain size distribution after a double
compression with a total deformation of 0.6 at 10s’!. Magnification 400X.
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Perdrix [161] at IRSID using torsion testing. He showed that the mean grain
size of the partially recrystallized structure after two consecutive deformations
is independent of the fractional softening when the latter ishetween 0.2 and 1.

The important consequence of the above observation is that separate
populations of recrystallized and unrecrystallized grains need no longer to be
followed during multipass deformation, as was done in the past by Sellars [17,
198], Roberts [167] and Sandberg and Sandstrom [180, 181]. Instead, the
behavior of the partially recrystallized structure can be described by
considering it fictitiously as fully recrystallized, with a uniform grain size dY
but containing a residual strain Ae. This phenomenological description (which
has no physical basis) is simpler and requires less calculation when the
microstructural evolution of austenite is to be modelled. According to Sellars
[179], the recrystallization kinetics of deformed partially recrystallized y-
structures only extend over narrow intervals of time. This makes it possible to
use the above phenomenology which employs a single overall grain size for
both the recrystallized and unrecrystallized structures. He added that such
rapid, synchronized recrystallization takes place in steel but not in other
metals such as aluminum, where the recrystallization kinetics of the two
components of partially recrystallized deformed structures can differ by orders
of magnitude.

By combining the measured average grain sizes of partially
recrystallized structures with the recrystallization kinetics of annealed
structures, Perdrix [161] was able to derive a relation between the residual
strain Ac and the recrystallized fraction as follows:

Ae
A= ;—- = D(1 -Xu) (7.12)
1

Here X is the fraction recrystallized and D is a constant which takes the value
1 when X is below 0.1 and 0.5 when X is between 0.1 and 1 (see Fig. 7.19).
Since X can be taken as X, it can readily be verified from Eq. 7.12 that the
unrecovered strain fraction 1-A leads to higher values than X, a result
presented above in Fig. 7.1b. The residual strain Ae calculated in this way can
be added to the pass strain giving an effective strain e, Which can be used in
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empirical equations to predict the mean austenite grain size of partially
recrystallized structures. Such equations have been derived by several
authors for the prediction of recrystallized austenite grain size; these are
shown in Table 7.3. The empirical nature of these equations requires
systematic validation using measurements of the grain size in multipass
deformation experiments.

Table 7.3 Empirical equations for the prediction of recrystallized
austenite grain size.

Equation Conditions | Reference
— 0.67,-0.67 Nb,e<e_,
d,.=0.9d "% T>950°8 (17
d,,,=0.5d 067067 C-Mn, e< £, 7
— 0.15,-0.57 -0.11 Ti-V,
d.,, =4.3+195.7d 7%’ [exp(350 000/RT)] 17<d_=40ym [182]
= 0167 0.48 Low alloy
d, =600Z%"%; steels [172]
d.,= 758'0‘6d00'39exp( -3189/T) C-Mn, Nb [183]
drex:18.5ln(T/973)d00'3748ué'0'1 C-Mn-Al [161]
u= -0.5d002"'7( 973/T)393
d,., =472exp(-11 620/RT)e%7d 0277 Nb [161]

Z =7ener-Hollomon parameter
dm isinymand Tin K

7.5. EFFECT OF ALLOYING ELEMENTS ON RECRYSTALLIZATION
KINETICS

The effect of alloying elements on the recrystallization kinetics is very
important for both alloy design and the optimization of rolling schedules. In
the past few years, notable advances has been made regarding the effect of
these microalloying elements on different aspects of steel behavior. One
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example is t* = effect of Nb on recrystallization kinetics which is presented in
Figs. 7.20a and b for temperatures of 1000 and 900°C, respectively. It is clear
that, for both conditions, the recrystallization kinetics are strongly retarded
when niobium is added to the base steel. This behavior is in agreement with
numerous observations in the literature; the retarding effect of niobium is due
to solution effects at high temperatures (1000°C and above) and to
precipitation at lower temperatures.

Figs. 7.20a and b also show the effect of boron in the presence of niobium
on the recrystallization kinetics. It is apparent from these data that boron
plays a significant role in delaying recrystallization. The increased retarding
ability of boron when added to niobium was investigated recently [94, 185,
186] and shown to be due to the strain-induced segregation of boron.
Furthermore, a synergism between B and Nb has frequently been reported,
i.e., the simultaneous presence of Nb and B leads to the greater retardation of
recrystallization than the simple sum of the retardations produced by each
solute alone.

While the influence of many alloying elements has been investigated in
the past decade, few data are available regarding the effect of copper on the
high temperature flow behavior of steel. Copper is usually added to produce
precipitation strengthening after aging or to enhance corrosiun resistance. Its
effect as a solute on austenite recrystallization was measured in this study.
This is exemplified in Fig. 7.21, where the recrystallization kinetics of the Nb-
B and Cu-Nb-B steels are compared at 950 and 1000°C. Because the initial
grain sizes of the two steels were different after reheating, the dashed lines
corresponding to the Cu-Nb-B steel have been corrected for grain size using a
quadratic dependence of ¢, ;on d, . Asis clear from the above figure, there isa
measurable further retardation of recrystallization when Cu is added to a Nb
steel. This expands further the no-recrystallization region during hot rolling,
thereby conferring an additional benefit on the final mechanical properties of
the hot rolled steel.

The only data existing in the literature concerning the effect of copper
addition on recrystallization during hot working is in the paper recently
published by Abe and coworkersin Japan[187]. Using several Fe-Cu alloys,



Chapter SEVEN Recrystallization Kinetics
1.1 — . ;
1} DT=1000C i
lrt 9 | Prestrain=0.28 1
A "
c t=2v
- -
0 T .
¥ ]
L
5 i
o
F o4 -
T 3 ]
N <
1 2 i
N
¢ 1 ]
1 ] DU . 1 1
Log TIME, sec,
1.1 I T T '
1+ DT=9%0° -
; 9 Prestrain =025 a -
3 s t=2s!
T T .:
lo '1 o '
A /
A 8 - I8
. /
St _
o /
F 4T s
'g 3 -
IN 42 = .
N
c 1 - -
0}
01 1 10 100 1000 10,000
Log TIME, see.

Figure 7.20 Effect of Nb and B addition on softening at

a) 1000°C
b) 900°C.

s}

b)

222



QZZE-3"0n H>ZOo-=Qrx

Figure 7.21 Effect of Cu addition on softening at 1000 and 900°C.

Log TIME, sec.

Chapter SEVEN Recrystallization Kinetics 223

1 | r

9 I Rr=1200°C / .

8 | Prestrain=0.25 ,’ -
— 0 ol /

a | t=2s / i
Full: 1000°C /

6 I Open: 950°C ,/ 7

S | -

4 - === CuNb-B / -

,/
3 F / -
/

2 | -

1 -

0 1

0.1 1 10 100 1000 10,000




Chapter SEVEN Recrystallization Kinetics 224

they found that an addition of 0.8% Cu led to a drastic reduction in the
fractional softening, from 0.87 to 0.4, after a holding time of one second. They
also showed that higher levels of copper addition are effective in delaying
recrystallization to even longer holding times.

Several theories have been proposed regarding the retarding effect of
alloying elements on static recrystallization after hot deformation [30, 81, 188,
189]. Mechanisms based on solute drag, electronic and modulus differences,
and stacking fault energy effects have been considered. Regarding the
delaying effect of copper on the recrystallization kinetics, Abe et al. [187]
concluded that the solute drag effect was preponderant. As the size misfit of
Cu in iron is less than that of Nb and Mo, they attributed the ability of Cu to
retard recrystallization to the appreciable amount present. Their Cu addition
of 1.2 wt% was greater than typical Mo additions of 0.2 wt% and Nb additions
of 0.02 wt%. The slower kinetics of the Cu-Nb-B steel compared to the Nb-B
steel observed in the present study (Fig. 7.21) can thus be explained in terms of
the relatively large amount of copper (2 wt%) added, which is expected to
expand still further the no-recrystallization region in austenite.

7.6. SUMMARY

The most important structural change that occurs during the interpass
interval, i.e. static recrystallization, was described above. Appropriate
relations were derived for the recrystallization kinetics and the mean
austenite grain size was specified in terms of the thermomechanical
conditions. Although most of the constitutive relatiors are empirical in
nature, modelling of the microstructural evolution of steels after hot
deformation would not be possible without a fundamental understanding of
the physical metallurgy of such phenomena.

The constitutive equations between stress, strain, strain rate and
temperature developed in Chapter 6 as well as the metallurgical aspects of the
changes taking place after deformation described in the present chapter
constitute the basic knowledge required for the construction of computer
models of multipass hot rolling. Concrete applications of such concepts will be
summarized in Chapter 8.
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Chapter EIGHT

FOCUS OF THE STUDY - INDUSTRIAL APPLICATIONS

8.1. INTRODUCTION

The computer modelling of deformation processing has become an
attractive subject for the research scientist and an efficient tool for
manufacturing industry. For the former, it provides insights into the physical
behavior of materials, and for the latter, it leads to the development and
optimization of new schedules and thermomechanical processes. It also
permits the scaling-up of laboratory results to industrial processes and makes
possible the on-line control of hot forming operations.

With regard to the hot rolling of steels, such simulation is a synergistic
product of the development of rolling theory, the accumulation of rolling
experience, and progress in computer technology. The main objectives of
computer modelling are not only to optimize the rolling process in terms of
production rate, quality of the product and cost, but also to control the
thermomechanical and microstructural evolution of the rolled material.

Several types of model have been developed recently in Europe, Japan
and Australia (17,74, 161, 167, 175,190, 191], These predict the roll force and
power, the microstructural changes that take place during hot rolling, and the
final mechanical properties. The predicted mechanical properties are a
function of the microstructural evolution, which isin turn strongly dependent
on the temperature changes (Fig. 8.1). The accurate calculation of
temperature is therefore a critical matter since, in addition to the final
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properties, the deformation resistance, which should not exceed a critical
value corresponding to the limit of the mill, is also affected by this
temperature.

The aim of this chapter is to use the mathematical and physical concepts
outlined in the previous chapters to develop a computer model for the
prediction of flow stress and microstructural evolution during hot rolling. The
equations expressing the effect of softening between stands via static
recrystallization proposed above are an important part of this model.
Particular interest was paid to prediction of the temperature distribution
through the thickness of the rolled plate or strip. The effects taken into
account are radiation and convection from the surface when the material is
between stands, and conduction to the rolls and the temperature increase due
to mechanical work when the material is in the roll gap. As described in
Chapter 5, an explicit finite difference method was used to calculate the
temperature distribution through the thickness of the workpiece during
processing. Some comparisons are made between the calculated and measured
values of temperature and flow stress.

8.2. TEMPERATURE CHANGES DURING HOT ROLLING
8.2.1. Prediction of the Temperature Distribution

The hot strip mill at Stelco's Lake Erie works (LEW) is represented
schematically in Fig. 8.2. The transfer bar leaving the reversing roughing mill
enters the coilbox, a device which conserves energy and homogenizes the
temperature by reducing the head-to-tail-end temperature difference. A crop
shear is located downstream from the coilbox, followed by a descaler, which
consists of four headers installed before the first stand of the mill. The bar is
then reduced in thickness in five consecutive stands, crosses four banks of
laminar sprays and finally arrives at the downcoiler. Details regarding this
mill are provided in reference [61]. The time for each step in the process was
calculated from the data supplied by Stelco regarding the dimensions of the
mill and the rolling speeds.
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Figure 8.2 Schematic diagram of hot strip mill at Stelco, Lake Erie Works.
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An example of the evolution of the through-thickness temperature
distribution during processing, from the coilbox to the exit from the fifth stand,
is given in Fig. 8.3. In this figure, the increase in center temperature due to
plastic deformation is clearly evident, asis the chilling of the surface elements
by contact with the rolls, as well as the reheating of the surface layers by
conduction. It is of interest that for the specific schedule shown in Fig. 8.3,
most of the heat loss between stands is due to radiation. The differences
between the mean temperature values predicted by the present model and the
ones calculated by the on-line process control model in use at Stelco LEW are
due to several factors. The first involves the absence of information regarding
the precise time taken for the transfer bar to pass through the descaler. The
second is that the Stelco model uses several simplifications, particularly
during deformation in the roll gap, where the contact is assumed to be perfect.
Similar differences between the computed and measured surface temperatures
were found recently by Devadas and Samarasekera [61] using a one-
dimensional implicit finite difference method with 200 nodes through the half-
thickness. A typical example of their computation for the Stelco hot strip mill
is illustrated in Fig. 8.4, which is similar to Fig. 8.3 calculated by the present
method.

An example of the evolution of the temperature distribution during plate
rolling is illustrated in Fig. 8.5. The heat losses due to radiation are more
important here because of the relatively low speed of the plate in comparison
with that of the strip during hot rolling. The agreement between the predicted
temperatures and those of the on-line process control model in use at Stelco
LEW isagain satisfactory.

For validation purposes, another comparison was made between the
measured and computed center temperatures. This was performed by rolling
the Cu-Nb-B steel in the CANMET pilot mill according to the nominal
schedules shown in Table 4.3. Examples of the temperature predictions are
shown in Figs. 8.6a, b and ¢ for the three schedules. As can be noted from these
figures, the temperature at the center is well simulated and the model is even
sensitive to the difference in the rolling conditions during the last pass
(compare Figs. 8.6a and b).
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While the temperatures are very well reproduced below 1000°C
(corresponding to finishing), there is some disagreement at higher
temperatures (roughing). The predicted values are higher than the measured
ones. The reason for this is that, in the beginning of rolling, the width of the
workpiece is as large as its thickness and the simplification concerning the
neglect of heat conduction along the width is not justified in this case. A two-
dimensional heat flow model would give better results for this stage of rolling.
However, this matier is not critical because i) the disagreement at high
temperatures is not of practical importance, and, ii) it can be compensated by
modifying the heat transfer coefficient during contact of the bar with the rolls
to keep the bulk temperature decreasing. This sort of calibration has no
fundamental basis but provides a useful way in practice to replace a 2-D heat
flow model by an equivalent but faster 1-D model suitable for the on-line
prediction of temperature during roughing.

8.2.2, Heat Transfer Coefficients during Cooling Between the
Stands

In the Stelco hot strip mill, the descale box consists of four headers
installed before entry to the first stand of the finishing mill. Devadas and
Samarasekera [61] measured the water flux and area of contact of the descale
sprays to determine the heat transfer coefficient. Using an empirical relation
for this coefficient, they determined it to be about 21 kWm2K:!, This value
corresponds to the peak of the curve in Fig. 3.1 given by Hollander and is used
in this study.

For convection in air, a static value of 10 Wm?K-! was used. However,
during strip rolling, the speeds are relatively high. Values of up to 105 W m2
K'! were reported by Devadas [192]. In the present study, an attempt was
made to calculate the dynamic heat transfer coefficient for convection to see
the effect on the temperature distribution during air cooling, but insufficient
data are available in the literature for comparison.
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8.2.3. Temperature Drop during Contact with the Rolls
8.2.3.1. Heat Transfer Coefficient at the Interface

When the slab leaves the reheat furnace, a surface oxide layer is formed.
The thickness of this layer depends on the stage of hot rolling and can vary
from a few millimeters when the slab leaves the furnace, to a few microns
during finishing [53]. Due to its low thermal conductivity, there is a large
temperature gradient across the oxide layer and heat losses are considerably
reduced when it is present. During deformation in the roll gap, heat transfer
between the steel and roll is also affected by this layer. Assuming both the roll
and the slab to be semi-infinite areas separated by a scale layer and having
spatially uniform temperatures before contact, Pawelski [193] calculated the
temperature gradient through the scale and derived the following expression
for the heat transfer coefficient:

1,2 1 2
bB[—ez erflz) = = + —1
2 2 I

HCTC = 7 (8.1)

¢

where 2=————— and sz\/kpC (8.2)

Here H,.isin Wm?K'!, b, is a parameter describing the heat penetration,za
dimensionless parameter, k_,, the thermal conductivity of the scale, and s the
scale thickness.

Szalla et al. [194] also considered the thickness of the scale layer and
used the following expression :

-1/2 -12
H _ stcale ka kRollaRoll ] (8 3)
CTC Vit “po-1244 o=12

Roll " Roll
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Using a layer thickness of 10 um, which is typical of finish rolling [53, 56, 65],
and 2.51 Wm?K! for k_,, [53], some values of H,, were calculated as a
function of contact time using the above equations. Table 8.1 compares these
values with those reported by Murata et al. [65]. The values obtained from the
two sets of equations vary by several orders of magnitude. This indicates that
a general and valid expression for the heat transfer coefficient in the roll gap is
difficult to derive. While Murata and coworkers give a value of 10.5 kWm2K!
for contact times from 1 to 3 seconds, Eq. 8.1 predicts zero thermal contact
resistance. Furthermore, Eq. 8.3 gives values that decrease when the contact
times increase and this seems to be unrealistic from a physical point of view,
because the thermal resistance is expected to decrease as the rolling pressure
is increased [195].

Harding (57] defined the rate of heat transfer per unit area between the
transfer bar and the roll to be proportional to the difference in the respective
surface temperatures. He found that a value of 1000 kWm2K! for the constant
of proportionality coincides closely with the assumption of zero contact
resistance. In addition, the heat loss per unit area approached the theoretical
dependence on the square root of the contact time when the constant of
proportionality was increased to this level.

Table 8.1. Comparison of calculated values for Hgp (kWm?K™).

Conta((g time, Eq.8.1 Eq.8.3 Murata et al. 65
0045 2.49 104 279.5 -
.0060 1.53 10° 242.9 -
.0094 1.36 107 193.4 -
0145 1.35 1010 155.7 -
0226 9.78 1014 124.7 -
1 ® 18.8 10.5
3 © 10.8 10.5
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8.2.3.2, Comparison of the Heat Balance Method with
Hollander's Approach

During this study, the finite difference method was employed to predict the
temperature distribution when the slab undergoes deformation in the roll gap.
For this purpose, an appropriate value of the heat transfer coefficient must be
used. As shown in the previous section, this is difficult to determine with
accuracy. In addition to the difficulty of measuring the heat transfer
coefficient in the roll gap, the values reported in the literature depend strongly
on the conditions of measurement. For this reason, a second calculation was
carried out using Hollander's approach, in which perfect contact between the
workpiece and roll (Eq. 5.36) is assumed.

To estimate the sample thickness affected by contact with the roll (d in Eq.
5.37), the finite difference calculation described above was repeated by
refining the mesh. For this purpose, only the surface layer of thickness Ax, i.e.
1/6% of the half thickness, was employed for the computation (Fig. 8.7). It was
found that the thickness of the affected layer was reduced in half, regardless of
the initial values of the temperatures. This is similar to the finding of Devadas
and Samarasekera |61], who reported that only 1/10% of the thickness of the
rolled strip is significantly influenced by roll chilling. Also, the depth
penetrated by the temperature gradient is independent of the initial surface
temperature (Fig. 8.7).

Now that d_ is known, Eq. 5.37 can be used to estimate the temperature
drop at the surface during contact with the roll. To obtain correct values of AT,
instead of using the value of the total heat loss given by Eq. 5.37, Hollander
found that, after comparing his calculations and plant measurements, the
actual value of @ was only 60% of the one calculated from Eq.5.37. This means
that, even though his approach was based on the assumption of perfect contact,
he did not exclude the fact that a thermal resistance exists between the roll
and workpiece.
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The surface temperatures of the rolled steel at the exit of each stand
calculated by the two methods described above are compared in Table 8.21. A
value between 35 and 40 kWm2K'! for the heat transfer coefficient leads to
temperature drops at the surface which compare very well with the ones
determined from Eq. 5.37. However, some disagreement is observed when the
contact times get very short. This is due to the fact that the perfect contact
method includes the contact time in the calculation of the temperature drop at
the surface, while the heat balance method uses a constant value of H .
When the slight change in this coefficient from one stand to another (i.e. with
contact time) is taken into account, better agreement is found. This finding is
in agreement with that of Stevens et al. [64] as well as with the recent results
of Devadas and Samarasekera [195] who have found that, during pilot mill
rolling, the heat transfer coefficient varied with the contact time. The back
calculated heat transfer coefficients from mill measurements by the latter
authors are shown in Fig. 8.8 as a function of contact time and rerolling. On
the figure, T-4, T-5 and T-11 represent trial numbers.

Table 8.2. Comparison of calculated surface temperatures.

Contact Time | Temp.(°C) Temp.(°C) Temp.(°C)

Pass () (H,,_const) |(H__ varying) |(Perf.contact)
1 | ooz | oo | 9o | o9 |
2 0.015 923 920 922
3 0.009 875 869 872
4 0.006 821 811 815
5 0.005 769 698 703

T Because the time increment during the finite difference calculation varies from one stand
(and interstand) to another, the surface temperatures at the exits shown in Table 8.2 are not
taken after exactly the same times. However, after each stand, the time at which the surface

temperature was taken was kept the same for both the heat balance and perfect contact
methods.
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8.2.4. Stability Validation

To check the validity of the present model in terms of accuracy and stability
of the solution, a computer software package developed at McGill University
and referred to as FASTP (Facility for the Analysis of Systems in Transport
Phenomena) was used. This menu driven package is designed to analyze a
variety of problems related to heat and mass transfer [196]. FASTP is based on
an explicit finite difference algorithm and is able to generate results for one,
two or three dimensions.

In order to use FASTP, the material properties must first be specified.
For each stage of rolling, i.e. water cooling, cooling between the stands and
contact of the slab with the rolls, the initial temperature distributions and the
boundary conditions are given as inputs. Employing the time increments
imposed by the stability criterion, the predictions of the present model turned
out to be very close to those computed by FASTP, with differences of only about
0.5 °C in temperature.

8.3. FLOW STRESS AND MICROSTRUCTURAL EVOLUTION
CALCULATIONS

8.3.1. Flow Chart

Fig. 8.9 shows an example of the application of the present constitutive
equations for the flow stress and the recrystallization kinetics to the hot
rolling of steel plate and strip. After prediction of the temperature distribution
for each element of the thickness, the entire flow curve is calculated for the
respective conditions of strain rate, mean temperature and initial structure,
using the stress/strain relation described in Chapter 6. When softening is
complete between stands, the mean flow stress is readily calculated by
integration of the stress/strain curve. The recrystallized grain size under such
conditions is determined from the pass strain. If the steel does not contain
alloying elements that restrict grain growth after complete recrystallization,
such as C-Mn steels, the grain size is calculated using grain growth kinetics
[195]. When partial recrystallization occurs between stands, the problem
becomes more complex. In such a case, the effective strain is employed

ey - |
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instead of the pass strain by adding the latter to the residual strain, Ae,
calculated by means of Eq. 7.12. The recrystallized fraction X under
continuous cooling conditions is then determined using the following modified
Avrami equation:

w RaA
X=1-exp| -0.693(—) (8.4)
w0.5

where W is the temperature compensated time corresponding to cooling during
the time interval At :

R 8.52)
- r 5a
W JO exp RT® dt (
and
i 8.5b)
W0_5=t0_5exp[m (8.

Here ¢, is the time for 50% recrystallization defined in section 7.3.4.1 and is
evaluated using the effective straine .

During the hot rolling of steel, and in particular during the finishing of Nb
steels, complete recrystallization is not possible between passes and the
temperature decreases continuously while the strain rate increases rapidly.
The flow stresses cannot instantaneously reach the stress levels given by the
continuous curves (by the Bergstrom model, for instance) under the new
conditions of temperature and strain rate. The short transient associated with
such temperature and strain rate changes is due to the evolution of structure
which tries but does not succeed to reach the state appropriate to the new
conditions and is called “hysteresis” [161].

The change in temperature and strain rate from stand to stand is taken
into account by correcting for the hysteresis using the simplest method via the
following coefficient [132, 161]:

B o (T, 8)—a(T,?)
o (T',£)~0 (T, ) (8.6)
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where o(T, ¢) is the flow stress at the old temperature T and strain rate ¢ just
before the change, and ofT", ¢ is the flow stress at the same strain as o(T, ¢)
but evaluated at the new temperature T''and strain rate ¢' o_{T't) is the new
flow stress at zero strain. The flow stress of the unrecrystallized material after
the change in temperature and strain rate, olM( e,t, T ), at passiis evaluated
as follows:

oiw(el, éi’ T)= Jo (&, él, Tl)+(1 ~d (e +e,, é;’ T) (8.7)

where ¢, is the total deformation prior to pass i. If partial recrystallization
occurs, the mixture law is applied to the recrystallized and unrecrystallized
materials and the stress/strain curve is reconstituted using the recrystallized
fraction X :

. - R . M .
01(81’ 81’ Tz) - XL—IUL (Si’ 81’ T;)+ a _Xl—- 1)qt (ez’ sl’ Tz) (8'8)

By integration of thie stress/strain curve, the mean flow stress is calculated;
this is finally coupled with the Sims [68] or other rolling theory to predict the
rolling load.

For the specific case where incomplete cycles of recrystallization occur,
the mean austenite grain size is calculated using the phenomenological
approach discussed in section 7.4; i.e., the empirical equation for evaluating
the recrystallized grain size is assumed to remain valid for the mixed structure
provided the effective strain is employed instead of the pass strain.

Finally, for each pass and particularly during finishing, the peak strain
for dynamic recrystallization is calculated and compared to the effective
strain. If the latter is higher than ¢, the effect of softening due to dynamic
recrystallization on the flow stress is taken into account using the simple
approach described in section 6.6.
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8.3.2. Flow Stress Prediction during Hot Rolling

The procedure described above was used to predict the flow stresses during
the experimental hot rolling of the Cu-Nb-B steel according to the nominal
schedules given in Table 4.3. An example of the calculated stress/strain curves
is displayed in Fig. 8.10. Because of the continuous decrease in temperature
during rolling, it is difficult to determine from the above figure whether
complete or only partial recrystallization occurs, particularly during roughing
and the beginning of finishing. Details regarding the recrystallized fractions
and residual strains are given in Table 8.3 for the tkree schedules. The
residual strain Ae is low at the beginning of rolling but increases with pass
number to attain a value around 1 at the end of the schedule. Also, when the
temperature is below 940°C, even though some partial recrystallization is
predicted, the recrystallized fraction does not exceed 21%. While low
recrystallized fractions are obtained after the third pass in the steels reheated
to 1100°C (Tables 8.3a and b), partial recrystallization with X enual to 33%
takes place after the third pass when the steel is reheated to 1250°C (Table
8.3c) because of the higher pass temperature. This leads to a more mixed
structure, which may explain the lower impact properties obtained using this
schedule (see section 8.5.3).

As was pointed out above, the residual strains are relatively high whken
little softening occurs between passes. Softening by dynamic recrystallization
during deformation is unlikely to occur in tke present Nb steels, even with
cumulative strains above 1.0 (g +Ae, in Table 8.3), because the alloying
elements delay dynamic recrystallization. However, in C-Mn steels, dynamic
recrystallization is an alternative softening mechanism at low strip finishing
temperatures. To ascertain whether such a softening mechanism may play a
role during plate rolling, the schedule shown in Table 8.3b was applied to the
base steel and the peak strain for dynamic recrystallization was calculated
using Eq. 6.44 at each pass. Table 8.4 gives the effective (accumulated) strain
€y the peak strain ¢, and the recrystallized fraction X for the temperatures,
strain rates and interpass times used during the pilot mill roiling. Also
included in this table are ¢,;, ¢, and X using a strain rate of 50s! and average
interpass times of 15 s between passes to simulate industrial conditions. It is
apparent from this table that for both conditions of strain rate, the retained
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Table 8.3a Evolution of the residual strain, recrystallized fraction
and mean flow stress during hot rolling of the Cu-Nb-B steel
(RT=1100°C, FRT = 750°C)

leo | @ | s A, J X | ompa)
2 990 3.90 0.23 0.00 0.00 1.00 133.5
3 940 3.75 0.17 0.02 0.13 0.77 154.0
4 910 4.40 0.21 0.18 0.10 0.08 218.6
b 887 5.30 0.25 0.26 0.08 0.21 236.5
6 865 6.08 0.27 0.37 0.07 0.17 251.6
1 836 6.38 0.23 0.61 0.09 0.07 283.2
8 810 6.57 0.20 0.84 0.06 0.04 308.6
9 762 8.44 0.28 1.03 0.15 0.02 340.0

Table 8.3b Evolution of the residual strain, recrystallized fraction
and mean flow stress during hot rolling of the Cu-Nb-B steel
(RT=1100°C, FRT=830°C)

e © | @y e, Ae, J X | P
2 1000 3.90 0.23 0.00 0.00 1.00 132.9
3 940 3.78 0.18 0.02 0.18 0.80 156.8
4 905 4.35 0.20 0.19 0.09 0.03 241.5
5] 885 5.30 0.25 0.38 0.06 0.08 254 .2
6 860 6.08 0.27 0.48 0.04 0.18 254.3
7 848 6.31 0.23 0.72 0.02 0.09 267.1
8 830 6.65 0.21 0.82 0.06 0.12 274 .4
9 811 8.51 0.29 1.01 0.09 0.05 310.2
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Table 8.3¢ Evolution of the residual strain, recrystallized fraction
and mean flow stress during hot rolling of the Cu-Nb-B steel
( RT=1250°C, FRT =830°C)

Tl o & - Ae, J X | (MPa)
2 1100 3.07 0.14 0.00 0.00 1.00 86.3
3 1015 3.23 0.14 0.00 0.00 1.00 106.2
4 953 3.65 0.16 0.05 0.20 0.33 173.8
5 918 446 0.21 0.20 0.08 0.06 222.6
6 890 5.35 0.25 0.28 0.07 0.18 239.7
7 875 6.18 0.27 0.39 0.06 0.13 249.6
8 855 6.36 0.22 0.51 0.04 0.11 263.5
9 835 6.89 0.22 0.71 0.06 0.09 275.5
10 820 8.34 0.26 0.92 0.05 0.05 229.1

strains (g, +Ae in Table 8.3) are well below the predicted peak strains for
dynamic recrystallization. Also, partial static recrystallization only occurs
during the last few passes, leading to a slight accumulation of strain. This
explains the mixed structures usually obtained after rolling C-Mn steels and
the absence of pancaking during finishing.

While dynamic recrystallization does not occur during the plate (i.e.
reversing) rolling of C-Mn steels, it can indeed be initiated in hot strip mills,
particularly in Nb steels, and other grades containing alloying elements that
retard static recrystallization. This is because, during strip rolling, the pass
strains are higher than those shown in Table 8.4. Moreover, the times between
passes are so short that static recrystallization is unable to take place; under
these conditions, strains are accumulated. As a result, the retained strains can
become high enough to exceed the peak strain for dynamic recrystallization.
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Table 8.4 Comparison of the effective (accumulated) strain
and peak strain for dynamic recrystallization during hot
rolling of the base steel.

¢ (from Table 8.3b) £ =50s!

0.17 0.27 - 0.39 -

0.23 0.00 | 0.35 | 1.00 § 0.00 | 0.49 | 1.00
0.18 0.00 | 0.42 | 1.00 § 0.00 | 0.59 | 1.00
0.20 0.00 | 049 | 097 } 0.00 | 0.67 } 1.00

1
2
3
4
5 0.25 0.00 | 0.54 | 093 }§ 0.00 | 0.71 | 1.00
6
7
8
9

0.27 0.00 | 0.60 | 0.99 |} 0.00 | 0.78 | 1.00
0.23 0.02 | 0.63 | 0.87 } 0.00 } 0.82 } 1.00
0.21 0.05 | 0.68 | 0.69 } 0.00 | 0.88 | 0.97
0.29 0.09 | 0.76 | 0.65 | 0.03 | 095 | 0.72

Figs. 8.11 and 8.12 compare the mean flow stresses calculated with the aid
of the present model (full symbols) with the ones converted from the measured
rolling loads using either the Sims [68] or the Ford and Alexander [197]%
theory. It can be seen that the predictions of the model are in good agreement
with the measurements. The slight differences between predicted and
measured values are probably due to changes in the friction coefficient during
rolling which are not taken into account in the present model. (Extensive
work is needed to characterize this coefficient.) Comparison between the
computed and measured mean stresses using the Sims and Ford and
Alexander models is difficult because of the imperfections of these theories,
which assume a uniform strain distribution in the roll gap. A finite element
model, which can compute the strain and strain rate distributions during
deformation in the roll gap, will lead to more accurate results and constitute a
further interesting area of study.

1 The CANMET program used to convert the measured rolling loads to mean flow stresses

during off-line data processing is based on the Ford and Alexander approach
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The calculated mean flow stresses using the pass strains instead of the
effective strains are also included in Figs. 8.11a and b; i.e, the fraction
recrystallized X was assumed equal to 1 after each pass for these simulation.
The results demonstrate that the neglect of incomplete recrystallization
between passes leads to the net underestimation of the loads, which can cause
serious problems during rolling.

8.3.3. Evolution of the Mean Austenite Grain Size

Due to time limitations, the evolution of the austenite grain size during hot
rolling was not studied systematically during the present work. This requires
several trials followed by quenches after specified passes. Nevertheless, some
mean austenite grain sizes were determined during the experimental rolling
program. These were, unfortunately, difficult to assess because of pancaking
during finishing. For this reason, the microstructure evolution that is
described below is largely based on published models.

Fig. 8.13 shows the expected evolution of the mean austenite grain size d,
after each pass during controlled rolling of the Cu-Nb-B steel. The empirical
equation for the grain size as a function of initial structure, strain and
temperature suggested by Roberts [182] was employed here (see Table 7.3), in
conjunction with the phenomenological approach described in section 7.4. For
the three schedules used, the mathematical model predicts grain coarsening
after the first pass and grain refinement only after the fifth pass. Such grain
coarsening is more pronounced when the 1250°C reheating temperature is
used. Similar behavior was observed by Roberts in Ti-V steels where the
starting grain sizes were similar to those in this work. According to the
present model, grain coarsening took place after the first pass because the
applied reductions were insufficient to engender grain refinement, even
though the material was fully recrystallized. It is only when the effective
strains are sufficiently high, i.e. after the fifth pass, that grain refinement
occurs.
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Figure 8.11 Comparison of calculated and measured mean stresses for
rolling of the experimental Cu-Nb-B steel.



Chapter EIGHT

400

300

0measured

(MPa)
' 200

100

Focus of the Study
F RT,FRT (°C)
L mo 1100, 750
F @ 0 1100, 830
- A A 1250, 830 / o
- / o T
3 ’, PY
: 4.0
L R a .
- od /” ,O, E
- o, l,% -
= ’I ,/ o -1
[ /B .
¥/ :
S A ]
L7/ /" Full: Ford & Alexander
% N Open: Sims .
-lllll:IILllllJ_LlllLLllILlllIlLllllllllIJ:
0 100 200 300 400

Gcalculat.ed (MPa)

254

Figure 8.12 Comparison of calculated and measured mean stresses for

rolling of the experimental Cu-Nb-B steel.



o

Chapter EIGHT

75

50

&Y, um

25

Focus of the Study

!
!
i
h A

)
]
1 R
ol
i

1 | ( | i ] |

s RT=1100°C, FRT=1750°C

e RT=1100°C, FRT=830°C
a» RT=1250°C, FRT=830°C

A

[N

4

!

I \
i

|

|

Pass #

Figure 8.13 Predicted mean austenite grain sizes during the
experimental rolling of the Cu-Nb-B steel.
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For comparison purposes, the approach used to predict the mean austenite
grain size was also applied to steels with large initial grain sizes such as C-Mn
steels. The same rolling schedule with 10 passes was employed, with complete
softening between passes to simulate the structural changes in C-Mn steels,
where the recrystallization kinetics are relatively fast. Fig. 8.14 shows the
grain size evolution using the equations for grain size prediction proposed by
Roberts and by Sellars. It is of interest here that most of grain refinement
occurs after the first two passes. The effect of subsequent passes on the grain
size is much less important, the further refinement being small. This type of
behavior was also observed by Sellars [17, 198, 199], who compared computed
and measured grain sizes during the experimental plate rolling of a C-Mn
steel. According to Sellars [200], knowledge of the behavior after two passes,
in terms of the structural changes, is generally sufficient for the prediction of
what happens after a large number of passes. The errors generated after the
third pass are canceled in a such a way that the final structure is predicted
with a certain degree of confidence.

8.4. EXTENSION OF THE TEMPERATURE, FLOW STRESS AND
MICROSTRUCTURE EVOLUTION MODELS TO INDUSTRIAL
PROCESSING

The temperature as well as the flow stress and microstructure evolution
models can now be extrapolated to industrial situations, such as the hot rolling
of strip and plate, with a certain degree of confidence. Although most of the
validations were made using the pilot mill data for specific steels, care was
exercised to reproduce the industrial thermomechanical variables, in
particular the strain rate, and to derive appropriate constitutive equations,
An extension of this model to other steel chemistries will constitute a step
towards on-line automatic gauge control during hot rolling and the rational
design and optimization of rolling schedules for the production of specific
microstructures.

Finally, it should be emphasized that the principles used during the present
work apply not only to steels, but could be extended to other metals, such as
copper and aluminum, or even to other materials, provided appropriate
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laboratory simulations and plant trials are performed and used in conjunction
with the mathematical model.

8.5. ROLLING TRIALS OF THE Cu-Nb-B STEEL
8.5.1. Introduction

The strength levels of commercial HSLA steels are generally between 485
and 550 MPa, with transition temperatures in the range 20 to 0°C, which make
them unsuitable for low temperature applications. However, with judicious
modification of the composition and appropriate thermomechanical control,
the final microstructures and, in turn, the mechanical properties of these
steels can be improved considerably.

8.5.2. Microstructures

The microstructures developed after roliing the present Cu-Nb-B steel are
shown in Figs. 8.15 to 8.18 as a function of both the reheat and finish rolling
temperatures. They all consist of acicular ferrite containing a lath structure.
Some investigators call this bainite. However, this interpretation is often
obscured by confusions in the nomenclature [201]. Other authors [79] call it
low carbon bainite, which consists of fine high carbon martensite with a high
dislocation density lying at the y-boundaries, and “bainitic ferrite” (containing
a lath structure). Previous electron microscopic studies on steels with similar
compositions, reheated to 1250°C and finish rolled at 830°C [80] have shown
that this structure consists of highly dislocated laths (Fig. 8.16) with elongated
MA (martensite/austenite) observed between these laths.

From Fig. 8.15, a drastic difference can be observed between the steels
reheated at 1250 and 1100°C. The steel reheated at the lower temperature
exhibits a finer and more uniform structure than the one reheated at 1250°C.
For the latter, the nonuniform structure is probably due to the marked grain
coarsening after the first stand predicted by the microstructure model (Fig.
8.13). The effect of finish rolling temperature is shown in Fig. 8.17, where the
microstructures of the samples reheated to 1100°C are compared. Decreasing
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Figure 8.15 Optical microstructures obtained after rolling and quenching the
Cu-Nb-B steel.
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Figure 8.16 Transmission electron micrograph showing the high
dislocation density lath structure (56,000X) 80!,
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Figure 8.17 Optical micrographs of the microstructures produced using two
different finish rolling temperatures in the Cu-Nb-B steel.
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Figure 8.18 Optical photograph showing the prior austenite grain boundaries
after pancaking (RT =1250°C, FRT =830°C). Magnification 500X.
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the FRT from 830 to 750°C increases slightly the volume fraction of fine
grained ferrite present.

Finally, even after transformation, the prior austenite boundaries are
preserved. These are apparent from Fig. 8.18, where the micrograph is taken
along the normal to the plate surface, Each pancaked austenite grain contains
packets of laths of different orientations, suggesting that nucleation during
the y+a transformation also occurred on deformation bands in the interiors of
the unrecrystallized y-grains,

8.5.3. Mechanical Properties

The mechanical properties of the Cu-Nb-B steel rolled according to the
three schedules used in the present study are listed in Table 8.5. Yield
strengths between 560 and 718 MPa were obtained, with minimum total
elongations of 21%. This excellent combination is mainly due to i) the
relatively fine microstructure developed here, and ii) the synergistic effect of
combined additions of copper, niobium and boron in delaying the y-a
transformation, which results in a highly dislocated microstructure [80, 202],
and therefore in high strength. According to Tamehiro et al. [79], the addition
of niobium or titanium to a boron steel prevents the formation of iron boro-
carbide (F'e,,(C,B),) precipitates, which normally act as nucleation sites for
polygonal ferrite. The titanium addition protects the boron, which delays the
y+>a transformation, This retardation is made possible by the segregation of
solute boron atoms at lattice defects such as the deformation bands resulting
from rolling, as well as at the unrecrystallized austenite grain boundaries.
Since solute niobium and titanium have stronger effects than boron in
lowering the carbon diffusion rate, the precipitation of Fe,,(C,B); is
suppressed. Furthermore, in low carbon steels, the strain-induced
precipitation of NbC or TiC limits the amount of carbon available for the
precipitation of the iron boro-carbides.

A difference in strength of about 133 MPa is obtained between schedule C1
and D2, probably because of the greater amoun} of niobium in solution at
1250°C. The dissolved niobium leads to a higher driving force for the
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Table 8.5 Mechanical properties of the Cu-Nb-B steeif.
RT | FRT YS UTS TT
Schedule %El1 | %RA

°C) (°C) | (MPa) | (MPa) (°C)
C1 1230 | 830 718 864 21 64 -85
D1 1100 750 560 726 27 71 <-100
D2 1100 | 830 585 745 26 68 -95

T Tensile and Charpy specimens were taken in the longitudinal direction.

precipitation of NbC in the transformed austenite, leading to more
precipitation hardening.

On the other hand, when the FRT is increased from 750 to 830°C, the
strength is only increased by about 25 MPa. This slight increase can be
explained in terms of the slight increase in the volume fraction of acicular
ferrite (versus fine-grained ferrite), which has a higher strength than equiaxed
ferrite. Such behavior has also been observed by Nakasugi et al. [40] in
bainitic steels containing 0.02% carbon and 10 ppm of boron.

The impact transition curves for full size V-notch Charpy specimens are
shown in Fig. 8.19 and the transition temperatures are given in Table 8.5 as
well. It is of interest that a transition temperature below -100°C is obtained for
the steel reheated to 1100°C and finished at 750°C, without a large sacrifice of
strength. Nakasugi et al. [40] found that, although the finish rolling
temperature had no strong effect on strength, an optimum finishing
temperature exists. This optimum was around 700°C, slightly above the

bainite formation temperature, a result which was also reported by Chabout et
al. (87].

When the steel is reheated to 1250°C, the impact properties (in terms of
upper shelf energy and transition temperature) deteriorate. This is simply
explained by the relatively coarse and mixed microstructure produced by
rolling just below this temperature, as well as to additional Nb(C,N)
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Figure 8.19 Charpy transition curves for the Cu-Nb-B steel.
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precipitation in the transformed structure. The good impact properties
obtained when the steel is reheated to 1100°C are due to i) the fine packet size
of the transformed microstructure, and i:) the high crack propagation
resistance associated with this microstructure, as measured by the energy
absorbed after the maximum load (see Fig. 8.20). Pickering (37, 203] found
that, although cleavage cracks form easily between the low angle boundary
laths in bainitic steels, there is considerable resistance to crack propagation.
These cracks are deflected by the high angle boundaries (packets), leading to a
mixed mode of fracture. This explains the gradual decrease in the impact
energy when the test temperature is decreased.

To summarize, the interesting mechanical properties achieved here are
due to the type and fineness of the structures obtained. Reheating at a low
temperature (around 1100°C) before controlled rolling avoids long delay times
for cooling the slab, which can cause a decrease in productivity, and save
energy and metal by reducing the scale losses. By selecting this economical
thermomechanical treatment and judicious alloying, very high strength
coupled with excellent toughness are obtained. These steels can be used in the
construction of naval structures and offshore platforms, the manufacture of
high pressure linepipe, as well as in energy transportation and other
structural applications in low temperature arctic environments. It should be
noted that the composition of such Cu-Nb-B steels can be modified as required
for flexibility in terms of processing and microalloying requirements, so that a
wide spectrum of steel mills with different capabilities could supply this
product at competitive cost.

8.6. SUMMARY

This final chapter constitutes the bridge that links the fundamental
concepts of physical metallurgy and mechanical engineering on the one hand,
and the process of hot rolling in its industrial context on the other hand. In the
light of what has been described, the preliminary results appear to be
promising. However, a considerable amount of investigative work is still
needed in the area of the computer modelling of the deformation processing of
steels. Such models will rapidly become more mature because of the fruitful
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interaction between the concepts contributed by different engineering
disciplines.



Chapter NINE

CONCLUSIONS AND RECOMMENDATIONS

9.1. CONCLUSIONS

In the present investigation, single and double hit compression tests were
performed over a wide range of temperatures and strain rates pertinent to hot
rolling. The high temperature-high strain rate flow belkavior as well as the
microstructural changes taking place in the austenite were determined
experimentally and modelled. Using a heat balance applied to hot rolling, the
temperature distributions were also calculated in order to predict the flow
stresses and microstructures more accurately. The main conclusions drawn
from this work are the following:

-A- Continuous Deformation

1) The effect of adiabatic heating during deformation at high strain rates
was determined using an incremental procedure, For the present
materials, the corrected flow stresses differ from the uncorrected ones by
up to 11 pct. at a strain of one.

2) The flow behavior of steels at high temperatures and strain rates can
be completely described using a rate equation and a one-internal-
variable evolution equation. In particular, the rate equation consists of a
hyperbolic sine function which relates the strain rate, temperature and
saturation stress. The apparent activation energies associated with this
equation are close to that of self diffusion and range from 312 to 326
kd/mole for the base, Nb and Nb-B steels. The high value of 382 kJ/mole
determined for the Cu-Nb-B steel is probably due to the high level of
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copper in solution. When a stress power law is employed in the rate
equation, the apparent activation energies are strongly stress dependent.
This is due to the dependence of the steady state structure on the
saturation stress.

3) The Bergstrom model accurately describes the experimental
stress/strain curves and is therefore suitable for modeling the flow
behavior of steels undergoing dynamic recovery at high temperatures.
This model has several advantages in that it permits saturation of the
flow stress and the description of the e.*ire curve with only two
coefficients, which can also be given physical interpretations.

4) When dynamic recrystallization takes place, the simultaneous use of

the Bergstrom model and the volume fraction that has recrystallized
dynamically predicts the flow stress after the peak with accuracy.

-B- Recrystallization Kinetics

1) Different methods of defining the fractional softening were compared.
The one based on the mean stress leads to values intermediate between
the softening rates determined from the offset and back extrapolation
yield stresses. The fractional softening defined by the mean flow stress
method was corrected for adiabatic heating using a simple procedure.
There is up to an 18 pct. difference between the isothermal and measured
anisothermal restoration indices when the testing conditions are
adiabatic.

2) When simulating static softening during the rolling of plain carbon
and Nb-bearing HSLA steels, the test conditions must reproduce the
industrial strain rates. At least one order of magnitude increase in
softening rate occurs when the strain rate is increased by two orders of
magnitude. The simple extrapolation of laboratory data determined at
conventional sirain rates to high speed mill conditions is therefore likely
to be inaccurate. This is because the flow stress prior to holding, which
constitutes the driving force for static recrystallization via the
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dislocation density, does not vary linearly with strain rate at high rates
of deformation.

3) When recrystallization is incomplete, particularly at low
temperatures, the residual strain (retained work hardening) must be
taken into account to predict the recrystallized fraction.

4) The addition of 2 wt% of copper to the Nb-B steel results in
measurable retardation of the recrystallization kinetics. It extends the
no-recrystallization region during hot rolling, thereby enabling the final
mechanical properties to be improved.

-C- Temperature-Flow Stress-Microstructure Model

1) A mathematical model based on the explicit finite difference method
was developed for the on-line prediction of temperature distributions
during hot rolling. Preliminary validation of this model with the aid of
both hot strip mill and pilot mill data appears promising. During contact
between the workpiece and the rolls, the presence of thermal resistance
at the interface was assumed. Values of the heat transfer coefficient
between 35 and 40 kWm2K-! lead to temperature drops near the surface
close to those calculated by the Hollander (no thermal resistance)
approach. During multi-stage hot rolling, the heat transfer coefficient at
the interface between the workpiece and rolls is not constant but changes
with the contact time.

2) On the basis of the heat flow model and the constitutive (i.e. rate and
evolution) and kinetics of recrystallization equations, a computer model
was developed for the prediction of rolling force and microstructural
evolution. Simulations based on the above model show that softening by
dynamic recrystallization does not occur in plain carbon steels under
plate rolling conditions. However, when recrystallization is incomplete,
effective strains above 1 are easily reached. This suggests that in hot
strip rolling, where the interpass times are short and where both static
recrystallization and strain-induced precipitation can be suppressed,
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dynamic recrystallization becomes an alternative softening mechanism
in solute containing grades such as Nb steel.

3) By appropriate control of the thermomechanical parameters, ultra
high strength as-hot rolled steels with transition temperature below
-100°C can be developed. The excellent impact properties obtained in the
present Cu-Nb-B steel at the economical reheating temperature of
1100°C can be attributed to the fine packet size of the bainitic
microstructure and the high crack propagation resistance. This makes
the above steel a good candidate for low temperature use.

4) Reheating the Cu-Nb-B steel to 1250°C results in a deterioration of
the impact properties in terms of the upper shelf energy and transition
temperature. This is mainly due to the mixed microstructure produced
by rolling just below this high reheating temperature, The relatively
light reductions employed led to grain coarsening, which can be avoided
by employing higher reductions at somewhat lower temperatures.

9.2. RECOMMENDATIONS FOR FUTURE WORK

1) Systematic laboratory experiments are needed to model the austenite
grain size during the multi-stage hot rolling of plate and strip. This could
be done by torsion simulation, where the deformed samples are quenched
after selected passes.

2) Extensive studies are needed to characterize frictional effects in the
roll gap and to determine the coefficient of friction at high temperatures
as a function of the thermomechanical parameters. This information is
required to improve the accuracy of rolling load calculations.

3) A finite element model which computes the strain and strain rate
distribution during deformation in the roll gap is necessary to predict the
flow stress and microstructure in multi-stage rolling more accurately.
Linking of the present computer model with such a finite element model
would enable the flow stress and microstructure in each element to be
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computed as a function of the local temperatures, strains and strain
rates. This will constitute a more efficient tool for the design and
optimization of both rolling mills and schedules.

4) The effect of different steel chemistries should be entered into the
computer model developed here. This could be obtained from mill data
and would facilitate on-line application.

5) Computer models should be developed for predicting the kinetics of
the y+o transformation under rolling conditions. When used in
conjunction with the ones developed here, this would constitute a
complete model, and lead to the more accurate prediction of the
mechanical properties of the final product.




STATEMENT OF ORIGINALITY AND CONTRIBUTION TO
KNOWLEDGE

The present work includes the following original contributions:

1) For the case where dynamic recovery is the sole mechanism of
softening, the flow behavior of C-Mn and Nb-bearing HSLA steels was
modelled in the high temperature and strain rate ranges 800 to 1200°C and 0.2
to 50 s'!, respectively. The model is based on a rate equation, which consists of
a hyperbolic sine function, and a one-internal-variable evolution equation; the
latter is similar to the Bergstrom model employed at low temperatures. A
phenomenological interpretation of evolution in mechanistic terms has also
been proposed. When dynamic recrystallization takes place in addition to
dynamic recovery, the simultaneous use of the above evolution equation and
the volume fraction that has recrystallized dynamically makes it possible to
predict the flow stress after the peak.

2) The effect of adiabatic heating was determined both during continuous
and interrupted deformation. In the former case, an incremental procedure
was used at each strain interval and in the latter, a simple method was
employed to correct the fractional softening which is based on the mean stress
technique. In both cases, it was shown that errors of 10 to 20 pct. can readily
occur if this type of correction is not carried out.

3) Four methods of defining the fractional softening during interrupted
compression testing, i.e. the offset, back extrapolation, unrecovered strain
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fraction and mean stress methods, were compared for the first time using data
determined at high temperatures and strain rates. It was shown that the
fractional softening based on the mean stress is rapid and more accurate than
the other methods. This is the definition of fractional softening that was used
in the program designed for rolling load prediction, as it is not sensitive to the
recovery effects occurring during hot rolling.

4) The effect of preloading strain rate on recrystallization kinetics at high
temperatures was investigated systematically on a C-Mn and on Nb-bearing
steels for the first time. It was shown in particular that there is at least a one
order of magnitude increase in softening rate when the strain rate is increased
by two orders of magnitude. This means that simple extrapolations of the
laboratory data determined at conventional strain rates to high speed mill
conditions are likely to be inaccurate.

5) A rapid heat flow model was developed based on the explicit finite difference
method; it was designed for the on-line prediction of the temperature
distribution during hot rolling. During contact of the workpiece with the rolls,
two methods were employed to assess the temperature drop at the interface;
the first is based on a heat balance and the second on Hollander's perfect
contact approach. This comparison led to an estimate of the heat transfer
coefficient during contact, and to the conclusion that this coefficient is time
dependent. Moreover, a flow stress-microstructure model based on laboratory
data was also developed and used in conjunction with the temperature model;
this represents an important step towards the on-line prediction of rolling load.

6) The effect of the presence of 2 %wt copper in a Nb-bearing HSLA steel on the
recrystallization kinetics was investigated under industrial conditions of
strain rate and temperature. This addition was shown to extend the no-
recrystallization temperature range. The flow stress and microstructural
behaviors of this steel were characterized both with the aid of laboratory
simulations and in pilot mill rolling. By controlling the thermomechanical
parameters appropriately, ultra high strength as-hot rolled steels were
developed, with transition temperatures below -100°C.
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Appendix A

APPENDIX A Derivation of the Expression for
the Activation Free Energy

If ¢ is assumed to be constant, and if we further assume that AG has the
following form, as suggested by Kocks et al.[138]:

=A , (A1)

from the definitions of the activation entropy and volume, we have:

g g g
AG dp o aﬂp) dp o dﬂp) a(p)
AS=-—| == =f-)-p—| =—=f=)-p— — (A.2)
T 14 dT T | dT n d(o_) aT |4
B
v}
dfi=)
v=-"”;f{ __u (A.3)
T &)
B
The activation free energy is also given by:
AG=AH-TAS (A.4)

Introducing Eqs. A.1, A.2 and A.3 into Eq. A.4 we have, after rearrangement.:

din(p)
V —
AH+Vo o

- A5
AG din(p) (8.8)

~ dIn(T)

The apparent activation enthalpy @ and volume Vp can be expressed in terms of
AH and V by differentiating Eq. 6.15:



Appendix A
ain(e) aln(eo)
= fp, ——l = +AH
“*am |, " wm |, (.6)
2k, T 2k T aln(e )
= B~ dlnle) - B 0 +V ( A.7)
app o dnld)lp o dln(o) {7

If¢ is constant, Q is equal to AH and Voo isequal to V, according to the above
two equations. In this case, AG is given by:

din(n)

Q+ V"PPO din(T)

- A8
AG din(p) (88)

" din(T)

In the above equation, all the terms can be evaluated experimenially or are
known.

If ¢ is assumed to be a function of o/n only, the following form suggested by Surek
et al. [204] can be used:

=k () (A.9)

where k, and m are constants. In such a case, by expanding @ in terms of the
independent parameters o/u and T, we again end-up with the above relation for
AG (Eq. A.8). Thus, the two alternative conditions concerning ¢, i.e, £ constant
or a function of o/y only, yield the same expression for AG.
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Appendix B

APPENDIX B Derivation of the Expression for the
Dislocation Density During Deformation

Y

Since work hardening and dynamic recovery proceed simultaneously
during deformation, the change in dislocation density, p, can be expressed
using the following differential equation:

d "?'gd +6_p dt
p=" det o (B.1)

The term 3p/3¢ is assumed to be constant [145] and set equal to K. If the rate
of dynamic recovery is taken to be of first order and expressed as:

- = _sz (B.2)

where K, is constant at a given temperature and strain rate, then from Eq. B.1:

dp=K de - K,gt (B.3)
or.
K K
ap 9 ap ( 2
£ 1= P de * P )p 1

Eq. B.4 is a first order differential equation which has the following solution:

ke K -K,_ ¢

1
p=p,e 8 +E-(1—e 3) (B.5)

3

where p_is p at =0 and K3=K,/t. Eq. B.5 is similar to Eq. 6.22 derived by
Bergstrom.,
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Appendix C

APPENDIX C Listings of the Programs Used for the
Analysis of the Stress/Strain Curves and
for Correction for Adiabatic Heating

!
1000 ;k*****************************************************************
1010 ! NONLINFIT
1020 !
1030 ! This program calculates the constants m the followmg equation:
1040 ! 0 =[0gs" + (0,704 e TIPS

1050 ! using a least square fit of the ¢ stress/strain data.

1060 ! Italso plots the o-¢, Ino-lne, do/de-0 and dino/de-a diagrams.

1070 !

1080 !

1090 !
Aok e ot e e o e oo A e e e o e e o e e o e e e e e e e e e ok e ofe o e e e e oo e e e e o e e e e e ot e e e e ot e e e o e e e e e o e e

1100

1110 OPEN #1: PRINTER

1120 DIM E(500), S(500),K(500),YF(500),WH(500) MSE(500),MSS(500)

1130 DIM EXPVAL(500), FITVAL(500),INTRCPT(500), XREG(500),
YREG(500), C81(500)

1140 DIM BE(500), RFCT(50), BNFCT(50), ANFCT(50), SGM2FCT(50),
YFBEST(500)

1150 DIM RSLP(100), BETA(100), WH0(100), R1L0OG(100),EN1(100),
KEY1(100), EN2(100)

1160 DIM KEY2(100),R2LOG(100)

1170

1180 SET MODE '80"

5;38 !********************* Information inputs Sekkdokkhh gkl rit

1210

1220 PRINT "INPUT NAME OF FILE"

1230 INPUTN$

1240 PRINT 'DOES THE CURVE BEGIN AT ZERO STRAIN?(Y/N)"

1250 INPUTZ$

1260 IFZ$="N"THEN

1270 PRINT "INPUT THE STRAIN BY WHICH THE CURVE MUST
BE TRANSLATED"
1280 INPUTETRANS
1290 ENDIF
1300 PRINT 'DO YOU WANT TO CORRECT FOR THE COMPLIANCE OF
THE MACHINE?"

1310 INPUT ZCPL$

1320 PRINT 'DO YOU WANT TO PRINT THE RESULTS¥Y/N)"
1330 INPUTZPR$

1340

1350 i********************* R adlng data flle Fek ook R gk ek R ek Rk ek Rk
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1360
1370
1380
1390
1400
1410
1420
1430
1440
1450
1460
1470
1480
1490
1500
1510
1520
1530
1540
1550
1560
1570
1580
1590
1600
1610
1620
1630
1640
1650
1660
1670
1680
1690
1700
1710
1720
1730
1740
1750
1760
1770
1780
1790
1800
1810
1820
1830
1840
1850
1860
1870
1880
1890
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PRINT "LEVEL","T.STRAIN","T.STRESS"
OPEN #2:NAME N3$&"DAT", ORGANIZATION TEXT
LETL0=11.9
LETD0=7.9
LET A0O=PI*(D0)"2/4
LETI=1
DO WHILE MORE #2
INPUT #2:AA$
LET A3=AA$[17:22]
LETB$§=AA$(26:31]
LETE(I)=VAL(A3)
IFZ§="N"THEN LET E(I)=E(I)-ETRANS
LET S(I)=VAL(B$)
IFZCPL$="N"THEN 1660

[ExERRLEREESXEE Correction for the compliance of the machine ******x#*+

LET L1 =LO*EXP(-E(I))
LET CS1(I) =2047*(L1-L0)/10
LET BE(I) = -S(1)*2.2046* A0*2047*L0*4.4482/9.81/L1/25/1000
LET LOAD =ABS(BE(I))*24.525/2047
LET LOADI =6.58960E-05*LOAD "2-.0164243*LOAD
LET LOAD2 =CS1(I)*10/2047
LETLOAD3 =L0 +LOAD2-LOADI
LET E(I) = -LOG(LOAD3/L0)
LET S(I) = 1000*LOAD*LOADS/A0/LO
IFI>2 THEN
IF S(7)-S(I-1) <-2 THEN GOTO 1680
END IF
PRINT LE(I),S(I)
LETI=I+1
LOOP
CLOSE #2
LETIMAX =I.1
PRINT TAB(1); "THE TOTAL STRAIN IS "-TAB(22);E(IMAX)
Z{JBINT gNPUT THE STRAIN TO USE IN CALCULATION"
PUTEF

JRRkRRFRRL R RKRFXE Bstimation of the saturation stress *¥*##tkkkxrss
! from the do/de-o diagram

FORL=1TO5
PRINT""
NEXT L

PRINT " LI LT IS LS EE I IS E R R 2L 2 EEE LT L 2 AL

PRINT " WAIT "
PRINT " ERFERALRAEELREERAAAAARIE AR IAAALRERIAREARAA N
FORNMBMX=1TO 100
IF E(NMBMX)>=.01 THEN 1870
NEXT NMBMX
LETI01 =NMBMX

FORNMBTOT=1TO 500



1900
1910
1920
1930
1940
1950
1960
1970
1980
1990
2000
2010
2020
2030
2040
2050
2060
2070
2080
2090
2100
2110
2120
2130
2140
2150
2160
2170
2180
2190

2200
2210
2220
2230
2240
2250
2260
2270
2280
2290
2300
2310
2320
2330
2340
2350
2360
2370
2380
2390
2400
2410
2420
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IF EC(NMBTOT)>=EF THEN 1920
NEXT NMBTOT
LETITOT=NMBTOT

T P R R e e B
PRINT" "
LET NRG =4
LET NH=INT(ITOT/NRG)
LET NH1 =NH-1
LETI=1
LET COMPT =0
LET SE=0
LET SS=0
LET SES=0
LET SE2=0
LET JMAX =I+NH1
IFI+NH1 > ITOT THEN
LET JMAX =ITOT
LET COMPT =COMPT +1
ENDIF

FOR J=ITOJMAX
LETSE =SE +E(J)
LET SS =8S +8(J)
LETSES=SES+E(J)*S(J)
LETSE2 =SE2 +E(J)"2
NEXTJ
IF[+NH]1 >ITOT THEN
LET MSE(I) =SE/(NH-COMPT)
LET MSS(I) =SS/(NH-COMPT)
LET WH(I) =(SES-(NH-COMPT)*MSE(I)*MSS(I))/((SE2-(NH -
COMPT)*(MSE(1)"2))
GOTO 2260
ENDIF

LET MSE(I)=SE/NH

LET MSS(I) =SS/INH

LET WH(I) =(SES-NH*MSE(I)*MSS(I))/(SE2-NH*(MSE(I)"2))
LET INTRCPT(I) =MSS(I)-WH(I)*MSE(I)

LET IRI=I
LET IRF=JMAX
FOR LR=IRITO IRF
LETEXPVAL(LR)=S(LR)
LETFITVAL(LR)=INTRCPT(I) + WH(I)*E(LR)
NEXTLR
GOSUB 7300
PRINT LITOT ,WH(I),MSS(1),R

IF I>ITOT-INT(NH/2) THEN 2400
LETI=I+1
GOTO 2000
LET IHMAX =1

[EEE L322 2L 2L L P LSS EE LIS LS L2 L2 22 L 2L R L EL SR AR L LR S AL L L L 2 2]



2430
2440
2450
2460
2470
2480
2490
2500
2510
2520
2530
2540
2650
2560
2570
2580
2590
2600
2610
2620
2630
2640
2650
2660
2670
2680
2690
2790
2710
2720
2730
2740
2750
2760
2770
2780
2790
2800
2810
2820
2830
2840
2850
2860
2870
2880
2890
2900
2910
2920
2930
2940
2950
2960
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LET NB0=10
LET RBEST=0
FOR NB=NBO0-5TO NB0+20
LET REGI=NB
LET REGF =IHMAX
FORI=REGITO IHMAX
LET XREG(I)=MSS(I)
LET YREG(I)=WH(I)
NEXTI
GOSUB 7130
LET BETA(NB)=SLP
LETWHO(NB)=INTERCEPT

LET IRI=REGI
LET IRF=REGF
FOR LR=IRITO IRF
LETEXPVAL(LR)=WH(LR)
LETFITVAL(LR)=WHO(NB) +BETA(NB)*MSS(LR)
NEXTLR
GOSUB 7300
LET RSLP(NB)=R
IF (RSLP(NB) < >1 AND RBEST <RSLP(NB)) THEN
LET RBEST=RSLP(NB)
LET WHOBEST =WHO(NB)
LETBETABEST=BETA(NB)
ENDIF
NEXT NB

[Ade A Aok ot ok ook ok A ek ok ok ke kok ok ke k ek ek ek ek kR ARk Ak

OPEN #5:SCREEN 35,1,0,1
CLEAR
SET WINDOW 0,300,0,3000
SET MODE "HIRES"
PLOT TEXT AT 150,1500: "W.H.vsS"
BOX LINES 0,300,0,3000
FOR I=1TOIHMAX
PLOT POINTS:MSS(I),WH(I)
NEXTI
FOR X=0 TO S(ITOT)+100 STEP 1
PLOT POINTS:X,WHOBEST + BETABEST*X
NEXT X
CLOSE #5
OPEN #7:SCREENO0,.34,0,.5
SET WINDOW 0,.8,0, WH(2)/MSS(2)
BOX LINES 0,.8,0,WH(2)/MSS(2)
FORI=1TOIHMAX
PLOT POINTS: MSE(I), WH(I)/MSS(I)
NEXTI
CLOSE #7
OPEN #6:SCREEN0,.3,.51,1
PRINT "S(WH=0)"'"R"
PRINT -WHOBEST/BETABEST ,RBEST

PRINT #1:NB,-WH(OBEST/BETABEST RBEST
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2970 PRINT""

2980 PRINT 'ISITOK?"

2990 INPUT SL$

3000 IFSL$="Y"THEN

3010 LET SATS=-WHOBEST/BETABEST

3020 GOTO03070

3030 ENDIF

3040 INPUT NBO

3050 CLOSE #6

3060 GOTO 2440

3070 CLOSE #6

3080 CLEAR

3090 OPEN #2:SCREEN0,1,0,1

3100 SET MODE '80"

g%ég [REERSRRERREARAREEREEERREEERE AL RO ERRAERER R LR

3130

3140 PRINT 'THE ITERATION STARTS, THE TIME
IS:":"TAB(36);TIME$

3150

3160

3170 [HHEEEEEEEREERERAATEREEFROERRERE SRR R AR

3180

3190 PRINT TAB(1);"THE STRAIN USED IN THE FITTINGIS":
TAB(42); E(ITOT)

3200

3210 LETISTART0=1

3220 LET SIGMA2=((1.68*9.81*1.E-4)"2)*1.E8

3230 PRINT ""

3240 FORISTART=1TOIOI

3250 IF E(ISTART)< 0 THEN

3260 LET ISTARTO =ISTART +1

3270 GOTO 3920

3280 ENDIF

3290 PRINT ISTARTO

3300 LETMM=ISTART

3310 LETNN=ITOT +1

3320 LETISATM =2

3330 FORISAT=1TOISATM

3340 LETE(NN +ISAT)=2*E(ITOT)
3350 LET S(NN+ISAT)=8ATS
3360 NEXT ISAT

3370

3380

3390 [*ertxkrrriext The secant method is used for the iteration *#*#k#*+rkkssx
3400

3410 FORB=1TO 20STEP1
3420 GOSUB 6850

3430 IF F >0 THEN 3450
3440 NEXTB

3450 LETBI =B

3460 LETB=Bl1

3470 GOSUB 6850

3480 LETF1=F




‘.»ie"
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3490
3500
3510
3520
3530
3540
35650
3560
3570
3580
3590
3600
3610
3620
3630
3640
3650
3660
3670
3680
3690
3700
3710
3720
3730
3740
3750
3760
3770
3780
3790
3800
3810
3820
3830
3840
3850
3860
3870
3880
3890
3900
3910

3920
3930
3940
3950
3960
3970
3980
3990
4000
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LETB2=1.1*B1
LETB=B2
GOSUB 6850
LETF2=F
FORN=1TO 20
LET BN =(B1*F2-B2*F1)/(F2-F1)

LET B=BN
GOSUB 6850
LETFN=F
LET AN=A
IF ABS(FN)<1E-8 THEN GOTO 3660
LET B:=B2
LET B2=BN
LETF1=F2
LET F2=FN
NEXTN

LET CN =SIGMAZ2-AN
FORIFIT=MM TONN
IF AN +CN*EXP(-BN*E(IFIT)) <0 THEN 3920
LET YF(IFIT)=(AN +CN*EXP(-BN*E(IFIT)))".5
NEXT IFIT

[RrxxxLRREEE* Computing the correlation coefficients *#*** - trttbrtiohs

LETIRI=MM
LETIRF=NN
FORIR =IRITO IRF
LET EXPVAL(IR)=S(IR)
LET FITVAL(IR)=YF(IR)
NEXT IR
GOSUB 7300
LETRFCT(MM)=R

LET ANFCT(MM)=AN
LET BNFCT(MM)=BN
IF E(ITOT) >.4 THEN
LETEEXTRPL =15*E(ITOT)
GOTO 3910
ENDIF
LET EEXTRPL =2*E(ITOT)
PRINT TAB(1),SIGMA2,;TAB(10);AN*BN, TAB(20);BN,TAB(30);
E(ISTART); TAB(45); MM;TAB(50); NN;TAB(55); (AN +CN*EXP(-
BN*EEXTRPL))".5; TAB(65); RFCT(MM)
NEXT ISTART

PRINT '"THE ITERATION ISFINISHED: ""TAB(36);TIME$
PRINT ""

R AR AT RFA AR A ALK AR AR R AAAAR LA AR AAAA R A AR AR AR R

LETRMAX=0
FOR IMM =ISTARTO TO MM



4010
4020
4030
4040
4050
4060
4070
4080
4090
4100
4110
4120
4130
4140
4150
4160

4170
4180

4190
4200
4210
4220
4230
4240
4250
4260
4270
4280

4290

4300
4310
4320
4330
4340
4350
4360

4370

4380
4390

4400
4410
4420
4430
4440
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IFRMAX <RFCT(IMM) THEN
LETRMAX=RFCT(IMM)
LET STRNSTART =E(IMM)
LET ANBEST=ANFCT(IMM)
LETBNBEST =BNFCT(IMM)
END IF
NEXT IMM
LET CNBEST =SIGMA2-ANBEST
PRINT
IF CNBEST/(SATS 2-ANBEST)<=0 THEN GOTO 4120
LET SATE =(LOG(CNBEST/(SATS"2-ANBEST)))BNBEST
PRINT "DO YOU WANT THE FITTED DATA 2"
INPUT Z$
IF 2§ <>"Y"THEN GOTO 4220
PRINT " "
PRINT "LEVEL","EPSLN.","SIGMA.EXCT.","SIGMA.FIT.", "ER *
100/S. EXT"
FORI=1TONN
LET YFBEST(I)=(ANBEST +CNBEST*EXP(-
BNBEST*E(I)))".5
IF §(I)=0 THEN GOTO 4210
PRINT LEI),S(I),YFBEST(I),(S(I)-YFBEST(1))*100/5(1)
NEXT1I
PRINT

[ e ok s e e s e ok ok e e de sk e e s e e ek ke e e ek sk e ek sk e sk kR ke e ek ke etk ke ok ok

PRINT TAB(30);N$

PRINT TAB(1);"E.";TAB(18);"Ef"; TAB(30),"S02 ",TAB(40); "Omega";
TAB(50); "a2(U)"; TAB(60);'R2"

PRINT
TAB(1);,STRNSTART,TAB(16),E(ITOT),TAB(27);,SIGMA2,;TAB(37);
BNBEST,TAB(47);BNBEST*ANBEST;TAB(57);RMAX

PRINT et eeeeee e mmm e mmes mmmmmmmmm i mmm "

PRINT ""
!*****************************************************************
3 23 1 "

LET SEXTRPL=(ANBEST +CNBEST*EXP(-

BNBEST*EEXTRPL))".5

PRINT

TAB(1);"Exp.Strn";TAB(15); "Exp.Strs";TAB(40),; "Sat.Strn"TAB(55),
"Sat.Strs”

PRINT ""

PRINT

%‘33( 1);EEXTRPL;TAB(15),SEXTRPL:TAB(40);SATE;TAB(55);SA

PRINT ""

ELE 222222 E L L L2222 S S SR E R EA L LI LI LSRR I E L 2L L L 2
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4450

4460
4470
4480

4490
4500
4510
4520
4530
4540
4550
4560
4570
4580
4590

4600
4610
4620
4630
4640
4650
4660
4670
4680
4690
4700
4710
4720

4730
4740
4750
4760

4770
4780
4790
4800
4810
4820
4830
4840
4850
4860
4870
4880
4890
4900
4910
4920
4930
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PRINT 'DO Y OU WANT TO HAVE THE MEAN STRESS AT A
SPECIFIC STRAIN?"
INPUT Z§
IFZ$<>"Y"THEN 4830
PRINT TAB(1),"INPUT STRAIN, THIS MUST NOT BE HIGHER
THAN' TAB(44);E(IMAX)
INPUT STR
FORI=1TOIMAX
IF E(I) >=8STR THEN 4f20
NEXTI
LETISTR =I
LET AREA =0
FORI=2TOISTR
LET AREA =AREA +(E(I)-E(I-1))*(S8(I) +S(I-1))/2
NEXT1I
LETMS=AREA/STR
PRINT TAB(1);"THE MEAN STRESS IN (MPa) AT":TAB(30); STR;
TAB(40); MS

LET STRF=STR
LETH=STRF/10
LET XS =0
LET S4=0
LETS2=0
FORKI=1TO5
LETXS=XS+H
LET 84=84 +(ANBEST +CNBEST*EXP(-BNBEST*XS)) .5
LET XS=XS+H
LET S2=S2+(ANBEST +CNBEST*EXP(-BNBEST*XS))".5
NEXTKI
LET ISIM =(4*S4 +2*S2-(ANBEST +CNBEST*EXP(-BNBEST*
STRF))".5) *H/3
LET MSF =ISIM/STRF

PRINT "THE FITTED MEAN STRESS IS:"MSF
PRINT "'DO YOU WANT TO HAVE AFITTED MEAN STRESS AT
ANOTHER STRAIN?"
INPUT Z3
IFZ$ <> "Y"THEN 4830
PRINT '"INPUT STRAIN?"
INPUT STR2
LET STRF=STR2
GOTO 4620

[FrExxexexs Estimation of the exponent in Hollomon equation **####* sk

LETNNO=MM +9
LET R1LOGBEST =0
FOR NN1=NN0-5 TONNO+20
LET REGI=MM
LET REGF=NN1

FOR J=MM TO NN!1
LET XREG(J) =LOG(E(J))



4940
4950
4960
4970
4980
4990
5000
5010
5020
5030

5040
5050
5060
5070
5080
5090
5100
5110
5120
5130
5140
5150
5160
5170
5180
5190
5200
5210
5220
5230
5240
5250
5260
5270
5280
5290
5300
5310
5320

5330
5340
5350
5360
5370
5380
5390
5400
5410
5420
5430
5440
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LET YREG(J)=LOG(S(J))
NEXTJ
GOSUB 7130
LETENI(NNi)=SLP
LETKEYI(NN1)=INTERCEPT
LETIRI=REGI
LETIRF =REGF
FORLR=IRITO IRF
ﬁgg“ EXPVAL(LR)=LOG(S(LR))
FITVAL(LR)=KEY1(NN1)+ENI1(NNI1)*LOG(E(LR))
NEXTLR
GOSUB 7300
LETRILOG(NN1)=R
IFR1ILOGBEST <RI1LOG(NN1) THEN
LET R1ILOGBEST =R1LOG(NN1)
LET ENIBEST=ENI1(NN1)
LET KEY1BEST=KEYI(NN1)
LET IBREAKI=NNI1
ENDIF

NEXT NN1

PRINT
LET R2LOGBEST =0

FOR NN2=NNO TONNO +20
LET REGI=NN2
LET REGF =ITOT

FOR J=NN2TOITOT
LET XREG(J)=LOG(E(J))

LET YREG(J)=LOG(S(J))

NEXTJ

GOSUB 7130
LETEN2(NN2)=SLP

LET KEY2(NN2)=INTERCEPT
LETIRI=REGI

LET IRF =REGF

FOR LR =IRITO IRF
lI,JEETT EXPVAL(LR)=LOG(S(LR))
FITVAL(LR)=KEY2(NN2)+EN2(NN2)*LOG(E(LR))

NEXTLR

GOSUB 7300
LET R2LOG(NN2)=E,

IF R2LOGBEST <R2LOG(NN2) THEN
LET R2ZLOGBEST =R2LOG(NN2)
LETEN2BEST=EN2(NN2)
LETKEY2BEST =KEY2(NN2)
LETIBREAK2=NN2

ENDIF

NEXTNN2

LET IBREAK=MIN(IBREAK1 IBREAK?)
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5460
5470
5480
5490

5500
5510

5520
5530
5540
5550
5560

5570
5580
5590
5600
5610

5620
5630

5640
5650
5660

5670
5680

5690
5700
5710
5720
5730
5740
5750
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5800
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PRINT TAB(1);"n1":"TAB(13);"R1".TAB(33);"n2".TAB(43),"R2"
PRINT ""

PRINT
TAB(1),EN1BEST;TAB(10);R1LOGBEST,TAB(30);EN2BEST,TAB(4
0),R2LOGBEST

PRINT ""

PRINT TAB(1);,"USING HOLLOMON AT  '":TAB(28); EEXTRPL;
TAB(40); "THE EXTRAPOLATED STRESSIS:",TAB(67);
EXP(KEY2BEST)*EEXTRPL “EN2BEST

IFZPR$="Y"THEN 5560
GOTO 5770

!
EZ LI 2 A2 LRI L LI E2 S LS L L2 L SIS L LRI AL LIS L I 2T I L2 L2 4

PRINT #1:TAB(30);N$
PRINT #1:""
PRINT #1:
TAB(5);"Ei":TAB(19);"Ef""TAB(30);"S02";:TAB(40); "Omega"-TAB(50
);'a2(U)";TAB(60);"Cor. Coef”
PRINT #1:""
IS’%% g #1: TAB(1);STRNSTART,TAB(15),E(ITOT);TAB(28);
2;
TAB(38);BNBEST,TAB(48)BNBEST*ANBEST;TAB(58),RMA

PRINT #1: el "
PRINT #1:" recememcemeeeememeeemeemmees sceceenameeceeeeaeameanns "
PRINT #1:

TAB(1);"Exp.Strn":-TAB(15);"Exp.Strs":TAB(30),"Sat.Strs";TAB(45);"
Sat.Strn"

PRINT #1:""

PRINT #1:

%‘SXB( 1),EEXTRPL;TAB(15);SEXTRPL;TAB(30);,SATE;TAB(45);SA

PRINT #1:" e ceeecn e e e mmcmeecnee "
PRINT #1 "o memm e ameee "
PRINT #1 : "ml n, "R u, "2 u, RO

PRINT #1: ENIBEST R1LOGBEST EN2BEST R2LOGBEST
PRINT #1:" e e el "
PRINT #1:""

JAe Aok ok ook ko kol ek ok ok Ao ok ke ko e e e sk e ok e sk ok sl e sk ke ke ok sk e e e ke s ke e de sk e sk e sk ke ke ke sk ok

Ilzggg' 22'90 YOU WANTTO HAVE A LOG-LOG & WH.VS STRESS

INPUTZ$
IFZ$<>"Y"THEN 6820

!********************* LOg Stress Us LOg Stral’n gk ek ke ek kR kKK
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gggg OPEN #3:SCREEN 0,.5,.51,1

5870 SET WINDOW LOG(E(MM)),LOG(E(ITOT)),LOG(S(MM))-.3,
LOG(S(ITOT)) +.3

5880 SET MODE "HIRES"

5890 fL(?g)TEXT,AT 10*LOG(E(ITOT)),LOG(S(ITOT)/3): "Log(S) vs

0 n

5900 BOgX LINES

5910 LOG(E(MM)),LOG(E(ITUT)),LOG(S(MM))-.3, LOG(S(ITOT)) +.3

5920 FORI=MMTONN

5930 IF E(I) <=0 THEN GOTO 5950

5940 PLOT POINTS: LOG(E()),LOG(S(1))
5950 NEXTI

5960

5970 PLOT TEXT,AT(LOG(E(ITOT)))*4,LOG(S(ITOT)/2):
USING§("##.###",EN1BEST)

5980 PLOT TEXT,AT(LOG(E(ITOT)))*2,LOG(S(ITOT)/1.5):
USINGS("##.### ", EN2BEST)

5990 FOR X=LOG(E(MM)) TO LOG(E(IBREAK?2)) STEP

LOG(E(IBREAK2)/ E(MM))/100

6000 PLOT POINTS :X,ENIBEST*X +KEY1BEST

6010 NEXT X

6020 FOR X=LOG(E(IBREAK1)) TO LOG(E(ITOT)) STEP
LOG(E(ITOT) IE(IBREAK1))/100

6030 PLOT POINTS :X,EN2BEST*X +KEY2BEST
6040 NEXTX
6050

6060 ek ek ke kdk kbt Stress vs Straln sededkckookdokdok ok Aok kR Rk Rk

6070

6080 OPEN #4:SCREEN0,.5,0,.5

6090

6100 SET WINDOW -.005,1 25*E(IMAX),0,S(IMAX)+50
6110 PLOT TEXT, AT .74*E(IMAX),S(IMAX)/2:"SvsE"
6120 BOX LINES -.005,1 25*E(IMAX),0,S(IMAX)+50
6130

6140 FORI=1TOIMAX

6150 PLOT POINTS: E(I),S(I)

6160 NEXTI

6170

6180 FORX=0TO 125*E(IMAX)STEP .005

6190 PLOT POINTS:X (ANBEST +CNBEST*EXP(-BNBEST*X))".5
6200 NEXTX

6210

6220

6230 !******************** Work Hardening vs Stress LR 2L R 2 S22 L2 2
6240

6250 OPEN #5: SCREEN .51,1,0,1

6260

6270 PRINT""

6280 PRINT""

6290 PRINT 'DOYOU WANT"

6300 PRINT'W.HVSSTRS?"

6310 INPUTZ$
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6320 IFZ$="Y"THEN CLEAR
ggig IFZ§="Y"THEN CLOSE #3
2‘350 OPEN #6: SCREEN .51,1,.51,1
60
6370 SET WINDOW 0,S(IMAX) +100,0,WH(1) +500
6380 PLOTTEXT AT S(IMAX)*.6+50,WH(1)-400: "W.H.vsS"
6390 BOX LINES 0,8(IMAX)+100,0,WH(1)+500

6400
6410 FOR X =.000001 TOSTRNSTART STEP .005
6420 IF ANBEST +CNBEST*EXP(-BNBEST*X) <0 THEN GOTO

6440

6430 PLOT POINTS : (ANBEST + CNBEST*EXP(-BNBEST*X))".5,
(-5*CNBEST*BNBEST*EXP(-BNBEST*X))/ (ANBEST +
CNBEST* EXP(-BNBEST*X))".5

6440 NEXTX

6450

6460 FORX=STRNSTART TOE(IBREAK) STEP .005

6470 PLOT POINTS :(ANBEST + CNBEST*EXP(-BNBEST*X))".5,
(-5*CNBEST*BNBEST*EXP(-BNBEST*X))(ANBEST +
CNBEST* EXP(-BNBEST*X))".5

6480 PLOT POINTS : EXP(KEY1BEST)*X "ENIBEST,

EXP(KEYIBEST)*X"(EN1BEST-1)
6490 NEXTX

6500

6510 FORX= E(IBREAK)TO 2.25*E(ITOT) STEP .005

6520 PLOT POINTS : (ANBEST + CNBEST*EXP(-BNBEST*X))".5,
(-5*CNBEST*BNBEST*EXP(-BNBEST*X))(ANBEST +
CNBEST* EXP(-BNBEST*X))".5

6530 PLOT POINTS : EXP(KEY2BEST)*X "EN2BEST,

EXP(KEY2BEST)*X*(EN2BEST-1)
6540 NEXTX

6550

6560 FORI=1TOIHMAX

6570 PLOT POINTS:MSS(I),WH(T)

6580 NEXTI

6590

6600 CLOSE #4

6610 CLOSE #5

6620

6630 !****************** dln(streSS)/d(Strain) vs Stress ok kR kA Ak

6640

6220 OPEN #7: SCREEN .51,1,0,.5

6660

6670 SET WINDOW 0,300,-1,50

6680 PLOTTEXT,AT 20040: "LOG(WH)/Svs 8"

6690 BOX LINES 0,300,0,50

6700

6710 FORX=0TOE(IMAX)STEP.001

6720 PLOT POINTS:(ANBEST +CNBEST*EXP(-BNBEST*X))".5,
(-.5*CNBEST*BNBEST*EXP(-BNBEST*X))(ANBEST +
CNBEST* EXP(-BNBEST*X))

6730 NEXTX

6740
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6750 FORI=1TOIHMAX

6760 PLOT POINTS: MSS(I),WH(I)/MSS(I)

6770 NEXTI

6780

6790 PLOTLINES:O0,1,300,1

6800

6810 CLOSE #6

6820 CLOSE #7

6830

6840 STOP

6850 !*****************************************************************
6860 LET S1=0

6870 LET S2=0

6880 LET S3=0

6890 LET S4=0

6900 LET S5=0

6910

6920

6930 FORIT=MMTO NN +ISATM

6940 LET K(IT) =EXP(-B*E(IT))

6950 LET S1=S1+(1-K(IT))"2

6960 LET 82=82+(1-K(IT))*(-SIGMA2*K(IT) +(S(IT)"2))
6970 LET 83=83+(1-K(IT))*E(IT)*K(IT)

6980 LET S4=84+E(IT)*K(IT)*SIGMA2*K(IT)-(S(IT) *2)-

SIGMA2*(1-
K(IT)))
gggg LET S5=85+E(IT)*SIGMA2*K(IT)*(-SIGMA2*K(IT) +(S(IT)"2))
7010 NEXTIT
7020
7030

7040 IF (S4°2-4*83*S5) <0 THEN
7050 LET A=82/S1
7060 LET F=S3*A°2+S4*A+85
= 7070 GOTO 7120
4 7080 END IF
g 7090 LET F=((-S4+((S4)"2-4*S5*S5)".5)/2/83)-(S2/51)
7100 LET A =S82/S1
! 7110
7120 RETURN
: 7130 !***************************************************************
- 714C LET SX=0
| 7150 LET SY =0
7160 LET SXY=0
7170 LET SX2=0
7180  FOR IREG =REGI TO REGF
7190 LETSX=SX+XREG(REG)
7200 LETSY=SY+YREG(REG)
; 7210  LET SXY =SXY +XREG(IREG)*YREG(IREG)
*; 7920  LET SX2=SX2+XREG(IREG)"2
;o 7230 NEXTIREG
' 7240 LET NPT=REGF-REGI+1
: c 7250 LET MSX=SX/NPT
7260 LET MSY =SY/NPT
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LET SLP=(SXY-NPT*MSX*MSY)/(SX2-NPT*MSX "2)
LETINTERCEPT=MSY-SLP*MSX

RETURN
R R e R
LET SMOY =0

FOR KR =IRI TO IRF

LET SMOY =SMOY +EXPVAL(KR)

NEXT KR

LET SMOY =SMOY/(IRF-IRI +1)

LETR1=0

LET R2=(

FOR KR =IRITO IRF

LET R1=R1+(EXPVAL(KR)-FITVAL(KR)) 2

LET R2=R2+(EXPVAL(KR)-SMOY)"2

NEXT KR

LETR=1-R1/R2

RETURN

[ et e e A e e e e e e e ek e e e ok e ek kA ek sk e ek ok e ok Rk kA ok e e dkok ke kR k kKK

END
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1000
_[*****************************************************************
1010 ! ADHECOR
1020 !

1030 ! This program corrects the stressi/strain data for adiabatic heating.
1040 ! This correction is performed at each strain increment and the corrected
1050 ! stress/strain data are rewritten.

fggg !*****************************************************************

1080

1090 OPEN #1: PRINTER

1100 DIM E(500),5(500),SCOR1(500),F(500),H(500),AT(500),DT(500),
INVTK(500),SR(500)

1110 DIM
SG(500),0M(500),UA(500),SLOPST(500),XF(500),EXPVAL(500),
FITVAL(500)

1120 DIM RST(500),AREA(500),DELTAT(500),DELTAS(500)

1130 LIBRARY "fanhlib"

1140 DECLARE DEF SINH

1150 SET MODE "80"

1160 PRINT 'Input the file number"

1170 INPUTFN,N$

1180 PRINT 'Input the strain rate"

1190 INPUT SRT

1200 PRINT 'Input the austg. and def temperatures”

1210 INPUT ATP.DTP

1220 LETINVT=1/(DTP+273)

1230 PRINT 'Do you want to use the mean str. or flow str.2(M/S)"

1240 INPUTZ$

1250 OPEN #2:NAME "PARAMCUB.TRU", ORGANIZATION TEXT

1260 LETI=0

1270 DO WHILE MORE #2

1280 LETI=I1+1

1290 INPUT #2:AA$

1300 LET AF$§=AA$[1:4]

1310 LET AH$=AA$(6.:8]

1320 LETAAT$=AA$[11:17]

1330 LETADT$=AA$[19:24]

1340 LET ASR$=AA$[27:29]

1350 LET ASG8=AA$[32:38]

1360 LET AOM$=AA$[40:49]

1370 LETAUA$=AA$(51:60]

1380 LETF(I)=VAL(AF3)

1390 LETH(I)=VAL(AH$)

1400 LET AT(I)=VAL(AATS)

1410 LETDT(I)=VAL(ADT$)

1420 LETDT(I)=DT()+273

1430 LETINVTK(1)=1/DT(I)

1440 LET SR(I)=VAL(ASR$%)

1450 LET SG(I)=VAL(ASGS$)

1460 LET OM(I)=VAL(AOMS$)

1470 LET UA(I)=VAL(AUAS)
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ITFH(E%II) =FN AND SR(I)=SRT AND AT(I) =ATP AND DT(I)=DTP)
PRINT "THE FILE EXISTS"

PRINTLATI),DT(I),SR(I)

LOOP

CLOSE #2

LETIMAX =1

DEF SIGMA(1,X) =(SG(D*EXP(-OM(1)*X) + UA(D/OM(1)*(1-EXP(-
OM(D)* X)))".5

J Ak e ek ke ke ek ok sk ek kR e ok kR Sk sk ok ok R Rk Rk Rk ok kR kR e e Rk ek ek ok ook

OPEN #3:SCREEN 0,.5,.5,1
SET WINDOW 6.5E-4,9.9E-4,0,300
SET MODE "HIRES"
BOX LINES 6.5E-4,9.9E-4,0,300
LETJ=0
FORI=1TOIMAX
IF(AT(I)=ATP AND SR(I) =SRT) THEN LET J =J +1
NEXTI
LET JMAX =J

JELETE LT L2 2222 L2 2L 222 2L L I 22 2222 E 2 FE 2L SR 2222 2 222 22 ]

O}IE’EN #4:NAME "A:"&€N$&"DAT",ORGANIZATION TEXT
LETK=0

DO WHILE MORE #4
LETK=K +1

INPUT #4:BB3

LET A$=BB$§[17:22]
LET B$=BB3[26:31]
LETE(K)=VAL(A3)
LET S(K)=VAL(B3)
LOOP

CLOSE #4
LETKMAX=K

LETRMAX =0
LETREMIN =1
FORK=1TOKMAX
IF E(K) >=.05 THEN 1870
NEXTK
LETK05=K

FORK=K05TO KMAX
LET X =E(K)

LET ST =0

LET SS =0

LETSTS=0

LETST2=0
FORI=1TOIMAX
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1990 IF(AT(I)=ATP AND SR(I)=SRT) THEN
2000 IF (SG(I)*EXP(-OM(1)*X) + UA(D/IOM(D*(1-EXP(-OM(I)*
E(K05,,)) >0 THEN 2040
2010
2020 GOTO 2710
2030 PRINT XSTART IX
2040 LET ST=ST+INVTK(I)
gggg LET ST2=ST2+INVTK(I) 2
2070 IFZ8%="M"THEN
2080 GOSUB 3320
2090 LET SS=SS+MSF
2100 LET STS=STS+INVTK(I)*MSF
2110 GOTO 2150
2120 END IF
2130 LET SS =SS +SIGMA(IX)
2140 LET STS=STS +INVTK(I)*SIGMA(L X)
2150 END IF
2160
2170 NEXTI

2180
2190 LETMST=ST/JMAX
2200 LET MSS=SS/JMAX
2210  LET SLPST =(STS-JMAX*MST*MSS)(ST2-JMAX*MST "2)
gggo LET ITRCPTST=MSS-SLPST*MST
0
2240 LETIRI=1
2250  LET IRF=JMAX
2260 FORI=1TOIMAX

2270 IF (AT(I) =ATP AND SR(I)=SRT) THEN

2280 IFZ$="M"THEN

2290 GOSUB 3320

2300 LET EXPVAL(I) =MSF

2310 GOTO 2340

2320 ENDIF

2330 LET EXPVAL(I) =SIGMA(L,X)

2340 LET FITVAL(I) =ITRCPTST + SLPST*INVTK(I)
2350 END IF

2360 NEXTI

2370 GOSUB 3550

2380

2390  LET SLOPST(K)=SLPST

2400 LETXFK)=X

2410 LETRST(K)=R

2420 IF RMAX <RST(K) THEN LET RMAX =RST(K)
2430 IF RMIN >RST(K) THEN LET RMIN=RST(K)
2440 FORI=1TOIMAX

2450 IF (AT(I)=ATP AND SR(I) =SRT) THEN

2460 IF Z8="M"THEN

2470 GOSUB 3320
2480 PLOT POINTS:INVTK(I) MSF
2490 GOTO 2520

2500 ENDIF
2510 PLOT POINTS:INVTK(I) SIGMA(1.X)
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ENDIF
NEXTI
FORT=800TO1200 STEP2
Ng&%ﬂ;‘ POINTS: 1T +273) ITRCPTST +SLPST/(273+T)

LET COEF1 =SLOPST(K)
LETRO=7.86
LETCO=.11
LET JO=4.18
LET AREA(1)=0
FORIK=2TOK
LET AREA(IK) =AREA(IK-1) +(E(IK)-E(IK-1))*(S(IK) + S(IK -

1))z
NEXTIK

LET DELTAT(K)=AREA(K)/JO/CO/RO

LET DELTAS(K)=COEFI1*(INVT-1/(DTP +273 +DELTAT(K)))
LET SCORI1(K)=S(K) + DELTAS(K)

PRINT #1:.X,DELTAT(K),DELTAS(K)

NEXTK

CLOSE #3

OPEN #5: SCREEN 51,1,.5,1
SET WINDOW 0,1.25* E(KMAX),0,1.25*S(KMAX)
BOX LINES 0,1.25*E(KMAX),0,1.25*S(KMAX)
FORK=1TO KMAX
PLOT POINTS :E(K),S(K)
PLOT POINTS :E(K),SCORI(K)
NEXTK
CLOSE #5

OPEN #5: SCREEN 0,.5,0,.49
SET WINDOW LOG(.01),LOG(.99),1.E5,1. E6
BOX LINES LOG(.01),LL0OG(.99),1 E5,1.E6
FOR K=K05 TO KMAX
PLOT POINTS :LOG(XF(K)),SLOPST(K)
NEXTK
CLOSE #5
OPEN #6: SCREEN 51,1,0,.49
SET WINDOW E(K05),1.25*E(KMAX),1.E5,1.E6
BOX LINES E(K05),1 25*E(KMAX),1.E5,1.E6
FORK=1TO KMAX
PLOT POINTS :XF(K),SLOPST(K)
NEXTK

CLOSE #6

PRINT #1:TAB(1),'"FILE".TAB(15);"Aust. Temp.";TAB(35), "Def.

Temp.": TAB(48),'Strain Rate"

IP;IRg% ’.;: ﬁl :TAB(1);N$,TAB(17);,ATP,;TAB(38);DTP;TAB(50),SRT
1 : "o

PRINT #1:TAB(10),"Rmuin IS:":"TAB(20),RMIN

PRINT #1:TAB(10),"RmaxIS:""TAB(20);RMAX
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PRINT #1:""

PRINT
#1:TAB(1),"STRAIN";TAB(12);"TEMPER."TAB(22),"DELTA
T};’}',qu}eg( -'?"8')'; 'DELTA S1":.TAB(50);'DT/E";TAB(62),;"DS/SE"

PRINT
#1:TAB(1),E(KMAX);TAB(12);DTP;TAB(21);DELTAT(KMAX),TAB
(37),SCOR1(KMAX)-S(KMAX),TAB(49); DELTAT(KMAX)!
gg ﬁ%ﬁ§ 3; TAB(62);-(SCOR1(KMAX)-S(KMAX))/S(KMAX)/

PRINT #1:""
PRINT #1:""
INPUT P$
CLEAR
PRINT 'Do you want to write the stress-strain values?"”
INPUT W$
IFW$="Y"THEN
PRINT '"Putdiscin drive A and print C to start”
INPUT D$
OPEN #5:NAME "A:"&N$& "DAT" CREATE NEW
FOR IW =1 TO K05 -1
PRINT #5:TAB(1);IW;TAB(22);E(IW);TAB(34);S(IW)
NEXTIW
FOR IW =K05 TO KMAX
PRINT #5:TAB(1);IW;TAB(22);E(IW);TAB(34);SCOR1(IW)
NEXT IW
CLOSE #5
ENDIF
STOP

JHede e e de ek kk ko gk kg gk kR Rk gk

LETHSIM =X/10

LETXS=0
LET S4=0
LET S2=0
FORKI=1TOS5
LET XS=XS +HSIM

IF (SG(I)*EXP(-OM(D)*XS) + UA(D/OM(1)*(1-EXP(-OM(I)*XS)))
<0 THEN
LET HSIM =HSIM + XSTEP/10
GOTO 3360
ENDIF
LET S4=84+SIGMA(I,XS)
LET XS=XS +HSIM
LET 82 =82 +SIGMA(1,XS)

NEXTKI
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3510 LETISIM =(4*S4 +2*S2-SIGMA(I.X))*HSIM/3

3520 LET MSF =ISIM/X

3530

3540 RETURN

3550 [FHEREREERAAREREEERAEAARAAARRA AR RE RSB R R E AR AARAARAA AR REN
3560 LETSMOY=0

3570 FOR KR =1TO IMAX

3580 IF (AT(KR)=ATP AND SR(KR)=SRT) THEN
3590 LET SMOY =SMOY +EXPVAL(KR)

3600 END IF

3610 NEXT KR

3620

3630 LETSMOY =SMOY/(IRF-IRI+1)

3640 LETR1=0

3650 LETR2=0

3660

3670 FORKR=1TOIMAX

3680 IF (AT(KR)=ATP AND SR(KR)=SRT) THEN

3690 LETR1=R1+(EXPVAL(KR)-FITVAL(KR)) 2
3700 LET R2=R2 +(EXPVAL(KR)-SMOY)"2

3710 ENDIF

3720 NEXT KR

3730

3740 LETR=1-R1/R2

3750 RETURN

3760 [FHEREREEEAEARAAAAAARAAAR R AR R AR R AR ARE R RE AR ARERA A
3770

3780 END



