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ABSTRACT 

With the aim of simulating the hot rolling process, single and double hit 
compression tests were performed in the temperature range 800 ta 1200 oC at 
strain rates of 0.2 ta 50 S·l on selected low carbon steels containing niobium, 
boron and copper. The stresslstrain curves determined at high strain rates were 
corrected for adiabatic heating and constitutive equations were formulated. 
When dynamic recovery is the only softening mechanism, these involve a rate 
equation, consisting ofa hyperbolic sine law, and an evolution equation with one 
internaI variable. When dynamic recrystallization takes place, the incorporation 
of the dynamically recrystallized fraction in the above evolution t~quation makes 
it possible ta predict the flow stress after the peak. 

The kinetics of static recrystallization were characterized in terms of the 
mean flow stresses, which lead to more accurate results than alternative 
methods. Appropriate expressions were formulated for the recl'ystallization 
kinetics and the mean austenite grain size as a function of predeformation, 
temperature and particularJy strain rate. 

Particular attention was paid ta prediction of the temperature distribution 
through the thickness of the rolled plate or strip. The effects taken illto account 
are radiation and convection from the surface when the material is between 
stands, and conducf.ion to the rolls and the temperature increase due to 
mechanical work when the material is in the roll gap. An explicit finite 
difference method was used ta calculate the temperature distribution through the 
thickness of the workpiece during processing. 

On the basis of the temperature model and the constitutive and 
recrystallization kinetics equations, a computer model for the prediction ofmulti­
stage rolling force and microstructural evolution was developed. The predictions 
ofthese models are in good agreement with measurements on both experimental 
and commercial steels. AIso, by appropriate control of the thermomechanical 
parameters, high strength steels with transition tempe ratures below -100 oC 

were developed. These results constitute a step towards the on-Une control of 
plate and hot strip mills, and the development ofnew tough high strength steels. 
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RÉSUMÉ 

Dans le but de simuler le procédé de laminage à chaud, quatre aciers 
choisis ont été soumis aux tests de compression continue et interrompue dans le 
domaine de température 800 et 1200°C, à des taux de déformation entre 0.2 et 50 
S-l. Les courbes contrainte/déformation produites aux hautes vitesses de 
déformation ont été corrigées de l'effet d'échauffement adiabatique et des 
équations constitutives ont été formulées. Dans le cas où la restauration 
dynamique est le seul mécanisme d'adoucissement, ces relations incluent une 
équation de vitesse qui consiste en une loi sinus hyperbolique et une équation 
d'évolution avec une variable interne. Quand la recrystallisation dynamique se 
produit, l'utilisation simultanée de l'équation d'évolution ci-dessus et de la 
fraction recrystallisée dynamiquement permet la prédiction de la contrainte 
d'écoulement aprés le pic. 

Les cinétiques de recrystallisation statique ont été caractérisées en terme 
de la contrainte d'écoulement moyenne, ce qui a mené à des résultats plus précis 
qu'en utilisant d'autres méthodes. Des expressions appropriées ont été formulées 
pour les cinétiques de recrystallisation et pour la taille moyenne du grain 
austénitique en fonction de la prédéformation, de la température et plus 
particulièrement du taux de déformation. 

Une attention particulière a été portée à la prédiction de la distribution de 
température à travers l'épaisseur de la tôle. Les effets pris en considération sont 
la radiation et la convection de la surface quand le matériau se trouve entre les 
cages; la conduction aux cylindres et l'augmentation de la température due au 
travail mécanique quand le matériau est déformé. Une méthode explicite de 
différences finies a été utilisée pour calculer cette 'distribution de température 
durant le procédé de laminage. 

En se basant sur le modèle de température, sur les équations constitutives 
ainsi que sur les cinétiques de recrystallisation statique, un modèle sur 
ordinateur pour la prédiction des forces séparatrices et l'évolution 
microstructurale durant le laminage a été developpé. Les prédictions de ces 
modèles sont en accord avec l~s mesures effectuées tant sur des aciers 
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expérimentaux que commerciaux. Aussi, avec un contrôle approprié des 
traitements thermomécaniques, des aciers à haute résistance ayant une 
température de transition inférieure à -100°C ont été developpés. Ces résultats 
constituent un pas vers le contrôle automatique des laminoirs, aiDsi que le 
développement de nouveaux aciers tenaces à haute résistance. 
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ChapterONE 

INTRODUCTION 

1.1. OBJECTIVES 

In its general meaning, deformation processing refers to the deformation 
mechanisms involved in a specifie working operation sueh as rolling, forging or 
extrusion. These processes had initially been developed because they decrease 
significantly the energy required to deform the metal and increase the ability of 
the latter to flow without cracking. In many of these forming operations, recent 
studies have focused on producing beneficial deformation-induced 
microstructures in order to improve the subsequent deformation and fracture 
properties of the final product. 

In these processes, the metal is heated to one-half to nine-tenths of its 
melting point and is deformed at strain rates ranging from 10-2 S-l for forging to 
102 S-l or more in finish rolling and extrusion. AIso, large deformations with 
equivalent strains easily exceeding 1 or 2 are applied and the correspollding 
stresses (and therefore the loads) can be extremely high. This usually requires 
interruptions during the hot working operation, encompassing multiple passes 

with intervening holding times. At the same time, the temperatures are 
changing as a function of both time and position in the workpiece, during both 
deformation as weIl as holding. Moreover, the deformation mode can be 
inhomogeneous, with large gradients in strain and strain rate. The final state of 
the hot worked material is therefore strongly dependent on its deformation 
history. 
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From a metallurgical point of view, the microstructural state during 
deformation at high tempe ratures involves physical events such as work 
hardening, dynamic recovery and dynamic recrystallization. A very important 
phenomenon occurs during holding between defonnation passes which strongly 
alters the current microstructure. This phenomenon is static recrystallization. In 
its simplest picture, static recrystallization is the transformation of the deformed 
microstructure into newly formed, strain-free grains. 

During the last three years, a research project was undertaken at McGill 
University with the objective of clarifying sorne of the problems associated with 
miIl automation in the Canadian steel industry. The present study was designed 
primarily to develop a computer model for on-line gauge control during hot 
forming operations, with specifie application to the hot rolling of steels. The 
goals orthe investigation were: 

i) To develop a heat flow model to predict the temperature distribution 
through the thickness of the rolled plate or strip. This model is 
necessary because the temperature gradients generated during 
processing strongly affect most of the mechanical and microstructural 
parameters. 

ii) To formulate constitutive equations which can describe accurately 
the high temperature-high strain rate flow behavior of steels. To this 
end, data from laboratory experiments are necessary to characterize 
the constitutive response of the steels of interest under hot working 
conditions. 

iii) To characterize and model the evolution of microstructure during 
hot rolling, i.e. the recrystallization kinetics and the austenite grain 
size. Extensive laboratory testing is required in this part of the 
investigation to provide the data necessary for modelling. 

When i, ii and iii are coupled together, they constitute the basis of the 
computer model designed for the process control afhot rolljng. 
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1.2. FORM OF THE STUDY 

Since the present investigation deals with both the metallurgical and 
thermomechanical aspects of hot rolling, the two chapters that follow, i.e. 2 and 3, 
survey the theoretical framework assQciated with these two topics. Chapter 4 
describes the experimental materials and equipment employed in this work. 
Several data analysis methods and numerical techniques were developed and 
used throughout this study; these are presented in Chapter 5. 

The results that emerged from the present study' are divided for simplicity 
and discussed in three parts. Chapter 6 concerns the effect of high temperatures 
and strain rates on the flow behavior of steels. These efTects are quantified and 
modelled. The influence ofboth thermomechanical and metallur~cal factors on 
the evolution of the microstructure during interpass rolling are described and 
also modelled in Chapter 7. Chapter 8 is the focus of the present study and 
applies the basic concepts developed in the previous chapters. The accuracy of 
the model predictions, and the feasibility of rolling a candidate Cu-Nb-B steel are 
discussed here in terms of the microstructure and mechanical properties. 

Finally, in Chapter 9, general conclusions are drawn from the study, and 
future topics of investigation are suggested. 
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ChapterTWO 

PHYSICAL METALLURGY OF HOT WORKING OF STEELS 

2.1. INTRODUCTION 

When a Metal is deformed plastically in a hot working operation, the 
material can undergo restoration processes both during and after deformation 
(Fig. 2.1). Restoration during deformation is referred to as dynamic and affects 
the shape and level of the stress/strain curve, while restoration after 
deformation, which is driven by the stored energy and referred to as static, 
determines the microstructure submitted to a subsequent deformation. 
Recovery and recrystallization can occur both dynamically and statically. It is 
the objective of this chapter to summarize the information related to these 
processes, although a complete review can be found in the paper published by 
McQueen and Jonas [1]. 

The first section deals with dynamic recovery and recrystallization, and is 
followed by a description of static changes such as static recovery and 
recrystallization, metadynamic recrystallization and strain-induced 
precipitation. These two sections are supplemented by a brief outline of the 
effect of important alloying elements on metallurgical phenomena in steels. 
Finally, the different types of microstructures developed after the 
transformation of austenite are distinguished tentati vely. 
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Figure 2.1 Restoration processes in hot working operations of 
metals(l). 
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Chapter TWO Physical Metallurgy 

2.2. DYNAMIC KESTOKATION DURING HOT DEFORMATION OF 
STEELS 

2.2.1. Dynamic Recovery 

6 

During hot working of a Metal at high temperatures, dynamic recovery 
occurs as a result of thermal activation. In the case of low stacking fault energy 
materials, recovery may be followed by dynamic recrystallization, a 
phenomenon that will be described in the next subsection. For high stacking 
fault energy metals such as aluminum and bcc iron, dynamic recovery is the 
only restoration process, even at large strains. The shape of the flow curves 
pertaining ta the case when the flow rate is limited by dynamic recovery alone is 
illustrated in Fig. 2.2a. During the initial work hardening region of the 
stresslstrain curve, the dislocation density increases. The dislocations become 
entangled and fonn sub-boundaries (Fig. 2.2b), a process which results in 
subgrain development [1]. As deformation proceeds, the work hardening rate 
gradually decreases due to an increase in the annihilation rate of dislocations, 
which is dependent on the dislocation density itself. When the rate of 
annihilation of dislocations is equal to the rate of generation of dislocations, the 
steady state regime is reached. The steady state in hot working is characterized 
by the constancy of stress and an equilibri um subgrain size which is maintained 
during flow. The Mean subgrain size d in the steady state regime is dependent 
on tempe rature and strain rate through the following relation [1]: 

(2.1) 

where CI and b are empirical constants, and the Zener-Hollomon parameter Z is 

given by: 

z = é exp( iL ) 
RT (2.2) 

Q in Eq. 2.2 is the experimental activation energy associated with the 
temperature dependence of the flow stress and Ris the gas constant. 
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The steady state stress is also related to the Zener-Hollomon parameter 
and can take the following general form [1, 2]: 

Z = «0 steady 'tole) (2.3) 

where fcan be a power, exponential or hyperbolic sine function. 

2.2.2. Dynamic Recrystallization 

In metals of low stacking fauIt energy, mainly fcc metals, the dislocation 
substructure developed in the initial stages of deformation recovers poorly and a 
critical dislocation density depending on the deformation conditions can be 
attained. In such a case, the nucleation of recrystallization takes place by grain 
boundary bulging [3]. Dislocations are annihilated in large numbers through 
the migration of a high angle boundary [1] and the structure is replaced by a 
new strain-free one. The resultant flow curves differ from those shown in Fig. 
2.2a, and are portrayed in Fig. 2.3. 

At low strain rates, the drop in flow strf'SS due to dynarnic recrystallization 
after the tirst peak (Fig. 2.3a) is followed by periodic cycles, each containing a 
work hardening followed by a softening region. The cycles seem to have a 
constant period with the amplitude declining as the deformation is continued 
[5]. Under such conditions, Luton and Sellars [4] found that nuc1~ation occurs 
by the bulging of an existing grain boundary. Because deformation proceeds 
continuously during nucleation and growth, the new growing grains are 
concurrently deformed and the gradient of strain energy from the center of the 
recrystallized grains to the advancing boundaries is low. Since the region 

behind a boundary is free of dislocations and the unrecrystallized one in front of 
it is highly dislocated, the driving force due to the difference in dislocation 
densityon both sides of the boundary is decreased by continuous deformation 
[1]. The result is a complete cycle of recrystallization but with grains that are 

deformed at their centers. The latter differ from strain-free statically 
recrystallized grain~ of the sarne size. If deformation continues, the dislocation 
density and therefore the flow stress increase, and the sarne phenomenon is 
repeated leading to another cycle of recrystallization, and so on. 
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When the strain rate is high, (Fig. 2.3b), the flow stress rises to a 
maximum eorresponding to the peak strain ep' and drops to a value between the 
yield and maximum stress as a result of dynamic recrystallization. Sinee the 
strain is higher near the grain boundaries, the strain energy gradient from 
center to boundary of a recrystallized grain is high and the region just behind 
the moving boundary is also highly dislocated. This leads to a decrease in the 
driving force and hence to a reduction of the rate of migration relative to that in 
static recrystallization [1]. When deformation proceeds, and before the 
completion of a local cycle of recrystallization, the dislocation densities at the 
centers of the reerystallizing grains have already reached the critieal value 
required to start another cycle. So, at any level of Ifaverage deformation", 
different grains are at different stages of recrystallization, a situation which 
results in an average flow stress somewhere between the yield and peak stress. 

The critical strain for the nucleation of dynamic reerystallization is 
slightly less than the peak strain Ep on the flow curve. This was explained by 
McQueen and Jonas [1] in terms of concurrent softening and hardening. In fact, 
while the fint nuclei are softening the material in sorne local regions, the 
remaining material continues to become stronger, with the differenee between 
Ec and Ep being greater at higher strain rates. Rossard [6] found that te is 
approximately 5/6ep and Sakui and coworkers [7] reported that this critieal 
strain is around O.7Ep' 

The progress of dynamie recrystallization can be followed by means of 
metallographie techniques. The kinetics of dynamic recrystallization can be 
described in terms of normal S-curves of vol ume recrystallized expressed as a 
function of log time. These are similar to those observed in classieal 
recrystallization. In constant strain rate tests, time can be replaced by strain 
and the recrystallized fraction can be deseribed by the following Avrami 
equation [8]: 

n 
X

D
= l-exp[-K(e-ec) Dl (2.4) 

Wllere K and no are constants. 
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Finally, it ~S important to note that the grain size developed d\H'ing 
dynamic recrystallization is closely correlated to the high temperature flow 
stress [1]. This empirical relation také:s the following fonn: 

o =Ad-q 
steady state dyn (2.5) 

and has been observed by Many authors for several materials [4,9, 10]. In Eq. 
2.5, A and q are constants and de pend on the material. 

2.3. STATIC CHANGES FOLLOWING HOT DEFORMATION 

2.3.1. Statie Recovery 

Mter plastic deformation, some portion of the deformation energy is stored 
within the metal, which makes the latter thermodynamically unstable. 
Immediately after unloading, the metal softens by recovery, which involves the 
annihilation and rearrangement of dislocations in individu al events. No motion 
of grain boundaries occurs during recovery, so that no observable change can be 
detected in the microstructure. The decrease in internai stress due to the 
reduction in the average dislocation density and the rearrangement of the 
dislocations can decrease the yield stress by up to 40% [11]. 

If the critical strain for static recrystallization (around 10%) is not 
reached, the recovery process does not lead to full softening but to a plateau weIl 
below 100% [1]. 

An increase in temperature results in an increase in the rate of recovery 
because of enhanced thermal activation. Increasing the strain or strain rate 
also increases the rate of recovery due to the higher dislocation density, which 
constitutes a driving force increase. An increase in the solute content results in 
a reduction in the stacking fault energy which can decrease the rate of static 
recovery in a similar way to dynamic recovery. 
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2.3.2. Static Recrystallization 

Recrystallization is the process by which new grains form and grow at the 
expense of the deformed and recovered structure. These new grains are strain 
free and grow by the migration of high angle boundaries. The occurrence of 
static recrystallization is possible only when a critical value of prestrain is 
exceeded, and after an incubation time during which static recovery creates the 
recrystallization nuclei. Sorne qualitative informations regarding the "laws of 
recrystallizationU can be summarized as follows [12]: 

i) A minimum strain is necessary to start recrystallization, 

ii) The sm aller the amount of deformation, the higher the tempe rature 
required to cause recrystallization, 

iii) An increase in the holding time decreases the tempe rature necessary 
for recrystallization, 

iv) The recrystallized grain size depends in the tirst place on the amount 
of deformation and slightly on the holding temperature. The greater 
the degree of defonnation and the lower the holding temperature, the 
smaller the recrystallized grain size, 

v) When recrystallization is complete, subsequent holding causes an 
increase in grain size. 

According to Sellars [13], three parameters determine the rate of 
recrystallization. These are the stored energy, the density of favorable 
nucleation sites and the temperature. 

The stored energy increases with decreasing deformation temperature and 
increasing strain rate and strain. The effect of strain is the most important, 
with the time for 50% recrystallization depending on the amount of deformation 
to the minus fourth power [14-16]. This effect is illustrated in Fig. 2.4 for 
different temperatures, and it can be seen that the time for 50% softening by 

recrystallization decreases by as much as two orders of magnitude with 
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increasing strain. 

The efTect of strain rate on reerystallization rate is expected because the 
flow stress, and therefore the stored energy, depend on the Zener-Hollomon 
parameter. However, there is some controversy regarding this subject; the 
efTect of strain rate is not clear and thus needs more extensive work. 

The second parameter that detennines the reerystallization rate is the 
density of nucleation sites. Sinee nucleation takes place mainly by the 
migration of grain boundary bulges, as suggested by MeQueen and Jonas [1] 
and Jonas et al. [18], the density of favorable sites for nucleation increases with 
a decrease in grain size, which results in faster recrystallization kinetics. 

Finally, the efTect of holding temperature on recrystallization kinetics is 
also strong. An inerease in temperature of 50°C leads to an inerease in 
recrystallization rate of about one order of magnitude [1], Djaic and Jonas [19] 
have shown that the dependence ofrecrystallization rate on ternperature follows 
an Arrhenius law. 

2.3.3. Metadynamic Recrystallization 

When the critieal strain for dynamic reerystallization, te' is exceeded 
during deformation, and if high temperature deformation is stopped, softening 
oceurs by a type of static recrystallization which does n,ot have an analogous 
process in the annealing of cold worked materials. This high temperature 
process is ealled metadynamic or postdynamic reerystallization and does not 
involve an incubation time for nucleation sinee the nuclei are already present 
within the Metal upon the termination of deformation. Sorne of the grain 
boundaries formed by dynamic reerystallization are already migrating and 
sweeping out regions which become strain free. These become static nuclei 
without a nueleation interval. In the regions which do not con tain dynamic 
nuelei, conventiona! nucleation for static recrystallization can still take place. 

Figure 2.5 shows sehematically the relationship between the three static 
softening processes which depends on the prior or interruption strain. Below 
some critieal strain for static recrystallization (point B), limited softening takes 
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place solely by static recovery. When the prestrain is larger than the critical 
strain for static recrystallization but sm aller than that for dynamic 
recrystallization (point F), classical recrystallization follows static reco'Very. If 
the prestrain exceeds the critical value for dynamic recrystallization but is less 
than the steady state strain (point G), metadynamic recrystallization occurs 
from the nuclei already formed during deformation. Finally, when the steady 
state strain is exceeded, metadynamic recrystallization completely replaces 
c1assical recrystallizationt. 

The overall rate of metadynamic recrystallization is influenced by the 
same factors as static recrystallization following dynamic recovery. However, 
after steady state, the stored energy is no longer dependent on strain and the 
original grains have already disappeared. In such a case, the relevant variables 
are the strain rate and temperature of deformation and holding [14, 19]. The 
practical importance of metadynamic recrystallization remains in the absence 
of any prior incubation period so that it is about an order of magnitude faster 
than classical recrystallization [1]. 

2.3.4. Grain Growth 

Grain growth during reheating or after recrystallization should follow the 
same pattern. Theoretical derivations based on the assumption that the growth 
rate is proportional ta the excess free energy per unit volume associated with 
the grain boundaries has led to the following equation which de scribes 
isothermal grain growth: 

(2.6) 

t According to more recent investigations, this simple picture is no longer valid. The main 

difference is that metadynamic recrystallization is not able to lead to full soflening (see section 

7.3.2.). 
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where D and Do are the grain sizes at time t and just after the completion of 

recrystallization, respectively. K is a constant which includes the grain 

boundary specifie energy and Qgg is the activation energy for grain growth. 

In metals, the agreement between Eq. 2.6 and practice is not particularly 

successful; the experimentally observed values of the grain size exponent are 

usually larger than the theoretical value of 2. 

When titanium is present, because of the high stability of the fine 

dispersion of TiN, grain growth is suppressed. During reheating, grain 

coarsening temperatures higher than 1200°C can be obtained if Ti/N ratios 

around the stoichiometric value of 3.42 are employed [20]. Only a small volume 

fraction of precipitates is required for the control of grain size. Grain growth 

after the completion of recrystallization in such steels has been found by Ouchi 

et al. [20] to be negligible even after times longer than 1000 seconds and with 

the recrystallized grain size smaller than the reheated one. 

2.3.5. Solute and Strain-Induced Precipitation Effects 

The addition of carbide/nitride forming elements, such as niobium or 

titanium, to austenite leads to the formation of stable alloy carbonitrides. Static 

precipitation can occur in undeformed austenite or following deformation, 

whereas dynamic precipitation only occurs during the hot deformation process. 

In the case of deformed austenite, precipitation is called strain-induced. Strain­

induced precipitates are usually very fine (around 5 nm) and influence the work 

hardening rate [21]. 

The retardation of recrystallization by microalloy additions in HSLA 

steels is due to two mechanisms. These are the pinning effect of strain-induced 

precipitates and the solute drag caused by the microalloying elements in 

solution. While the role of the precipitate forming process bas been discounted 

by some researchers who have favored an explanation based on solutes or on the 

formation of a type of pre-precipitate [22], others have concluded that solute 

effects are of incidental importance and that strain-induced precipitation is 

responsible for the retardation of recrystallization [23-26], Subsequently, 

several authors have pointed out that both effects May be involved [27-29]. 
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Despite this controversy, there are masses of data which show that solute atoms 

can be effective in delaying both recovery and recrystallization [30] and that 

precipitation contributes to a still greater extent to this retardation [30·35]. 

The retardation ofrecrystallization by solute efTects is considered to be due 

to the creation of a substantial drag force that opposes moving dislocations or 

boundaries. Fine precipitates on grain boundaries can also produce a drag force 

which leads to the suppression of recrystallization. If precipitates become 

coarse, they are no longer effective as barriers [27, 28]. 

Using high temperature isothermal compression testing, Jonas and Weiss 

[27, 28] determined the kinetics of precipitation arter deformation. They 

showed that when precipitation starts before recrystallization, the latter was 

delayed by more than an order of magnitude in time. Their observations have 

proved that the retardation of recrystallization is due to the presence of solute 

atoms at high temperatures and to precipitates at the relatively low 
temperatures corresp<,nding to the finishing stage of hot rolling. 

2.4. EFFECT OF ALLOYING ELEMENTS 

The properties of HSLA steels are determined by composition because 

austenite is greatly affected by the presence of alloying elements during 

processing. Second phase particles also play· an important role in delaying the 

recrystallization of austenite, by affecting the y+œ transformation, or by 

causing precipitation hardening in austenite or ferrite. 

2.4.1. Manganese 

The addition of Mn results in ferrite grain size refinement by depressing 

the y+a transformation. The amount or Mn should, however, be limited to about 

1.5% to 1.7%, otherwise undeslrable transformed microstructures can be 

formed, impairing the strength and toughness. 
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2.4.2. Carbon 

Due to its low cost, carbon has been widely used as a strengthener. Its 
potential for strengthening by soUd solution etTects is about 100 MPa with a 
maximum solubility of 0.02% in ferrite. Above this limit of solubility, the 
segregation of carbon occurs at slow cooling rates, leading to the fonnation of 
pearlite [24]. For better impact properties and weldability, it is important to 
keep the carbon content low. 

2.4.3. Niobium 

Small additions of Nb can provide grain size control by precipitating "­
carbonitride particles at austenite grain boundaries; it thus improves strength 
and toughness through grain refinement. By subsequent thermomechanical 
treatment, high strength with moderate toughness or moderate strength with 
high toughness can be obtained, depending on whether the carboni tride phase is 
precipitated in the austenite for grain size control or in the ferrite for 
precipitation hardening. 

The optimum amount of Nb addition that can be made without any 
detrimental effect on the toughness has not been weIl studied, nor has the 
influence of austenitizing tempe rature on austenite grain coarsening behavior. 
However, it was found in a recent study [36] that the austenite grain size in a 
steel containing 0.06% Nb increased linearly with increasing tempel'ature up to 
IOOOoC, above which grain growth become slow. ln steels containing Nb, the 
presence of carbonitrides pins the grain boundaries and the grain size remains 
unchanged during heating (Fig. 2.6). At higher temperatures, when the grain 
growth inhibitors become ineffective as a result of solution or coalescence, the 
rate of grain coarsening suddenly increases. This is because the restricted 
grains tend to attain equilibri um size as quickly as possible when the 
precipitates are no longer effective. 

Another efTect of Nb is that the dissolved carbonitrides can retard both 
recovery and recrystallization; this increases the refinement of the austenite 
microstructure during controlled rolling [371. The retardation of 
recrystallization is due to the great solute drag effect of Nb, which is greater 
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Figure 2.6 Temperature dependence of austenite grain size (36). 

(The numbers 1, 2, 5, 10 and 14 refer to C-Mn, 0.06% Nb, 0.07% Al, 
0.21 % Nb and 0.03% Nb steels, respectively) 
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than that due to other alloying additions. However, some controversy remains 
about whether such soiutes are not simply precipitates that cannot be detected 
by present metallographic techniques. 

2.4.4. Titanium 

Titanium forms nitrides, carbides, sulfides and oxides in low carbon steels. 
The formation of carbides in low carbon steels can be ~sed for precipitation 
strengthening, while the formation of sulfides elevates the transverse shelf 
energy. The high reactivity of titanium causes control problems that have 
delayed the commercial development of these steels [38]. The formation of 
titanium oxide is undesirable because i) it limits the amount of titanium 
available for grain refinement, precipitation strengthening and sulphide 
inclusion shape control, and ii) it produces dirty steels. To counter the high 
aftinity oftitanium for oxygen, it is necessary to deoxidize the molten steel with 
aluminum prior to the addition of titanium. Ti also has a high affinity for 
nitrogen (but lower than that for oxygen). The great stability of TiN and its 
slow growth rate [37] enables it to act as a grain growth inhibitor at high 
preheating temperatures. However, high levels of Ti can be detrimental 
because the TiN particles that form under these conditions are large and do not 
restrict austenite grain growth. In general, the efTect of Ti is similar to that of 
Nb, but Nb is a less effective grain refiner than Ti and this is associated with its 
higher degree ofsolubility. 

2.4.5. Boron 

Boron has been shown to enlarge the a-solid solution domain [39]. Its 
maximum solubility in ferrite is about 0.002%. The potential for B to increase 
the hardenability is due to its segregation at austenite grain boundaries [40]. 

This reduces the ferrite nucleation rate during transformation, which 
suppresses the formation of polygonal ferrite. The transformation temperature 
is lowered in particular when other microalloying elements such as Nb or Cu 
are present because of the synergistic effect of these elements [41]. However, 
the mechanism by which boron increases the hardenability is not completely 
clear. 
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While the efTect ofboron on tensile strength is known through ita influence 
on the hardenability, its influence on toughness is still controversial. It was 

reported that the detrimental effect of boron on toughness is related ta the 
formation of embrittling intergranular borocarbides (Fe2S(BC)6) when the 
content exceeds 0.0025%. However, Sojka [41] found that a higher boron 

content was responsible for higher initiation and propagation energies by 
decreasing the effective grain size. 

2.4.6. Copper 

Copper is a potential precipitation hardening element, although it has not 
been used extensively due to production problems such as hot shortness or 

contamination of other a11oys. Its solubility is high at 850°C and above (Fig. 
2.7); however, after the transformation to ferrite, this solubility is greatly 

reduced. In addition to the potential for precipitation strengthening, copper has 
other beneflcial effects, which are [42] : i) improved atmospheric corrosion 

resistance, ii) marked strengthening by solid solution with an increase of about 
40 MPa per 1% copper heing reported, iii) depression of the y+a transformation, 
which reflnes the ferrite [43] , and iv) the low carbon equivalent of copper in 

steel. 

2.5. STRUCTURAL CHANGES DURING THE THERMOMECHANICAL 
PROCESSING OF STEELS 

The need for higher strength steels has prompted a major upsurge in the 

study of microstructural changes during processing. Methods such as 
conventional hot rolling, quenching and tempering, and normalizing have been 

used to produce steel plates, but the most efficient method is modern controlled 
rolling. It has been realized that only by careful control of the thermal and 
mechanical processing history can flne ferrite grain sizes and hence stronger 

and tougher steels be produced. 

The grain size developed aCter the y+œ transformation during cooling 

depends strongly on the austenite grain size because of the strong tendency for 

the nucleation offerrite on austenite grain boundaries. Therefore, the flner the 
austenite grain size brought about by controlled rolling, the finer the 
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transformed final structure. 

Controlled rolling consists of the following steps [44]: 

i) a sui table slab reheating tempe rature (soaking) to produce large and 
uniform austenite grains, 

ii) austenite grain retinement through repeated recrystallization 
cycles aCter deformation (roughing), 

iii) deformation in the no-recrystallization range (pancaking), and 

iv) controlled cooling. 

24 

Soaking consists of reheating the steel to a temperature conventionally 
between 1200 and 1300°C. The aim of soaking is to bring aIl the microalloy 
carbonitrides such as Nb(C,N) into solution. Low reheating temperatures 
produce relatively small initial grains but can lead to the presence of 
undissolved precipitates. The latter is responsible for a 10ss in efficiency in the 
retardation of recrystallization in the subsequent stages of roHing, as weIl as 
less effectiveness in precipitation strengthening. 

During roughing passes (.r 1100°C), recrystallization is very rapid and the 
resulting grain size remains quite large (part 1 in Fig. 2.8). In the intermediate 
temperature range, complete static recrystallization cycles can be achieved if 
the temperature, deformation and interpass holding times are carefully chosen 
(case c in part TI). If these thermomechanical conditions are not properly 
controlled, slow and incomplete recrystallization may occur and mixed 
austenite structures result. Conversely, rapid static recrystallization may be 
followed by 10calized undesirable grain growth (case b). 

In the low temperature range above the Ara temperature where 
recrystallization does not take place (corresponding to tinishing in hot rolling 
and to part m in Fig. 2.8), the fine homogeneous recrystallized structure 
obtained in the roughing stage is further modified by deformation and results in 
elongated grains. In this range, the average grain volume is not affected but the 
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Fi~ure 2.8 Austenite grain size changes during controlled rolling [22]. 
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grain surface to grain volume ratio Sv is increased. As a resuIt, the number of 
potential nucleation sites for the austenite-to-ferrite transformation is 
increased, which leads to finer final microstructures [45]. In addition to the 
austenite grain boundaries, deformation bands within the grains can act as 
nucleation sites for ferrite formation, as has been observed by Sellars and co­
workers [46] in defonned nickel. 

In addition to the rolling stages shown in Fig. 2.8, finish rolling is 
80metimes extended into the austenite-ferrite two phase region [44, 47]. The 
major purpose of rolling below the Ara temperature is to increase the tensile 
strength. In this region, the material behaves like a dual phase steel, with the 
duplex structure consisting or soft an.d hard grains. Under these conditions, the 
strength can be expressed in terms of the volume fractions of the two types of 
structures. Gladman et al. [48] have estimated both the contribution of this 
substructurai strengthening togethf~r with the texturaI strengthening. While 
Tanaka and his coworkers [49] have found that excessive straining in the (1 + y 

range degraded the toughness, the same author [47] pointed out, however, that 
the impact properties can be impl'oved by the presence of a fine grained, 
recrystallized structure. 

Finally, controlled cooling from the finish rolling temperature can be 
practised to yield benefits in terms of productivity and material properties. 
With regard to mechanical properties, rapid cooling is used to restrict 
coarsening of the reflned austenite grains, to depress the transformation 
temperature, to limi t growth of the transforrned ferrite grains and to reduce the 
extent of carbonitride precipitation [37, 50]. A low transformation temperature 
enlarges the no-recrystallization region and also reflnes the ferrite struciure 
because ferrite grain growth is limited at lower temperatures. The limited 
precipitation in austenite prior to transformation leaves a larger amount of the 
alloying elements available to form fine precipitates in the ferrite, which leads 
to desirable strengthening. 

,j J4 . 
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2.8. TYPES OF MICROSTRUCTURES IN HSLA STEELS 

The different microstructures usually present after controlled rolling 

HSLA steelp can be classified into two main types: ferrite-based and bainite­

based. The ferrite structures are further divided into two groups: polygonal and 

apolygonal. The former forms at relatively high transformation temperatures, 

nucleates and grows from the austenite grain boundaries or the deformation 
bands in the austenite [51]. Polygonal ferrite is characterized by an equiaxed 

shape and a low dislocation density. It usually contains pearlite, the volume 

fraction ofwhich depends on the carbon content. 

Apolygonal ferrite is characterized by a general irregular microstructure 

and includes free bainite, massive ferrite and acicular ferrite. Acicular ferrite 

forms on continuous cooling by a mixed diffusion and shear mode of 

transformation that begins at a tempe rature slightly higher than the upper 

bainitic transformation range. Due to shearing, acicular ferrite consists of a 

highly substructured, nonequiaxed ferrite with or without a lath structure. Due 

to diffusion, acicular ferrite contains a martensite-austenite (MA) 

microconstituent which consists of a mixture of martensite (and/or bainite) and 

retained austenite. 

Massive ferrite can be identified as rather large grains of ferrite with little 

evidence of a fine substructure. Being non-polygonal, it belongs to the acicular 

ferrite sub-group. 

Bainite forms on continuous cooling by a mixed mode of transformation, 

including shearing and diffusion. Due to shearing, bainite exhibits ferrite laths; 

due to diffusion, it contains cementite precipitates. Two types ofbainite can be 

distinguished, depending upon the transformation range: upper and lower 

bainite. 

These bainitic structures are the basis of an important group of HSLA 

steels widely used for structural applications and the same microstructures are 

also often found in low carbon weld metals and heat afTected zones, as shawn in 

Fig. 2.9. 
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2.7. SUMMARY 

In this chapter, the basic concepts of physical metallurgy pertaining to hot 
working operations were reviewed. Both dynamic and static changes were 
described, with emphasis on modern controlled rolling as an application. An 
appropriate link between these metallurgical concepts and the 
thermomechanical history of a hot rolled steel can constitute an efficient tool in 
the computer modelling of deformation processing. The next chapter will 
therefore be consecrated to a literature review concerning the 
thermomechanical changes that take place during hot rolling. 
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Chapter THREE 

TEMPERATURE EVOLUTION AND ROLLING LOAD 
CALCULATIONS DURING HOT ROLLING 

-AN OVERVIEW-

3.1. INTRODUCTION 

In the previous chapter, the metallurgical aspects or hot deformation 
processing were presented. Most the variables describing this process are 
strongly tempe rature dependent. The first part of the present chapter is 
dedicated to a description of the difTerent heat transfer mechanisms involved in 
hot rolling; these are: 

i) radiation and convection during air cooling, 
ii) convection by water cooling, 
iii) heat conduction between the metal being worked and the rolls, and 
iv) heat generation by plastic deformation. 

A brief summary is given here regarding the different methods of heat 
transfer calculation during hot rolling. In the second part of the present 
chapter, the existing rolling theories used to compute rolling loads and torques 
during hot rolling are described. Finally, bp.lt:ause the most important 
parame ter in the above theories is the flow stress, a brier summary of the 
empirical-analytical equations for the defonnation resistance is given. 
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3.2. MODELLING OF TEMPERATURE CHANGES DURING HOT 

ROLLING 

3.2.1. Heat Conduction in the Rolled Material 

31 

Heat conduction within a metal depends mainly on the initial temperature 
distribution. The temperature gradient is a function of time and can be solved 
by considering the heat conduction equation: 

i11' filT rrT rrT 
pc- =,,(- +- + -)+A 

at ar,2 ~2 az2 w 

where: 
Cl = thermal diffusivity (Cl = klpc), m2 S·l 

k=thermal conductivity, W m-l K-l 
Il = material density, Kg m-a 

c=specific heat, J Kg-l K-l 

(3.1) 

Aw=energy input due to mechanical work, Wm-a (Aw=O outside the stands). 
k, Il and c are assumed to be tempe rature independent; however, this is not 
always the case. 

To simulate temperature evolution during hot rolling, an analytical solution 
of the above differential equation is not possible because the boundary 
conditions are constantly changing with time. Numerical analysis has been 
used by some authors and their formulations concerning the numerical 
solutions are similar [52-54]. However, their assumptions about the boundary 
conditions are different. 

3.2.2. Heat Losses Outside the Stands 

3.2.2.1. Radiation and Convection During Air Cooling 

Heat loss by radiation is the Most significant factor affecting the 
tempe rature drop during hot rolling. Two methods have been employed to 

calculate the temperature change due to Iadiation [55]. The first method 
assumes that the temperature gradient within the material is not significant 
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and the heat radiated ta the air is calculated using the Collowing SteCan­
Boltzmann law: 

where: 

q = heat radiated by a body, J 
A = surface area of body subjected to radiation, m2 

0SB = Stefan-Boltzmann constant (5.6699 10-8 W m-2 K-4) 

T= tempe rature at time t, K 

TA = temperature of environment, K 
tm =emissivity (em varies with temperature from 0.75 to 0.85). 

Sinee we also have: 

dq=pcVdT 

(3.2) 

(3.3) 

where V is the volume of body subjeeted to radiation, the rate of tempe rature 

loss (IR ean be calculated: 

dT !t°SB em 4 4 
OR= - = (T -TA) 

dt pCV 
(3.4) 

and the tempe rature loss IlT R during the radiation time tR is simply given by: 

(3.5) 

Simple expressions for (lR were derived as functions of the surface tempe rature 

and thickness of the rolled material. A summary of these expressions can be 

round in referenee [55]. 



o 

o 

Chapter THREE Temperature & Loads 33 

The second method takes into account heat transfer within the material. In 
other words, Eq. 3.1 is solved numerically together with Eq. 3.2. In such a case, 

T in the last equation is taken as the surface temperature, T S' 

The convection losses during air cooling are given by N ewton's law: 

(3.6) 

where He is theheat convection coefficient in W m·2 K·l. The ideal situation is to 
determine Ho' which depends on the material temperature, the ambient 
temperature, the material specifie heat and density and the dynamic viscosity of 

air flow and its characteristics (free, forced, laminar, turbulent, etc.). However, 

mathematical expressions for Ho can be controversial and are beyond th'! scope 
of this chapter. Some investigators find that a simple way to account for 

convection is to express the temperature loss as a percentage of the tempe rature 
loss due to radiation, with a coefficient of proportionality varying from 0.01 to 
0.22 [55]. Others disregard convection and inc1ude its effect in the value of the 

emissivity, as it can account for up to 8% of heat losses [56]. Partington and 

Talbot [54], however, considered convection as an independent compone nt. 

Harding [57] combined Eqs. 3.2 and 3.6 and by dropping the term TA 4, arrived 

at: 

(3.7) 

where Hq is the heat loss per unit area per unit time (kW m'2) and b1 and b2 are 

constants (b2=em(JSB)' Setting Em =0.84, Harding fitted computed cooling curves 
to experimental cooling curves on stainless steel and obtained the following 

expression: 

H = -0.6875 +0.01224T +4.762810- 11(Ts+273)4 (3.8) 
q B 

where Ts is in degrees Celsius. 
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3.2.2.2. Water COOIiDg 

During hot rolling, water is used at diff'erent stages: 

i) to cool the work rolls in order to control their thermal history 
ii) to remove scale from the workpiece surface, and 
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iii) to controlthe final mechanical properties of the rolled material on 
the run out table. 

Newton's law of convection (Eq. 3.6) applies to aIl three of these situations. 

However, the value of Hcdiff'ers from one case to the other. 

The cooling of roll surfaces has been studied by many investigators [58, 59], 
but this effeet remains unc1ear. Sekimoto [60], for example, used a value of 
He= 0.332 ta 3.6 cal cm-2 sec-l K-l to simulate this process. 

To remove surface scale before roughing and finishing, high pressure water 

jets are used. While some researehers have attempted to estimate the 
temperature drop of the slab surface from the temperature rise of the water and 

the physieal properties of the rolled material, Hollander [53] found that He was 
Dot constant along the contact area between the jet and the strip surface (Fig. 

3.1). For these reasons, he formulated the heat loss as follows: 

where 

LAl 
~ =­W bl) 

c1Jw= quantity ofheat removed from 1 em2 of surface 
L = total quantity ofwater applied in the eooling ba~k, 1 

(3.9) 

Al = the amount ofheat taken up by lUter ofwater (cal/l) (A 1 depends on 
the geometry and pressure) 

b = width of the cooling bank, cm 
v = speed,~fthe steel, cm S-l 

On the run out table, laminar jets are used to control the coiling tempe rature 
whieh, in turn, controls the final mechanieal properties of the rolled strip. 
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Sigalla [59] has estimated the quantity ofheat removed from the rolled material 

by a laminar jet using the following expression: 

where: 

D = diameter of the laminar jet at the point ofimpact, cm 

v = strip velocity, cm S·l 

(3.10) 

b = distance between two adjacent jets across the width oC the rolled material, 

cm. 

For moving strip in a mill where the contact times range from 10.2 to 10.3 

seconds, Hollander [53] used Eq. 3.10, which gave good agreement between 

measured and calculated temperatures. Based on several experiments, Devadas 

and Samarasekera [61] have shown that forced convection occurred between the 

laminar water curtain and the hot steel. The heat transCer coefficient in such a 

case was estimated as a Cunction of the Reynolds and Prandtl numbers by the 

Collowing relation: 

(3.11) 

where ris the radius of the forced cooling zone. 

3.2.3. Heat Losses in the Roll Gap 

In the roll gap, the top and bottom surfaces are chilled by contact with the 

rolls and, at the same time, the strip or plate changes its dimensions and gains 

heat due to the deformation. In the literature, there are few models that deal 

with the calculation of tempe rature changes during deformation. These models 

vary mainly in the assumptions made about the homogeneity oC deCormation 

and whether the contact is perfect or note 
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3.2.3.1. Conduction to the RoUs 
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To simulate heat transfer during contact with the rolls, difTerent approaches 
have been formulated in order to estimate the temperature drop at the surface of 
the rolled material. David et al. [62] introduced a thermal contact resistance, 
characteristic of heat propagation through the interface, which results in a 
discontinuity of the temperature profile across the boundary (see ~"ig. 5.7 below). 
The temperatures T/urf and T2 .ur( were expressed in terms of the boundary 

tempe rature T p and the interface conductance. 

Conversely, Hollander [53] assumed perfect thermal contact between the roll 
and the deformed strip. He formulated the temperature drop at the surface 
using the source solution of the difTerential equation describing the tempe rature 
distribution for non-stationary problems (see Chapter Five for more details). 

Harding [57] computed the temperature change during the contact time, 
both in the slab and in the roll. He assumed that the rate of heat transfer per 
unit area between the slab and the roll was proportion al to the difTerence in the 
respective surface temperatures. He then defined a Mean heat transfer 
coefficient during the time interval in terms of the heat transfer coefficient at 
the start and at the end ofthis time interval. The temperature drop at the slab 
surface and the temperature rise in the roll were calculated in terms of the 
mean heat transfer coefficient, the interval time, and the physical properties. 

While sorne researchers have considered the heat conducted to the rolls to be 
balanced by the heat gained from the deformation [63], Many attempts have 
been made by other investigators to determine the heat transfer coefficient 
between the material and roll during hot deformation. Stevens et al. [64] found 
that the heat transfer coefficient at the roll gap interface during roughing varies 
with the contact time from 18 to 37 kW m-2 K-l. Murata et al. [65] used uniaxial 
compression to see the efTect of lubricant and scale at the interface on heat 
transfer between the metals in contact. They found that, in the absence of 
scale, with water as a lubricant, the heat transfer coefficient at the interface 
varied from 23 to 81 kW m-2 K-l (Table 3.1). 

- _.~7!" 
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Table 3.1. Heat transter eoeMeients at roWslab interface (kW m-I K-l)[IIIJ. 

Condition No sc ale Seale (10\1m) 

No lubricant 29.1- 34.9 7 -10.5 

Water 23.3 - 81.4 10.5 

Hot rolling oU 20.0-46.0 5.8 

Hot rolling oi! + 20%CaCOs 69.8-175 12.8- 23.3 

Hot roUing oil +40%CaCOs 12.79 -17.4 - -
KPOs 5.8 -

Contact times are between 1 and 3 sec. 

3.2.3.2. Heat Generated by Deformation 

During deformation of the slab between the rolls, heat is generated due to 

plastic deformation of the steel and the frictional work at the interface. The 

heat generated by friction was estimated by Sekimoto [60] as a function of the 

mean rolling pressure and coefficient of friction. However, the contribution of 

friction to the temperature rise is generally neglected. 

The temperature rise due to deformation has been estimated from the 

developed rolling power or the measured specifie torque [53, 54]. Devadas and 

Samarasekera [61] and Hofgen and coworkers [52] have used the mean 

deformation resistance à to estimate this tempe rature rise as follows: 

(3.12) 

where hl and h2 are the initial and final thicknesses, respectively. The àT 
calculated is then added uniformly or concentrated only near the surface, 

depending on the author's formulation. 
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3.3. ROLLING THEORIES 

3.3.1. Introduction 

The most comprehensive theory of rolling is the one developed by Orowan 
[66], who accounted for friction at the interface between the matarial and the 
rolls, and also for the inhomogeneity of deformation in the roll gap. In the 
previous rolling theories, these factors were omitted. Orowan showed that the 
frictional conditions can vary even in a single pass from the coulomb situation, 
where the interfacial shear stress '[ is equal ta liS (li is the friction coefficient 
and s the local pressure), to a completely different situation in vrhich t is equal 
ta the shear yield stress of the material. With regard to the inhomogeneity of 

deformation, which me ans a departure from the simple assumption of "plane 
sections remaining plane" (Fig. 3.2), he introduced an inhomogeneity factor to 
account for this complicated situation. In addition to the nonuniform 
deformation factor, he also considered the temperature and strain rate 
dependence of the yield stress in the roll gap and pointed out how this change of 

yield stress can be incorporated in his theory. Thh; approach relies on numerical 
integration, which led later researchl,rs, especially Bland and Ford [67] and 

Sims [68], to make addition al assumptions that allowed analytical solutions to 

be achieved, thereby avoiding the numerical integration required in the 

Orowan theory. 

3.3.2. Orowan Formulation 

In his rolling theory, Orowan used the slab method [66]. In such a 

technique, a geometrically well-defined part of the plastically deforming 
material is isolated and the horizontal equilibrium of forces is applied ta it 
through the following equation: 

where: 

df . 
- =2 R s(smel> ± }1 cos4» 
dei> 

f=horizontal force per unit width of the rolled material, 
4» = angular coordinate of the arc of contact 
R = roll radius 

(3.13) 
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Figure 3.2 Stress distribution in the roll gap for homogeneous and 
inhomogeneous deformation [551. 
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8 = the normal roll pressure 

J.l = coefficient oCCriction 

The positive sign reCera to the exit side and the negative one to the entry side. 

41 

If the deformation is assumed to be homogeneous (Fig. 3.3), i.e. plane 

sections remain plane, the horizontal pressure 0 and the vertical pressure are 

constant within a vertical section. In such a case, we have: 

f=ah (3.14) 

where h is the current helghtofthe rolled stock. 

DifferentiaI equation 3.13 con tains two unknowns, f and s, which are both 

functions of,. To solve this equation with only one unknown, Cor instance /t.>, 
Orowan employed the Collowing solution proposed by Nadai [69] for the stress 

distribution in a plastic wedge compressed between non-parallel plates: 

f{<l»>=h[S[l ±ll(.!.. - -l->l_ay'wl] 
cl» tancl» 

(3.15a) 

where: 

(3.15b) 

ps 
a=--

(oy'/2) 
(3.15c) 

e is any intermediate angle less than, and Oy' is the yield stress of the material 

in plane strain compression. 

In the case where the material sticks to the rolls, the frictional drag l1S 

tends to oy'/2; a is then equal to 1 and w tends to ",/4. In such a case, Eq. 3.15a 

becomes: 

-1 
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Figure 3.3 Roll gap geometry and force equilibrium. 
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[ 
n 1 1 1 ] 

f(~)= Ir. 8 - 0 '[ - + - (- - -)] 
y 4 2 ~ tan4l (3.16a) 

Ifslipping occurs, i.e., when li is assumed to be small, Eq. 3.15a is reduced 
to the following expression: 

(3.16b) 

scan be taken from Eq. 3.16 a or band substituted into Eq. 3.13. One can 
then solve this differential equation for f, determine the normal pressure sand 

the roll separating force perunit width easily. The transition from conditions of 

sticking to slipping friction is dictated by liS = oy'/2. 

Alexander [70] left out the inhomogeneity factor w (Eq. 3.15b) and used a 

fourth order Runge-Kutta technique ta determine the normal pressure 

distribution and then the roll force. Sims [68] made still more simplifying 

assumptions to Orowan's theory ta obtain an analytical solution ofEq. 3.13. His 

approach is described in the subsection that follows. 

3.3.3. Sims Approach 

Sims [68] modified Orowan's method [66] by assuming that sticking 

friction occurs over the entire arc of contact and that : 

Eq. 3.13 then becomes: 

sin~ = tan~ = ~ 

coscl> = 1 

1
_

2 - cos$ - ~ /2 

df 
d~ = 2Rs(~ ± 11) 

(3.17a) 

(3.17b) 

(3.17c) 

(3.18) 
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To derive f, he used the same assumption as Orowan that the rolling 
process is equivalent to deformation between rough, inclined plates (Eq. 3.16a). 

When the lastequation is coupled with Eq.3.17a, itis easy to show that: 

n 
f= h(s - -0 1) 4 y (3.19) 

By substituting Eq. 3.19 into Eq. 3.18 and solving the resulting differential 

equation analytically, Si ms obtained: 

+ 
Sn h n R lR 
- = - [n( - ) + - + v - tan - V - <1> 
o yi 4 h

2 
4 h

2 
h

2 

(3.20a) 

at the plane of exit, and 

(3.20b) 

from the plane of entry towards the plane of exit. 

On the assumption that the angular eoordinate , is small so that the 

differenee between the normal roll pressure and the vertical pressure can be 
neglected, the specifie rolling load is given by: 

(3.21) 

After substitution ofEqs. 3.20a and b in Eq. 3.21, Sims showed that: 

(3.22) 

where ay is the mean deformation resistance orthe rolled material and hn is the 

thickness at the plane ofinterseetion. Qp is a geometrical factor given by: 

[ hl n l-r 1 r n l-r R n 1 l-r R 1 
Q = -V-tan- v----V-V-ln-+-v-v-ln(-) 

p 2 r 1 - r 4 r h
2 

h2 2 r h
2 

1 - r 
(3.23) 
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According to Sims, Qp in Eq. 3.23 provides the contribution due to friction 
and the inhomogeneity of deformation. 

Finally, the specific roll torque May be calculated from the following 
equation: 

(3.24) 

3.3.4. Effect of Friction 

Although Sims pointed out that the geometrical factor Qp includes the 

contribution of the inhomogeneity of deformation as weIl as that of friction, his 

solution must be regarded as an approximation, especially when the friction 

coefficient changes during rolling. Sparling [71] reviewed the various methods 

available to determine this coefficient and conc1uded that there is no reliable 
method that can be used for this purpose. However, he was able to estimate the 

friction coefficient during hot rolling as varying from 0.23 for highly scaled 

material between smooth rolls to 0.38 when the material is scale free between 

rough rolls. Regarding the effect of varying the coefficient of friction on the 
rolling load, EI-Kalay and Sparling [72] found that changes in the roll 

separating force of up to 44% occurred when the degree of scaling and the roll 

roughness were changed. 

3.4. SIMPLIFIED EMPIRICAL·ANALYTICAL EQUATIONS FOR 

CALCULATION OFTHE DEFORMATION RESISTANCE 

In order to satisfy demands for high accuracy and efficient rolling, it is 

necessary to develop accurate mathematical models of the roll force. The 
reliability of such a mathematical model is important with respect to decisions 

regarding the Mill configuration. Several models have been established; these 

can be separated into four categories: table ttlook_up" methods, empirical 

formulae, formulae derived from empirical modifications to existing theories, 

and formulae based on physical principles. Very little published data are 

available regarding the numerical accuracy of these models. However, there 



( 

( 

Chapter THREE Temperature & Loa.ds 46 

seems to be agreement that the empirical models are the Most accurate and the 
easÎest to implement on-line. 

Sh,.ce the predominant term in the roll force is the deformation resistance, 

the latter must be predicted with sufficient accuracy. The deformation 
resistance is afTected by Many factors, such as temperature, accumulated strain 

and strain rate. At high temperatures, microstructural changes have strong 
effects on the resistance to hot deformation. Thus, in order to control the 
microstructure and to predict the roll force with accuracy, the effect of the 

microstructural changes on the deformation resistance must be accounted for. 
However, these factors are not completely understood in the case of plate and 
particularly strip rolling, and considerable further investigation into proper 

mathematical models is therefore required. 

Most current models calculate the deformation resistance or the rolling force 

taking into account only the mean strain, strain rate, and temperature, and not 
the deformation history. The measured and calculated values differ mainly on 

the last stands of the Mill. To achieve better accuracy, it is necessary to 
describe precisely the stresslstrain behavior and to involve the influence of the 

restoration processes on the flow stress of the material in the mathematical 
model [73]. 

The mathematical model mustconsistoftwo different parts [74]: 

i) The fundamental equations which describe the behavior of the 
workpiece in the roll gap. This must include models of deformation 

resistance as a function of temperature, strain and strain rate, and 
composition; models of heat transfer via radiation, convection and 

conduction, and models relating laboratory experiments to rolling 

theory, 

ii) Equations describing the progress of static restoration during the 

interpass interval. 

A comprehensive model for hot mills should therefore include algorithms to 

describe: the rolling load, the evolution of temperature in the rolled material, 
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the progress of restoration, and the evolution of the metallurgical properties. 
To accomplish these objectives, the computer model should be univers al (can be 
applied to the maximum number of existing mills), accurate in simulation and 
in extrapolation, use the minimum number of empirical coefficients, and be 
verifiable and applicable ta typical rolling min configurations using standard 
test equipment. 

In the roll gap, equations describing the stresslstrain behavior can be used to 
compute the deformation resistance. Most of the equations describing flow 
curves are empirical in nature, however, and not based on any theoretical 
approach. The Hollomon equation is widely used ta approximate the plastic 
behavior ofmaterials [75]. It is a simple power law of the form (J =KHep nH, where 
(J is the true stress, e

p 
is the true plastic strain, KH the strength coefficient and 

nH the strain hardening coefficient. This equation is easy to use and is 
sufficiently accurate ta represent the stresslstrain curve at small strains. A 
disadvantage of the Hollomon equation is that the flow stress is zero at zero 
plastic strain, which is not realistic. 

Other empirical equations for the stresslstrain curve, such as those of 
Ludwik [76], Swift [77] and Voce [78] have been suggested. However, these 

models are not popular in practice because they need non-linear fitting 
techni ques. 

With regard ta the effect of restoration between passes on the deformation 
resistance, an interesting mathematical model of the softening process based on 
physical assumptions was proposed recentIy by Saito et al. [74] and applied with 
success in the Japanese rolling industry. The differential equation of 
deformation during the restoration is given by: 

de 
- = - ({e) g(T) 
dt 

(a.25) 

where g(T) is an Arrhenius type function (exp(Q/RT). By assumi1.1g that tre) is 
approximated by a second order polynomial, and by integrating directly, they 
obtained a hyperbolic equation for c. The final equation is: 
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(3.26) 

where t\e is the strain accumulated by the tirst deformation, el is the prestrain 
and t is the interruption time. The coefficients Cl' Cz and Q were deterrnined by 
regression analysis, using data from two-stage tensile tests with t varying 
between 1 and 300s, prestrains of 0.05 to 0.3, and deforrnation tempe ratures of 
800 to 1000°C. The strain rate was 8 S·l. 

This model has a theoretical basis and is very simple (Fig. 3.4). However, it 
takes into account only the effect of recovery even though, in the temperature 
range used, partial recrystallization can occur and modify the structure and 
therefore the flow stress. 

3.5. SUMMARY 

In the light of the literature review presented in this chapter, it can be 
concluded that the problem of predicting thermomechanical history during hot 
rolling is far from completely solved. Considerable work is needed to de scribe 
the flow behavior of steels at high temperatures and to investigate the 
associated metallurgical changes. This willlead to the accurate control of both 
the gauge and the microstructure. It is only by linking computer modelling 
with laboratoryexperiments, and eventually plant trials, that these goals can 
be achieved. The experimental and numerical methods used in this study will 
be described in the next two chapters. 
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Figure 3.4 Illustration of softening by recovery 1741. 



( 

( 

Chapter FOUR 

EXPERIMENTAL MATE RIALS AND METROns 

4.1. INTRODUCTION 

The literature review presented in Chapters Two and Three has described 

the theoretical concepts used to study the thermomechanical and structural 

changes taking place during hot deforrnation. However, to deal with 

complicated events su ch as hot rolling operations, it is necessary to have a set of 

"concrete" relationships for the high temperature flow stresses of steels, as well 

as constants for the equations associated with the rnicrostructural changes. A 

series oflaboratory hot compression tests was therefore carried out ta determine 

these parameters. Sorne experimental rolling schedules were also simulated, 

either to test the predictive capabilities of the temperature, deformation 

resistance and microstructural models developed, or for the production of a new 

generation of tough high strength steels, destined for low temperature 

applications. 

The procedure and equipment used for these experiments are described in 

this chapter. 

4.2. EXPERIMENTAL MATE RIALS 

To study the high temperature flow and recrystallization behavior, four 

low carbon steels were used. The chemical compositions of these grades are 

shown in Table 4.1. These steels were cast and hot rolled to plates of 12 mm 

final thickness at the Metals Technology Laboratories (MTL) of Energy, Mines 

and Resources in Ottawa. 
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Table 4.1 Chemical compositions of the experimental steels. 

wt'fo+ 

C Mn Si P S Ti Nb B Al Cu 
Steel + 

Base 0.03 1.54 0.19 0.008 0.005 0.02 --- --- 0.020 ---
Nb 0.026 1.42 0.16 0.007 0.007 0.02 0.055 -- 0.020 ---

Nb-B 0.026 1.56 0.15 0.007 0.007 0.02 0.055 0.003 0.025 -
Cu-Nb·B 0.026 1.38 0.18 0.007 C.006 0.017 0.058 0.003 0.019 2.03 

·1) CEQ=C+MnJ6+(Ni+Cu)/lS+(Cr+Mo+ V)/S 
·2) P CIl = C+ (Mn + Cu + Cr)120 + Si/30+ V/IO+ MoIlS+ Ni/60+ 5B 

o 

N C -1) 
EQ 

P -Z) 
CM 

0.0048 0.287 0.113' 

0.0063 0.263 0.102 

0.0064 0.286 0.124 

0.0060 0.391 0.217 

r":l 
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d 
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~ ., -. 
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The first steel in Table 4.1 was selected as a reference steel. The low 
carbon content in the other materials is typical of high taughness weldable 
steels. For two reasons, considerable caution was exercised to lower the 
nitrogen level and ta satisfy the relation %Ti-3.4%N> O. The first is the great 
stability of TiN, which enables it ta act as a grain growth inhibitor at high 
preheating tempe ratures [37]. The second is to prevent boron nitride formation 
(in the boron~containing steels), since titanium has a stronger affinity for 
nitrogen than boron. In this way, the hardening effect ofboron is ensured [79]. 
The relatively high concentration of copper was added to investigate possible 
solute effects on the flow stress and on the austenite recrystallization kinetics. 
AIso, the high precipitation strengthening potential of copper at lower 
temperatures is an advantage of su ch compositions because of its beneficial 
effect on the final mechanical properties in terms of strength and toughness, 
both in the base plate and in the heat affected zone (RAZ) [80]. 

4.3. SPECIMEN PREPARATION AND DIMENSIONS 

Two types of specimen were used in this work, depending on the 
equipment employed. In the case of low strain rates ( ê < 2 S·l), small cylindrical 
compression specimens were machined out of the as-received hot rolled plates, 
with the deformation axis parallel to the rolling direction. A height-to­
diameter ratio of 1.5 was selected to ensure homogeneous deformation [81]. 
Care was exercised to miniml~e friction between the compression anvils and the 
specimE'n surface by machining flat-bottomed grooves on the end faces of the 
samples, as shown in Fig. 4.1. These grooves are effective for reducing the 
friction and the associated barreling by retaining the glass lubricant during 
deformation [82, 83]. A powdered glass lubricant manufactured by the Corning 
Glass Co. Ltd., of 104 poise viscosity has been shown to be suitable for such 
experiments [84] and was used in the present study. 

In the case of the higher strain rates, a second type of specimen was used. 
An exumple is shown in Fig. 4.2. The shape of compression specimen known as 
Rastegav's design is also effective for reducing barreling when a high 
cumulative deformation is applied [85]. A boron nitride lubricant was used ta 

\ 
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Specimen Dimensions (mm) 
• Length fL) biameter (0 J size 

• l 1 1 11.9 7.9 
• 

..a .... ! ...... 
111'- " 

Groove Dimensions (mm) 
• size A B C E 
1 0.18 0.15 0.36 0.10 

1 Tolerance 1 a02 ] 

Figure 4.1 MTS compression test sample geometry and groove design [81] . 
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Figure 4.2 Cam plastometer compression test sample geometry. 
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reduce friction between the tools and the sample, especially during the two hit 
tests, where the total deformation is large [86]. 

4.4. SOLUTION TREATMENT 

Immediately before testing, the specimens were solution treated at a 

given temperature. The first objective of selecting these temperatures is to 
cover the range of soaking tempe ratures used in practical hot forming 
operatiC'ns. In this case, it is necessary to estimate the amount of niobium in 
solution at each reheating tempe rature. To be effective during finishing, the 
niobium carhonitrides should be dissolved in the austenite during reheating 
prior to deformation. In this way, the maximum of precipitation occurs at lower 

temperatures which can result in a considerable improvement in the strength 
and 10ughness [40, 87]. The second objective, which is no less important, is 10 
produce approximately the same starting grain structure when the flow 
behavior of two steels deformed at high temperatures is to he compared. 
Finally, the highest solution temperature is controlled by the grain coarsening 

temperature; a reheating tempe rature higher than the GCT produces mixed 
grain structures because of abnormai grain growth. 

4.4.1. Solubility Product for Nb(C,N) 

Several equations exist in the literature concerning the solubility product 
ofNbC in austenite [88-90]. These equations are of the type: 

b 
log 10[%CX.%Nbl=a- T (4.1) 

where x, a and b are empirical constants varying from one author to another, 

and T is the absolute temperature. The range of error introduced by such 

equations must be taken in10 account and can be overcome by overestimating 
the reheating temperature if the maximum amount of niobium in solution is 
desired . 

For the first purpose, the followingequation was used [91]: 
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7510 
log lO[%C.%Nbl=2.96- T 

56 

(4.2) 

Eq. 4.2 leads ta a solution tempe rature around 1020 oC for the three steels. 

Irvine et al. [92] have proposed the following equation, where the nitrogen level 

is introduced: 

12 6770 
loglO[(%C+ -%M.%Nbl=2.26---

14 T (4.3) 

Fig. 4.3 shows the equilibrium solubility of Nb for the three steels studied, 

estimated from the last two equations. It is evident that even if the nitrogen 
level is low, the solubility of niobium is lower when the nitrogen level is taken 

into account together with the carbon, leading to complete solution at a 

temperature around 1074 oC. In this study, the niobium carbonitride particles 

were considered ta be in solution when a reheating tempe rature of 1100 oC or 

higher was used. Finally, due to the low level of Ti, titanium carbides are aiso 

considered to be in solution at that temperature [93]. 

4.4.2. Reheated Austenite Grain Size 

A series of Cu-Nb-B steels was austenitized for different times and 

temperatures, and then quenched into water. The grain size was measured by 

means of optical microscopy, using the intercept method, on at least ten fields at 

several magnifications. A typical set of microphotographs is shown in Fig. 4.4 

for the Nb-B and Cu-Nb~B steels and the temperature dependence of the mean 

grain size is depicted in Fig. 4.5. Data for a Nb-B steel taken from reference [94] 

are also included. It is interesting to note here that the copper steel exhibits a 

finer austenite grain size in the range of temperatures shown. It is difficult to 

state whether copper is responsible for this decrease. The most probable reason 

is that the level of titanium is slightly lower in the Cu-bearing steel. Thus, as 

the effectiveness in controlling the grain size at high temperatures is dictated 

more by the volume fraction of the fine TiN particles formed aftel' solidification 

than by the amount of titanium available [37, 93], the lower Ti level may be 
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Nb-B 
RT=1100°C 

Cu-Nb-B 
RT=1100°C 

Cu-Nb-B 
RT=1200°C 

Figure 4.4 Microstructures orthe reheated samples prior to testing. 
Magnification 400X. 
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responsible. Alternatively, copper in solution may be contributing a solute drag 

efTect. 

Finally, it is worth noting that the reheating temperatures studied in the 

case of the B-containing steels are lower than the grain coarsening temperature. 

4.5. HOT COMPRESSION TESTING 

4.5.1. Experimental Equipment 

The hot compression tests were conducted on a McGill computerized 

servohydraulic MTS machine for strain rates lower than 2 S·l, and on a cam 

plastometer at MTL in Ottawa for the higher strain rates. 

4.5.1.1. MTS Automated Testing System 

The MTS machine is a 100 kN closed loop unit capable of a maximum 

strain rate of 2 S·l. Although a detailed description of this machine is given in 

reference [93], sorne important features and units will be described here. 

The control sequences are monitored by a computer/433 subsystem which 

can perform the commands of function generation, data acquisition and real 

time decision making. This subsystem is a Digital Equipment PDP-11/04 

minicomputer with a memory of 32 K in 16 bit words. It also includes a 

Tektronix graphies terminal, a 433 processor interface unit, a DEC RXOl disk 

system and a Tektronix hard copy unit (Fig. 4.6). The software used is MTS­

BASIC IRT-11, which consists of a package ofreal time routines taking the fonn 

of external functions [95, 96], 

The high temperature compression tests were carried out in a CENTORR 

model M60 front loading high temperature high vacuum furnace. The tested 

specimen is compressed between two tungsten anvils inside the chamber, After 

a vacuum of around 10.5 torr has been reached, the heating system, which 

consists oftungsten mesh resistances, can be started (Fig. 4.7). 
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Figure 4.6 View of the high temperature computerized MTS compression 

testing equipment. 
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Figure4.7 Viewofthe CENTORRhigh tempe rature furnace. 
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4.5.1.2. Cam Plastometer 

The cam plastometer is a 0.45 MN high speed compression testing 
machine capable of simulating high strain rate deformation processing such as 
the hot rolling of plates and strips. The operating range of strain rate is 
between 0.5 and 150 S·l and schedules of up to four hits can be performed on the 
same sample (Fig. 4.8). In Fig. 4.9, a simplified design of the main components 
of the machine is shownt. For a deformation to occur, the pressurized piston (G) 
inserts the cam follower (1) between the cam lobe and the transfer block (J), and 
retracts it after exactly one revolution of the cam (H). During the test, the 
analog signal of the load transmitted to the strain gauge load cell is recorded 
continuously using a BAM (bridge amplifier meter). A Biomation transient 
recorder converts the analog signal to digital and stores the data. The 
displacement of the lower die (K) is given by a linear variable differential 
transducer (LVDT). A Minc PDP 11/23 microcomputer is used to monitor the 
automatic operations and to perform data acquisition by means of software 
written in Fortran. A detailed description of the design and operation of the 
cam plastometer can be found in references [86], [97] and [98]. 

To heat the sample to the desired testing temperature, a Lindberg 
induction heating unit was used and the control of heating and cooling was 
performed manually. 

4.5.2. Continuous Tests 

4.5.2.1. Stress/Strain Experiments 

Single hit tests were carried out at a variety of temperatures and strain 
rates using the computer prograrns described above. Prior to testing, the 
specimens were austenitized for 10 to 15 minutes at a specifie reheating 
temperature, cooled to the deformation temperature, held for 60 to 90 seconds to 

t The cam shown in Fig. 4.9a is designed for one hit deformation . 
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Figure 4.8 View of the cam plastometer machine used for high strain rate 

testing. 
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eliminate thermal gradients, and finally deformeci at a constant true strain 
rate; this was followed by water quenching in the case of the cam plastometer 
(Fig, 4,10a), 

When the specimen was cooled from the reheating temperature to the 
deformation temperature by turning off the furnace, the cooling rate was 
dependent on the testing temperature. Fig. 4.11 shows that for the CENTORR 
furnace, the mean cooling rate deci'eases from 2°C/s at high temperatures, to 

approximately 1 °Cls below 900 oC. Similar cooling rates were attained in the 
induction furnace used in the cam plastometer. 

Care was taken when the specimen was held at the testing temperature 
to aHow the latter to stabilize. The total time of holding was not aHowed to 

exceed 90 seconds at the lower temperatures where static precipitation can 
occur prior to deformation. As shown by Jonas and Weiss [28], the nose of the 
PIT diagram for undeformed Nb steels at 900 oC can correspond to times as 
short as 90 seconds. 

During deformation, the temperature of the specimen was continuously 
monitored by a K-type Chromel-Alumel thermocouple attached to the specimen 
surfacet. A few millimeters away from the sample, a second thermocouple was 
used as a reference to detect any abnormal reading. During normal operations, 
a constant tempe rature difference between the two thermocouple readings was 
maintained after the tempe rature had stabilized. Nevertheless, the two cooling 
rates are different because of the difference in the heat capacities of the 
specimen and the furnace [93]. 

Prior to starting a set of experiments, the testing system was calibrated 
for the desired deformation conditions by carrying out several initial tests. 
Special attention was given to the calibration of temperature. Dummy tests 
were repeated until the conditions of the previous set of tests were reproduced. 

t During cam plastometer testing, the temperature was monitored using a 304 stainless steel 

sheathed Chromel-Alumel thermocouple inserted at the mid-height of the specimen to half its 

radius. 
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4.5.2.2. Strain Rate Control 

In standard tensile or compression testing, the deformation speed is kept 
constant and the true strain rate decreases or increases, respectively, during 
deformation. For a strain of one, the true strain rate can decrease or increase by 
a factor of 2.3 during deformation [99]. To conduct monotonic compression tests 
at different rates, the true strain rate must be kept constant during the entire 
test. For this reason, the deformation speed must vary with the height of the 

sample, as described below: 

h 
o 

e= -ln(-,;)' (4.4) 

by differentiation 
_ 1 dh 
e=--,-

h dt 
(4.5) 

if t takes a constant value t\, the change in height is given by: 

tlh=h [l-exp(-ê t)] 
o c 

(4.6) 

where ho is the initial sample height. In the case of the MTS servohydraulic 
machine, Eq. 4.6 can be discretized by dividing the deformation time into small 
steps L\t; the anvil displacement can then be controlled according to this 
equation. In the case orthe cam plastometer, the cam profile is designed so that 
the strain rate is kept constant during deformation [98]. 

4.5.2.3. Data Treatment 

During each test, the output of the load cell and the displacement given 
by the L VnT were converted into true stress and true strain, respectively, using 
the following relations: 

p p 
0---

- A - A (h th) 
o 0 

(4.7) 
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h 
e=ln(-) 

h 
o 
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(4.8) 

where a is the true stress, e is the true strain, P is the recorded load, and h and A 
are the instantaneous height and area, respectively. The analog signaIs ofload 
and displacement were converted to digital data using an analog-digital 
converter and stored in the memory as blocks to save space. Since the core 
memory of the minicomputer is limited, the stored data in the data acquisition 
system were converted into texte Then, a special software called KERMET was 
used to convert the data from text in the RT-11 operating system to ASCn. This 
was stored using a specifie format in an IBM PC for further calculations. 
Corrections for the compliance of the machine and the temperature were then 
conducted and are described below. 

4.5.2.4. Correction for Elastic Distortiont 

The data obtained after the computerized compression test consists of the 
signal outputs (voltage) from the LVDT and load cell, and the time for each 
reading. When the specimen is strained in the test apparatus, the load is 
transmitted to the entire system, which consists mainly of the loading frame, 
the tungsten compression tools, the stainless steel extension rods, the load cell 
and the actuator ( Fig. 4.12). Since it was not possible to measure the actual 
displacement of the ram relative to the lower anvil, the displacement readings 
were corrected for the machine compliance. 'fhis is necessary because the 
elastic strain of steels deformed at high temperatures is small (of the order of 
10-3 if the Young's modulus is assumed to be around 1Ge GPa) and the apparent 
elastic deformation displayed at the beginning of each stresslstrain curve is 
actually due to the elastic deformation of the machine. 

t No corrections of this type were made for the data from the cam plastometer because the 

elastic deformation of the machine was taken into account during the design of the cam [98]. 
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Previous measurements have shown that for a range of deformation 
speeds and temperatures, the elastic distortion of the machine is independent of 
these two variables [100]. In such a case, the collected data were fitted by the 
following expression: 

(4.9) 

where P is the instantaneous load, and a, b, c and d are constants. 

Since the ram displacement dr is the sum of the instantaneous change in 
height of the specimen t'::t.h and the elastic distortion due ta the machine, the 
instantaneous height of the specimen is given by: 

h =h -d +d (4.10) 
1 0 r m 

dm was determined for the MTS machine used for the present work by loading 
the system in the absence of a specimen, and collecting the displacement values 
for given loads [96]. The data in Fig. 4.13 show a linear dependence of the 
displacement on load, which is consistent with the elastic behavior of the 
machine. In this work, when stresslstrain data are used in calculations, they 
have always been submitted ta this correction. This results in a shift of the 
stresslstrain curve ta the left. 

4.5.2.5. Correction for Temperature 

At high strain rates, the tempe rature ri se due to deformation was 
estimated from the adiabatic stress/strain curves. The corresponding stress 
decrease was calculated at each strain increment by the following expression: 

So= [~] .B(1/T) 
à(1IT) e,e (4.11) 

and the isothermal stresslstrain curves were reconstituted by adding the 80'S ta 

the adiabatic stresses. Details of the method of correction for adiabatic heating 
will be given in the next chapter. 
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4.5.3. Interrupted Tests 

To follow the recrystallization kinetics of the steels at high temperatures, 

the technique of interrupted compression was employed. This technique was 

tirst developed by Wilber et al. [101] using a Gleeble machine and further by 

Petkovié [100]. It was later applied to measure static softening by several 

investigators [11, 15,19,23, 102-105]. 

In the interrupted compression technique, after being reheated to a given 

temperature and cooled to the deformation temperature, the specimen is 

prestrained at a constant strain rate, unloaded and held for increasing times. 

After the interruption, the specimen is reloaded at the same strain rate and 

temperature (Fig. 4.10b). A typical example of the data output immediately 

after an interrupted test is shown in Fig. 4.14. 

Finally, Table 4.2 gives a summary of the experimental conditions for 

both continuous and interrupted tests. 

Table 4.2 Range of experimental conditions. 

Single Hit Tests Two Hit Tests 

RT(OC) 1100,1200 1000-1200 

DT (OC) 800-1200 900-1100 

e Upto 1 0.12,0.25,0.5 

e (S·l) 0.2, 2, 10*, 50* 0.2,2, 10*,50* 

Rold t (8) - 0.1-10,000 

* cam plastometer tests 

4.6. ROLLING 

4.6.1. Rolling Mill 

Controlled rolling experiments were carried out on an instrumented 

single-stand pilot scale rolling min in its reversible configuration (Fig. 4.15). 
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a) load-time plot 

b) true stressltrue strain curve 

c) true strain versus time. 
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Motor Speed: 
Peripheral Roll Speeds: 
Max. Load Capaclty: 
Roll Diam., Width: 
Roll Gap Setting: 

150/300/450 rpm 
0.5/1.0/1.5 mis 
4.5MN 
470, 475 mm 
0-130 mm 

Figure 4.15 MTL pilot-scale rollingmill with its design 

specifications [106]. 

76 



( 

( 

ChapterFOUR Experimental Procedure 77 

The mi11 is driven by a motor having a capacity of225 kW and operates at a roll 
speed of 45 rpm. The design specifications are shown in Fig. 4.15. 

4.6.2. Temperature, Rolling Load and Roll Gap Measurements 

Recent modernization of th~, MTL rolling mill permitted the completely 

automatic acquisition of the temperature, rolling load and roll gap [106]. 
During rolling, the temperature of the slab was continuously moniÎNred by two 
thermocouples embedded in the mid-thickness and near the surface in the side 

of the plate. A detailed time-temperature profile throughout the complete 
processing and cooling cycle was obtained from the thermocouple readings and 
recorded on a strip chart recorder. The rolling load was recorded by cylindrical 

load cells under the roll positioning screws at each side of the stand. The 
readings correspond to the deformation resistance of the mid-Iength of the slab 
being rolled. Automatic digital control of the next pass draft is possible with a 

preprogrammed pass reduction schedule, using on-Hne measurement of the roll 
gap from the rotational positions of the roll positioning screws. 

The collected analog d.c. signaIs of the rolling loads and roll gaps ranged 

from -5 to +5V d.c. and were converted to digital data and transferred to a DEC 
PDP 11/23 microcomputer. 

4.6.3. Rolling Schedules 

Slabs 75 mm thick and 127 mm wide were reheated for one hour in a 
Lindberg furnace and then taken out of the furnace for controlled rolling. The 
slabs were reduced to 11.5 mm plates in 9 or 10 passes according to the nominal 

schedule presented in Table 4. 3. Two reheating temperatures, 1100 and 

1250°C, and two finish rolling temperatures, 830 and 750°C, were used, with 
water quenching being performed immediately after the last passe 
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Table 4.3 Rolling schedules used for the Cu-Nb-B steel. 
-

1 st Schedule 2nd Schedule 3rd Schedule 

PassN° 
Setting Temp. Setting Temp. Setting Temp. 

mm oC mm oC mm oC 

1 64.5 1230 63 1100 63 1100 

2 56.7 1120 51 1000 51 1000 

3 49.9 1010 43.8 930 43.8 930 

4 42.9 930 36.4 900 36.4 900 

5 35.6 900 28.7 885 28.7 885 

6 28.1 885 22.4 870 22.4 870 

7 21.9 870 18.1 860 18.1 860 

8 17.7 860 14.9 840 14.9 840 

9 14.5 840 11.6 830 11.6 750 

10 11.4 830 - - - -

4.7. MICROSTRUCTURAL STUDIES 

4.7.1 Optical Microscopy 

Optical microscopy was carried out on both quenched compression and 

rolling specimens following standard metallographic procedures [107]; i.e. 

sectioning, mounting, grinding, poHshing and etching. The compression 

samples were CGt parallel to the deformation axis and examined in the center, 

far from the dead zone, while the rolling specimens were cut either parallel or 

perpendicular ta the rolling direction. 

Etching the compression samples to reveal the prior austenite grain 

boundaries was performed using several etchants. The most satisfactory 

solution consisted of saturated aqueous picric acid with 2 or 3 drops of 

hydrochloric acid. Etching at 80 oC fo!" 10 ta 30 seconds produced satisfactory 

result.c;. To reveal the final ferritic or bainitic structure in the case ofrolling, 2% 

ni tal was used . 
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The average grain size was determined by the standard intercept method 

of Abrams [108]. The method consists of overlaying three concentric circles of 

50 cm total length on the micrographs obtained from different are as of the 
sample and .-:ounting the number of intercepts with the grain boundaries. 

4.7.2. Clectron l\'iicroscopy 

For thin foil preparation, slices of 0.3 mm thiekness were eut from the 

material, mechanically thinned, chemically poli shed in a solution of HF-H20-

H202 and finally thinned using a JET thinning instrument (South Bay 

Technology Mode1550B) and a solution of Na2Cr04-CH3COOH [109]. The foils 

were observed in a JEOL-IOO CX scanning transmission electron microscope at 
120 kV (see Fig. 4.16). 

4.8. MECHANICALTESTING 

To test the mechanical properties of the rolled plates of the Cu-Nb-B 

steel, both tensile and Charpy V -notch testing were performed. 

Specimens of 6.4 mm diameter round bars were used in accordance with 

ASTM E8. Tests were conducted at CANMET on a 100 kN Instron servo-electric 

testing machine at a nominal speed of 0.5 mm/mn. Impact test!) were performed 

according to ASTM E23 on standard V-notch specimens (55x10x10 mm). The 

notch was cut with a broach, especially designed for this purpose, giving a 

very good surface finish. The tests were then performed on a 360 Joule capacity 

Tinius Olsen impact tester. The load and energy curves were recorded and 

analyzed via an ETI 630 data acquisition and analysis system. To cool the 

specimens prior to testing, a bath of alcohol cooled by liquid nitrogen was used 

and maintained within 0.5°C of the desired temperature. For the transition 

temperature, the 27 Joule criterion was used. 

4.9. SUMMARY 

In the previous sections, the experimental procedures used during the 

present work were described. A simple schematic summary of these methods is 
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eut thin slice with Isomet low speed saw 1 

1 
Mechanically polish 

1 

1 
Chemically thin using HF-H202 

1 

Thin 1st side in Jet for 5-10 mn, at 115 
volts and 25 milliamperes. 

1 Rinse in acetic acid, water, alcohol, then 
1 acetic aczd 

1 
Thin 2nd side at high sensitivity ] 

1 
Rinse in water then alcohol and dry 

1 

[ Put in alcohol and demagnetize 
1 

\W 1 Mount for observation 
1 

Figure 4.16 Method for thin foil preparation. 
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given in Fig. 4.17, together with the relationships existing between them. The 
numerical techniques employed to analyze the experimental data will be 

presented in the next chapter. 
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DATA ANALYSIS AND NUMERICAL TECHNIQUES 

5.1. INTRODUCTION 

The data av ail able from the experiments described in the previous 
chapter were analyzed extensively by computer. The storage of these data in 
the IBM PC after each experiment permitted effective and accu rate 
computations. In this chapter, some of the data analysis techniques and 
numerical methods employed during this study will be presented. The fir&t 
section deals with the analysis of stresslstrain curves using non-linear fitting. 
The second section treats the different methods that have been used for 
determination of the softening parameters after interrupted testing. In the 
third section, the procedure used during the correction of the stresslstrain data 
for adiahatic heating, particularly at high strain rates, will he descrihed. 
Finally, the finite difference method employed for temperature prediction 
during multi pass hot rolling will be examined closely. 

5.2. STRESS/STRAIN CURVE ANALYSIS 

5.2.1. Smoothing Stress/Strain Curves 

Although the true stressltrue strain data obtained from the MTS and cam 
plastometer tests were relatively smooth (see Fig. 4.14), the noise present is 
sufficient to create significant scatter after differentiation. To correct the 
curves for this scatter without influencing the trend of the data, the following 
smoothing technique was used. 

The general concept of smoothing is summarized in what follows. We 

assume that we have a set of "n" data points (xl'Yz)' (x2'Y2)' .... (xn'Yn)' not 
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necessarily equally spaced, where % is the reliable variable and y is the 
uncertain variable (strain and stress, respectively, in a compression test). To 
reduce the amount of noise in YI' a linear combination of the readings is then 

taken symmetrically about xi: 

(5.1) 

where i+k< n and i-k> 1. The values of the constants a.1r to ale can be found by 

fitting the data points (x
l
•Ic ,YI

.'; ••••• (x
l
+Ic 'YI

+'; using the least squares method 
to obtain a straight !ine, for instance. -

During this work, the number of points used in the smoothing was chosen 
to be 3 or 5, depending on the level of noise (this corresponds to k= 1 and 2, 
respectively). The problem then becomes the minimization of the foIlowing 
expression with respect to a, and 8,: 

where: 

,+1r 

S(a ,p ) = ' (a z + p _ y )2 
l' .t.. ,m, m 

m=I-1c 

z=x-x. 
1 

(5.2) 

(5.3) 

When the set of constants a, and 8, is determined for each pair of data points in 
the curve, the new "regressed" values constituting the smoothed curve are given 

by the Y/s, where: 

Y=a z+~. , , (5.4) 

If the latter exhibits some remaining scatter, the procedure can be 
repeated until the smoothed points resemble the initial points. Finally, it 
should be pointed out that Eq. 5.1 is valid for aIl data points except those near 
the ends. For these points, off-center formulas similar to Eq. 5.1 can be used 
[110,111]. However, the strain intervals in the present stresslstrain curves 
were tao small for this purpose, thus the calculations at the ends were ignored. 
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5.2.2. Non-Iinear Fitting of the Bergstrôm Model 

Several equations describing the flow stress of metals have been 
employed throughout this work, with different degrees of success. These 
equations are those of Hollomon [75], Swift [77], Voce [78] and Bergstrôm [112]. 
The curve fitting technique will be described only for the Bergstrôm model 
because this represents a typical non-linear case, and also because of the 
difficulties that were encountered. In fact, the values of a and U cannot be 
determined separately by fitting the stress/strain curve and the solution of 
a2U =constant yields a hyperbole of points. The values of a can only be 
determined experimentally by measuring the d~slocation density at high 
temperatures, which is quasi-impossible for steels because of the phase 
transformation. However, to provide an accu rate description of the stress/strain 
curve, at least mathematically, the separate determination of the parameters a 
and U is not necessary (these are defined in p. 158 below). Thus, the Bergstrôm 
equation was fitted in the following fo:m: 

(5.5) 

where: 
(5.6) 

and Po is the initial dislocation density. To determine [(o,llb)2Ul, Sl and ao' the 
least squares fitting method was employed. This consisted of minimizing the 
following expression for the "nif data points of the stresslstrain curve : 

(5.7) 

Ifwe set A = [(a v. b)2(Uln)), B = n and C = a/- (aJ,lb)2(Uln) and set the derivatives 
of S with respect to A, Band C equal zero, we end up wi th a non-linear system of 
three equations and three unknowns: 

n -Be n 

nA+C 2> '= L a~ (5.8a) 
&= l ,=1 
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n -Be n -28e n -Be. 
ALe 1 + C 2> 1 = 2 (J~ e 1 (5.8b) 

,=1 Î=l Î=1 

n -Be n -28e n -Be 
A' e.e '+C'ee '::' (J~ e.e ' ~, L.. I ~I' 

(5.8e) 
i=-l 1-'=1 1=1 

From Eqs. 5.8a and 5.Sb, A and C were determined as functions of B, and when 
substituted in Eq. 5.8e, the non-linear equation for B was solved: 

n -Be. n _ 28e. n -Be 
F(B)=A'ee '+C'ee '_'o2ee 1 ~, ",-, "':::::"11 

(5.9) 
i=1 1=1 Î= 1 

where: 

(5.10a) 

n -Be n n -Be 
C=[n( L o~ e i)_( L o~ ).( 2: c,e 'WD (5.10b) 

,=1 1=1 ,=1 

n -28e n -Be. 
D = n Lei -( 2. e 1)2 (5.10e) 

,= 1 1= 1 

Eq. 5.9 was solved for B (Le. Sl) by iteration using the secant method and 

[(Clllb)2Ul and 00 were given by Eqs. 5.10a and 5.10b, respectively. The complete 
program used for these ealculations is given in Appendix C. 

Some stresslstrain curves sometimes displayed non-monotonie behavior 
at low strains. To avoid this problem, the iteration procedure was performed 

over a range of starting strains, up to 5%. For each iteration, the correlation 

coefficient was calculated and the final values of [(allb)2U), n, and 00 chosen 
were those corresponding to the best fit (i.e. to the highest correlation 
coefficient). The correspon4ing starting strain generally fluetuated around 2% . 
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5.2.3. Work Hardening Rate Calculation 

For a given strain, the work hardening rate is the derivative of stress 

with respect to strain, which corresponds to the tangent at this value of strain. 

The numerical derivation calculation using the data points of the stresslstrain 

curve is similar to the smoothing procedure described in section 5.2.1. The 

tangent at a given strain c, was taken as the slope of the straight line obtained 
by regressing three data points symmetrically around E\ (i.e. a, in Eq. 5.2.). 

Differentiation of a mathematical function fitted to the stresslstrain curve was 
avoided for the reason that an actual discontinuous change can be masked by 

takingthe derivative ofthis function. 

5.3. SOFTENING PARAMETER DETERMINATION 

5.3.1. Introduction 

When the interrupted testing technique is used to investigate the static 

restoration behavior, the amount ofsoftening taking place during an interval of 

unloading can be assessed by different means. These methods are based mainly 

on true stress/true strain data, or on hardness measurements after quenching 
the deformed samples [11, 15,19,23,102-105,113]. Since the techniques based 

on stresslstrain data are the Most frequently used, one of the aims of the present 

investigation is to compare these methods and to relate the softening rate and 
the recrystallization kinetics. A brief description of the techniques used to 

evaluate this pararneter is given in the next two sections. 

5.3.2. Offset, Back Extrapolation and Recovered Strain Fraction 

Methods 

The offset method employs the following definition: 

s = am-aorr 
Ofr a-a 

m 0 

(5.11) 
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, 

Here omis the flow stress corresponding to the strain el in the first hit (Fig. 5.1), 
and 0

0 
and 00ff are the offset flow stresses (0.2%) in the first and second hits, 

respectively. According to this technique, the yield stress at high temperature 
is a sensitive measure orthe structural state orthe material tested. That is, the 
magnitude of the offset stress on reloading is controlled by the degree of change 
of the microstructure that has occurred during the holding time [100, 104, 114, 
115]. 

In the back extrapolation method, the following definition is used: 

S :: °m -OBE 

BE 0-0 
m 0 

(5.12) 

where 0BE is defined as the stress corresponding to the intersection of the 
verticalline with the prestraining curve after shifting it from 0 to 0', in order 
to superimpose it on the reloading curve (Fig. 5.1). The back extrapolation 
method is based on the prineiple that after a small transient strain, the 
reloading stress/strain curve is close to the continuous curve of the fully 
annealed state. Although this last assumption is true only when recovery is the 
sole controlling mechanism during restoration, an extension to the case of 
recrystallization has been made [114]. 

A further way of describing the softening rate is to use the unrecovered 
strain fraction, which is defined as: 

(5.13) 

where el lS the strain in the first hit and ~e is the accumulated strain after 
reloading (Fig. 5.1). This last method is based on the s~e principle as the back 
extrapolation method, but provides an easier and faster way of estimating the 
softening taking place after reloading. 
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Figure 5.1 Determination of the flow stresses used in the evaluation of 

the softening rate by the offset and back extrapolation methods. 
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5.3.3. Mean Stress Method 

Although the offset and back extrapolation methods described in the 
previous section have lleen used extensively to characterize softening after 
deformation, they involve Many disadvantages. The meaSUl'ement of yield 
stress is difficult and tends to he inaccurate at elevated temperatures. The 
lubricant and grooves used to minimize friction between the sample and the 
tools are another source of error in this measurement. In faet, the effect of 
lubricant and grooves is manifested particularly during the tarly stages of 
loading, which complicates the determination of the offset stress. For these 
reasons, the reduetion in the overallievei of the flow curve can be used instead 
to evaluate the fractional softening. This involves the mean flow stress, which 

is ealculated by integrating the area under the stress /strain curve: 

The fractional softening is then defined as: 

a - a 
m s-=- _ 

a a - a m 0 

(5.14) 

(5.15) 

where clo and cl are the mean stresses in the first and second hits, respectively, 

and are taken at equal strains (Fig. 5.2), O'm is the mean stress in the second hit 
using the continuous curve and corresponds to zero softening. 

The data available from stresslstrain curves permitted this softening 
parame ter to be evaluated automatically. For this purpose, the maximum Mean 
stress in the second hi t, i.e. the area ABen, is needed and a simple linear 

extrapolation between A and B would give inaecurate results, because of the 

occurrence of work hardening. For this reason the stresslstrain curve in the 

first hit must be fitted to a non-linear mathematical function which is 
extrapolated and forced to pass through the point B. The choice of the following 

empirical relation is justified by the rapid determination of the constants Ao' A l' 

A2 andA3[116]: 
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Figure 5.2 Determination of the mean stresses used in the evaluation of 

the softening rate by the mean stress method. 
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o=A +A e·4+A e·8+A e1.2 o 1 2 3 (5.16) 

The least squares method described in section 5.2.2 was employed 
together with the minimization of the following expression: 

/1 

S(A o.Al'A2,A3)= L [(Ao+A 1e·
4

+A2&·8+ Ai·2
)-o/ (5.17) 

,=1 

with respect to the AI' This resulted in the following matrix: 

1 e .4 e .8 e.1 2 
Ao a, , , , 

e.·4 e:8 e12 e 1.6 
Al a e·4 , , , , , , 

=~ (5.18) 
e·8 e 12 e 1.6 e 2 A2 ae·8 , 

1 
, 1 , 1 

rI2 e 1.6 e 2 e 2.4 
A3 a e 12 , , 

1 
, , , 

where the ~ associated with the 4x4 matrix denotes the sum from 1 to n of each 

element in this matrix. To determine the A/s, the pivoting procedure [110, 

111] was performed on the above matrix and the are a ABCD was calculated by 

integration ofEq. 5.16. 

5.4. CORRECTION FOR ADIABATIC HEATING DURING HIGH 

STRAIN RATE COMPRESSION TESTING 

During deformation and particularly at higher values of Z 

(Z =texp(Qde!RT), the deformation temperature does Dl)t remain constant. The 

increase in temperature due to adiabatic heating can lead to significant 

amounts of flow softening [117]. The resulting flow curve does not then 

correspond to isothermal conditions. Because Îsothermal flow stress data are 

essential for modeling, a correction for the temperature rise due to deformation 
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is necessary. A temperature r.orrection was therefore applied to the data 

corrected for elastic distortion. 

Under adiabatic heating conditionn, , '~mperature increase 8T can be 

calculated for each flow curve as follows: 

pCdT= dw=ode (5.19a) 

p =density, Kg/m3 

C=specific heat, JlKg.K 

w=mechanical work per unit volume, J/m3 

If p and C are assumed to remain constant within the tempe rature interval8T, 

we obtain by integration: 

f
T +8T fC +& 
TO pCdT= CO ode 

o 0 

-
ST= oBe 

pC 
(5.19b) 

where cr is the mean stress calculated from the stresslstrain curve over the 

strain interval8e using the trapezoid formula: 

;; = _ 0 ode 1 fC +& 

Be C 

(5.20) 
o 

For each flow curve determined at a given strain rate Ë, 8T was calculated 

incrementally at strain intervals of about 0.001 over the entire stresslstrain 

curve. At a given value of Be" for instance, plots of 0 versus liT (9t constant e) 

were constructed, and t.he corresponding 8T, was calculated using Eq. 5.19b (see 

Fig. 5.3a). The decrease in flow stress Bo, due to adiabatic heating during the 

strain interval8e, was estimated using the following equation: 

[ iJo] [1 1] 80--- --
,- a(1IT) Bc"è T +8T - T 

ISO ISO 

(5.21) 

where TISO is the temperature at the beginning ofstraining (T'BO =T(8e, ==0» and 

t is the strain rate (see Fig. 5.3b), The coefficient B=[iJo/iJ(1IT)]c in the above 
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03 adiab +-----------------,tr 

02 adlab I--------~ 
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01 adiab 1-1---' 

(T +AT )-1 
1 1 

Figure 5.3 Procedure used for determination of the temperature 

increase and the corresponding flow softening during adiabatic 

compression. 
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relation was found to vary with strain (see next chapter). The calculation of 8 at 

each strain interval Be, aIl along the flow curve, at the strain rate of interest, 

permitted the accurate determination ofBo,. 

The calculated isothermal flow stress increase over the strain interval Bei 

can then be given in terms of the observed adiabatic stress increase as foIlows: 

~o =~o + 180 1 
, 'BD ' ad,ab ' 

(5.22) 

The program used for the correction of temperature is given in Appendix 

C . At the end orthe program, the stresslstrain data were rewritten and stored to 

be used in subsequent calculations. 

5.5. TEMPERATURE PREDICTION DU RING HOT ROLLING 

5.5.1. Introduction 

To solve the differential equation for heat conduction (Eq. 3.1), several 

computing methods can be used. The finite element method, for example, is a 

useful technique for this purpose, but requires powerful computers and is time 

consuming so that it can only be employed for off-line applications. The finite 

difference method is another attractive technique which consists of 

transforming a differential equation into a system oflinear algebraic equations. 

In contrast to FEM, the FDM is suitable for on-li ne calculations if the number of 

iterations carried out during execution of the algorithm is optimized. In this 

method, two different approaches exist to provide the numerical solution [56, 57, 

1181: 

- the explicit solution, which gives the future temperature of a 

particular node in terms of the current temperatures of the node 

and its neighbors; 

- the implicit solution, which gives the future temperature of the 

node in terms of its current temperature and the future 

temperatures of its neighbors. 
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In the implici t method, the time step is not restricted by the size of the 
elements and the stability of the solution is ensured. In the explicit technique, if 
the time step is too large, the solution becomes unstable. The explicit solution is 
generally preferred due to its simplicity; however, the stability criterion must 
be respected. 

During this study, the explicit technique was used, with the time step for 
stability varying from one stage of hot rolling to another. AIso, instead of 
developing Tin Eq. 3.1 in a Taylor series with respect to t and x, a heat balance 
was applied to each node. This method is equivalent to the usual matnematical 
one, but provides a physical derivation ofFourier's second law (Eq. 3.1) 

5.5.2. Description of the Model 

The model calculates the dynamic temperature distribution in the steel 
plate or strip during hot rolling. The determination of the temperature 
distribution within the deformed material is based on heat conduction, together 
with the boundary conditions characterizing each cooling zone (Fig. 5.4). 

In hot ~olling, temperature prediction is more important during finishing 
than roughing. At this stage, the width of the plate or strip is much greater 

than its thickness. It is therefore justified to neglect heat conduction in the 
width direction. This also applies to the length direction because of the 
relatively high speed of strip and plate in finishing mills. Thus, a one­

dimensional analysis is sufficient to describe the temperature during hot 
rolling. A two-dimensional model in the thickness and width directions is not 
more complicated. It only implies a higher number of equations, which requires 

a spacious memory in the computer and takes a longer time for execution. 
Therefore, a unit section is considered for this purpose, of a thickness d which 
varies with the process time (Fig. 5.5). The tempe rature distribution for the 
complete workpiece can be computed if this section is taken ta represent any 
position along the length and width of the transfer bar. During hot rolling, it is 

assumed that the top and bottom faces are subjected to identical cooling 
conditions. Because of symmetry, only half the material thickness is studied. 
For transfer bars less than 30 mm in thickness, acceptable results were obtained 
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Figure 5.4 Heat transfer mechanisms during hot rolling. 
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Figure 5.5 Representative section for the temperature distribution 
calculations. 
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by dividing the half thickness into 6 sUces of thickness âx each, so giving 7 
nodes at which the temperature was calculated (Fig. 5.6). 

For any node i different than 1 or 7, a heat balance across the thickness of 
the workpiece can be carried out hy considering that the amount of heat 
accumulated at node i during a time &t is equal to the difTerence between the 
heat lost to i-1 and gained from i + 1. This can he written as follows : 

(T +1- T ) (T -T 1) 
1 1 2 1 1- 2 2 

k (1 )flt - k (1 )flt = pC(T '-T )(1 !lx) 
tu !:lx 1 1 

(5.23) 

where Tis the tempe rature and k is the thermal conductivity. One can express 

T/ explicitly in terms of TI_l' T~ and T i +1: 

T'; (l-2M)T + MT'+l + MT 1 
~ 1 1 1- (5.24) 

where M=a&tlâx2 and a is the thermal diffusivity (a=klpC). 

Thermodynamically speaking, the old temperature must have a positive effect 
on the new one. To ensure stahility of the solution, the term (1-2M) in Eq. 3. 24 

must tht!n be positive, i.e.: 
&;2 

flt!f. -
2a 

(5.25) 

The first and last (1 and 7) nodes are only half nodes and sinee they are 
subject to diffel'ent boundary conditions, a different heat balance must be 
employed for each these nodes. 

5.5.2.1. Rarliation and Convection 

For Node 7, adiabatic conditions are assumed: 
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Figure 5.6 Discretization ofslab halfthickness into nodes for finite 

difference analysis. 
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(5.26) 

When the slab is outside the stands, the surface loses heat by radiation 
and convection. For node 1, the heat balance is as follows: 

(5.27) 

where Em(T) is the emissivity, 0SB is the Stefan-Boltzmann constant and TA is 
the ambient temperature. The above equation becomes: 

where: 

M = a/lt/ /lx2 

N Re = Em(T)o SB/l tl pC /lx 

HRC=HcvdpC/lx 

The stability criterion is as follows: 

a 0 E (T)T
3 H 

l1t SI /[2(- + SB m 1 + cve)] 
tu2 pctu pCl1x 

(5.28) 

(5.29) 

The stability time varies with T/. The highest surface temperatures lead to the 
lowest /lt's. 

5.5.2.2. Cooling Due to Water 

When the slab is water cooled outside the roll gap, convective losses 

determine the boundary conditions: 

(5.30) 
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where H WAT is the appropriate heat transfer coefficient for water cooling. The 
tempe rature at the surface is given by : 

Tl' = (1 - 2M -' 2NwAT)Tl + 2MT2 + 2NwATT A (5.31) 

where NWAT=HwA.JPC!J.x. For a stable solution, we must have: 

a H WAT 
At ~ 1/[2(-- + --)] 

!lx2 pCru: 
(5.32) 

5.5.2.3. Contact with the Rolls 

During contact of the steel with the rolls, the surface is being cooled and 
conversely the work rolls are gaining heat. Two different approaches were used 
in this study ta estimate the temperature drop at the surface of the slab. 

Before describing the se approaches, it is necessary ta distinguish between 
perfect and imperfect contact. For perfect contact between two infinite bodies at 
different and uniform tempe ratures T11D and T2 CD, a boundary temperature Tp is 
defined ta provide continuity of the temperature profile through the interface 
(Fig. 5.7a). The assumption of perfect contact is not realistic and does not 
simulate actual contact conditions in industrial processes. 

In the present work, the first approach assumed a thermal resistance 
between the steel and the rolls. The heat conduction equation was then solved 
in the manner described above, using the fini te difference method. The 
boundary condition at the surface is: 

aT 
-k(ax )surf=HCTC(T1 - TA) (5.33) 

where HCTC is the heat transfer coefficient at the slab/work roll interface. The 
expressions for Tl' and !J.t are similar ta Eqs. 5.31 and 5.32, respectively, with 

HWAT replaced by HCTC' 
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Figure 5.7 Temperature profile with: 

a) perfect contact 

h) imperfect contact. 
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In the second roll gap approach, it was assumed that the workpiece and 
roll have the same surface temperature at the point of contact. In such a case, 
the heat flux caA be computed from the solution of the differential equation 
describing the tempe rature distribution for unsteady state conditions. This 
approach assumes the absence of thermal tesistance (perfect contact), so that 
the heat flux is given by : ' 

where 

x2 

- k(T BLK - T BND)exP( - -4a-t) 

q= ----v~o-a-t ----

q=heatflux density, J m-2 S-l 

% = distance from the boundary plane, m 
TBLK=bulk temperature, K (TI al or T2

al in Fig. 5.7) 

T HND = boundary plane temperature, K (T p in Fig. 5.7) 

For %=0: 

-k(T BLK,S - T BND) 

qSlab = voat 

-kR(T BLK,R - T BND) 
q = Roll \ V na t 

R 

(5.34) 

(5.35a) 

(5.35b) 

Since q Slab = qRoll' T BND can be calculated. The total heat 10s8 during a contact 
time tr is : 

J 
t 2k(T BLK S - T BND) 

Q = C q dt = ' vt o slab voa C 

(5.36) 

The drop in surface temperature of the element under consideration of 

thickness dois simply calculated from the expression: 

Q 
t::..T=­

d pC 
o 

(5.37) 
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5.5.2.4 Heat Due to Deformation 

The temperature rise due to deformation is calculated at each node by 
considering that each element has a different initial temperature. The 
temperature increase at node i is given by: 

-
0i(T) hl 

IlT = -. ln(-h) 
'pC 2 

(5.38) 

where fJ/T) is the Mean flow stress of the material and is strongly dependent on 
temperature. hl and h2 are the initial and final thicknesses, respectively. 
Because of the tempe rature differences, each node is heated to a different 
degree. In particular, the surface being colder gains more heat than the center. 

5.5.3. Temperature Calculation Algorithm 

This pro gram was written in True Basic and the corresponding flow chart 
is shown in Fig. 5.8. For each condition, a subroutine is called to calculate the 
temperature distribution during the process time. Durit' g reduction, no 
temperature distribution is calculated; the tempe rature profile is simply 
transferred from the thickness before the pass to the new thickness. Then, the 
temperature drop due to contact with the roUs is computed during the contact 
time using the subroutine based on the heat balance. To allow comparison with 
the last subroutine, the one based on the perfect contact assumption is used. 
Finally, the tempe rature rise due to deformation is computed at each element 
and added to the previous profile. The simplification of not computing the 
temperature during deformation is reasonable, since the contact times during 
hot rolling are very short. 

5.6. SUMMARY 

The basic techniques used frequently throughout the present 
investigation were described in detail in this chapter. It should be mentioned 
that only typical cases were examined here to provide the reader with an 
understanding of the interpretation of the results described in subsequent 
chapters. Also, sorne of the algorithms will only be described later, because they 
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Figure 5.8 Flow ch art of computer program for calculating workpiece 

temperature distribution. 
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( concern other components orthe present investigation. 
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MODELLING THE EFFECT OF HIGH TEMPERATURES 
AND STRAIN RA TES ON THE FLOW BEHA VIOR OF 

STEEL 

6.1. INTRODUCTION 

The technology of deformation processing is hased on an understanding of 
advanced process modelling techniques and on experience wi th forming 
operations. While Many sophisticated numerical methods have recently been 
developed, the application ofthis technology depends on accu rate descriptions of 
the flow behavior of the material, using constitutive equations in terms of 
strain, strain rate and temperature. These equation5 are required as inputs to 
the computer models wh~ch predict the deformation history of the material 
being formed at any time. The effective use of computers together with a 
thorough understanding of the plastic hehavior of metals can result in 
considerable reductions in the costs of production, process design and of the 
analysis of hot forming processes. 

With regard to modelling the flow behavior ofmetals during hot working 
operations such as rolling, forging or extrusion, the complexity is due to the 
evolution of the internaI structure with time, which in turn involves 
mechanisms such as work hardening, dynamic recovery and dynamic 

recrystallization. This behavior can, however, he described by constitutive 
relations consisting ofrate and evolution equations which have the form: 

e=f{o, T, St) (6.1) 

(6.2) 
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where t is the strain rate, cr the stress, T the temperature and St is a structure 
parameter. 

The objective of the present chapter is to study the plastic behavior of 
steels at high temperatures and strain rates, by formulating constitutive 
equations which can be used in subsequent applications such as hot rolling. A 
one-internai-variable formulation is adopted where the structural parameter is 
taken as the dislocation densi ty and where dynamic recovery is the only 
softening mechanism. The topics that will be discussed include the efTects of 
adiabatic heating, testing temperature and strain rate on the flow stress. This 
is followed by a description of the rate equation and of the activation parameters 
employed in its formulation. A phenomenological model for the evolution 
equation will be presented with some mechanistic interpretations. Finally, the 
eftèct of dynamic recrystallization on flow softening will be modelled and 
discussed briefly. 

6.2. TRUE STRESSrrRUE STRAIN CURVES 

6.2.1. General Characteristics 

Typical true stress/true strain curves are shown in Figs. 6.1 to 6.4 for the 
four steels studied as a function of testing temperature and strain rate. Here it 
can be seen that the two types of test are compiementary; the MTS machine 
performs compressions to strains of one but with some limitations in strain rate 
(ë < 2 S·l), while the cam plastometer deforms sampi es at relatively high strain 
rates (e.g. 50 S·l), but is limited in terms of maximum strain. 

The shapes of the flow curves are classical in nature, with the work 
hardening rate at a given strain and the strain to the peak increasing with 
decreasing temperature and increasing strain rate. This is typical of materials 
which recrystallize dynamically when deformed at temperatures above balf 
their melting points. A peak strain would a180 have been reached at the higher 
strain rates (> 10 S·l) in the boron-containing steels if higher strains had been 
attained. However, it is of interest that at the strain rates pertaining to hot 
strip mill conditions, only dynamic recovery took place in the latter steels at 
strains up to 0.5, even at temperatures as high as 1100°C. This behavior is 
attributed to the retarding efTect of niobium and boron on dynamic 
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Figure 6.3 Effect of temperature on flow stress in the Nb-B steel deformed at 
a) 10 S·l, b) 50 S·l. 



( 

c 

ChapterBIX Modelling the Flow Behavior of Bteels 

Cu-Nb-B steel 
300 t=2s·1 

S 
T 
R 
E 
S 
S 

250 

200 

150 

M 100 
P 
a 

50 

o .25 

Cu-Nb-B Steel 
300 t =2 S·l 

S 
T 
R 
E 
S 
S 

250 

200 

150 

M 100 
P 
a 

o .25 

.5 
STRAIN 

.5 
STRAIN 

.75 

.75 

113 

a) 

1 

b) 

1 

Figure 6.4 Effect oftemperature on flow stress in the Cu-Nb-B steel reheated 
at a) 1100°C, b) 120QoC (Contd.). 
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Figure 6.4 Effect of tempe rature on flow stress in the Cu-Nb-B steel 
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recrystallization [119]. By contrast, in the base steel, the flow curves show signs 
of dynamic recrystallization at temperatures as low as 900°C. In this material, 
dynamic recrystallization occurs earlier because of the absence of the retarding 
effect of the aHoying elements. 

In the copper steel, changing the reheating temperature from 1100 to 
1200°C did not result in any significant variation in the stress level when the 
steel was deformed between 900 and 1200°C (Figs. 6.4a and b). This is simply 
explained by i) the similar initial grain sizes obtained at these two reheating 
temperatures (Fig. 4.4), and ii) the fact that at reheating temperatures of 
1100°C and above, aIl the niobium is in solution (section 4.4.1). 

6.2.2. Temperature Rise Due to Adiabatic Heating 

AH the curves presented in the last section are based on the initial 
specimen temperature. However, due to the conversion of plastic work into heat 
and losses by conduction, convection and radiation from the specimen to its 
surroundings, the actual specimen temperature ditTers from the initial one. 

The heat losses by conduction, convection and radiation can be computed 
using the appropriate heat transfer coefficients. Wright and Sheppard [120] 

calculated the heat losses during torsion testing by employing a three­
dimensional fini te difference model on the torsion specimen and found 
significant radial and axial tempe rature profiles. During the present work, the 
heat losses were not evaluated for two reasons. The first is because of the' 
difficulty of measuring the heat transfer coefficient during contact of the tools 
with the sample, particularly in the CENTORR furnace. The second reason is 
that attention was paid to homogenizing the temperature prior to deformation, 
thereby avoiding any thermal gradients in the specimen. Furthermore, the 
defonnation time was very short at high strain rates, so that little heat loss can 
be assumed to have occurred during deformation. 

While the heat losses during a test can be calculated or minimized, the 

tempe rature rise at higher strain rates cannot be ignored. U nfortunately, most 
research workers have assumed that the temperature rise during deformation is 
negligible and the data reported in the literature are usually based on adiabatic 
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rather than isothermal temperatures. Although this is of lesser importance at 
low strain rates, in general, it is not the case when the material exhibits high 
flow stresses or if the strain rates are high. The assumption that the 
temperature rise due ta plastic work can be ignored then leads ta considerable 
error. Up ta a 100°C increase in temperature has been observed during the 
deformation ofa specimen, both in torsion and compression [121-123]. 

The procedure described in section 5.4 is then used to assess the 
tempe rature increase during compression testing. It is assumed that this rise is 
uniform throughout the specimen and the changes in p and C with temperature 
are not taken into account. The actual change in tempe rature normalized by 
the strain interval is given in Fig. 6.5 at different initial testing temperatures 
and strain rates. In this figure, data from Baragar [116] and Samanta [124] are 
included for comparison purposes. It is clear that the normalized increase in 
temperature during deformation is greater at low testing temperatures and 
higher strain rates because of the higher flow stresses developed. Similar 
behavior has been observed for other steels and aluminum a110ys [120, 123-126]. 

The increase in ST/Se with increasing strain rate and decreasing temperature is 
ta be expected. Assuming that the process is adiabatic at high strain rates 
because of the short deformation times involved, it is obvious from Eq. 5.19 that 
an increase in strain :md strain rate and a decrease in tempe rature will result in 
an increase in the Mean stress and consequently in ST/Se. If plots of the Mean 
stress versus temperature, strain and strain rate can be prepared for a material, 
it is easy to estimate the temperature rise under any conditions of e, t, and T 

during deformation. 

Korhonen and Kleemola [127] have used the following expression for the 
flow stress to calculate the temperature increase during tensile testing: 

(6.3) 

where KK' mK, nK and a are constants and Ta is the initial temperature. They 
assumed that the temperature dependence of the flow stress is linear because of 
the limited operating range, which seems to be reasonable. Introducing Eq. 6.3 

1 
i 
1 
1 
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Fig. 6.5 Effect oftesting tempe rature and strain rate on the 
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into 5.19 and integrating from co·Be to co' they found that the instantaneous 
temperature during the test had the following fonn: 

mK 
1 KKa ë 11 +1 11 +1 (64) 

T=T + -{l-exp[----(e K -(e -8e) K )]} • 
a a pC n +1 a a 

K 

The above generalization derived by these authors leads to estimation of 

the temperature rise due to adiabatic heating for a combination of e, ë, and T by 
differentiation ofEq. 6.4 with respect to strain. . 

As will be shown in a later section, the form of the dependence of stress 

on strain in Eq. 6.3 is not very accurate, particularly at large strains. However, 

for small strain increments, it is a good example ofhow the temperature rise due 

to adiabatic heating can he estimated from stresslstrain data. Other forms for 

the dependence of flow stress on strain, strain rate and temperature can be 

employed and the adiabatic tempe rature can be computed by numerically 
integrating the following general equation: 

f 
Ta +8T dT fCa +8& 

pC - = o(e, è)ck 
T f(T) 1: 

(6.5) 
a 0 

where trT) is any type of function that represen ts the temperature dependence 

of the flow stress at constant strain and strain rate (e.g. exp(Q/RT») 

The effect oftemperature rise on flow stress was estimated using Eq. 5.21 

when the coefficient S =da/d(lIT)lt is not constant. Since the flow stress decrease 

is calculated at each strain increment, the corresponding B was evaluated point 

by point. An example of a corrected flow curve and the corresponding variation 

of B with strain are shown in Figs. 6.6a and b, respectively. Tables 6.1a, h and c 

give the calculated decreases in flow stresses normalized by the stress and 

strain levels. For the steels investigated in the present work, the corrected flow 

stress values differ from the initial flow stress data by up to Il pet. for a strain of 

one. The agreement with the values calculated from the data in reference [116] 

is satisfactory, as the flow stress decreases are similar. Sorne of the vaJues of 

au/aBe obtained from this reference are lower than in the present case, which is 
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Table 8.1a Calculated temperature increases and the 
corresponding stress decreases in the Nb-B steel 

deformed at 10 S·l. 

T aT aG 6T/6E ·-aa/aaE E (OC) (OC) (MPa) (OC) 

.36 800 19.4 10.1 53.8 .112 

.39 835 18.8 8.9 48.3 .099 

.36 850 17.2 7.8 47.7 .096 

.39 900 17.4 7.4 44.3 .092 

.38 1000 15.3 5.8 40.3 .086 

.40 1100 12.4 4.1 30.9 .078 

.41 1100 12.4 3.8 30.5 .073 

Table 6.lb Calculated temperature increases and the 
corresponding stress decreases in the Cu-Nb-B steel. 

É E T aT aa aT/aE -aO/aaE (S·l) (OC) (OC) (MPa) (OC) 

.53 800 31.4 17.3 59.3 .107 

10 .48 900 23.7 10.8 48.8 .907 

.48 1000 20.1 7.8 41.3 .077 

.61 1100 21.4 7.5 35.1 .073 

.57 800 34.3 21.9 59.9 .129 

20 .57 900 30.4 16.3 52.9 .111 

.64 1000 28.6 13.4 44.8 .103 

.58 800 35.2 18.7 61.1 .106 

50 .59 900 33.0 14.8 55.6 .092 

.65 1000 30.9 12.0 47.9 .085 

120 

mainly due to the occurrence of flow softening around 0.7 strain. It is also 
because the efficiency of deformation heating l; [117, 126, 128] was taken as 
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Table 6.le Caleulated temperature inereases and the 
eorresponding stress decreases in the HSLA steels [116]. 

t T 4T 40 4T/4E -4%4E (S·l) E (OC) (OC) (MPa) (OC) 

.70 1100 16.0 6.8 22.9 .088 

2 .70 1000 21.0 3.8 30.0 .031 

.70 900 23.0 4.9 32.9 .035 

.70 1100 21.0 6.7 30.0 .056 

20 .70 1000 26.0 8.0 37.2 .054 

.70 900 30.0 11.4 42.8 .068 

.70 1100 22.0 9.2 31.5 .076 

120 .70 1000 28.0 11.0 40.0 .069 

.70 900 31.0 15.0 44.3 .081 

121 

one, which means that 100% of the plastic work is assumed to be converted into 

heat. This is not of course true, as many other complicated mechanisms of heat 

transferoperate duringdeformation of the specimen. 

6.3. RATE EQUATION 

6.3.1. Effect of Temperature and Strain Rate on the Saturation 
Stress 

During the hot compression experiments, when the steady state was 

reached, the saturation stress was measured directly from the stress/strain 

curves. If the flow curve does not display a steady state regime due to 

continuous work hardening or to softening by dynamic recrystallization, the 

work hardening rate do/dei T, ~ can be extrapolated ta a hypothetical saturation 

stress 09/ due to dynamic recovery alone [129-132] corresponding to da/de = 0 (see 

Fig. 6.7). This saturation stress (}s/' provides a measure of the additional 

softening taking place after the peak when dynamic recrystallization occurs (see 

section 6.6 for more details). The values of 0ss* reported in this chapter thus 
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Figure 6.7 a) Schematic representation orthe change in e with stress. 

b) Definition of the hypothetical saturation stress ass·' 
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correspond to the saturation stress without considering the addition al softening 
brought about by dynamic recrystallization. 

For the four steels studied, the temperature and strain rate dependence of 
CJs/ was modeled using the following hyperbolic sine law [2,133-135]: 

• • n' 'l 
e= A[sinh( 00 )] exp( - - ) 

ss RT (6.6) 

where Q is the apparent activation energy for deformation, R the gas constant, 

and A, Cl and n'are assumed to be constant. To determine n'and Cl, a method 
similar to that used by Uvira and Jonas [134] is adopted here. It consists of 
varying Cl over a narrow range which results in a variation in n ~ The final value 
of Cl chosen is the one which gives the best correlation coefficient over the full 

range oftemperature and strain rate. 

ln Fig. 6.8, sinh(Closs-) is plotted versus Z (Z=texp(QIRT) on a log-log 

scale with the values of CI, n'and A indicated for each steel. The data support 
the validity ofEq. 6.6 first proposed by Sellars and Tegart [5] and used by many 

investigators to describe the change in the steady state stress with strain rate 
[56,116,134,136,137j. The value of Cl which gives the best fit is around 0.012 

MPa- l for the four steels investigated here, which compares very weIl with the 
values orO.013, 0.012 and 0.016 MPao1 reported for HSLA steels, stainless steels 

and silicon steels, respectively [116,129,134]. The value of n 'decreases slightly 

from 5.1 for the base steel to 4.2 for the Cu-Nb-B steel. 

To provide a broad and c1ear picture of the effect of temperature and 
strain rate on the saturation stress, the following relation used by Kocks [131] 

can be considered: 

• • o kBT e ss 0 
ln(-. )= - -A ln(-;-) 

o e (6.7) 
o 

where kB is the Boltzmann constant' and A is another constant. The semi­

logarithmic form relating 0s/ and T is suggested by the similarity with the 
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Figure 6.8 Strain rate and temperature dependences of the saturation stress 

0ss- using Eq. 6.6: a) base steel 

h) Nh steel (contd.). 
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Figure 6.8 Strain rate and tempe rature dependences of the saturation stress 0S8
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using Eq. 6.6: c) Nb-B steel 

d) Cu-Nb-B steel. 
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tempe rature dependence of the stress at the beginning of stage m work 

hardening in single and polycrystals, as reported by Kocks [131]. 

Plots of ln(o,,~) versus Tare shown in Fig 6.9 for the four steels studied. 

Slight variations from straight line fits are probably caused by the temperature 
dependence of the shear modulus ).l, a weIl known physical dependence [138]. To 

eliminate this temperature effect via ).l, the values in Fig. 6.9 were nonnalized 

as shown in Tables 6.2a to c and will be considered in this fonn for subsequent 

calculations. 

Table 6.2a Normalized variables shown in Fig. 6.9a for the 

base steel. 

T 1.1 
lO3xC1ss·fll 

TfrM lO2x kTfllb3 

t=0.2 t=2 t=10 (K) (GPa) 
(S·l) (S·l ) (S·l) 

1073 0.59 54.0 1.713 3.368 3.960 . 
1173 0.65 48.5 2.086 2.844 3.442 4.081 

1273 0.70 42.5 2.582 2.303 3.126 3.808 

1373 0.76 36.1 3.282 1.966 2.285 -

The values of 0 S8 '" at 0 K, i.e, 0
0
., which is independent of strain rate, faU 

between 3.92x10·211 and 5.8xl0·2 l! for the four steels. This is consistent with the 
values found by Kocks [131] for aluminum, copper and stainless steel (S.S.) (see 

Table 6.3), higher values of 0
0 
·/l! being characteristic of materials with lower 

stacking fault energies. 

Similarly, when ln(oss*) is plotted versus Int., the straight lines fitting the 

data at each temperature converge to a strain rate where the, aturation stress is 

independent of temperature (Fig. 6.10). The apparent strain rate sensitivities 

corresponding to the slopes of the plots in these figures increase with increasing 

tempe rature according to Eq. 6.7, where the apparent strain rate sensitivity is 

given by kBT/A. The mean nonnalized values of the inverse of the slopes ).lb3fA 
are given for the four steels in Table 6.4 and are also plotted against 0

0
* Il! in Fig. 
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Table 8.2b Normalized variables shown in Fig. 8.9b 
for the Nb steel. 

T li 
103xos:l" 

TffM 102xkT/"b3 

t=0.2 t=2 (K) (GPa) 
(S·l) (S·l) 

1073 0.59 54.0 1.713 3.905 4.294 

1173 0.65 48.5 2.086 3.833 4.369 

1273 0.70 42.5 2.582 2.962 3.949 

1373 0.76 36.1 3.282 2.576 3.656 

1473 0.81 29.2 4.353 2.157 3.082 

Table 6.2c Normalized variables shown in Fig. 6.9c for the Nb-B 
steel. 

T " 
10

3
xoss·'" 

TffM 102xkT/"b3 

t=0.2 t=2 t=10 t=50 (K) (GPa) 
(S·l ) (S·l ) (S·l) (S·l) 

1073 0.59 54.0 1.713 3.683 4.831 5.459 5.719 

1123 0.62 51.3 1.888 3.389 4.714 4.968 -
1173 0.65 48.5 2.086 3.071 4.741 4.823 5.359 

1273 0.70 42.5 2.582 2.867 3.479 4.561 5.054 

1373 0.76 36.1 3.282 2.188 3.075 4.044 4.875 

1473 0.81 29.2 4.353 1.917 2.739 - -

129 

6.11 for comparison with Kocks' data [131]. The values obtained from the 

present study are in satisfactory agreement with the linear dependence of °
0

"'/1.1 

and l1b3/A on stacking fault energy, which is orthe following fonn [131]: 
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Figure 6.11 Relation between the normalized strain rate sensitivity 

and saturation stress at 0 K for difTerent materials. Data for Al, Cu 

and S.S. are taken from reference [131]. 
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Table 6.2d Normalized variables shown in Fig. 6.9d for the Cu-Nb­

B steel. 

T Il 
I03xCJs:/ll 

TfrM 102xkT/llb3 

t=2 t=10 t=20 t=50 (K) (GPa) 
(S·l) (S·l) (S·l) (S·l) 

1073 0.59 54.0 1.713 4.627 6.366 6.588 7.032 

1173 0.65 48.5 2.086 4.823 5.936 6.245 6.142 

1273 0.70 42.5 2.582 4.231 5.125 5.665 5.806 

1373 0.76 36.1 3.282 3.518 4.349 - 5.291 

1473 0.81 29.2 4.353 3.322 - - -

Table 6.3 Numerical values of the parameters in Eq. 6.7 pertaining to 

the four steels investigated. Data for Al, Cu and stainless steel (S.S.) 

are included for comparison. 

Material Base 

102xoo·'p 4.3 

t (S·l) 
0 

3.8xl03 

pb3/A 4.6 

Nb Nb-B Cu-
Nb-B 

4.3 3.9- 4.1 3.96 

8.1xl03 4.0x104 9.8x105 

3.6 4.0 4.0 

* from Ref. [131] 

}lb
3 

X 
-=C+C -
A 1 2 }lb 

• 
°0 X -=c -C­
}l 3 4}lb 

Ait Cu· S.S.* 

0.6 2.0 2.8 

5xl04 5x104 5x104 

9.0 6.3 5.0 

(6.8a) 

(6.8b) 

where Cl to C4 are positive constants and X is the stacking fault energy. When 

combined together, Eqs. 6.8a and b yield a linear relationship between 0o·'}l and 

llb3/A, as shawn in Fig. 6.11. 

,-, , 
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Table 8.4 Normalized apparent strain rate sensitivities for the four 

steels studied. 

T Base Nb Nb-B Cu .. Nb-B 

K kT/A pb3/A kT/A pb3/A kT/A pb3/A kT/A pb3/A 

1073 .066 3.82 .055 3.23 .058 3.40 .065 3.79 

1123 .. .. .. .. .071 3.73 - -
1173 .094 4.50 .067 3.21 .084 4.03 .083 3.98 

1273 .128 4.96 .100 3.87 .110 4.24 .106 4.09 

1373 .163 4.97 .129 3.92 .146 4.43 .131 3.99 

1473 .. .. .169 3.87 .175 4.01 - -

Although the HSLA steel data are in reasonable agreement with the data 

presented by Kocks, it should be borne in mind that the data he collected for 

stainless steel were obtaili:~d at one strain rate only, and do not therefore allow 

any conclusions to be drawn about the accuracy of the values obtained in the 
present work. 

As mentioned above, the exponent in Eq. 6.7, i.e.: 

aln(ê) A 
n= --

aln(o·) kBT 
88 

(6.9) 

varies with temperature. Kocks [131] has shown that the steady state stress 

exponent n is temperature dependent through the isostructural strain rate 

sensitivity m according ta the following equation: 

1 k B T 1 
-=-+-
n A' m 

(6.10) 

where A' is a constant. Figure 6.12 shows the dependence of lin on T for the 

HSLA steels investigated in the present work and for 316 stainless steel from 

reference [129]. Although the contribution of the isostructural strain rate 
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Figure 6.12 Dependence orthe coefficient aln(oss*)/alnt 1 Ton temperature 

for the HSLA and 316 stainless ~teels. 



o 
Chapter SIX ModeUing the Flow Behavior of Steels 134 

sensitivity m has been shown ta be negligible at higher tempe ratures for 
aluminum, it is not reasonable to anticipate that this applies to the case of 
steels. Also, although Kocks has reported that no additional mechanisms are 
involved at high temperatures in addition to those operating in the low 
temperature regime, the identification of the rate controlliug mechanisms 
associated with deformation at high temperatures is necessary. This is because 
the activation parameters associated with 0R,* are characteristic of these 
mechanisms [1], which inc1ude diffusion controlled clirnb and node unpinning 
[133]. Knowledge of these activation parameters and their dependencies on 
tempe rature and strain rate permits the identification of the actual deformation 
mechanism which controls the plastic behavior at different temperatures and 
strain rates. This will be de aIt with in the next section. 

6.3.2. Activation Analysis 

6.3.2.1 Apparent Activation Enthalpy 

Before going further, it is important to make sorne comments regarding 
the activation parameters associated with high temperature deformation. The 
experimentally measurable quantities are termed the apparent activation 
parameters, because they differ from the true activation values which are 
directly related to the mechanisms controlling the deformation. That is, the 
measured activation enthalpy (also called activation energy in the literature) 
and volume are called apparent activation enthalpy and apparent activation 
volume, respectively. The word "true" is dropped when the true activation 
parameters are dealt with; Le. the true activation enthalpy and true activation 
volume are simply called the activation enthalpy and volume. Finally, the 
Gibbsfree energy of activation llG iscalled the activation free enthalpy. 

Figs. 6.13a and b show Arrhenius plots of the strain rate plotted at 
constant saturation stress against the inverse absolute temperature for the base 
and NbyB steels. It should be noted that the points shown on these graphs do not 
represent the experimental values of Figs. 6.1 and 6.3; they are the constant 
saturation stress intercepts taken at different tempe ratures from the Ina versus 
lnt plots of Figs. 6.10a and c. The experimental ranges ofstrain rate are shown 
by the two horizontallines. 
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It is clear from the Arrhenius plots that the slopes are not constant but 

decrease with increasing saturation stress. The apparent activation enthalpies 

are determined from these slopes as follows: 

Q= _ k aln(Ë) 1 

B il(1IT> a ss 
(6.11) 

Although sorne change in the constant stress si ope occurs in the case of 

the plain carbon steel, particularly at lower temperatures, reasonable averages 

of the apparent activation enthalpy can be taken within the experimental 

ranges of strain rate and temperature. It is apparent from Fig. 6.13 that Q is 

strongly stress dependent , especially at low stress levels, and decl'eases with 

increasing stress. This behavior has been observed for Armco iron and silicon 

steel [99, 139], and stainless [129] and HSLA [ 133] steels. 

It is important to note here that the values of Q at the lower stresses may 

have been overestimated due to the way they were calculated by the computer 

program. The latter determines the number of intercepts between the 

o==constant and lno/lnË lines , which leads to sets of data pairs (lnË, liT) at 

constant stress. At the lower stresses, the lnt. values determined in this way can 

be very low; they were therefore eliminated from the calculation of the slope in 

the Arrhenius plot. The number of points for regressiûg the data pairs at 

constant stress was reduced in this way, so that the remaining points were 

insufficient for the accurate determination of the slope. 

For the steels used;n the present study, Most of the error associated with 

the determination of the slope occurs out of the range of the experiments. Since 

mean values of the apparent activation energy are requirp.d in process 

modelling, the low stress problem can be overcome by taking average values of 

Q over the experimental strain rate and temperature range. These values 

turned out ta be 312, 325, 326 and 382 kJ/mole for the base, Nb, Nb-B and Cu­

Nb-B steels, respectively. The Mean values of Q for the first three steels are 

close to that of self-diffusion and compare weIl with values found in the 

literature for steels, both in the creep and in the hot working ranges [116, 134, 

137]. However, the value of 382 kJ/mole obtained for the copper steel is 
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somewhat highe • than QSD' This is probably due to the hiyh level of copper in 
solution. Values of Q up to 435 kJ/mole in the hot working range have been 
reported in HSLA steels and up to 508 kJ/mole for stainless steel [137]. In the 
latter steds, alloying additions clearly raise the apparent activation energy, a 
phenomenon which is manifested by the increase in flow stress. 

The strong dependence of Q on stress reflects the strong dependence of the 
steady state stress on structure. In '~ict, the values of a

8
: in Fig. 6.10 do not 

correspond to isostructural values. Aft,er a small value of microstrain, the 
structure changes and evolves rapidly with strain to a stable state 
corresponding to the saturation stress. The dependence of a S8 • on structure is 
the reason for the convergence of the slopes in Fig. 6.10 to a value which 
corresponds to t.o' a behavior that was also observed by Kocks [131] and Ryan 
and McQueen [129, 130]. The lnollnë slopes would hav~ been parallel had the 
isostructural saturation stress been used, which would have resulted in a 
constant value ofQ. To evaluate the correct value ofQ, one must account for the 
structure in the rate equation. If the state of the structure St (St can be the 
dislocation density, subgrain size, grain size, ... ) is introduced into this equation, 
in the following formt for instance [140]: 

é=BoP Sqexp(- iL) 
S8 t RT 

(6.12) 

by difTerentiation we obtain: 

(6.13) 

The term qàlnS/à(lITJloss contributes to the dependence of àlnèlà(l/TJloss, St on 
stress, and Q can be calculated if the dependence of St on temperature is known. 
Finally, it should be added that part of the apparent stress dependence of Q can 
be attributed to the nature of the rate controlling obstacle itself[138]. 

t Use of the hyperbolic sine rate equation with any functional form of St leads to similar 

conclusions. 

\ , 
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To separate the effect of structure from the other effects, strain rate 
change experiments could be performed to determine the change of stress with 
strain rate at constant structure. However, recovery efTects associated with the 
sudden change in strain rate at high temperatures affect the results 
considerably [140]. Furthermore, the curve arter the strain rate change is too 
smooth to permit the ready determination of the instantaneous stress [141]. 

Another alternative to employing the saturation stress is to use the effective 
stress, which can be arranged to correspond to a constant structure. However, 
the same problem remains because of the difficulty of defining the effective 
stress at high tempe ratures; this is associated with the rapid change of structure 
at the initiation offlow. 

6.3.2.2. Apparent Activation Volume 

The apparent activation volume was determined using the following 

expressiont [2, 125, 138]: 

(6.14) 

where n is given by Eq. 6.9. 

The stress dependence of the activation volume at constant temperature 
is exemplified in Figs. 6.14a and b for the base and Nb-B steels. At each 
temperature, the apparent activation volume decreases rapidly with increasing 
stress. This behavior is similar for all the steels. It is also clear that the Vapp 

values derived in this work are lower than those pertaining to pure iron [99, 

139]. This can be linked to the higher dislocation densities expected to be 

present in alloyed steels. 

t The average Taylor factor was taken as 2. 

,.J--_._--
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The effect of tempe rature on the apparent activation volume is evident 

from Fig. 6.14. At a given stress, an increase in temperature leads to a decrease 

in the apparent activation volume. To illustrate this effect, the data have been 

replotted as a function of the modulus-corrected term (J/v., where v. is the shear 

modulust. Fig. 6.15 shows that the apparent activation volumes corresponding 

to different tempe ratures fit the same curve for the base steel. The temperature 

dependence of Vapp is thus due to the tempe rature dependence of v.; Vapp itself is 

solely a function of the shear modulus-reduced stress. 

6.3.2.3. Activation Free Enthalpy 

To calculate the activation free energy !lG, one can use the general rate 

equation [131,138,144]: 

(6.15) 

which is only possible when the stress and temperature dependence of the pre­

exponential factor to is known. For the evaluation of !lG, this factor can be 

assumed to be either constant or a function of (J/v. only. For the derivation of the 

expression for the activation free energy flG in terms of the experimental 

activation quantities Q and Vapp' the reader is referred to Appendix A. 

Fig. 6.16a shows the stress and tempe rature dependence of !lG calculated 

from Eq. A.8 in the appendix for the Nb-B steel. At a constant temperature, !lG 

de pends strongly on the stress. This dependence is similar to that of the 

apparent activation enthalpy. At constant stress, however, the tempe rature 

dependence of flG is also strong; decreasing the tempe rature results in an 

increase in the activation free enthalpy. 

t Data for Il as a function oftemperature are taken from references [138,142,143]. 
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To eliminate the temperature dependence of ~G, plots of shear modulus­
reduced flG and 0ss were attempted (Fig. 6.16b). It ie clear that by normalizing 

the variables by li, the activation free enthalpy is no longer tempe rature 
dependent. Furthermore, above a certain stress level, flG approaches a near 
constant value without much further decrease. When ~G plot is back­

extrapolated to zero asJl1, it leads to the characteristic value of the activation 
free energy, ~Go [138]. Although such extrapolations are not very accurate, 
they nevertheless give a good indication of the nature of the rate controlling 

obstacle. At âG il! = 6.5x1 0-6 m3/mole, this could be attractive intersection, for 
example, with the flGo value corresponding to the energy required to unpin the 
attractive nodes [1]. 

Once ~G is known, the pre-exponential factor to can be determined from 
Eq. 6.15; this leads to values between 8 and 16. These are similar to the values 
quoted by Kocks et al. [138] for the strain rate range 10-2 - 102 S·l. The scatter in 

the data do not permit a conclusion to be drawn regarding whether to is constant 
or proportion al ta 0ss/v.. Nevertheless, even ifto could be determined accurately, 
the evaluation of the true activation parameters (such as the activation 
enthalpy flH, the activation volume V and the activation entropy IlS), would 

unduly extend our treatment ofthis subject. Immarigeon [99] and Immarigeon 

and Jonas [139] have shown that the activation enthalpy, the activation volume 
and entropy are given by the following expressions: 

T
2 

d}1(T) 
All=Q+m ---

0}1(T) dT 

1 d}1 0 
flS= - --(~G+ v-) 

il dT 2 

(6.16a) 

(6.16b) 

(6.16c) 

where mo is a constant (see Appendix A). At a given temperature, since d}!/dT is 
negative in Eq. 6.16 a, the stress dependence of the activation enthalpy is 

parallel ta that of the apparent activation enthalpy, with lower values. The 

same remarks apply ta the activation volume versus the apparent activation 
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volume. While V and Vapp can differ by almost a factor of two [139], there is 

much less difference between âH and Q. Ifwe assume that this generalization 
applies to the present case, knowledge of the apparent a.:tivation parameters for 
steel is sumcient for a qualitative check of the rate controlling mechanism. 

Most of the high temperature deformation theories have the common 
characteristic that the activation energy for deformation is approximately 

equal to that for self-diffusion. These theories include the cross-slip, dislocation 
climb and recovery models. However, cross-slip is unlikely to be the rate 
controlling mechanism at homologous tempe ratures above 0.5 [145]. 
Dislocation climb theories, on the other hand, have been called upon ta explain 

steady state flow. However, since they are associated with activation volume 
values of about 1 b3 [99, 125, 146], the present activation parameters are not 

consistent with the climb models. To account for a I1H which is stress dependent 

and V values of 100 b3 or higher, Immarigeon and Jonas [139] suggested a 
recovery model. The latter has the advantage that it includes the concept of 
internaI stress and allows for both work hardening and recovery; thus it can 

apply ta steady state flow &3 weB as to transient deformation. 

6.4. EVOLUTION EQUATION 

6.4.1. Work Hardening Rate 

6.4.1.1. Stress, Strain Rate and Temperature Dependence of the 
Work Hardening Rate 

In the flow curves determined at constant true strain rate and 
temperature, the slope of the stress versus plastic strain relation corresponds to 
the work hardening rate, Le.: 

e=~1 
de t,T 

(6.17) 

The hardening rate during deformation can be analyzed by considering 

plots of the hardening rate 0 versus the true stress cr [131]. From the fonn of the 
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a-a curve, accurate information can be extraeted coneerning the relationship 
between stress and strain. 

Figs. 6.17 to 6.20 show typical 0-a curves converted from the present 
stresslstrain data using the procedure described in section 5.2.3. It is evident 
from these curves that the work hardening rate decreases rapidly with stress 
under ail conditions of strain rate and tempe rature; this deerease is more 
pronounced at high strain rates and low temperatures. It is of interest that 
when the temperature is decreased, the dependence of stress on tempe rature at 
constant work hardening rate (i.e. the term a Ina/a 71e. ,) deereases, particularly 
when the strain rate is increased. This is evident if we compare Figs. 6.17a, b 
and c, or 6.18a and b, etc.... At relatively high strain rates, the a-a curves 
overlap showing less sensitivity to temperature. This behavior can be explained 
in terms ofEq. 6.7, which can be assumed to also hold during transients [131]. 
According to this equation, the temperature sensitivity at constant work 
hardening rate is then equal to (k,JAJln(tit). Since to>t, alna/aTle.t decreases 
when the strain rate is increased. 

Extrapolation of the initial range of the a-a diagram by straight lines to 
a=O yields values of the initial athermal work hardening rate 0

0
, For the steels 

investigated in the present work, the behavior differs from that of pure 
aluminum and copper reported by Kocks [131] and Ferron and Mliha-Touati 
[141] in the sense that the extrapolated lines at different strain rates and 

temperatures do not converge to a constant value of 0iv.. In particular, when 
the temperature is high, the work hardening rate ba:-\( extrapolated to zero 
stress can take very high values. This behavior was observed by Mliha-Touati 
[147] and by Diercks and Burke [148] in 304 stainless steel, and was believed to 
be due to the contribution of solution and/or precipitation hardening to the flow 
stress. Although the extrapolated lines for the HSLA steels converge before the 
0/v. axis, Most of the intercepts fluctuate around a value of 0

0 
between v./15 and 

1lI10. These values are similar to those for other materials (Table 6.5). 

6.4.1.2. Phenomenologieal Formalism of the 0-a Law 

To model the dependence of work hardening rate on stress, a relation of 
theform: 
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Table 6.5 Comparison of numerical values of the modulus·reduced 
initial work hardening rate aill. 

Material 

102x0ip. 

Material 

102x0ip. 

Base&Nb Nb·B& 
Cu·Nb·B 

6.0-8.0 

Cu [1311 

6.0 

9.0-10.0 

S.S. [1311 

5.5 

o 
9=9 (1--) 

o • o 
SB 

Pure Al [13\J 99.5% Al [141] 

6.0 9.7 

Nb. V • MO[149] Fe-Si [1501 

6.2-6.5 5.0 

(6.18) 

has been used by many authors [78,131, 141]. Ac(~Ording to the above equation, 
for a given temperature and strain rate, the work hardening rate varies linearly 

with stress from 00 to O. If this is approximately true at low homologous 
temperatures (TH .r 0.1-0.2), it is certainly not the case for the rather higher 

temperatures used here. Examination of the work hardening data in Figs. 6.17 
to 6.20 indicates clearly that E> is not linear with respect to o. Brown [150] and 

Brown et al. [151] found similar non-linear dependencies of 0 on a in silicon 

steel over the same ranges of temperature as were used in the pre~~nt work. 
They modified Eq. 6.18 by adding an exponent to (l-a!uss") to account for the 
non-linearity. However, the accuracy in fitting the 0-0 curves was not 

significantly improv'ed. 

Roberts [133] found that Eq. 6.18 gave an excellent fit to the compression 

data obtained on pure aluminum between 450 and 600 K, but only over a 
limited strain range. At higher stresses (strains), he observed that the data 
deviated considerably from this linear law when the saturation stress was 
approached. This led Choquet et al. [132] to divide the 0-a diagram into three 

successive linear regions from 0=0
0 

to 0=0. Although this partitioning 

procedure reduces the errors involved in estimating the work hardening rate as 
a function of stress, the number of constants involved in the integration of Eq. 

6.18 becomes too large to provide a meaningful description. 
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For deformations higher than 0.05, Roberts observed that e was linearly 

related to lia instead of (J. In his work, plots of the work hardening rate versus 

the inverse stress were almost straight, with slopes that increased with 

increasing temperature and decreasing strain rate, as does lIa,,-. To examine 

the validity of the relation proposed by Roberts, such plots are portrayed in Fig. 

6.21 for selected strain rates and temperatures. It is evident that this formalism 

ia a good way of describing the wJrk hardening rate as a function of stress. 

With the aid of the above description of the work hardening rate, i.e., the 

linear S-a relation considered by Kocks and the linear dependence of e on lia 

round by Roberts, and supported by the high initial values of the work 

hardening rate observed here, one can assume that the work hardening law has 

the following form: 

A 
8= --Bo 

o 
(6.19) 

which is a corr ... bination of a linear and a non-linear function of (J. This form is 

justified by the experimental data in the present work, and is similar to the 

work hardening rate that can be derived from the Bergstrôm equation, which 

describes the dependence offlow stress on strain [112,152,153]. Fig. 6.22 shows 

that Eq. 6.19 represents the decrease in the work hardening rate with increase 

in stress very weIl. It will be instructive to attempt to account for Eq. 6.19 in 

mechanistic terms. This will be treated in the next section. 

6,~.2. Model of the Stress/Strain Curve 

6.4.2.1. Mechanistic Interpretation 

During deformation, the evolution of the dislocation density with strain 

(or time) is generally considered to consist oftwo components [131,154,155]: 

dp dp 1 dp 1 

de = de storage - de recovery 
(6.20) 

1 L J t, 2 
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Phenomenolop;ically, Kocks [131] has shown that the linear work 

hardening law (Eq. 6.18) is consistent with the following relation for the rate of 

increase of dislocation density with strain: 

(6.21a) 

where k1 and k2 are constants which are related to microscopie parameters and b 

is the burgers vector. By contrast, when the work hardening rate is assumed to 

vary linearlv with 110, Roberts [133] rationalized the 0-0 relation in terms of 

the following dependence of dislocation density on strain: 

(6.21b) 

In a similar way, Eq. 6.19 can be interpreted in terms of the following equation: 

dp 
-=U-Qp 
de (6.21c) 

Here U is a multiplication term and can be regarded as constant with respect to 

strain [112, 133, 145, 154, 156, 157]. Op is the contribution due to dynamic 

recovery through dislocation annihilation and rearrangement [152, 154, 157]. 

The integration ofEq. 6.21c gives: 

(6.22) 

where Po is the initial dislocation density. Previous studies have shown that, at 

high temperatures, the effective stress is negligible compared to the internaI 

stress [145, 156, 158, 159], 50 that the applied stress can be related directly to 

the square root of the dislocation density: 

o =Ollbv' P (6.23) 
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where (1 is constant for a given material and is of the order ofunity. Combining 

Eqs. 6.22 and 6.23, the flow stress can he given by the following expression in 

terms of the strain: 

(6.24a) 

or 

(6.24b) 

where the initial and saturation stresses are: 

o =al1bv'p o 0 (6.25a) 

(6.25b) 

Relation 6.24a is similar to the Bergstrôm equation derived from 

dislocation theory and applied with success at low homologous tempera1~ures to 
Fee and Bee materials. It is also similar to the expression derived by Yoshie 

et al. [145] , who formulated the change of dislocation densi ty as followst: 

dp dp 
dp= -ck+ -dt 

dr. dt (6.26) 

where t is the time. Eq. 6.24a was fitted to the stresslstrain data over the full 

range of experimental conditions corresponding to the absence of dynamic 

recrystallization, using the procedure described in section 5.2.2. An excellent fit 

was obtained and correlation coefficients of up to .999 were achieved. Wh en 

dynamic recrystallization takes placo, the simultaneous use of the above O-E 

relation and the dynamically recrystallized fraction makes it possible to predict 

the flow stress after the peak. Such modelling is described in section 6.6. 

t The derivation ofEq. 6.26 helow and its integral are given in Appendix B. 
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8.4.2.2. Effect of Temperature and Strain Rate on Cl 

Figure 6.23 shows typical plots of the strain rate and tempe rature 

dependence of n for the base and Nb-B steels. It is cIear from these graphs that 
increasing the strain rate or decreasing the temperature results in a decrease in 

the value ofn. This is consistent with the fact that Cl is a measure of the ease of 
dynamic recovery, which is a thermally activated process. 

To quantify the effect of t and T on n, Yoshie and coworkers [145] used 

the following power function: 

(6.27) 

where do is the initial grain size, Qg an apparent activation energy in 

Joules/mole, and Ag, nn and mg are constants. Regression analysis was 
performed on the above equation in the tempe rature range 800 10 1100°C for the 

Nb-B steel at strain rates of 2 to 50 S·l and An' mg and Qg turned out 10 be about 
157, -0.2 and -27,400 Jlmol, respectively. By performing compression 
experiments on a 0.07C-0.01Nb steel in the temperature range between 800 and 
1000 oC, Yoshie et al. determined mn 10 be about -0.1. However, the value of -0.1 

reported by the above authors and that of 0.2 found here are mean values over 
the tempe rature ranges used. They did not take the tempe rature dependence of 

mg into account. 

As shown earlier, the steady state stress is inversely proportion al 10 the 
square root of Cl (Eq. 6.25 b). The strain rate and temperature dependence of 

cr BB'" is mainly due 10 that of Q. This is supported by the weak variation of U with 
t and T, as will be shown in the next section. The form of expression 6.7 
suggested by the experimental data is equivalent to assuming that Q is 
proportion al 10 (t)t)2leBT/A. A similar expression for Cl in terms of t and T has 

been suggested by Klepaczko [157] for Fee materials. 

Estrin and Mecking [154] associated the inverse of Cl with the relaxation 

strain by anaiogy with relaxation times in creep. That is, 1/0. determines the 
rate (in terms of strain) at which the flow stress can achieve the steady state. 
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Bergstrôm considered Cl as the probability that immobile dislocations can 

become remobilized. This physical interpretation was considered by the above 

author to be satisfied at low temperatures in a-Fe and Al. 

On the basis of the present results and discussion, it is difficult to retain 
the physical interpretation that n is the probability of dynamic recovery. At 

high temperatures, the deformation mechanisms are more complex due to the 

occurrence of diffusion controlled climb and tO the dependence of the mobile 

dislocation density on strain [160]. Clarifying the effect of these parameters on 

U and n could constitute the subject of a complete study. 

6.4.2.3. Effeet of Temperature and Strain Rate on U 

In Fig. 6.24a, (Clllb)2U is plotted as a function of strain rate and 

temperature for the Nb-B steel. In contrast to n, the strain rate dependence of 

(alJb)2U is weak and can be neglected. However, its temperature dependence is 
not and a decrease in temperature results in a significant increase in (allb)2U. 

An important contribution to the variation of (allb)2U with temperature is 

attributable to the tempe rature dependence of the shear modulus p. 

Nonnalizing the former by (lJb)21eads to a near constant value of a2U over the 

temperature and strain rate range (Fig. 6.24b). Similar temperature and strain 

rate independence of the multiplication term U has been reported by Bergstrôm 

[153] and pointed out later by Estrin and Mecking [154]. In their interpretation, 

the last authors assumed that U (or Cl2U) is related to the me an free path À by 

the following relation: 

1 u=­
bA 

where À is the average distance traveled by each dislocation. 

(6.28) 

The assumption that U is constant and that therefore À is constant 

constitutes the main difference with respect to Kocks' mechanistic 

interpretation of the Voce law (Eq. 6.21a, where the Mean free path À is 

assumed to be proportional to 1 /"V p). The constancy of À was believed ta be more 
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realistic at high temperatures by Roberts [133], where a subgrain structure is 
established early during deformation. 

Finally, it should be noted that there are considerable inadequacies in the 
physical interpretations of the constants discussed above. The difficulty in 
understanding the mechanisms of dislocation storage and dynamic recovery at 
high temperatures has led investigators to several difTerent formalisms based 
on phenomenology rather than physics. The Bergstrôm model, however, has 
many advantages for modeling the flow behavior of steels at high temperatures, 
particularly when compared to other existing models. It incIudes a saturation 
stress and describes the stress!strain curve accurately at a given strain rate and 
temperature using only two parameters, n and U. The detailed physical 
interpretation of these parameters is not impossible but needs more systematic 
study. 

6.4.2.4. Relationship Between n, U, and the Hollomon 
Coefficients 

Several empirical relations describing stresslstrain curves for iron and 
steel exist in the literature. One of these relations which has been widely 
applied is the Hollomon equation, i.e.: 

(6.29) 

where KH is the strength coefficient and nH the strain hardening index equal to 

dlna/dlne. 

In Fig. 6.25a, lna is plotted against lne for the present niobium steel 
deformed at 900°C at a strain rate of 2 S-l. It is evident that the data cannot be 
approximated by a straight Hne, indicating that the strain hardening index is 
not a constant. Similar decreases of nH with e were reported recently by Perdrix 
[161] for steels deformed at high temperatures and strain rates. Over a limited 
range of strain and because of the occurrence of necking during tensile testing, 
two or three straight Hnes were used to fit the data [162]. This has been called 



( 

( 

ChapterSIX Modellin, the Flow Be/uavior o,Steel. 

1000 

•• alPl 

100 

1. 

•• 

... 

'II 

.J 

.1 

0 

• 

.,"" 

100 

• \ • \ 
\ . 
\ 
\ . 
\ .. 

•• .' • 
t," 

j. 

.. ' .. 
• • 

0.01 ... 

NIIatHl 
T .. too'C 
'-h' 

\ . 
'\ 

.!.rI 
' . • .... 

"., 

J 

.... , .•.. 
1 .. 

_~U.I 

--- ~.n'.-<d 
..... !q.'.2I ........ 

• '.ptri_a .. 1 

................. 

1 

O~~~~~~~·~·I~I~.~O~I~I~o.~ 

o 1.1 1 

Il 

., 

. 

U 

cl 

l61 

Figure 6.25 a) Log stress versus log strain for the Nb steel deformed at 900°C 
at a rate of 2 S·l, b) Strain dependence of the coefficien t nH in the Hollomon 

equation and c) Comparison of calculated oCt) relations using the Hollomon 

(Eq. 6.29) and Bergstrôm (Eq. 6.24) equations with measured data. 



"...,--.---r------~-.. - -_ .. _---_ .. 

o 

t) 

Chapter SIX Modelling the Flow Behavior of Steels 162 

double or triple"n" behavior and was observed in ferrite at room and subzero 
temperatures. 

The non-linear behavior of the lno/lne plot, and therefore the non­
constant nature of nH can be explained in terms of the Bergstrôm equation. In 
fact, after difTerentiation ofEq. 6.24a, nH can be expressE!d as: 

d 
[ 

-~ ] e 0 Cl ee 
n H = ~ de = 2' -0·-",2-'(o-·-2-_-

0
-2)-_-e --n-e 

SS ss 0 

(6.30) 

In Fig. 6.25b, nH is plotted versus strain according to Eq. 6.30 for the 
conditions of tempe rature and strain rate shown. It is dear that nH decreases 
continuously with strain until it vanishes at deforma1.Ïons corresponding to 

steady state flow. In Fig. 6.25e, the poor representation of the stresslstrain data 
by Eq. 6.29 is demonstrated, whether an average value of nH is employed, or 
when account is taken of the continuous decrease of the exponent with strain. 
This is very important in modelling the flow behavior of steels at high 
temperatures, particularly if the strains are high, such aB in strip rolling. Thus 
the use of Eq. 6.29 ean lead to considerable error in estimating the l'olling load. 
By cont.rast, very good fits are obtained when Eq. 6.24a is used (Fig. 6.25c). 

6.5. HART ANAL YSIS 

In the last three decades, the flow behavior of metals has been analyzed 
using two ditTerent approaches. The first employs microscopie variables to 

de scribe the deformation. On the basis of theoretical considerations such as 
dislocation glide, this approach can lead to constitutive equations. The second, 
which is a phenomenological one, uses macroscopic pararneters such as stress, 
strain rate and strain to describe the mechanical behavior of the deforrned 

metal. 

In the phenomenologieal approach, the integrated fonn of the plastic 
strain is not an appropriate state variable, because it does not correspond in a' 
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unique way to the current structure (dislocation density, subgrain size, ... ) [138, 

163]. Hart [163] was the first to introduce the notion of a "hardness state"t to be 

used as an evolutionary variable instead of the plastic strain. He assumed that 
the deformation history at a given temperature can be described incrementally 

by the following differential equation: 

dln(o) = Hde + M dln(è) (6.31) 

where H = dIna/de 1 T.~ is the work hardening coefficient and M =dlna/dlnt 1 T,statc 

is the strain rate sensitivity at constant mechanical state. To be able to 

integrate Eq. 6.31, H and M must depend only on 0 and è. In this way, 

knowledge of the stress and strain rate dependence of H and Mis sufficient to 
describe completely the mechanical response of a deformed material. Fig. 6.26 

is schematic diagram illustrating different constant hardness lines ((y" on a 

lnollne plot. These lines are necessarily parallel if an equation of state is to exist 
[163]. 

Various constant work hardening rates H can also be represented by 

analogy with the constant structure Unes. The equation for the !ine H = 1, for 

instance, can be written as follows: 

(6.32) 

where S is a constant at a given temperature. It is easily verified from Fig. 6.26 

that the equation for the lines of constant ((y", is given by: 

(6.33) 

It is the aim ofthis section to relate the parameters in Eq. 6.31 to those of 

the evolution and rate equations in sections 6.3 and 6.4 and to investigate their 

stress, strain rate and temperature dependencies. This constitutes a way of 

t The terrn hardness is not the sarne as the one commonly employed in testing. 
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checking the coherence of the rate and evolution equations developed in the 

previous sections. 

From Eq. 6.24b, the work hardening rate coefficient is expressed as 

follows: 

(6.34) 

In Fig. 6.27, the dependence of H on cr and é is shown at different temperatures 

for the base and Nb-B steels. It is evident that, for a given strain rate, H is a 

decreasing function of 0, as can be expected from Eq. 6.34. The effect of strain 

rate on the H-o curves is similar to its effect on the 9-0 diagrams. The rate 

dependence of H as given by aH/alnt.\ (J decreases at low stresses and increases 

when the work hardening curves start to deviate at higher stresses. This 

behavior has been observed in Al and Cu [164, 165] and aH/alnél a has been 

found to increase with iemperature, as is the case in the present work. 

To determine M and N, the following procedure is used. Eq. 6.24b can be 

rewritten in the following fonn: 

o = 0 ~s [ 1 - ( 1 - ( 0.0 )2)e -rie 10.5 

°ss 

For H =0, from Eqs. 6.32 and 6.33: 

Combining Eqs. 6.36a and 6.36b : 

(6.35) 

(6.36a) 

(6.36b) 

(6.37) 
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Introducing Eqs. 6.36a and 6.37 into Eq. 6.35 gives: 

a = ~ seN [ 1 _ ( 1 _ ( :0 )2(N - M) )e -ne ] 0.5 

From Eq. 6.24a "Ne obtain: 

O:-=<QPb)(v'(Ulm[l-(l-( :0 )2)e- nc 1o.5 
a}lb (UlO) 

and finally, Eqs. 6.38 and 6.39 lead to: 

168 

(6.38) 

(6.39) 

(6.40a) 

(6.40b) 

Assuming that N and M are constant over a small range of strain rate [141, 

163], one can calculate N and M from Eqs. 6.40a and 6.40b as follows: 

(6.4la) 

(G.4lb) 

The strain rate sensitivity at constant work hardening rate N was 
calculated for the Nb-B and Cu-Nb-B steels over the strain rate range 2~10s·1 

and 10-50s·1• The values found were close to lin in Fig. 6.12, with, however, a 

trend to a decrease with an increase in the strain rate. This is to be expected 

since the strain rate sensitivity at constant work hardening N as given by Eq. 

6.4la is similar to the one in Eq. 6.7, and the strain rate sensitivity kBTIA in the 

latter equation is no other than an average N taken over the total range of 

strain rate. The decrease of N with strain rate is clear from the Inallnt plots at 

900 and lOOO°C in the Cu-Nb-B steel, for instance (Fig. 6.10d). If each data pair 

between two successive strain rates were joined by a !ine, the slope of this line 

would decrease when the strain rate range is increased. Similar decreases in 
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the rate sensitivity with strain rate have been reported by Hart et al. [166] and 
Mliha-Touati [147], where the shapes of the Inallnë plots were concave 
downwards at high temperatures, in contrast to the low tempe rature regime. 

The strain rate sensitivity at constant structure M, given by Eq. 6.41b, 
was not evaluated due to the problems related to the determination of the stress 
at the beginning of flow, as explained in section 6.3.2.1. However, it has been 
shown by Christodoulou and Jonas [165] that the ratio between the strain rate 
sensitivity at constant state M and the apparent strain rate sensitivity 
dlno/dlnè 1 c is between 0.4 and 0.6 for Al and Cu. Ferron and Mliha-Touati [141] 
have reported a ratio of 0.64 between M and N in Al. Although the apparent 
strain rate sensitivity dlnaldlnë 1 c varies with strain, as illustrated in Fig. 6.28, 
it evolves rapidly to a constant value corresponding to that of Nat large strains. 

It is then possible to have an estimate of the strain rate sensitivity at constant 
structure Mby taking halfthe value of N. 

6.6. EFFECT OF DYNAMIC RECRYSTALLIZATION ON FLOW 

SOFTENING 

During deformation, when dynamic recovery is slow, the dislocation 

density increases and rapidly attains a critical value Pc at which dynamic 
recrystallization is initiated. Roberts [167] has reported that, at the critical 

strain Cc corresponding to Pc' the nucleation ofrecrystallized grains occurred by 
the mechanism of strain-induced grain boundary migration. 

Although it is unlikely that the critical strain for dynamic 

recrystallization can be attained during plate rolling, it can indeed be initiated 
in strip rolling. In the latter case, during rolling at low temperatures 
(finishing), the strain in a single pass may not exceed cc' but the strain 
accumulated over several passes can do so. This is due to several factors: the 

first is the absence of static recrystallization at low tempe ratures when the 
interpass time is short. The second is the decrease in grain size due to the 
complete cycles of static recrystallization taking place between the previous 
passes (roughing). As observed by Sellars and Whiteman [168], the critical 

strain Cc decreases as the grain size is decreased. The other factors contributing 
to the occurrence of dynamic recrystallization are the absence ofstrain-induced 
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precipitation when the interpass times involved are short, and the presence of 
solutes which retard static recrystallization. This type of softening via dynarnic 
recrystallization can lead to several benefits. In addition to lowering the rolling 
loads in comparison to those in'lolved when panca king occurs, it produces a very 
fine grain structure, which f'annot be achieved by conventional controlled 
rolling techniques. It was therefore decided during the present work to model 
the flow softening brought about by dynamic recrystallization, and to derive 
typical relationships that can provide the mean strength for later rolling load 

calculations. 

The stresslstrain curves for the base steel described in section 6.2.1 were 
analyzed. This steel was chosen because it is typical of those rolled in large 
quantities. When dynamic recrystallization contributes to softenïng, the 

following equation can be used: 

e<e 
p 

O=Odrec_ [o· _odrxn] [l-exP(-K (e-e t n )] e~e 
88 88 D P P 

(6.42a) 

(6.42b) 

Here Odrec is the flow stress when dynamic recovery is the only softening 
mechanism, 0ss drxn is the steady state stress after dynamic recrystallization has 

progressed through the material, and KD and nD are constants. While 08/ and 
the parameters in Eq. 6.42a were defined in terms of ë and T in the previous 
sections, it is necessary to know how 0ssdrxn, e

p
' KD and nD change with the 

thermomechanical conditions. The original structure (grain size) is another 

factor that affects these parameters, but will not be investigated here, simply 
because the compression tests were performed at constant initial grain size for 

the base steel. 

Figure 6.29 shows the dependence of 0s/rxn on the Zener-Hollomon 

parameter Z. The hyperbolic sine function was found to give a good fit to the 
data, and the constants a, A, n' and Q are shown. In particular, the slope n'is 
close to that when ln[sinh(aos/)) is plotted versus In(Z) (Fig. 6.Ba). The 
resulting equation for 0ss drxn is given by: 
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o~;%n = 83.34 sinh -1 [ (Z/5.2 1011)0.2] (6.43) 

The following relation suggested by Sellars [17] was used to express the 

peak strain cp as a function of the thermomechanical parameters: 

e =A Jl.5 zP 
p 0 

(6.44) 

Figure 6.30 shows how weIl the present data fit the above expression. The value 

of 0.13 for p in Eq. 6.44 is within the range 0.12-0.17 rpoorted by Sellars for 

steels [17]. 

To determine the values of K D and nD, plots of Infln(lI(l-XJ)) versus In(e­

el were used and are shown in Fig. 6. 31 for selected conditions of é and T, 

where X Dis given by: 

Odrec _ 0 

X =----
D • drXR °ss-oss 

(6.45) 

The values of nD were found to be independent of é and T, and fall between 1.5 

and 1.6. They seem to be slightly higher than the values between 1.2 and 1.4 

reported by Roberts [167] for stainless steel. The reason for this is that the 

critical strain for dynarnic rE'crystallization, cc' must normally be taken instead 

of ep ' However, due to the difficulty of estirnating the ratio r)Ep' cp was used in 

Eq. 6.42b as a practical solution. Fig. 6.32 shows that Eq. 6.42a combined with 

Eq. 6.42b gives good descriptions of stresslstrain curves in the range of strain 

rate and temperature examined, even when softening occurs by dynamic 

recrystallization. Snch modelling can be employed for any composition provided 

the deformation conditions are known. Finally, it would be interesting to 

account for metallurgical factors such as the original grain size and carbon and 

the niobium levels. This requires extensive stress/strain data if on-line 

application to strip rolling is desired. 
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6.7. SUMMARY 

In this chapter, constitutive equations were formulated describing the 

flow behavior of steels at high tem!leratures and strain rates; these were divided 

into two types: a rate and an evolution equation. Wh en these two types of 
equatioas are combined together, the stress level can be determined under any 

conditions of temperature, strain and strain rate. These can then be used to 

compute the rolling load dudng hot rolling. However, up to now, the equations 

developed here have only been applied ta fully annealed steels. During rolling, 

the microstructure changes between passes, affecting the flow behavior of the 

material considerably. This evolution of the structure, which is mainly due to 

the occurrence of static recrystallization, will be treated in the next chapter. 
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EFFECTOFTHERMOMECHANICALAND 
METALLURGICAL PARAMETERS ON THE 

MICROSTRUCTURAL EVOLUTION OF AUSTENITE 
AFTER DEFORMATION 

7.1. INTRODUCTION 

In Chapter 6, constitutive equations in terms of deformation conditions 
were described for a fully annealed steel. During hot fonning operations, 
however, there is an important factor which can dramatically change the flow 
stress level and which was not treated in the last chapter. It is the evolution of 
structure when the steel is load free. This can be described by the state of the 
grain microstructure, i.e. whether it is deformed, recrystallized, or partially 
recrystallized. The deformation resistance can only be determined with 
confidence if the recrystallization kinetics after deformation are accurately 
known. 

The objective ofthis chapter is therefore to develop appropriate relations 
for the recrystallization kinetics and for the evolution of grain size for the 
steels under investigation. These relations will be used tog~ther with the 
constitutive equations given in Chapter 6 for a complete description of the flow 
behavior. In the first part of the present chapter, the different methods used to 

assess the softening rate during interrupted compression testing (see section 
5.3) will be compared. In the second part, the recrystallization kinetics of the 

different steels studied will be described in detail and modelled in terms of the 
processing parameters. The modelling of grain size will be treated in the third 
section and, finally, the influence of alloying elements such as niobium, boron 
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and copper on the recrystallization kinetics will be discussed in the last 

section. 

7.2. STATIC SOFTENING MEASUREMENT METHODS 

7.2.1. Comparison of the Mean Stress, Offset, 8ack Extrapolation 
and Recovered Strain Fraction Methods 

The structural evolution of austenite after deformation can be followed 

by optical metallography. Although this method can be accurate, it involves 

several disadvantages. First, it cannot be employed for low hardenability 

steels in which it is difficult to reveal the prior austenite grain boundaries. 

Second, this method is long and tedious and requires the construction of special 

quenching systems. For this reason, the interrupted compression testing 

technique described in Chapter 4 was used to measure the amount of static 

softening taking place between the two hi ts. 

The offset, back extrapolation, recovered sb'ain fraction (l-À) and mean 

stress methods of describing the softening in a Nb steel are compared in Figs. 

7.1a and bt, Fig. 7.1a shows that the softening rates determined by the offset 

and fractional recovered strain methods are similar. The unrecovered 

(retained) strain ~E can thus be estimated in partially recrystallized structures 

when À is known. It is of interest that, on the basis of the results shown in 

Figs. 7.1a and b, the softening rate evaluated by the mean stress method lies 

between those of the offset and back extrapolation methods. This behavior was 

observed for both the Nb and Nb-B steels, and for various conditions of 

prestrain and temperature. Accordingly, it appears that the mean stress 

method is highly suitable for evaluation of the softening rate and therefore for 

the prediction of rolling load. In addition to its simplicity, accuracy and 

rapidity when stresslstrain curves are available, it avoids the errors associated 

with the so-called "transient" during reloading [104]. 

t Sorne of the data in Fig. 7.1 have been taken from reference [94]. They have been adjusted 

for temperature differences during testing with respect to the present work . 
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7.2.2. Relationship Between Statie Softening and Reerystallization 

The static softening determined by mechanical testing techniques such 

as the offset method has been shown to be related non-linearly to the volume 

fraction of recrystallized grains. This non-linear behavior was demonstrated 

by Barraclough and Sellars [105] using torsion testing and optical 

metallography in stainless steel. The fraction al softening, Ry' based on the 

offset flow stress, was generally higher than the recrystallized volume 

fraction, as can be seen from Fig. 7.2a. Their results also display an apparent 

recovery of 0.2 at the shortest times of interruption. In the case of the mean 

stress technique, such recovery only has a minor effect on the fractional 

softening (Fig. 7.2b). 

In the present work, when Xorror X BE was plotted against X ô (Figure 7.3), 

the same type of non-linear behavior was found, at ail temperatures. However, 

the softening rate Xô is approximately linear with respect to the recrystallized 

fraction XI)' The same finding was reported by the above authors and a plot 

from their work which is similar to that of Fig. 7.3 was presented above in Fig. 

7.2b. In addition to static recovery, the non-linearity shawn in Fig. 7.2a can be 

attributed to the heterogeneity of recrystallization and the concentration of 

further deformation in the softer recrystallized areas [105]. This behavior is 

less likely to occur in compression than in torsion where the concentration of 

strain and strain rate in the recrystallized regions leads to 10wer flow stresses 

and hence to more apparent softening. The radial strain and strain rate 

gradient present in torsion samples also contributes to the lower apparent 

fractional softening at short interruption times. It can therefore be concluded 

that, in addition to static recovery, the the transient effeet also eontributes to 

raising the restoration index Xorrabove that for the fraction recrystallized. 

Fig. 7.3 also shows that both X
ô 

and XBE are close to zero for the shortest 

interrupted times. This is an indication that the mean stress and back 

extrapolation methods both avoid the transient which occurs during reloading. 

However, as recrystallization proceeds, the non-linear relationship between X a 
and Xorr also develops between Xa and X BE• Andrade et al. [104] showed that 

the area under the curve in the second compression was usually overestimated 

when the extrapolated curve was used instead of the actualone. This led to 
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a) 

b) 

Figure 7.2 a) Relationship between the restoration index based on offsetflow 

stress and recrystallized fraction at prestrains orO.25 and 0.5. 

b) Relationship between the restoration indices based on offset and 

me an flow stress at a prestrain of 0.25 [105]. 
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lower values of fractional softening when the back extrapolation technique 
was employed. 

In the rolling industry, it has long been reported that the statie recovery 

oeeurring between stands only hab a minor effeet on the rolling load in 

subsequent passes, and that the major contributor to softening is static 

recrystallization. By using the offset method, Djaic and Jonas [19] showed that 

the softening taking place by recovery can ac(,~ount for up to 50% of the total 
softening. However, Luton et al. [169] demonstrated that, during reloading, 

and before the completion of recovery, a transi(mt (represented by the dotted 

line in Fig. 7.4) is displayed, during whieh the Flow stress abruptly increases. 

Since the area under continuous curve 1 in Fig. '7.4 is almost the same as the 
one under the rapid transient (dotted Hne), the rolling loads should be 

insensitive to this flow stress transient, even though the static fsoftening' 

assessed by the offset method ean be as high as 50%. 

Finally, Barraclough and Sellars [17] made an important observation 

whieh supports the use of the me an stress method in the present work. In their 

paper, they stated that tt In rollmg, tt tS mean flow stress rather than mitial 

yield stress that determines the rolling forces .... lt would be expected that the 

roliing forces would correlate m a more nearly lmear manner wtth fraction 

recrystallized. The Imeanty would also be expected to improve as the stram in 

the rolling pass mcreased If. Accordingly, in what follows, the mean stress 

method will be used to characterize the softening rate and the restoration by 

static recrystallization will be considered equal to X
ô

' 

7.2.3. Correction of the Softening Rate for Adiabatic Heating 

During compression testlng, particularly at high strain rated, the heat 

generated by deformation can change the specimen temperature considerably. 

The procedure for correcting the flow curve data for adiabatic heating during a 

single deformation was described and discussed in detail in secHons 5.4 and 

6.2.2. During interrupted compression testing, the change in temperature 

during the first and second hits affects the flow curves and therefore the 

softening rate measured by the mean stress method. The correction of Xô is 

therefore necessary. It should be noted that the procedure described below is 
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not restricted ta the situation where the changes in temperature are solely due 
ta adiahatic heating. It can aiso be employed ta calculate the anisothermal 

softening rate in situations where the temperature is decreasing continuously, 
as in hot rolling. 

In an isothermal test, the original (Le. full) and residual strengthening 

So and SR are defined as follows: 

o -0 
S - m a 

0-
(7.1a) 

o a 

(7.1h) 

where the ôts are the mean stresses defined in Fig. 7.5a. The softening rate X ô 

can then be defined in terms of So and SR in the following manner: 

- -
AS SO-SR 

x-= =- = = 
a 8

0 
8

0 

a -0 
m 

o - 0 m a 

(7.2) 

During anisothermal compression, where the testing temperature 

increases from Ta to Tl due to conversion of the plastic work to heat, the 

measured values are ôiT), ôiTz) and ô(TI ) (see Figs. 7.5a and b). At Tl' the 
full strengthening is given by the following: 

(7.3) 

Now Ô/Tl) can be expressed in terms orthe measured me an flow stress ô/T). 
This is possible if one assumes that the temperature interval between Ta and 

TI is small so that the a-T plot can be approximated by a straight line 

(tangent), as displayed in Fig. 7.5c. In such a case, ô/Tt) is equal to ôlT )IKs, 
where K s is a conversion factor. Eq. 7.3 can be wri tten as follows: 
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Figure 7.5 Descri ption of the method used ta correct the softening parameter 
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(7.4a) 

Similarly: 

-
o (T 1) 

S (T)= - 1 
A R 1 0 CT )IK 

o 0 S 

(7.4b) 

and finally, the anisothermal softening rate can be written as: 

- - -
dA S 0 m(Tt)- 0 (Tl) 

AX- = -=- = ~---------
a ASO 0m(Tt)-oo(T1}/KS 

(7.5) 

Note that for Ks= 1, we retrieve the isothermal softening rate defined by Eq. 

5.15. 

Table 7.1 Corrected and uncorrected values offractional softening 

during the interrupted compression testing of Nb-B steel deformed 

at 900°C and 10s·1 with a prestrain of 0.25. 

t XiUncorr.) X(j(Corr.) LlX. 
-7 

100LlXjX(j 

10 0.449 0.374 0.075 16.7 

30 0.421 0.349 0.072 17.1 

100 0.454 0.371 0.083 18.2 

300 0.520 0.431 0.089 17.3 

1000 0.612 0.506 0.106 17.3 

5000 1.000 0.833 0.167 16.7 

An example of corrected and uncorrected softening rates is given in Table 

7.1. Fig. 6.5 was used to estimate the increase in temperature during the test 

performed at 900°C and the plot in Fig. 7.6 was employed to determine the 

mean stresses at the adiabatic and isothermal temperatures, and therefore the 

conversion factor K S' The latter turned out to be about 1.1. Table 7.1 shows 
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that the corrected values of fraction al softenin, are actually lower than the 

uncorrecLed ones, with the difference Il.Xâ increasing with the fractional 

softening itself. This was also reported by Pawelski and coworkers [170] using 

a similar technique to correct the softening rate determined by the offset 

method. In their work, when the restoration index Xo(( was about 0.9, they 

found that the difference between the cor;f'e'j,~c1 an.d uncorrected fractional 

softening was about 0.2, leading to an error oi ~ However, the temperature 

changes they considered also included the hea: losses due to radi ation and 

contact with the tools in addition to adiabatic heating. This explaimi why their 

errors in fraction al softening are slightly higher than the ones shown in Table 

7.1. 

In conclusion, a simple way of correcting the softening rate for adiabatic 

heating which is based on the mean stress method was used and described. It 
was shown that this correction is necessary when the testing temperature is 

low or the strain rate is high, because errors of up to 18% can occur in 

measuring the restoration index. 

7.3. INFLUENCE OF DEFORMATION CONDITIONS ON 
RECRYSTALLIZATION KINETICS 

7.3.1. Effeet of Reheating Temperature 

The effect of reheating temperature on the recrystallization curves is 

illustrated in Fig. 7.7a for the Nb-B steel. When the reheating temperature is 

increased from 1100 to 1200°C, the recrystallization kinetics are slightly 

delayed due to the slightly larger initial grain size (see Fig. 4.5), and probably 

because ofthe slightly greater amount of niobium in solution. Although it was 

assumed that the niobium is completely dissolved at 1100°C (see Fig. 4.3), the 

solution temperature is not a sufficient indicator of the complete dissolution of 

the niobium carbonitrides. For a O.06C-0.04N~) steel, extraction repli cas of 

specimens reheated to llOO°C, cooled to lower temperatures and quenched 

revealed the presence of undissolved niobium carbonitrides [171]. The coarse 

form of these precipitates suggeRted that they did not form during cooling but 

remained undissolved during reheating. AIso, there is a contribution from 

alloying elements other than niobium. AlI these factors, together with the 
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effect of grain size, explain the retardation of the reerystallization kineties 

observed at 1000°C and the acceleration of precipitation at 950°C when the 
reheating temperature is increased from 1100 to 1200°C (Fig. 7. 7a). 

Perdrix r161] found that the effect of initial grain size becomes less 

important when the deformation conditions are such that dynamie 
recrystalli:r.ation is favored, as the static recrystallization kinetics then become 

independent of deformation rate and temperature. For the present steel, the 

effect of initial grain size and therefore the influence ofreheating temperature 

are expected to be less important when the strain rate is decreased or the 

tempe rature is increased. 

In the Cu-Nb-B steel, practically no effeet of reheating temperature on 

recrystallization kinetics was observed between 1000 and 1200°C. Figure 7. 7b 

gives an example of the behavior at two different testing tempe ratures and 

strain rates. For this steel, the absence of a reheating tempe rature effect can 

be explained in the same manner as for the Nb-B steel. In fact, Fig. 4.5 shows 

that the initial grain size remains almost constant as RT is raised from 1000 to 

1250°C. Since the initial grain size affects the density ofnucleation sites [172], 

equal grain sizes can be expected to lead to identical recrystallization kinetics. 

7.3.2. Effeet of Deformation Temperature and Prestrain 

The softening parameter determined by the mean stress method at 

different testing temperatures is plotted against the logarithm of the holding 

time in Figs. 7.8a, band c for the base, Nb and Nb-B steels, respectively. In 

the first steel, the effect of temperature on the recrystallization kinetics is 

evident from Fig. 7.Sa, where the fractional softening goes from 12% at 900°C 

to almost 70% at 1000°C within a holding time of 1 second. It is of interest to 
note that, at 1000°C, the fractional softening does not go to completion, even at 

holding times greater than 100 seconds. Examination of the continuous true 

stressltrue strain curves (Fig. 6.1b) shows that, at this temperature, dynamic 

recrystallization is already under way at a strain of 0.25, which leads to 

softening by metadynamic recrystallization after deformation. Such 

incomplete softening at long holding times has been observed in hot deformed 
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polycrystalline nickel by Sakai et al. [173, 174], who attributed it to the 
presence ofmetadynamically recovered grains. These grains are stable at high 
tempe ratures because they have a dislocation density which is helow the 
criticallevel, so that there is insufficient driving force for nucleation. 

In the Nb steel (Fig. 7.Bh), the deformation temperature has the same 
effect on fractional softening, showing that the recrystallization kinetics are 
delayed by more than an order of magnitude in time when the temperature is 
decreased from 1000°C to 900°C. Similar trends are displayed by the Nb-B 
steel, as can be seen from Fig. 7.Bc. 

In Figs. 7.9a,b and c, the effect of strain prior to holding is illustrated for 
the base, Nb-B and Cu-Nb-B steels, respectively, over the temperature range 
from 900 to 1100°C. Here also, a reduction in the prestrain results in the 
strong retardation of recrystallization. During the past few years, systematic 
studies concerning the effect of tempe rature and prestrain on the restoration 
behavior after high temperature deformation have been carried out [17, 19, 
100, 105, 119, 161, 167, 169, 172, 175]. The results given here are in 

agreement with the ones reported in the literature. In the above 
investigations, the acceleration of the softening rate with increasing 
temperature or prestrain has been described extensively for a considerable 
range of steel chemistries. 

7.3.3. Effect of Strain Rate 

While the effects of temperature, strain and initial grain size have been 

extensively studied and clarified by many authors, no systematic study has yet 
been conducted on the effect of strain rate on recrystallization kinetics in 
HSLA steels. Until now, the effect ofstrain rate on recrystallization has been 
neglected and evaluation of the softening rate at a single strain rate has been 
considered to he sufficient for modelling purposes. However, the systematic 
data collected during the present work show that the recrystallization kinetics 
are significantly accelerated when the strain rate is increased. Such behavior 
is observed in both the base and microalloyed steels and is illustrated in Figs. 

7.10a to d. 
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In the absence of strain-induced precipitation, raising the strain rate by 

two orders of magnitude increases the softening rate by at least one order of 

magnitude. This acceleration in softening rate is due to the increase in 

dislocation density and the decrease in subgrain size prior to holding, both of 

which increase the stress level and therefore the stored energy. This energy 

constitutes the driving force for recrystallization. In the range oftemperatures 

where strain-induced precipitation is likely to occur, su ch as in the Nb-B steel 

deformed at 950°C (Fig. 7.10c), the strain rate effect is manifested by the 

acceleration of both recrystallization and precipitation at higher strain rates, 

which leads to an mteraction between these two processes. 

The above results have fundamental implications with respect to hot 

rolling practices. Since the strain rates used in plate rolling are higher than 

those usually employed in laboratory simulations, this difference can lead to 
an underestimation of the softening occurring between stands and 

consequently to an overestimation of the rolling load. This is of even greater 

importance in hot strip mills, where the strain rates are still higher and 

increase with pass number. A simple application of the laboratory data 

obtained at 10Ner strain rates thus leads to errors which can be about equal to 

those associated with changes in temperature or prestrain. Also, simple 

extrapolations are likely to be inaccurate, because the flow stress prior to 

holding, which constitutes the driving force for static recrystallization via the 

dislocation density, does not vary linearly with strain rate at the higher rates 

of deformation. As discussed in serti on 6.5, the strain rate sensitivity is not 

always constant but decreases with increasing strain rate. In conclusion, 

unless the experimental determination of the softening rate is performed at 

industrial strain rates, the extrapolation of the laboratory data determined at 

conventional strain rates to high speed mill conditions willlead to significant 

errors in rolling load prediction. 

In the literature, there seems to be a controversy about whether the effect 

of strain rate on the recrystallization kinetics is important or not. While 

Barraclough and Sellars [105], and Ruibal et al. [172] found a significant effect 

in stainless and low alloy steels, respectively, Migaud [176] and Morrison [177] 

did not observe any effect of strain rate over one and two orders of magnitude, 

respectively. According to Sellars [17], deformation reduces the subgrain size 
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and increases the sub-boundary misorientation. Since these boundaries 
provide the major contribution to the stored energy, the dependence of the 

characteristic recrystallization time ta 5 on strain rate comes from both an 
increase in the density of nucleation sites and in the nucleation rate. He 
attributed the absence of the influence of strain rate on the recrystallization 
kinetics in Morrison's work to the compensating effects on stored energy and 
substructure development, because of the initiation of dynamic 
recrystallization after deformation at the lower strain rates used. 

7.3.4. Modelling the Effeet of Deformation Conditions on 

Reerystallization Kineties 

7.3.4.1. Statie Recrystallization Rate 

For transformation processes involving nucleation and growth, such as 

recrystallization, the recrystallized fraction Xv can be described by an Avrami 
equation, which is of the fonn [178]: 

(7.6a) 

Here tF is the time for a specified fraction ofrecrystallization F, nA is a constant 
and Bis equal to -ln(l-F). 

Experimental results concerning the dependence of softening rate (or 

recrystallized fraction) on the deformation parameters were present~d above 
for the four steels investigated. These softening curves have sigmoidal shapes 
and follow Eq. 7.6a. Since Xv can be approximated by Xa (see section 7.2.2) and 

setting F arbitrarily equal to 0.5, one can use the following expression to 

de scribe the present results: 

[ 
t nA] X- = l-exp -0.69(-) 

a tO.5 
(7.6b) 

Knowledge of the dependence of nA and ta.5 on the thermomechanical and 
metallurgical parameters permits the complete description of the 
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recrystallization kinetics. Taking the logarithm twice ofboth sides ofEq. 7.6b, 

one can plot ln[ln(ll(l-Xjl versus ln(t), estimate the slope nA and determine 

the characteristic time tO.5" Such plots are portrayed in Figs. 7.11a ta d for the 

four steels studied, under different conditions of temperature, strain rate and 
prestrain. Examination of the slopes shows that, within experimental error, 

the average value of nAis independent of the deformation parameters and 

chemistry and is about 1. This is valid for aIl conditions except when 

structural changes in addition ta static recrystallization take place, such as 

strain-induced precipitation or metadynamic recrystallization. 

Similar values of nA were reported by Mavropoulos and Jonas [119] for a 

Nb and a Nb-B steel using a different approach to assess the recrystallized 

fraction from mechanicai testing data. Luton et al. [169] and Ruibal et al. 

[172] aiso found constant siopes within the experimental ranges they employed 

for copper and low alloy steels, respectively, but they reported nA values of 

around 2. For a given initial grain size, Sellars [171 and Barraclough and 

Sellars [105] observed the same independence of the deformation parameters 

in stainless and C-Mn steels. However, the measured values of the sI opes by 

the latter authors were sometimes higher than the ones determined in the 

present work. When they increased the grain size from 140 ta 530 um, nA 

decreased from 2 to 1. This is surprising because the grain sizes used in the 

present study are low and span the range from 17 to 40um. However, it was 

observed recently by Sellars [179] that variations in the valu~ of nA in the 

range from 1 to 2 can be attributed mainly to grain size distributions during 

reheating rather than ta differences in the average grain size. 

Differences in the results concerning the time exponent nA can also be 

attributed to the different modes of deformation employed by different 

investigators. This has been explained by SeUars [17], who attributed the 

differences in the recrystallization kinetics, and therefore in the coefficients nA 

and to.s' ta the influence of the strain rate history during deformation on 
recrystallization. He has also pointed out that much of the discrepancy can 

result from differences in the methods of observation, i.e., mechanical testing 

versus the direct measurement of recrystaUization by metallography. The 

type ofmechanical test used to evaluate the softening can be another cause of 

this difference. As shown by Jonas et al. [18], flow stresses in torsion are lower 
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than in compression, so that a difference in the softening kineties is to be 
expeeted, especially when the different geometries of the deformed grains are 
taken into aeeount. 

7.3.4.2. Dependence of tO•5 on Initial Grain Size and Prestrain 

An example of the strain dependenee of the time for 50% reerystallization 
(t05) is shown for the base and eopper steels in Fig. 7.12. This plot shows that 
the strong dependencf: of the recrystallization kinetics on strain ean be fitted 
by almost parallellines on a log-log seale. This behavior supports the validity 
ofthe following empirieal power law relationship: 

-m 
t
O

.
5 

ex e A 
(7.7) 

where th~ mean value of mA lies between 3.55 and 3.81, within the interval of 

prestrain used. This in agreement with the values found in previous 
investigations on other ferro us alloys [9, 17,94, 105, 172]. 

Perdrix [161] developed an empirieal formula for the exponent mA in Eq. 
7.7 as a funetion of Nb content and initial grain size, whieh is as follows: 

mA = (0.86 + O.037VNb)~·24 (7.8) 

where Nb is in 10.3 wt%. Perdrix showed that Eq. 7.8 is also valid for Nb =0. 

From this equation, it is elear that an increase in niobium content results in a 

stronger dependenee of to 5 on the amount of deformation. This is reasonable 
sinee the addition of niobium raises the flow stress level and consequently the 
stored energy prior to holding, which eonstitutes the driving force for 

rec!rystallization. However, the effeet of initial grain size do does not prediet 
th'e exponent mA very well for the present steels. For a grain size between 20 

and 40lJm, values between 2 and 2.8 are predicted for mA by this equation. 

Care must therefore be exercised when applying empirical expressions to 
specifie ehemistries and ranges of experimental conditions. 
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Finally, it is worth emphasizing that Eq. 7.7 is only valid wh en the strain 

is below the critical stre' ,1 for dynamic recrystallization [17]. This critical 

value is difficult to determine accurately and depends on several factors [15, 

177]. The applicable strain must also be lower than the steady state or peak, 

strain where the strain dependence of to 5 approaches zero [105]. 

7.3.4.3. Apparent Activation Energies for Recrystallization 

As in Figure 7.12, times for 50% softening (tos) were estimated from Figs. 

7.8 to 7.10 for the four steels, and then used to produce Fig. 7.13. Sinee static 

recrystallization is a thermally activated process, a plot of the characteristic 

recrystallization time t05 versus the inverse absolute tempe rature leads to 

estimates of the activation energy for recrystallization. The tempe rature 

dependence of tos is illustrated in Fig. 7.13. Within the range of experimental 

conditions, tos varies linearly with the inverse temperature for the two steels 

shown, as weIl as for the Nb-B and Cu-Nb-B steels. The data conform ta the 

weIl known expression for the temperature dependence of the time for 50% 

recrystallization, which is of the form: 

(7.9) 

where Qr is the activation energy that characterizes the recrystallization 

process. 

In fact, Glover and Sellars [9] have shown that a true activation energy 

for recrystallization Qr can only be estimated when the prior deformation 

conditions lead to equivalent flow stresses, and hence to similar driving forces 

at the different temperatures. This means that the strain rate and 

temperature must be adjusted in such a way that the deformation conditions, 

and therefore the state of the structure, are identical during the first 

deformation of each interrupted test. In other 'Nords, the Zener-Hollomon 

parameter Z must be constant. This problem is similar to that discussed in 

section 6.3.2.1, which concerns the determination of the activation energy of 

defonnation . 
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In the literature, the values reported for Qr are apparent and not true 
activation energies. They may characterize other processes in addition to 
recrystallization, such as precipitation for instance. The complexity of 
determining the true value ofQr has prompted several investigators to discuss 
the recrystallization process in terms of an empirical constant which 
characterizes the overall process of softening. For this reason, and because 

Mean values of Qr in Eq. 7.9 are desirable for process modelling, only the 
apparent activation energies shown in Fig. 7.13 were determined in this 
investigation. For the base steel, an average value of about 252 kJ/mol was 
found. This is close to the 240 kJ/mol observed by Ruibal et al. [172] for a low 
alloy steel. Although Sellars [17] has reported slightly higher values of Qr 
(between 272 and 300 kJ/mol) for C·Mn steels, the value of252 kJ/mol found in 
the present investigation for the base steel appears to be normal because of the 
presence oftitanium and the small initial grain size [94]. 

For the other steels, the Mean values of Qr turned out to be 404, 436 and 
559 kJ/mol in the Nb, Nb·B and Cu-Nb-B steels, respectively. While additions 
ofniobium and copper strongly increase the apparent activation energy, boron 

does not. In a 0.04% Nb steel, Sellars [17] reported values of Qr of up to 780 
kJ/mol in the temperature range 900-1000°C. Although he did not give a 

fundamental explanation of these observed values, he stated that the 

alterations in the activation parame ter Qr' as weIl as in the other constants, 
are due to the changes in the deformation conditions, which affect the kinetics 
of precipitation. 

Finally, it should be noted that the above values ofQr are mean values. A 

slight decrease in Q r occurs when the strain or strain rate is increased. The 
low activation energies obtained at high strain rates for instance are due to the 

acceleration of recrystallization followed by the precipitation of Nb(C,N) 
particles, which stabilize the deformed structure of the austenite. The net 
driving force for recrystallization, however, in the form of stored energy 
remains relatively high. 

, 
l 
1 

1 
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7.3.4.4. Modelling the Effeet of Strain Rate 

The influence of strain rate on softening, and therefo!"e on the 
recrystallization kinetics was described in Figs. 7.l0a to d for the four steels, 
deforrned at different temperatures ta different prestrains. It was shown that 
the softening rate is clearly speeded up when the strain rate is increased in the 
range 0.2 to 50 S·l. The effect of strain rate can be evaluated from the time for 
50% softening using a simple expression. The data collected for each steel 
were plotted on log time scales for the tempe ratures and prestrains studied and 
the results are depicted in Figs. 7.14a and b. In the range ofstrain rates used, 
the points fit straight Bnes which are approximately parallel. It is clear that 
tO.5 can be expressed by a power function of the form: 

t ex ë-P 
0.5 

(7.10) 

where p is about 0.41,0.36,0.42 and 0.33 for the base, Nb, Nb-B and Cu-Nb-B 
steels, respectively. These values show no special trend and are approximately 
constant. This is in good agreement with the constant value of 0.28 found by 
Perdrix [161] and Choquet et al. [132] for C-Mn and Nb steels. The values of p 

evaluated here are also close to that of 0.38 reported by Barraclough and 
Sellars [105] for a 304 stainless steel. 

It is worth emphasizing that the values determined in the present work 
are valid only when Nb is in solution. Wh en strain-induced precipitation 

occurs at low temperatures, the strain rate effect can be less pronounced due to 

the interaction between recrystallization and precipitation. An E:'xample of 
such a decrease in the effect of strain rate is illustrated for the Nb-B steel at 
950°C in Fig. 7.14b. This behavior is difficult to model and needs more 

systematic study. 

7.3.4.5. Mathematical Expressions for Recrystallization 
Kinetics 

In process modelling, simple mathematical functions are useful as inputs 
into the computer program. During the hot rolling of steel, unified equations 
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b) Nb-B and Cu-Nb-B steels. 
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describing the recrystallization kinetics are highly desirable in order to predict 

the rolling forces with accuracy. 

The data analysis performed in the above sections, including the effects 

of strain, strain rate and temperature, can be summarized in a single equation 

for each steel, in order to estimate Xv in Eq. 7.6b. Since nA is round to be 
constant (around 1), the accuracy of prediction of XI) de pends on how precisely 

tO.5 can be predicted for given conditions of strain, strain rate and temperature. 

Table 7.2 gives the final mathematical expression for to 5 for each steel. 

Table 7.2 Summary orthe strain, strain rate and temperature 

dependencies of the time for 50% recrystallization for the 

four steels investigated. 

Steel Equation 

-

Base to.5=1.1410-13e-3.80ë·041 exp(252 OOO/RT) (7.11a) 

Nb to 5 = 1.27 10-18 e-3.81 ë-O•36 exp( 404 OOO/RT) (7.11b) 

Nb-B to.
5
=2.86 1 0-1g e-3.80ë-O.42 exp(436 OOO/RT) (7.11c) 

Cu-Nb-B t
O

.
5 
= 1.06 10-24 e-3.55 ë-O 33 exp(559 OOO/RT) (7.11d) 

To test the accuracy of prediction of tO.5 over the range of experimental 

conditions studied, plots of tO.5 versus re-mA top exp(Q/RT)] were prepared for 

each steel. Figs. 7.15a to d illustrate the extent ta which the times for 50% 

softening can be predicted by the respective equations in Table 7.2. This 

accuracy is at a maximum when the deformation conditions are such that aIl 

the niobium is in solution (high temperatures or short holding times). When 

strain-induced precipitation occurs, the predicted tO.5'S are underestimated (see 
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Figure 7.15 a) Comparison of the time for 50% softening and the deformation 

variables in the base steel. 

b) Comparison of the time for 50% softening and the deformation 

variables in the Nb steel. The single point which is encirc1ed is 

representative ofstrain-induced precipitation (contd.). 
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Figure 7.15 c) Comparison of the time for 50% sof'tening and the 

deformation variables in the Nb-B steel. The encircled points 

correspond to conditions ofstrain-induced precipitation. 

d) Comparison of the time for 50% sof'tening and the 

deformation variables in the Cu-Nb-B steel. 
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Figs. 7.15b and c). Thus, a second set of equations is required for the 

deformation conditions under which precipitation is favored. This necessitates 

more experimental data at temperatures lower than those employed in the 
present work. In plate roHing, the interpass time is about 10 seconds. This. s 

similar to the incubation time for strain-induced precipitation, which takes 

place at the end of fmishing, where the tempe ratures are low and the 

recrystallization kirLetics are slow [161]. Thus the new equations would be 

useful for the control of plate mills. By contrast, in strip rolling, the interpass 

times are too short for this type of precipitation to occur. Thus, the present 

equations are valid, except when dynamic recrystallization is initiated. From 

the above, it is evident that, during the rolling of niobium steels, it is 

important to know when strain-induced precipitation begins and to include 

this information in the computer programs that deal with rolling schedule 

design and optimization. This would be very useful for the prediction of 

unusually high rolling loads. 

7.4. INFLUENCE OF DEFORMATION CONDITIONS ON AUSTENITE 

GRAINSIZE 

During the carn plastometer testing, the samples were quenched in water 

immediately after deformation. In aIl cases, the quenching time was less than 

one second. The prior austenite microstructures of Nb-B steel samples 

deformed to a strain of 0.4 at 800, 900 and 1100°C and quenched are presented 

in Fig. 7.16. The micrographs corresponding ta the two lower temperatures 

show no signs of recrystallization; by contrast, the 1100°C sample is equiaxed 

and the deformed structure is no longer present. This is consistent with the 

complete recrystallization cycle predicted with the aid of Eqs. 7.11c and 7.6b 

after 0.5 seconds (-quenching time). 

For the samples quenched after two hits, the mean austenite grain size 

was measured corresponding to different values of the fraction recrystallized 

(i.e., of fractional softening Xa). This plot is displayed in Fig. 7.17 for Xj'J 

between 0.25 and 0.99. An important feature of this figure is that, above 0.25, 

the average grain size dy depends only weakly on the value of Xo• This is true 

even though the grain size distribution is different at different stages of 

recrystallization (Figs. 7.18a and b). Similar results were reported recently by 
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DT= 800Ge 

Figure 7.16 Optical microstructures of the Nb-B samples showing the prior 

austenite grains after a deformation of 0.4 at 10s·1• The grains are deformed 

at the two lower tempe ratures and equiaxed at 1100°C. 

Magnification 400X. 
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Figure 7.17 Evolution orthe mean austenite grain size dy orthe 
partially recrystallized structure with the softening rate Xo' 
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X,,=O.27 

Figure 7.18a Optical microstructures of the Nb-B steel showing the prior 

austenite grain structure after a double compression with a total 

deformation of 0.6 at 10S·1. Magnification 250X. 
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Xt)=0.27 

Xô =0.98 

Figure 7.l8b Optical microstructures of the Nb-B steel showing the prior 

austenite grain structure and grain size distribution after a double 
compression with a total deformation of 0.6 at 10S·1. Magnification 400X. 
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Perdrix [161] at mSID using torsion testing. He showed that the mean grain 

size of the partially recrystallized structure after two consecutive deformations 

is independent of the fractional softening when the latter is between 0.2 and 1. 

The important consequence of the above observation is that separate 

populations of recrystallized and unrecrystallized grains need no longer to be 

followed duringmultipass deformation, as was done in the past by Sellars [17, 

198], Roberts [167] and Sandberg and Sandstrom [180, 181]. Instead, the 

behavior of t.he partially recrystallized structure can be described by 

considering it fictitiously as fully recrystallized, with a uniform grain size dy 

but containing a residual strain LlE. This phenomenological description (which 

has no physical basis) is simpler and requires less calculation when the 

microstructural evolution of austenite is to be modelled. According to Sellars 

[179], the recrystallization kinetics of deformed partially recrystallized y­

structures only extend over narrow intervals of time. This makes i t possible to 

use the above phenomenology which employs a single (i)verall grain size for 

both the recrystallized and unrecrystallized structures. He added that such 

rapid, synchronized recrystallization takes place in steel but not in other 

metals su ch as aluminum, where the recrystallization kinetics of the two 

components of partially recrystallized deformed structures can differ by orders 

of magnitude. 

By combining the measured average grain sizes of partially 

recrystallized structures with the recrystallization kinetics of annealed 

structures, Perdrix [161] was able to derive a relation between the residual 

strain de and the recrystallized fraction as follows: 

~e .\ = - == DO - X ) 
E /} 

1 

(7.12) 

Here XI) is the fraction recrystallized and D is a constant which takes the value 

1 when XI) is below 0.1 and 0.5 when Xv is between 0.1 and 1 (see Fig. 7.19). 

Since XI) can be taken as Xô' it can readily be verified From Eq. 7.12 that the 

unrecovered strain fraction 1-À leads to higher values than X ù' a result 

presented above in Fig. 7.1b. The residual strain Lle calculated in this way can 

be added to the pass strain giving an effective strain €eff which can be used in 
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Figure 7.19 Influence of fraction al softening on the residual strain [161]. 

(f* is the residual strain, f l the strain in the first pass and X.mis the 

fraction al softening between the first and second pass.) 
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empirical equations to predict the mean austenite grain size of partially 

recrystallized structures. Such equations have b~en derived by several 

authors for the prediction of recrystallized austenite grain size; these are 

shown in Table 7.3. The empirical nature of these equations requires 
systematic validation using measurements of the grain size in multipass 

deformation experiments. 

Table 7.3 Empirical equations for the prediction ofrecrystallized 
, 

austenite grain size. 

Equation Conditions 

d =0 9d O.67e-O.67 
rex • 0 

Nb, e<e~ 
T>950° 

d =0 5d O.67e-O.67 
rex • 0 C-Mn, e<ep 

d
re
,:=4.3 + 195.7d

o
0.15e-o.57[exp(350 000/RT)]-O.11 Ti-V, 

17<d <40ltm 
0 

d =600Z-0.16d 0.48 Lowalloy 
rex 0 steels 

d = 75e-O.6d o.3gexp(-3189/T) 
relC 0 

C-Mn,Nb 

d =18 5ln(TI973)d O.374eut-O.1 
rex' 0 C-Mn-AI 
U = -0 .5d

o 
0.267 (973/T)3.93 

d =472exp(-11 620IRT)e-O.7d 0.277 rex a Nb 

Z = Zener-Hollomon parameter 
d is in llm and Tin K 'ex 

Reference 

[17] 

[17] 

[182] 

[172] 

[183] 

[161] 

[161] 

7.5. EFFECTOF ALLOYING ELEMENTS ON RECRYSTALLIZATION 
KINETICS 

The efTect of alloying elements on the recrystallization kinetics is very 

important for both alloy design and the optimization of rolling schedules. In 

the past few years, notable advances has been made regarding the effect of 

these microalloying elements on different aspects of steel behavior. One 
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example is t lo ~ effect of Nb on recrystallization kinetics which is presented in 
Figs. 7.20a and b for temperatures of 1000 and 900°C, respectively. It is clear 
that, for both conditions, the recrystallization kinetics are strongly retarded 
when niobium is added to the base steel. This behavior is in agreement with 
numerous observations in the literature; the retarding effect of niobium is due 
to solution effects at high temperatures (1000°C and above) and to 
precipitation at lower temperatures. 

Figs. 7.20a and b also show the efTect ofboron in the presence of niobium 
on the recrystallization kinetics. It is apparent from these data that boron 
plays a significant role in delaying recrystallization. The increased retarding 
ability of boron when added to niobium was investigated recently [94, 185, 
186] and shown to be due to the strain-induced segregation of boron. 
Furthermort'. a synergism between B and Nb has frequently been reported, 
i.e., the simultaneous presence of Nb and B leads to the greater retardation of 
recrystallization than the simple sum of the retardations produced by each 
solute alone. 

While the influence ofmany alloying elements has been investigated in 

the past decade, few data are available regarding the effect of copper on the 
high tempe rature flow behavior of steel. Copper is usually added to produce 
precipitation strengthening after aging or to enhance corrosiùn resistance. Its 
efTect as a solute on austenite recrystallization was measured in this study. 
This is exemplified in Fig. 7.21, where the recrystallization kinetics of the Nb­

Band Cu-Nb-B steels are compared at 950 and 1000°C. Because the initial 
grain sizes of the two steels were difTerent after reheating, the dashed Unes 
corresponding to the Cu-Nb-B steel have been corrected for grain size using a 
quadratic dependence oftO.5 on d yo' As is clear from the above figure, there is a 
measurable further retardation of recrystallization when Cu is added to a Nb 
steel. This expands further the no-recrystallization region during hot rolling, 

thereby conferring an additional benefit on the final mechanical properties of 
the hot rolled steel. 

The only data existing in the literature concerning the effect of copper 

addition on recrystallization during hot working is in the paper recently 
published by Abe and coworkers in Japan [187]. Using several Fe-Cu alloys, 
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Figure 7.21 Efl'ect of Cu addi tian on saftening at 1000 and 900°C. 
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they found that an addition of 0.8% Cu led to a drastic reduction in the 
fractional softening, from 0.87 to 0.4, after a holding time of one second. They 

also showed that higher levels of copper addition are effective in delaying 

recrystallization to even longer holding times. 

Several theories have been proposed regarding the retarding effect of 

alloying elements on statie recrystallization after hot deformation [30, 81, 188, 

189]. Meehanisms based on solute drag, electronic and modulus differences, 

and stacking fault enel'gy effects have been considered. Regarding the 
delaying effect of copper on the recrystallization kinetics, Abe et al. [187] 

concluded that the solute drag effeet was preponderant. As the size misfit of 

Cu in iron is less than that of Nb and Mo, they attributed the ability of Cu to 

retard recrystallization to the appreciable amount present. Their Cu addition 

of 1.2 wt% was greater th an typical Mo additions of 0.2 wt% and Nb additions 

of 0.02 wt%. The slower kinetics of the Cu-Nb-B steel compared to the Nb-B 

steel observed in the present study (Fig. 7.21) can thus be explained in terms of 

the relatively large amount of copper (2 wt%) added, which is expected to 

expand still further the no-recrystallization region in austeni te. 

7.6. SUMMARY 

The most important structural change that occurs during the interpass 

interval, Le. static recrystallization, was described above. Appropriate 

relations were derived for the recrystallization kinetics and the mean 

austenite grain size was specified in terms of the thermomechanical 
conditions. Although most of the constitutive relatior,s are empirical in 

nature, modelling of the microstructural evolution of steels after hot 

deformation would not be possible without a fundamental understanding of 

the physical metallurgy of such phenomena. 

The constitutive equations between stress, strain, strain rate and 

tempe rature developed in Chapter 6 as weIl as the metallurgical aspects of the 

changes taking place after deformation described in the present chapter 

constitute the basic knowledge required for the construction of computer 

models ofmultipass hot rolling. Concrete applications ofsuch concepts will be 

summarized in Chapter 8. 
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FOCUS OF THE STUDY • INDUSTRIAL APPLICATIONS 

8.1. INTRODUCTION 

The computer modelling of deformation processing has become an 
attractive subject for the research scientist and an efficient tool for 
manufacturing industry. For the former, it provides insights into the physical 
behavior of materials, and for the latter, it leads to the development and 
optimization of new schedules and thermomechanical processes. It also 
permits the scaling-up of laboratory results to industrial processes and makes 
possible the on-line control ofhot forming operations. 

With regard to the hot rolling of steels, such simulation is a synergistic 
product of the development of rolling theory, the accumulation of roUing 
experience, and progress in computer technology. The main objectives of 
computer modelling are not only ta optimize the rolling process in terms of 
production rate, quality of the product and cost, but also to control the 
thermomechanical and microstructural evolution of the roUed material. 

Several types of model have been developed recently in Europe, Japan 
and Australia [17, 74,161,167, 175, 190, 191], These predict the roll force and 

power, the microstructural changes that take place during hot rolling, and the 
final mechanical properties. The predicted mechanical properties are a 
function of the microstructural evolution, which is in turn strongly dependent 
on the temperature changes (Fig. 8.1). The accurate calculation of 
temperature is therefore a critical matter since, in addition ta the final 
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Figure 8.1 Schematic diagram illustrating the computer sub-models used in 

simulating hot rolling. 
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properties, the deformation resistance, which should not exceed a critical 
value corresponding to the limit of the mill, is also affected by this 
temperature. 

The aim of this chapter is to use the mathematical and physical concepts 
outlined in the previous chapters to develop a computer model for the 
prediction offlow stress and microstructural evolution during hot rolling. The 
equations expressing the effect of softening between stands via static 
recrystallization proposed above are an important part of this model. 
Particular interest was paid to prediction of the temperature distribution 
through the thickness of the rolled plate or strip. The effects taken into 
account are radiation and convection from the surface when the material is 

between stands, and conduction to the rolls and the temperature increase due 
to mechanical work when the material is in the roll gap. As described in 
Chapter 5, an explicit finite difference method was used to calculate the 
temperature distribution through the thickness of the workpiece during 
processing. Sorne comparisons are made between the calculated and measured 
values of temperature and flow stress. 

8.2. TEMPERATURE CHANGES DURING HOT ROLLING 

8.2.1. Prediction of the Temperature Distribution 

The hot strip mill at Stelco's Lake Erie works (LEW) is represented 

schematically in Fig. 8.2. The transfer bar leaving the reversing roughing mill 
enters the coilbox, a device which conserves energy and homogenizes the 
temperature by reducing the head-to-tail-end temperature difference. A crop 
shear is located downstream from the coilbox, followed by a descaler, which 
consists of four headers installed before the first stand of the mill. The bar is 
then reduced in thickness in five consecutive stands, crosses four banks of 
laminar sprays and finally arrives at the downcoiler. Details regarding this 
mill are provided in reference [61]. The time for each step in the process was 
calculated from the data supplied by Stelco regarding the dimensions of the 
mill and the rolling speeds. 
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An example of the evolution of the through-thickness temperature 

distribution during processing, from the coilbox to the exit from the fifth stand, 

is given in Fig. 8.3. In this figure, the increase in center tempe rature due to 
plastic defonnation is clearly evident, as is the chilling orthe surface elements 

by contact with the roIls, as weIl as the reheating of the surface layers by 

conduction. It is of interest that for the specifie schedule shown in Fig. 8.3, 

most of the heat loss between stands is due to radiation. The differences 

between the mean tempe rature values predicted by the present model and the 

ones calculated by the on-line process control model in use at Stelco LEW are 

due to several factors. The first involves the absence of information regarding 

the precise time taken for the transfer bar to pass through the descaler. The 

second is that the Stelco model uses several simplifications, particularly 

during deformation in the roll gap, where the contact is assumed to be perfecto 

Similar differences between the computed and measured surface temperatures 

were found recently by Devadas and Samarasekera [61] using a one­

dimensional implicit finite difference method with 200 nodes through the half­

thickness. A typical example of their computation for the Stelco hot strip miU 

is illustrated in Fig. 8.4, which is similar to Fig. 8.3 calculated by the present 

method. 

An example of the evolution of the tempe rature distribution during plate 

rolling is illustrated in Fig. 8.5. The heat losses due to radiation are more 

important here because of the relatively low speed of the plate in comparison 

with that of the strip during hot rolling. The agreement between the predicted 

tempe ratures and those of the on-line process control model in use at Stelco 

LEW is again satisfactory. 

For validation purposes, another comparison was made between the 

measured and computed center temperatures. This was perfomled by rolling 

the Cu-Nb-B steel in the CANMET pilot miU according to the nominal 

schedules shown in Table 4.3. Examples of the temperature predictions are 

shown in Figs. 8.6a, band c for the three schedules. As can be noted from these 

figures, the temperature at the center is weIl simulated and the model is even 

sensitive to the difTerence in the rolling conditions during the last pass 

(compare Figs. 8.6a and b). 
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While the temperatures are very weIl reproduced below lOOO°C 
(corresponding to finishing), there is SOlne disagreement at higher 
tempe ratures (roughing). The predicted values are higher than the measured 
ones. The reason for this is that, in the beginning of rolling, the width of the 
workpiece is as large as its thickness and the simplification concerning the 
neglect of heat conduction along the width is not justified in this case. A two­
dimension al heat flow model would give better results for this stage of rolling. 
However, this matter is not critical because i) the disagreement at high 
temperatures is not of practical importance, and, ii) it can be compensated by 
modifying the heat transfer coefficient during contact of the bar with the rolls 
to keep the bulk temperature decreasing. This sort of calibration has no 
fundamental basis but provides a useful way in practice to replace a 2-D heat 
flow model by an equivalent but faster I-D model suitable for the on-line 
prediction oftemperature during roughing. 

8.2.2. Heat Transfer Coefficients during Cooling Between the 
Stands 

In the Stelco hot strip mill, the descale box consists of four headers 
installed before entry ta the first stand of the finishing mill. Devadas and 
Samarasekera [61] measured the water flux and area of contact of the descale 
sprays to determine the heat transfer coefficient. Using an empirical relation 
for this coefficient, they detennined it ta be about 21 kWm-2K-l. This value 
corresponds ta the peak of the curve in Fig. 3.1 given by Hollander and is used 
in this study. 

For convection in air, a static value of 10 Wm-2K-l was used. However, 

during strip rolling, the speeds are relatively high. Values of up ta 105 W m-2 

K-l were reported by Devadas [192]. In the present study, an attempt was 
made to calculate the dynamtc heat transfer coefficient for convection to see 
the effect on the temperature distribution during air cooling, but insufficient 
data are available in the literature for comparison. 
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8.2.3. Temperature Drop during Contact with the Rolls 

8.2.3.1. Heat Transfer Coefficient at the Interface 

When the slab leaves the reheat furnace, a surface oxide layer is formed. 
The thickness of this layer depends on the stage of hot rolling and ean vary 
from a few millimeters when the slab leaves the furnace, ta a few microns 
during finishing [53]. Due ta its low thermal conductivity, there is a large 

temperature gradient aeross the oxide layer and heat losses are eonsiderably 
redueed when it is present. During deformation in the roll gap, heat transfer 
between the steel and roll is also affected by this layer. Assuming both the roll 
and the slab ta be semi-infinite areas separated by a seale layer and having 
spatially uniform tempe ratures before contact, Pawelski [193] calculated the 
temperature gradient through the scale and derived the following expression 

for the heat transfer coefficient: 

1 z2 1 2 
b [- e erf{z) - - + -] 

B Z z n 
HCTC = 2Vt (8.1) 

c 

where and bB = VkpC (8.2) 

Here HCTC is in Wm-2K-l, bB is a parameter deseribing the heat penetration, z a 

dimensionless parameter, kscale the thermal conductivity of the scale, and s the 
seale thickness. 

Szalla et al. [194] also considered the thiekness of the sc ale layer and 

used the following expression: 

2k ka - U2 k a - U2 
scale [ Roll Roll ) 

HCTC :::: .1 
V nt k - U2 k - V2 

c a + RollQ Roll 

(8.3) 
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Using a layer thickness of 10 lJm, which is typical of finish rolling [53, 56, 65], 
and 2.51 Wm-2K-l for kscale [53], some values of HCTC were calculated as a 
function of contact time using the above equations. Table 8.1 compares these 
values with those reported by Murata et al. [65]. The values obtained from the 
two sets of equations vary by several orders of magnitude. This indicates that 
a general and valid expression for the heat transfer coefficient in the roll gap is 
difficult to derive. While Murata and coworkers give a value of10.5 kWm-2K-l 
for contact times from 1 to 3 seconds, Eq. 8.1 predicts zero thermal contact 
resistance. Furthermore, Eq. 8.3 gives values that decrease when the contact 
times increase and this seems to be unrealistic from a physical point of view, 
because the thermal resistance is expected to decrease as the rolling pressure 
is increased [195]. 

Harding [57] defined the rate ofheat transfer per unit area between the 
transfer bar and the roll to be proportional to the difference in the respective 
surface temperatures. He found that a value of1000 kWm-2K-l for the constant 
of proportionality coincides c10sely with the assumption of zero contact 
resistance. In addition, the heat loss per unit area approached the theoretical 
dependence on the square root of the contact time when the constant of 
proportionali ty was increased to this level. 

Table 8.1. CompariSfJD of calculated values for HCTC (kWm-2K-l). 

Contact time, Eq.8.1 Eq. 8. 3 Mura ta et al. [es} (s) 

.0045 2.49104 279.5 -

.0060 1.53105 242.9 -

.0094 1.36107 193.4 -

.0145 1.351010 155.7 -

.0226 9.78 1014 124.7 -
1 CI) 18.8 10.5 

3 CI) 10.8 10.5 
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8.2.3.2. Comparison of the Heat Balance Method with 
Hollander's Approach 

239 

During this study, the finite difference method was employed to predict the 

temperature distribution when the slab undergoes deformation in the roll gap. 

For this purpose, an appropriate value of the heat transfer coefficient must be 

used. As shown in the previous section, this is difficult to determine with 

accuracy. In addition to the difficulty of measuring the heat transfer 

coefficient in the roll gap, the values reported in the literature de pend strongly 

on the conditions of measurement. For this reason, a second calculation was 

carried out. using Hollander's approach, in which perfect contact between the 

workpiece and roll (Eq. 5.36) is assumed. 

To estimate the sample thickness affected by contact with the roll (do in Eq. 

5.37), the finite difference calculation described above was repeated by 

refining the mesh. For this purpose, only the surface layer of thickness !lx, Le. 

1/6th of the halfthickness, was employed for the computation (Fig. 8.7). It was 

found that the thickness of the affected layer was reduced in half, regardless of 

the initial values of the temperatures. This is similar to the finding ofDevadas 

and Samarasekera l6l], who reported that only lIl0th of the thickness of the 

rolled strip is significantly influenced by roll chilling. Also, the depth 

penetrated by the tempe rature gradient is inde pendent of the initial surface 

temperature (Fig. 8.7). 

Now that do is known, Eq. 5.37 can be used to estimate the tempe rature 

drop at the surface during contact with the roll. To obtain correct values of !lT, 

instead of using the value of the total heat loss given by Eq. 5.37, Hollander 

found that, after comparing his calculations and plant measurements, the 

actual value of Q Vias only 60% of the one calcula ted from Eq. 5.37. This means 

that, even though his approach was based on the assumption ofperfectcontact, 

he did not exc1ude the fact that a thermal resistance exists between the roll 

and workpiece. 
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The surface temperatures of the rolled steel at the exit of each stand 

calculated by the two methods described above are compared in Table 8.2t. A 

value between 35 and 40 kWm-2K-l for the heat transfer coefficient leads to 
temperature drops at the surface which compare very weIl with the ones 

determined from Eq. 5.37. However, sorne disagreement is observed when the 

contact times get very short. This is due to the fact that the perfect contact 

method inc1udes the contact time in the calculation of the ternperature drop at 

the surface, while the heat balance method uses a constant value of HCTC' 

When the slight change in this coefficient from one stand to another (Le. with 

contact time) is taken into account, better agreement is found. This finding is 

in agreement with that of Stevens et al. [64] as well as with the recent results 

of Devadas and Samarasekera [195] who have found that, during pilot mill 

rolling, the heat transfer coefficient varied with the contact time. The back 

calculated heat transfer coefficients from mill measurements by the latter 

authors are shown in Fig. 8.8 as a function of contact time and rerolling. On 

the figure, T~4, T~5 and T-ll represent trial numbers. 

Table 8.2. Comparison of calculated surface temperatures. 

Pass Contact Time Temp.(OC) Temp.(OC) Temp.(OC) 
(s) (Hete const.) (Hetc varying) (Perf. contact) 

1 0.023 959 959 961 

2 0.015 923 920 922 

3 0.009 875 869 872 

4 0.006 821 811 815 

5 0.005 769 698 703 

t Because the time increment during the finite difference calculation varies from one stand 

(and interstand) to another, the surface temperatures at the exits shown in Table 8.2 are not 

taken after exactly the sa me times. However, after each stand, the time at which the surface 

tempe rature was taken was kept the same for both the heat balance and perfect contact 

methods. 



( 

( 

Chapter EIGHT 

-~ 
':ë 
~ 

6D 

~ ~ 

U 
40 lE 

"" 8 lU 

m 20 

'" 
~ 10 

~ 0 

w 

0 

Focus o'the Study 

O.UI 0.02 

nME(s) 

WiIhuue I..ubricaIMM 

• T • 4. so.ltcd 

• T • S. lStJ.ltcd 

0.03 0.04 

~ _~~--~---r--~--~--__ __ 
olI-
lê 
sa.a 110 
o 160 
U 140 

m 120 

"'''Red, s,....,. 
• T.II.a...I2.7_ 
• T,'.a...25."" 

r= 
~ ~----~--~--~----~--~--~--~ o 0.01 o.oz om 

nME(.) 

a) 

b) 

Figure 8.8 Effect of contact time on the roll gap heat transfer coefficient (1951. 

a) aCter 35 and 50% reductions 

b) aCter rerolling. 

242 



o 

o .... .,.. 

Chapter EIGHT Focus of the Study 243 

8.2.4. Stability Validation 

To check the validity of the present model in terms of accuracy and stability 
of the solution, a computer software package developed at McGill University 
and referred to as F ASTP (Facili ty for the Analysis of Systems in Transport 

Phenomena) was used. This menu driven package is designed to analyze a 

variety ofproblems related to heat and mass transfer [196]. FASTP is based on 
an explicit finite difference algorithm and is able to generate results for one, 

two or three dimensions. 

In order to use FASTP, the material properties must first be specified. 

For each stage of rolling, Le. water cooling, cooling between the stands and 

contact of the slab with the rolls, the înitial tempe rature distributions and the 
boundary conditions are given as inputs. Employing the time increments 

imposed by the stability criterion, the predictions of the present model turned 

out to be very close to those computed by FASTP, with differences of only about 

0.5 oC in temperature. 

8.3. FLOW STRESS AND MICROSTRUCTURAL EVOLUTION 

CALCULATIONS 

8.3.1. Flow Chart 

Fig. 8.9 shows an ex ample of the application of the present constitutive 

equations for the flow stress and the recrystallization kinetics to the hot 
rolling ofsteel plate and strip. After prediction of the temperature distribution 

for each element of the thickness, the entire flow curve is calculated fol' the 

respective conditions of strain rate, mean tempe rature and initial structure, 

using the stresslstrain relation described in Chapter 6. When softening is 

complete between stands, the mean flow stress is readily calculated by 

integration of the stresslstrain curve. The recrystallized grain size under such 

conditions is determined from the pass strain. If the steel does not contain 
alloying elements that restrict grain growth after complete recrystallization, 

such as C-Mn steelst the grain size is calculated using grain growth kinetics 

[195]. When partial recrystallization occurs between stands, the problem 

becomes more complex. In such a case, the effective strain is employed 
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Figure 8.9 Simplified flow ch art for rolling load and Mean austenite grain 

size prediction during hot rolling. 
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instead of the pass strain by adding the latter to the residual strain, âe, 
calculated by means of Eq. 7.12. The recrystallized fraction X under 
continuous cooling conditions is then determined using the following modified 
Avrami equation: 

x= l-exP [ -o.693(...!.. tA] 
WO•6 

(8.4) 

where W is the temperature compensated time corresponding to cooling during 
the time interval !lt,: 

and 
f

ât. [-Q] w= ' exp __ r dt 
o RT(t) 

r 
[ 

-Q ] 
W -t ex --

0.5- 0.5 P RT(O) 

(8.5a) 

(8.5b) 

Here tO.5 is the time for 50% recrystallization defined in section 7.3.4.1 and is 

evaluated using the effective strain cerf 

During the hot rolling of steel, and in particular during the finishing of Nb 
steels, complete recryst.allization is not possible between passes and the 
temperature decreases continuously while the strain rate increases rapidly. 
The flow stresses cannot instantaneously reach the stress levels given by the 
continuous curves (by the Bergstrôm model, for instance) under the new 
conditions oftemperature and strain rate. The short transient associated with 
such temperature and strain rate changes is due to the evolution of structure 
which tries but does not succeed to reach the state appropriate to the new 
conditions and is called Uhysteresis" [161]. 

The change in temperature and strain rate from stand to stand is taken 
into account by correcting for the hysteresis using the simplest method via the 
following coefficient [132, 161]: 

. , . . 
o (T , Ê )-o(T, e) 

J= . .. . , 
o (T 1 é)-o (T, e) 

o 

(8.6) 
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where a(T, é) is the flow stress at the old tempe rature T and strain rate é just 
before the change, and a(T~ ê? is the flow stress at the same strain as arT, é) 

but evaluated at the new temperature T'and strain rate e'. (Jo fT ',é' is the new 
flow stress at zero strain. The flow stress of the unrecrystallized material after 
the change in temperature and strain rate, a,M(e" èi , T,), at pass i is evaluated 
asfollows: 

OM(C ,e., T) = Jo (e,i, T )+(1-J)o (e +cT,è, T) , , " , , " , , " (8.7) 

where eT is the total deformation prior to pass i. If partial recrystallization 
occurs, the mixture law is applied to the recrystallized and unrecrystallized 
materials and the stress/strain curve is reconstituted using the recrystallized 

fraction X'_l: 

o (e, è, T ) = X loR(e., è , T)+ (l-X l}IJM(e, è, T ) (8.8) 
, , '1 1- 1 1 1 1 1- 1 l , 1 

By integration of tlte stress/strain curve, the Mean flow stress is calculated; 
this is finally coupled with the Sims [68) or other rolling theory to predict the 
rolling load. 

For the specifie case where incomplete cycles of recrystallization occur, 
the Mean austenite grain size is calculated using the phel1omenological 
approach discussed in section 7.4; Le., the empirical equation for evaluating 
the recrystalli/~ed grain size is assumed to remain valid for the mixed structure 
provided the effective strain is employed instead of the pass strain. 

Finally, for each pass and particularly during finishing, the peak strain 
for dynamic recrystallization is calculated and compared to the effective 

strain. If the latter is higher than t p ' the effect of softening due to dynamic 
recrystallization on the flow stress is taken into account using the simple 
approach described in section 6.6. 
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8.3.2. Flow Stress Prediction during Hot Rolling 

The procedure described above was used to predict the flow stresses during 
the experimental hot rolling of the Cu-Nb-B steel according ta tht! nominal 

schedules given in Table 4.3. An example of the calculated stress/strain curves 

is displayed in Fig. 8.10. Because of the continuolls decrease in temperature 
during rolling, it is difficult to determine from the above figure whether 

complete or only partial recrystallization occurs, particularly during roughing 

and the beginning of finishing. Details regarding the recrystallized fractions 

and residual strains are given in Table 8.3 for the U:ree schedules. 'rhe 

residual strain ~e is low at the beginning of rolling but increases with pass 

number to attain a value around 1 at the end of the schedule. AIso, when the 
temperature is below 940°C, even though sorne partial recrystallization is 

predicted, the recrystallized fraction does not exceed 21%. While low 

recrystallized fractions are obtained after the third pass in the steels reheated 

ta 1100°C (Tables 8.3a and b), partial recrystallization with X e~ual to 33% 

takes place after the third pass when the steel is reheated to 1250°C (Table 

8.3c) because of the higher pass temperature. This leads to a more mixed 

structure, which may explain the lower impact properties obtained using this 

schedule (see section 8.5.3). 

As was pointed out above, the residual strains are relatively high when 

little softening occurs between passes. Softening by dynamic recrystalli2:ation 

du ring deformation is unlikely to occur in tr.e present Nb steels, even with 

cumulative strains above 1.0 (el + ~el in Table 8.3), because the alloying 
element.s delay dynamic recrystallization. However, in C-Mn steels, dynamic 

recrystallization is an alternative softening mechanism at low strip finishing 

temperatures. To ascertain whether such a softening mechanism may play a 

role during plate rolling, the schedule shown in Table 8.3b was applied ta the 

base steel and the peak strain for dynamic recrystallization was calculated 

using Eq. 6.44 at each pass. Table 8.4 gives the effective (accumulated) strain 

eeff' the peak strain ep and the recrystallized fraction X for the temperatures, 

strain rates and interpass times used during the pilot miU roiiing. Also 

included in this table are eeff' ep and X using a strain rate of 50s·1 and average 

interpa.,s times of 15 s between passes to simulate industrial conditions. It is 

apparent from this table that for both condi tions of strain rate, the retai ned 
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Table 8.38 Evolution of the residual strain, recrystallized fraction 
and Mean flow stress during hot rolling of the Cu-Nb-B steel 

(RT= 1100°C, FRT=750°C) 

Pass T t 
E\ âel J X cr 

# (OC) (S·l ) (MPa) 

1 1086 3.28 0.19 - - - 99.7 

2 990 3.90 0.23 0.00 0.00 1.00 133.5 

3 940 3.75 0.17 0.02 0.13 0.77 154.0 

4 910 4.40 0.21 0.18 0.10 0.08 218.6 

5 887 5.30 0.25 0.26 0.08 0.21 236.S 

6 865 6.08 0.27 0.37 0.07 0.17 251.6 

7 836 6.38 0.23 0.61 0.09 0.07 283.2 

8 810 6.57 0.20 0.84 0.06 0.04 308.6 

9 762 8.44 0.28 1.03 0.15 0.02 340.0 

Table S.3b Evolution of the residual strain, recrystallized fraction 

and Mean flow stress during hot rolling of the Cu-Nb-B steel 
(RT= 1100°C, FRT=830°C) 

Pass l' t 
el âe, J X cr 

# (OC) (S·l ) (MPa) 

1 1086 3.13 0.17 - - - 98.5 

2 1000 3.90 0.23 0.00 0.00 1.00 132.9 

3 940 3.78 0.18 0.02 0.18 0.80 156.8 

4 905 4.35 0.20 0.19 0.09 0.03 241.5 

5 885 5.30 0.25 0.38 0.06 0.08 254.2 

6 860 6.08 0.27 0.48 0.04 0.18 254.3 

7 848 6.31 0.23 0.72 0.02 0.09 267.1 

8 830 6.65 0.21 0.82 0.06 0.12 274.4 

9 811 8.51 0.29 1.01 0.09 0.05 310.2 
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Table 8.3c Evolution of the residual strain, recrystallized fraction 

and mean flow stress during hot rolling of the Cu-Nb-B steel 

( RT= 1250°C, FRT = 830°C) 

Pass 'Ï' t âc, J X cr 
# (OC) (S·l ) c, (MPa) 

1 1200 2.94 0.15 - - - 64.9 

2 1100 3.07 0.14 0.00 0.00 1.00 86.3 

3 1015 3.23 0.14 0.00 0.00 1.00 106.2 

4 953 3.65 0.16 0.05 0.20 0.33 173.8 

5 918 4.46 0.21 0.20 0.08 0.06 222.6 

6 890 5.35 0.25 0.28 0.07 0.18 239.7 

7 875 6.18 0.27 0.39 0.06 0.13 249.6 

8 855 6.36 0.22 0.51 0.04 0.11 263.5 

9 835 6.89 0.22 0.71 0.06 0.09 275.5 

10 820 8.34 0.26 0.92 0.05 0.05 229.1 

strains (c, + !J.e, in Table 8.3) are weIl below the predicted peak strains for 

dynamic recrystallization. AIso, partial static recrystallization only occurs 

during the last few passes, leading to a slight accumulation of strain. This 

explains the mixed structures usually obtained after rolling C-Mn steels and 

the absence ofpancaking during finishing. 

While dynamic recrystallization does not occur during the plate (Le. 

reversing) rolling of C-Mn steels, it can indeed be initiated in hot strip mills, 

particularly in Nb steels, and other grades containing alloying elements that 

retard static recrystallization. This is because, during strip rolling, the pass 

strains are higher than those shown in Table 8.4. Moreover, the times between 

passes are so short that static recrystallization is unable to take place; under 

these conditions, strains are accumulated. As a result, the retained strains can 

become high enaugh to exceed the peak strain for dynamic recrystallization. 
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Table 8.4 Comparison of the effective (accumulated) strain 
and peak strain for dynamic recrystallization during hot 

rolling of the base steeL 

Pass 
ë (from Table 8.3b) é=50s·1 

# et 
de, ep X de, ep X 

1 0.17 - 0.27 - - 0.39 -
2 0.23 0.00 0.35 1.00 0.00 0.49 1.00 

3 0.18 0.00 0.42 1.00 0.00 0.59 1.00 

4 0.20 0.00 0.49 0.97 0.00 0.67 1.00 

5 0.25 0.00 0.54 0.93 0.00 0.71 1.00 

6 0.27 0.00 0.60 0.99 0.00 0.78 1.00 

7 0.23 0.02 0.63 0.87 0.00 0.82 1.00 

8 0.21 0.05 0.68 0.69 0.00 0.88 0.97 

9 0.29 0.09 0.76 0.65 0.03 0.95 0.72 
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Figs. 8.11 and 8.12 compare the mean flow stresses calculated with the aid 

of the present model (full symbols) with the ones converted from the measured 

rolling loads using either the Si ms [68] or the Ford and Alexander [197]t 

theory. It can be seen that the predictions of the model are in good agreement 

with the measurements. The slight differences between predicted and 

measured values are probably due to changes in the friction coefficient during 

rolling which are not taken into account in the present mode!. (Extensive 

work is needed to characterize this coefficient.) Comparison between the 

computed and measured mean stresses using the Sims and Ford and 

Alexander models is difficult because of the impel'fections of these theories, 

which assume a uniform strain distribution in the roll gap. A finite element 

model, which can compute the strain and strain rate distributions during 

deformation in the roll gap, willlead to more accurate results and constitute a 

further in teresting area of study. 

t The CANMET program used to convert the measured rolling loads to mean flow stresses 

during off-line data processing is based on the Ford and Alexander approach 
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The calculated mean flow stresses using the pass strains instead of the 
effective strains are also included in Figs. 8.11a and b; Le., the fraction 

recrystallized X was assumed equal to 1 after each pass for these simulation. 
The results demonstrate that the neglect of incomplete recrystallization 

between passes leads to the net underestimation of the loads, which can cause 
serious problems during rolling. 

8.3.3. Evolution of the Mean Austenite Grain Size 

Due to time limitations, the evolution of the austenite grain size during hot 
rolling was not studied systematically during the present work. This requires 

several trials followed by quenches after specified passes. N evertheless, sorne 
mean austenite grain sizes were determined during the experimental rolling 

program. These were, unfortunately, difficult to assess because of pancaking 
during finishing. For this reason, the microstructure evolution that is 
described below is largely based on published models. 

Fig. 8.13 shows the expected evolution of the mean austenite grain size dy 

after each pass during controlled rolling of the Cu-Nb-B steel. The empirical 
equation for the grain size as a function of initial structure, strain and 

temperature suggested by Roberts [182] was employed here (see Table 7.3), in 
conjunction with the phenomenological approach described in section 7.4. For 

the three schedules used, the mathematical model predicts grain coarsening 
after the first pass and grain refinement only after the fifth pass. 8uch grain 

coarsening is more pronounced when the 1250°C reheating temperature is 

used. Similar behavior was observed by Roberts in Ti-V steels where the 
starting grain sizes were similar to those in this work. According to the 

present model, grain coarsening took place after the first pass because the 
applied reductions were insufficient to engender grain refinement, even 

though the material was fully recrystallized. It is only when the effective 
strains are sufficiently high, i.e. after the fifth pass, that grain refinement 

occurs. 
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Figure 8.11 Comparison of calculated and measured mean stresses for 

rolling orthe experimental Cu-Nb-B steel. 
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Figure 8.12 Comparison of calculated and measured mean stresses for 

rolling of the experimental Cu-Nb-B steel. 



o 
Chapter EIGHT 

50 

Focus of the Study 

• RT=1100°C, FRT=750°C 

• RT=1100°C, FRT=830°C 
• RT=1250°C, FRT=830°C 

~, 
l " , . , , , ' , ' 

1 \ 
1 \ , \ 
: ~ , , 

1 
1 

25 1 

---

o 1 2 3 4 5 6 7 8 9 10 

Pass# 
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For comparison purposes, the approach used ta predict the mean austenite 

grain size was also applied ta steels with large initial grain sizes such as C-Mn 

steels. The same rolling schedule with 10 passes was employed, with complete 

softening between passes ta simulate the structural changes in C-Mn steels, 

where the recrystallization kinetics are relatively fast. Fig. 8.14 shows the 

grain size evolution using the equations for grain size prediction proposed by 

Roberts and by Sellars. It is of interest here that most of grain refinement 

occurs after the first two passes. The effect of subsequent passes on the grain 

size is much less important, the further refinement being small. This type of 

behavior was also observed by Sellars [17, 198, 199], who comparl.J computed 

and measured grain sizes during the experimental plate rolling of aC-Mn 

steel. According to Sellars [200], knowledge of the behavior after two passps, 

in terms of the structural changes, is generally sufficient for the prediction of 

what happens after a large number of passes. The errors generated after the 

third pass are canceled in a such a way that the final structure is predicted 

with a certain degree of confidence. 

8.4. EXTENSION OF THE TEMPERATURE, FLOW STRESS AND 

MICROSTRUCTURE EVOLUTION MODELS TO INDUSTRIAL 

PROCESSING 

The tempe rature as weIl as the flow stress and microstructure evolution 

models can now be extrapolated to industrial situations, such as the hot rolling 

of strip and plate, with a certain degree of confidence. Although most of the 

validations were made using the pilot mill data for specifie steels, care was 

exercised to reproduce the industrial thermomechanical variables, in 

particular the strain rate, and to derive appropriate constitutive equations. 

An extension of this model to other steel chemistries will constitute a step 

towards on-Hne automatic gauge control during hot rolling and the rational 

design and optimization of rolling schedules for the production of specifie 

microstructures. 

Finally, it should be emphasized that the principles used during the present 

work apply not only to steels, but could be extended to other metals, su ch as 

copper and aluminum, or even to other materials, provided appropriate 
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laboratory simulations and plant trials are performed and used in conjunction 
with the mathematical mode!. 

8.5. ROLLING TRIALS OF THE Cu-Nb-B STEEL 

8.5.1. Introduction 

The strength levels of commercial HSLA steels are generally between 485 
and 550 MPa, with transition temperatures in the range 20 to O°C, which make 
them unsuitable for low temperature applications. However, with judicious 
modification of the composition and appropriate thermomechanical control, 

the final microstructures and, in turn, the mechanical properties of these 
steels can be improved considerably. 

8.5.2. Microstructures 

The microstructures developed after rolling the present Cu-Nb-B steel are 

shown in Figs. 8.15 to 8.18 as a function ofboth the reheat and finish roUing 

temperatures. They aIl consist of acicular ferrite containing a lath structure. 
Some investigators calI this bainite. However, this interpretation is often 
obscured by confusions in the nomenclature [201]. Other authors [79] caU it 

low carbon bainite, which consists of fine high carbon martensite with a high 
dislocation density lying at the y-boundaries, and ((bai ni tic ferrite" (containing 

a lath structure). Previous electron microscopie studies on steels with similar 

compositions, reheated to 1250°C and finish rolled at B30°C [80] have shown 
that this structure consists ofhighly dislocated laths (Fig. 8.16) with elongated 

MA (martensite/austenite) observed between these laths. 

From Fig. 8.15, a drastic difference can be observed between the steels 
reheated at 1250 and 1100°C. The steel reheated at the lower temperature 
exhibits a flner and more uniform structure than the one reheated at 1250°C. 

For the latter, the nonuniform structure is probably due to the marked grain 

coarsening after the first stand predicted by the microstructure model (Fig. 
----8.13). The effect of finish rolling tempe rature is shown in Fig. 8.17, where the 

microstructures of the samples reheated to 1100°C are compared. Decreasing 
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Figure 8.15 Optical microstructures obtained after rolling and quenching the 

Cu-Nb-B steel. 
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Figure 8.16 Transmission electron micrograph showing the high 

dislocation density lath structure (56,OOOX) [801. 



o 
Chapter EIGHT Focus orthe Study 261 

RT=llOO°C 
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Figure 8.17 Optical micrographs orthe microstructures produced using two 

different finish rolling temperatures in the Cu-Nb-B steel. 
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Figure 8.18 Optical photograph showing the prior austenite grain boundaries 

after pancaking (RT = 1250°C, FRT = 830°C). Magnification 500X. 
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the FR'r from 830 to 750°C increases slightly the volume fraction of fine 

grained ferrite present. 

Finally, even after transformation, the prior austenite boundaries are 

preserved. These are apparent from Fig. 8.18, where the micrograph is taken 

along the normal ta the plate surface. Each pancaked austenite grain contains 

packets of laths of different orientations, suggesting that nucleation during 

the Y"ll transformation also occurred on deformation bands in the interiors of 

the unrecrystallized y-grains. 

8.5.3. Mechanical Properties 

The mechanical properties of the Cu-Nb-B steel rolled according to the 

three schedules used in the present study are listed in Table 8.5. Yield 

strengths between 560 and 718 MPa were obtained, with minimum total 

elongations of 21 %. This excellent combination is mainly due to i) the 

relatively fine microstructure developed here, and ii) the synergistic effect of 

combined additions of copper, niobium and boron in delaying the y .. a 

transformation, which results in a highly dislocated microstructure [80, 202], 

and therefore in high strength. According to Tamehiro et al. [79], the addition 

of niobium or titanium to a boron steel prevents the formation of iron boro­

carbide (Fe23(C,B)6) precipitates, which normally act as nucleation sites for 

polygonal ferrite. The titanium addition protects the boron, which delays the 

y+a transformation. This retardation is made possible by the segregation of 

solute boron atoms at lattice defects such as the deformation bands resulting 

from rolling, as weIl as at the unrecrystallized austenite grain boundaries. 

Since solute niobium and titanium have stronger effects than boron in 

lowering the carbon diffusion rate, the precipitation of Fe23(C,B)6 is 

suppressed. Furthermore, in low carbon steels, the strain-induced 

precipitation of NbC or TiC limits the amount of carbon available for thE 

precipitation ofthe iron boro-carbides. 

A difference in strength of about 133 MPa is obtained between schedule Cl 

and D2, probably because of the greater amount of niobium in solution at 

1250°C. The dissolved niobium leads to a higher driving force for the 
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Table 8.5 Mcchanical properties orthe Cu-Nb-H steeit. 

RT FRT YS UTS TT 
Schedule %El %RA 

(OC) (OC) (MPa) (MPa) (OC) 

Cl 1230 830 718 864 21 64 -85 

Dl 1100 750 560 726 27 71 <-100 

D2 1100 830 585 745 26 68 -95 

t Tensile and Charpy specimens werp taken in the longitudinal direction. 

precipitation of NbC in the transformed austel1ite, Ieading to more 
precipitation hardening. 

On the other hand, when the FRT is increased from 750 ta 830°C, the 

strength is only increased by about 25 MPa. This slight increase can be 
explained in terms of the slight increase in the volume fraction of acicular 
ferrite (versus fine-grained ferrite), which has a higher stl'ength than equiaxed 

ferri~. Such behavior has aiso been observed by Nakasugi et al. [40] in 

bainitic steels containing 0.02% carbon and 10 ppm ofboron. 

The impact transition curves for full size V-notch Charpy specimens are 
shown in Fig. 8.19 and the transition temperatures are given in Table 8.5 as 

weIl. It is ofinterest that a transition temperature below -100°C is obtained for 
the steel reheated to 1l00°C and finished at 750°C, without a large sacrifice of 
strength. Nakasugi et al. [40] found that, although the finish rolling 

temperature had no strong effect on strength, an optimum finishing 

temperature exists. This optimum was around 700°C, slightly above the 
bainite formation temperature, a result which was aiso reported by Chabout et 
al. [87], 

When the steel is reheated ta 1250°C, the impact properties (in terms of 

upper shelf energy and transition temperature) deteriorate. This is simply 

explained by the relatively coarse and mixed microstructure produced by 

rolling just below this temperature, as well as ta additionai Nb(C,N) 
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Figure 8.19 Charpy transition curves for the Cu-Nb-B steel. 
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preciplltation in the transformed structure. The good impact properties 

obtained when the steel is reheated to 1100°C are due to i) the fine packet size 

of the transformed microstructure, and il) the high crack propagation 

resistance associated with this microstructure, as measured by the energy 
absorbed after the maximum load (see Fig. 8.20). Pickering [37, 203] found 

that, although cleavage cracks form easily between the low angle boundary 

laths in bainitic steels, there is considerable resistance to crack propagation. 

These cracks are deflected by the high angle boundaries (packets), leading to a 

mixed mode of fracture. This explains the graduaI decrease in the impact 

energy when the test temperature is decreased. 

To summarize, the interesting mechanical properties achieved here are 

due to the type and fineness of the structures obtained. Reheating at a low 

temperature (around 1100°C) before controlled rolling avoids long delay times 

for cooling the slab, which can cause a decrease in productivity, and save 

energy and metal hy reducing the scale losses. By selecting this economical 

thermomechanical treatment and judicious alloying, very high strength 

coupled with excellent toughness are obtained. These steels can be used in the 

construction of naval structures and offshore platforms, the manufacture of 

high pressure linepipe, as weIl as in energy transportation and other 

structural applications in low temperature arctic environments. It should he 

noted that the composition of such Cu-Nb-B steels can he modified as required 
for flexibility in terms ofprocessing and microalloying requirements, so that a 

wide spectrum of steel mills with different capabilities could supply this 

product at competitive cost. 

8.6. SUMMA RY 

This final chapter constitutes the bridge that links the fundamental 

concepts of physical metallurgy and mechanical engineering on the one hand, 

and the process ofhot rolling in its industrial context on the other hand. In the 

light of what has been described, the preliminary results appear to be 

promising. However, a considerable amount of investigative work is still 

needed in the area of the computer modelling of the deformation processing of 

steels. Such models will rapidly becorne more mature because of the fruitful 
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interaction between the concepts contributed by different engineering 
disciplines. 
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CONCLUSIONS AND RECOMMENDATIONS 

9.1. CONCLUSIONS 

In the present investigation, single and double hit compression tests were 

performed over a wide range of temperatures and strain rates pertinent to hot 
rolling. The high temperature-high strain rate flow bel:avior as weIl as the 

microstructural changes taking place in the austenite were determined 
experimentally and mode lIed. Using a heat balance applied to hot rolling, the 

tempe rature distributions were also calculated in order to predict the fbw 
stresses and microstructures more accurately. The main conclusions drawn 

from this work are the following: 

-A- Continuous Deformation 

1) The efTect of adiabatic heating during deformation at high strain rates 

was determined using an incremental procedure. For the present 
materials, the corrected flow stresses differ from the uncorrected ones by 

up ta l1 pet. at a strain of one. 

2) The flow behavior of steels at high temperatures and strain rates can 
be completely described using a rate equation and a one-internal­

variable evolution equation. In particular, the rate equation consists of a 

hyperbolic sine function which relates the strain rate, temperature and 

saturation stress. The apparent activation energies associated with this 
equation are close to that of self diffusion and range from 312 to 326 

kJ/rnole for the base, Nb and Nb-B steels. The high value of 382 kJ/mole 

determined for the Cu-Nb-B steel is probably due to the high level of 
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copper in solution. When a stress power law is employeti in the rate 

equation, the apparent activation energies are strongly stress dependent. 

This is due to the dependence of the steady state structure on the 

saturation stress. 

3) The Bergstrôm model accurately describes the experimental 

stresslstrain curves and is therefore suitable for modeling the flow 
behavior of steels undergoing dynamic recovery at high temperatures. 

This model has several advantages in that it permits saturation of the 

flow stress and the description of the e.~ Lire curve with only two 

coefficients, which can also be given physical interpretations. 

4) When dynamic recrystallization takes place, the simultaneous use of 

the Bergstrom model and the volume fraction that has recrystallized 

dynamically predicts the flow stress after the peak wi th accuracy. 

-B- Recrystallization Kinetics 

1) Different methods of defining the fraction al softening were compared. 

The one based on the mean stress leads to values intermediate between 

the softening rates determined from the offset and back extrapolation 

yield stresses. The fraction al softening defined by the me an flow stress 

method was corrected for adiabatic heating using a simple procedure. 

There is up to an 18 pet. dHl'erence between the isothermal and measured 

anisothermal restoratiol1 indices when the testing conditions are 

adiabatic. 

2) When simulating s'ta tic softening during the rolling of plain carbon 

and Nb-bearing HSLJ.\ steels, the test conditions must reproduce the 

industrial strain rate.s. At least one order of magnitude increase in 

softening rate occurs when the strain rate is increased by two orders of 

magnitude. The simple extrapolation of laboratory data determined at 

conventional sLrain rates to high speed miU conditions is therefore likely 

to be inaccurate. This is because the flow stress prior to holding, which 

constitutes the driving force for static recrystallization via the 
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dislocation density, does not vary linearly with strain rate at high rates 
uf deformation. 

3) When recrystallization is incomplete, particularly at low 
temperatures, the residual strain (retained work hardening) must be 

taken into account to predict the recry&tallized fraction. 

4) The addition of 2 wt% of copper to the Nb-B steel results in 

measurable retardation of the recrystallization kinetics. 1t extends the 
nO-)N~crystallization region during hot rolling, thereby enabling the final 

mechanical properties to be improved. 

-c- Temperature-Flow Stress-Microstructure Model 

1) A mathematical model based on the explicit finite difference method 

was developed for the on-line prediction of ternperature distributions 

during hot rolling. Preliminary validation of this model with the aid of 

both hot strip min and pilot mill data appears promising. During contact 

between the workpiece and the roUs, the presence of thermal resistance 

at the interface was assumed. Values of the heat transfer coefficient 

between 35 and 40 kWm-2K-l lead to temperature drops near the surface 

close to those calculated by the Hollander (no thermal resistance) 

approach. During multi-stage hot rolling, the heat transfer coefficient at 

the interface between the workpiece and roUs is not constant but changes 

with the contact time. 

2) On the basis of the heat flow model and the constitutive (Le. rate and 

evolution) and kinetics of recrystallization equations, a computer model 

was developed for the prediction of rolliflg force and microstructural 

evolution. Simulations based on the above model show that softening by 

dynamic reerystallization does not occur in plain carbon steels under 

plate rolling conditions. However, when recrystallization is incomplete, 

effective st.rains above 1 are easily reached. This suggests that in hot 

strip rolling, where the interpass times are short and where both static 

recrystallization and strain-induced precipitation can be suppressed, 



o 

---------- -----------------------------------

Chapter NINE Con.clusions and Recornmenda:ions 272 

dynamic recrystallization becomes an alternative softeniag mechanism 

in solute containing grades such as Nb steel. 

3) By appropriate control of th~ thermomechanical parameters, ultra 

high strength as-hot rolled steels with transition temperature below 

-100°C can be developed. The excellent impact properties obtained in the 

present Cu-Nb-R steel at the economical reheating temperature of 

1100°C can be attributed to the fine packet size of the bainitic 

microstructure and the high crack propagation resistance. This makes 

the above steel a good candidate for low temperature use. 

4) Reheating the Cu-Nb-B steel to 1250°C results in a deterioration of 

the impact properties in terms of the upper shelf energy and transition 

temperature. This is mainly due ta the mixed microstructure produced 

by rolling just below this high reheating temperature. The rp-latively 

light reductions employed led ta gro.in coarsening, which can be avoided 

by employing higher reductions at somewhat lower temperatures. 

9.2. RECOMMENDATIONS FOR FUTURE WORK 

1) Systematic laboratory experiments are needed ta model the austenite 

grain size during the multi-stage hot rolling of plate and strip. This could 

be done by torsion simulation, where the deformed samples are quenched 

after selected passes. 

2) Extensive studies are needed to characterize frictional effects in the 

roll gap and to determine the coefficient of friction at high temperatures 

as a function of the thermomechanical parameters. This information is 

required to improve the accuracy of rolling load calculations. 

3) A finite element model which computes the strain and strain rate 

distribution during deformation in the roll gap is necessary to predict the 

flow stress and microstructure in multi-stage rolling more accurately. 

Linking of the present computer model with such a finite element model 

would en able the flow stress and microstructure in each element to be 
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computed as a function of the local temperatures, strains and strain 
rates. This will constitute a more efficient tool for the design and 

optimization ofboth rolling mills and schedules. 

4) The effect of different steel chemistries should be entered into the 
romputer model developed here. This could be obtained from miU data 

and would facilitate on-li ne application. 

5) Computer models should be developed for predicting the kinetics of 

the y-Hl transformation under rolling conditions. When used in 

conjunction with the ones developed here, this would constitute a 

complete model, and lead to the more accurate prediction of the 

mechanical properties of the final produd. 
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ST ATEMENT OF ORIGINALITY AND CONTRIBUTION' TO 
KNOWLEDGE 

The present work includes the following original contributions: 

1) For the case where dynamic recovery is the sole mechanism of 

softening, the flow behavior of C-Mn and Nb-bearing HSLA steels was 

modelled in the high tempe rature and strain rate ranges 800 to 1200°C and 0.2 

to 50 S·l, respectively. The model is based on a rate equation, which consists of 

a hyperbolic sine function, and a one-internaI-variable evolution equation; the 

latter is similar to the Bergstrom model employed at low temperatures. A 

phenomenological interpretation of evolution in mechanistic terms has also 

been proposed. When dynamic recrystallization takes place in addition to 

dynamic recovery, the simultaneous use of the above evolution equation and 

the volume fraction that has recrystallized dynamically makes it possible to 

predict the flow stress after the peak. 

2) The effect of adiabatic heating was determined bath during continuous 

and interrupted deformation. In the former case, an incremental procedure 

was used at each strain interval and in the latter, a simple method was 

employed to correct the fractional softening which is based on the mean stress 

technique. In both cases, it was shown that errors of 10 to 20 pet. can readily 

occur ifthis type of correction is not carried out. 

3) Four methods of defining the fraction al softening during interrupted 

compression testing, Le. the offset, back extrapolation, unrecovered strain 
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fraction and mean stress methods, were compared for the first time using data 
determined at high tempe ratures and strain rates. It was shown that the 
fractional softening based on the me an stress is rapid and more accurate than 
the other methods. This is the definition of fractional softening that was used 
in the program designed for rolling load prediction, as it is not sensitive to the 
recovery effects occurring during hot rolling. 

4) The effect of preloading strain rate on recrystallization kinetics at high 
temperatures was investigated systematically on a C-Mn and on Nb-bearing 

steels for the first time. It was shown in particular that there is at least a one 
order of magnitude increase in softening rate when the strain rate is increased 
by two orders of m~gnitude. This me ans that simple extrapolations of the 
laboratory data determined at conventional strain rates to high speed mill 
conditions are likely to he inaccurate. 

5) A rapid heat flow model was developed based on the explicit finite difference 

method; it was designed for the on-line prediction of the temperature 
distribution during hot rolling. During contact of the workpiece with the rolls, 
two methods were employed to assess the temperature drop at the interface; 

the first is based on a heat balance and the second on Hollander's perfect 
contact approach. This comparison led to an estimate of the heat transfer 
coefficient during contact, and to the conclusion that this coefficient is time 

dependent. Moreover, a flow stress-microstructure model based on laboratory 
data was also developed and used in conjunction with the temperature model; 
this represents an important step towards the on-Hne prediction ofrolling load. 

6) The efTect of the presence of2 %wt copper in a Nh-bearing HSLA steel on the 
recrystallization kinetics was investigated under industrial conditions of 
strain rate and temperature. This addition was shown to extend the no­

recrystallization temperature range. The flow stress and microstructural 
behaviors of this steel were characterized both wi th the aid of laboratory 
simulations and in pilot min rolling. By controlling the thermomechanical 
pararneters appropriately, ultra high strength as-hot rolled steels were 

developed, with transition temperatures below -100°C. 
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APPENDIXA 

AppendixA 

Derivation of the Expression for 
the Activation Free Energy 

If to is assumed to be constant, and if we further assume that ÂG has the 
following fonn, as suggested by Kocks et al.[l38]: 

flG 0 
- =f{-) 
Il Il 

from the definitions of the activation entropy and volume, we have: 

CI 

V = _ aflG 1 = dt{ ~ ) 
in T d(~) 

Il 

The activation free energy is also given by: 

flG= flH - T!::.S 

(A.l) 

(A.2) 

(A.3) 

(A.4) 

Introducing Eqs. A.l, A.2 and A.3 into Eq. A.4 we have, after rearrangement: 

A rI V dln(}!) un+ 0---

flG= dln(T) 
dln(ll) 

1--­
dln(T) 

(A.5) 

The apparent activation enthalpy Q and volume Vapp can be expressed in terms of 
dH and Vby differentiating Eq. 6.15: 



( 

c 
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aln(e) 1 aln(eo) 1 
Q= -k - =k T-- +MI 

B a(1IT) 0 B aln(T) 0 
(A.6) 

v = 2kBT aln(e) 1 = 2kBT aln(eo) 1 + v 
app 0 aln(o) T 0 àln(o) T 

(A.7) 

Ifto is constant, Q is equal to!lH and Vapp is equal to V, according to the above 

two equations. In this case, IlG is given by: 

dln(ll) 
Q+v 0-­

app dln(T) 
/).0=----­

dln(l1) 
1--­

dln(T) 

(A.8) 

In the above equation, aU the terms can be evaluated experimentally or are 

known. 

If ta is assumed to be a function of o/p only, the following form suggested by Surek 

et al. [204] can be used: 

o m 
e =k (-) 0 
o c}l (A.9) 

where kt and ma are constants. In such a case, by expanding Q in terms of the 

independent parameters 0/\.1 and T, we again end-up with the ab ove relation for 

âG (Eq. A.S). Thus, the two alternative conditions concerning ta, Le, to constant 

or a function of 0/\.1 only, yield the same expression for âG. 
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APPENDIXB 

AppendixB 

Derivation of the Expression for the 

Dislocation Density During Deformation 

Since work hardening and dynamic recovery proceed simultaneously 
during deformation, the change in dislocation density, p, can he expressed 
using the following differential equation: 

àp àp 
dp= - de + - dt œ àt 

(B.1) 

The term 3p/3e is assumed to he constant [145] and set equal ta KI' If the rate 

of dynamic recovery is taken to be of first order and expressed as: 

àp == -K
2
P 

àt 
(B.2) 

where K2 is constant at a given temperature and strain rate, then from Eq. B.l: 

or: 

àp K2 
-=K --P œ 1 e 

dp 
-+ 
de 

(B.3) 

(B.4) 

Eq. B.4 is a first order differential equation which has the following solution: 

-K & Kt -K & 

p=p e 3 +-(1-e 3) 
o K 

3 
(B.5) 

where Po is pat e=O and K~=Ktt. Eq. B.5 is similar to Eq. 6.22 derived hy 
Bergstrôm . 
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APPENDIXC Listings of the Programs U sed for the 
Analysis of the Stress/Strain Curves and 

for Correction for Adiabatic Heating 

1000 ! 
****************************************************************** 

1010 ! NONLINFIT 
1020 ! 
1030 ! This program calculates the constants in the following equation: 
1040 ! o=[a 2+(02_a 2 )e-Oe]O.5 
1050 ! using a least square fit oft#'~ stres~/st~in data. 
1060 ! It also plots the a-e, Ina-Ine, da/de-a and dIna/de-a diagrams. 
1070 ! 
1080 ! 
1090 ! 

****************************************************************** 
1100 
1110 OPEN #1: PRINTER 
1120 DIM E(500), S(500),l((500),YF(500),WH(500),MSE(500),MSS(500) 
1130 DIM EXPVAL(500), FITVAL(500) , INTRCPT(500), XREG(500), 

YREG(500), CS1(500) 
1140 DIM BE(500), RFCT(50), BNFCT(50), ANFCT(50), SGM2FCT(50), 

YFBEST(500) 
1150 DIM RSLP(100),BETA(100), WH0(100),R1LOG(100),EN1(100), 

KEYl(100), EN2(100) 
1160 DIM KEY2(100),R2LOG(100) 
1170 
1180 SET MODE '~O" 
1190 
1200 !********************* Information inputs ************************** 
1210 
1220 PRINT "INPUT NAME OF FILE" 
1230 INPUT N$ 
1240 PRINT 'VOES THE CURVE BEGIN AT ZERO STRAIN?(Y/N)" 
1250 INPUT Z$ 
1260 IF Z$= "N"THEN 
1270 PRINT 'TNPUT THE STRAIN BY WHICH THE CURVE MUST 

BE TRANSLATED" 
1280 INPUT ETRANS 
1290 END IF 
1300 PRINT 'VO YOU WANT TO CORRECT FOR THE COMPLIANCE OF 

THE MACHINE? " 
1310 INPUT ZCPL$ 
1320 PRINT 'VO YOUWANTTOPRIN7'THE RESULTS?(Y/N)" 
1330 INPUT ZPR$ 
1340 
1350 !********************* Readzng data file *************************** 
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1360 
1370 PRINT ''LEVEL'', 'T.STRAIN", 'T.STRESS" 
1380 OPEN #2:NAME N$& ".DAT", ORGANIZATION TEXT 
1390 LET LO=11.9 
1400 LET DO=7.9 
1410 LET AO=PI*(DO) "2/4 
1420 LET 1=1 
1430 DO WHILE MORE #2 
1440 INPUT #2:AA$ 
1450 LET A$=AA$[17:22} 
1460 LET B$=AA${26:31} 
1470 LET E(I) = VA L(A $) 
1480 IF Z$= ''N''THEN LET E(l)=E(I)-ETRANS 
1490 LET SrI) = V AL(B$) 
1500 IF ZCPL$= ''N''THEN 1660 
1510 
1520 !************** Correction for the compliance orthe machine ********** 
1530 
1540 LET LI = LO*EXP( -E(l)) 
1550 LET CSl(l) =2047*(L1-LO)/10 
1560 LET BE(l) = -S(1) *2 .2046* AO*2047* LO*4 .4482/9 .81/L1/25/1 000 
1570 LET LOAD =ABS(BE(l))*24.525/2047 
1580 LET LOAD1 =6.58960E-05*LOAD"2-.0164243*LOAD 
1590 LET LOAD2 =CS1(l)*10/2047 
1600 LET LOAD3 =LO +LOAD2-LOAD1 
1610 LET E(I) = -LOG(LOAD31L0) 
1620 LET S(l)=1000*LOAD*LOAD3/AOIL0 
1630 IFI>2 THEN 
1640 IF S(T)-S(l-I) < -2 THEN GOTO 1680 
1650 END IF 
1660 PRINT I,E(I),S(l) 
1670 LET 1=1 +1 
1680 LOOP 
1690 CLOSE #2 
1700 LET IMAX =1-1 
1710 PRINTTAB(I);'THE TOTALSTRAIN IS'~'TAB(22);E(IMAX) 
1720 PRINT '1NPUT THE STRAIN TO USE IN CALCULATION" 
1730 INPUT EF 
1740 
1750 !****************** Estimation orthe saturatwn stress ************* 
1760 ! from the da/de-o diagram 
1770 
1780 
1790 
1800 
1810 
1820 
1830 
1840 
1850 
1860 
1870 
1880 
1890 

FORL=l T05 
PRINT "" 

NEXTL 
PRINT " *******************************************" 
PRINT" WAIT" 
PRINT " ******./:************************************" 

FORNMBMX=l T0100 
IF E(NMBMX) > = .01 THEN 1870 

NEXTNMBMX 
LET lOI =NMBMX 

FORNMBTOT=l T0500 
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1900 IF E(NMBTOT»=EFTHEN 1920 
1910 NEXT NMBTOT 
1920 LET ITOT =NMB TOT 
1930 !***********************************~*************************** 
1940 PRINT" " 
1950 LET NRG=4 
1960 LET NH=INT(1TOTINRG) 
1970 LET NHl =NH-1 
1980 LETI=l 
1990 LET COMPT =0 
2000 LETSE=O 
2010 LET SS=O 
2020 LET SES = 0 
2030 LET SE2 =0 
2040 LETJMAX=I+NHI 
2050 IFI+NH1 >ITOTTHEN 
2060 LET JMAX =ITOT 
2070 LET COMPT= COMPT + 1 
2080 END IF 
2090 
2100 
2110 
2120 
2130 
2140 
2150 
2160 
2170 
2180 
2190 

2200 
2210 
2220 
2230 
2240 
2250 
2260 
2270 
2280 
2290 
2300 
2310 
2320 
2330 
2340 
2350 
2360 

FOR J=ITOJMAX 
LET SE = SE + E(J) 
LET SS =SS +S(J) 
LET SFf:S = SES + E(J)*S(J) 
LETSE2 =SE2+E(J)"2 

NEXTJ 
IFI+NHI >ITOTTHEN 

LET MSE(1) =SE/(NH-COMPT) 
LET MSS(l) =SS/(NH-COMPT) 
LET WH(l) = (SES-(NH-COMPT)*MSE(l)*MSS(I»I(SE2-(NH­
COMPT)*(MSE(I) "2)) 

GOT02260 
END IF 

LETAiSE(l)=SEINH 
LET MSS(l) =SSINH 
LET WH(l) = (SES -NH* MSE(l)*MSS(I»I(SE2 -NH*(MSE(l) "2» 
LET INTRCPT(1) = MSS(l) -WH(l) * MSE(l) 

LET IRI=I 
LET IRF=JMAX 

FOR LR =IRI TO IRF 
LET EXPVAL(LR) =S(LR) 
LET FITV AL(LR) =INTRCPT(l) + WH(I)*E(LR) 

NEXTLR 
GOSUB7300 
PRINT 1 JTOT, WH(l) ,MSS(l),R 

2370 IF I >ITOT -INT(NH/2) THEN 2400 
2380 LETI=I+l 
2390 GOTO 2000 
2400 LET IHMAX =1 
2410 
2420 !*****~*********************************************************** 



o 2430 
2440 
2450 
2460 
2470 
2480 
2490 
2500 
2510 
2520 
2530 
2540 
2550 
2560 
2570 
2580 
2590 
2600 
2610 
2620 
2630 
2640 
2650 
2660 
2670 
2680 
2690 

LETNBO=10 
LETRBEST=O 
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FOR NB =NBO-5 TO NBO +20 
LETREGI=NB 
LET REGF=IHMAX 

FOR 1 =REGI TO IHMAX 
LET XREG(l) = MSS(l) 
LET YREG(l) = WH(l) 

NEXTI 
GOSUB 7130 
LET BETA(NB)=SLP 
LET WHO(NB) =INTERCEPT 

LET IRI =REGI 
LET IRF=REGF 

FOR LR = IRI TO IRF 
LET EXPV AL(LR) = WH(LR) 
LET FITVAL(LR) = WHO(NB) +BETA(NB)*MSS(LR) 

NEXTLR 
GOSUB 7300 
LET RSLP(NB)=R 

IF (RSLP(NB) < >1 ANDRBEST<RSLP(NB)) THEN 
LET RBEST=RSLP(NB) 
LET WHOBEST = WHO(NB) 
LET BETABEST=BETA(NB) 

END IF 
NEXTNB 

2700 !**************************************************~************** 
2710 
2720 OPEN #5:SCREEN .35,1,0,1 
2730 CLEAR 
2740 SET WINDOW 0,300,0,3000 
2750 SET MODE "JlIRES" 
2760 PLOTTEXT,AT 150,1500: 'W.H. vsS" 
2770 BOX LINES 0,300,0,3000 
2780 FOR 1 = 1 TO IHMAX 
2790 PLOT POINTS:MSS(I),WH(l) 
2800 NEXTI 
2810 FOR X=O TO S(lTOT) +100 STEP 1 
2820 PLOT POINTS:X,WHOBEST+BETABEST*X 
2830 NEXTX 
2840 CLOSE #5 
2850 OPEN #7: SCREEN 0,.34,0,.5 
2860 SET WINDOW 0,.8,O,WH(2)!MSS(2) 
2870 BOX LINES 0,.8,O,WH(2)/MSS(2) 
2880 FOR 1 = 1 TO IHMAX 
2890 PLOT POINTS: MSE(l),WH(l)IMSS(l) 
2900 NEXTI 
2910 CLOSE #7 
2920 OPEN #6:SCREENO,.3,.51,1 
2930 PRINT 'S(WH=O) ","R " 
2940 PRINT -WHOBEST/BETABEST ,RBEST 
2950 
2960 PRINT #1:NB,-WHOBEST/BETABEST,RBEST 

l 



( 

( 

2970 PRINT"" 
2980 PRINT ''lS IT OK? " 
2990 INPUT SL$ 
3000 IF SL$= ''Y''THEN 
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3010 LET SATS = -WHOBEST/BETABE8T 
3020 GOTO 3070 
3030 ENDIF 
3040 INPUT NBO 
3050 CLOSE #6 
3060 GOTO 2440 
3070 CLOSE #6 
3080 CLEAR 
3090 OPEN #2: SCREEN 0,1 ,0,1 
3100 SET MODE '~O" 
3110 
3120 1***************************************************************** 
3130 
3140 PRINT 'THE ITERATION STARTS, THE TIME 

IS: '~'TAB(36);TIME$ 
3150 
3160 
3170 I*:t***************;~*********************************************** 
3180 
3190 PRINT TAB(I); 'THE STRAIN USED IN THE FITTING 18'~ 

TAB(42); E(lTOT) 
3200 
3210 LET ISTARTO=1 
3220 LET SIGMA2 =((1.68*9.81*1.E-4J"2)*1.E8 
3230 PRINT "" 
3240 
3250 
3260 
3270 
3280 
3290 
3300 
3310 
3320 
3330 
3340 
3350 
3360 
3370 
3380 
3390 
3400 
3410 
3420 
3430 
3440 
3450 
3460 
3470 
3480 

FOR ISTART = 1 TO lOI 
IF E(ISTART) < 0 THEN 

LET ISTARTO =ISTART+l 
GOT03920 

END IF 
PRINT ISTARTO 
LETMM=ISTART 
LETNN=ITOT+l 
LETISATM=2 

FORISAT=1 TOISATM 
LET E(NN +ISAT)=2*E(ITOT) 
LET S(NN + ISA T) =SATS 

NEXTISAT 

!************* The secant method is used for the deration ************ 
FOR B =1 TO 20 STEP 1 

GOSUB 6850 
IF F >0 THEN 3450 

NEXTB 
LETBl=B 
LETB=B1 
GOSUB6850 
LETF1=F 
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3490 
3500 
3510 
3520 
3530 
3540 
3550 
3560 
3570 
3580 
3590 
3600 
3610 
3620 
3630 
3640 
3650 
3660 
3670 
3680 
3690 
3700 
3710 
3720 
3730 
3740 
3750 
3760 
3770 
3780 
3790 
3800 
3810 
3820 
3830 
3840 
3850 
3860 
3870 
3880 
3890 
3900 
3910 

3920 
3930 

LETB2=1.1*Bl 
LETB=B2 
GOSUB6850 
LETF2=F 
FORN=1 TO 20 
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LET BN=(Bl*F2-B2*F1)/(F2-Fl) 

LETB=BN 
GOSUB6850 
LETFN=F 
LETAN=A 

IF ABS(FN) <lE-B THENGOT03660 
LETB1=B2 
LETB2=BN 
LETF1=F2 
LET F2 =FN 

NEXTN 

LET CN = SIGMA 2 -AN 
FORIFIT=MMTONN 

IF AN +CN*EXP(-BN*E(IFIT» <0 THEN 3920 
LET YF(lFIT) = (AN +CN*EXP(-BN*E(IFIT») "'.5 

NEXTIFIT 

1************* Computlng the correlatlOn coefficients *************** 

LE l' IRI= MM 
LETIRF=NN 

FOR IR = IRI TO IRF 
LET EXPVAL(IR)=S(IR) 
LET FITVAL(IR) = YF(lR) 

NEXTIR 
GOSUB 7300 
LET RFCT(MM) =R 

LET ANFCT(MM)=AN 
LET BNFCT(MM) = BN 

IF E(ITOT) >.4 THEN 
LET EEXTRPL = 1.5*E(ITOT) 
GOT03910 

END IF 
LET EEXTRPL=2*E(ITOT) 

PDTNT TAB(1);SIGMA2;TAB(10);AN*BN; TAB(20);BN;TAB(30); 
E(lSTART); TAB(45); MM;TAB(50); NN;TAB(55);(AN +CN*EXP(­
BN*EEXTRPL» "'.5; TAB(65); RFCT(MM) 

NEXTISTART 

3940 PRINT 'THE ITERATION IS FINISHED: ";TAB(36);TIME$ 
3950 PRINT" " 
3960 
3970 !***************************************************************** 
3980 
3990 LET RMAX=O 
4000 FORIMM=ISTARTOTOMM 
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4010 IF RYAX <RFCT(lMM) THEN 
4020 LET RMAX =RFCT(IMM) 
4030 LET STRNSTART =E(lMM) 
4040 LET ANBEST = ANFCT(lMM) 
4050 LET BNBEST =BNFCT(lMM) 
4060 END IF 
4070 NEXT IMM 
4080 LET CNBEST = SlGMA2 -ANBEST 
4090 PRINT 
4100 IFCNBESTI(SATS"2-ANBEST)<=0 THEN GOT04120 
4110 LET SA TE = (LOG(CNBESTI(SATS A2-ANBEST)))lBNBEST 
4120 PRINT "DO YOUWANTTHEFITTEDDATA?" 
4130 INPUT Z$ 
4140 IF Z$ < > ''Y'' THEN GOTO 4220 
4150 PRINT " " 
4160 PRINT" LEVEL", ''EPSLN.'', ''SIGMA.EXCT.'', ''SIGMA.FIT.'', "ER.* 

1001S. EXT" 
4170 FOR /=1 TONN 
4180 LET YFBEST(l)=(ANBEST+CNBEST*EXP(-

BNBEST* E(l))) A.5 
4190 IF S(I) =0 THENGOT04210 
4200 PRINT I,E(l) ,S(I) , YFBEST(l) ,(S(l) -YFBEST(l))* 1 DOIS(l) 
4210 NEXTI 
4220 PR/NT 
4230 
4240 !***************************************~************************ 
4250 
4260 PRINT ,,-------------- -------- ---- ------------------------ ------------ " 
4270 PR/NT TAB(30);N$ 
4280 PRINT TAB(l);"El ";TAB(lS); ''Ef'';TAB(30);''S02 ",TAB(40); '\')mega ,~. 

TAB(50); ''a2(U)''; TAB(60);''R2'' 
4290 PR/NT 

TAB(1);STRNSTART;TAB(16);E(lTOT);TAB(27);SIGMA2;TAB(37); 
BNBEST;TAB(47);BNBEST*ANBEST;TAB(57);RMAX 

4300 PR/NT ,,-----------------------------------------------. --------------" 
4310 PR/NT"" 
4320 
4330 !***************************************************************** 
4340 
4350 P RINT "- -------- --- ------- -- ------------ ----- ----- ---- ----- -- -- ---- ---- -" 
4360 LET SEXTRPL=(ANBEST + CNBES T*EXP(­

BNBEST*EEXTRPL) ".5 
4370 PR/NT 

TAB(l);''Exp.Strn ";TAB(15); ''Exp.8trs '~'TAB(40); "Sat.Strn '~'TAB(55); 
''Sat.Strs'' 

4380 PR/NT"" 
4390 PR/NT 

TAB(l);EEXTRPL;TAB(15);SEXTRPL;TAB(40);SATE;TAB(55);SA 
TS 

4400 PR/NT ,,----- ---------- --------------------------------------------------" 
4410 PR/NT"" 
4420 
4430 !*************************************************************** 
4440 
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0 4450 PRINT ''DO): JU WANT TO HA VE THE MEAN STRESS AT A 
SPECIFIC STRAIN? " 

4460 INPUTZ$ 
4470 IF Z$ < >''Y "THEN 4830 
4480 PRINT TAB(1); "INPUT STRAIN, THIS MUST NOT BE HIGHER 

THAN'~' TAB(44);E(lMAX) 
4490 INPUTSTR 
4500 FOR 1=1 TOIMAx 
4510 IF E(l»=STR THEN 4f20 
4520 NEXTI 
4530 LET ISTR=1 
4540 LETAREA=O 
4550 FOR 1=2 TOISTR 
4560 LET AREA =AREA + (E(l)-E(I-l)*(S(I) +8(1-1»)12 
4570 NEXTl 
4580 LET MS =AREA/STR 
4590 PRlNT TAB(l); 'THE MEAN STRESS IN (MPa) AT'~'TAB(30); STR; 

TAB(40); MS 
4600 
4610 LETSTRF=STR 
4620 LET H=STRF/lO 
4630 LETXS=O 
4640 LETS4=O 
4650 LETS2=0 
4660 FOR KI =1 T05 
4670 LETXS=XS+H 
4680 LET S4 =S4 +(ANBEST+CNBEST*EXP(-BNBEST*XS)) ".5 
4690 LETXS=X8+H 
4700 LET S2 =S2 + (ANBEST +CNBEST*EXP( -BNBEST*XS» A.5 
4710 NEXTKI 
4720 LET ISIM =(4*54 +2*S2-(ANBEST +CNBEST*EXP( -BNBEST* 

STRF) A.5) *H/3 
4730 LET MSF = ISIMISTRF 
4740 
4750 PRINT " THE FITTED MEAN STRESS IS: ",MSF 
4760 P RINT "DO YO U W ANT TO HA VE ~4 FITTED MEAN STRESS AT 

ANOTHER STRAIN? " 
4770 lNPUTZ$ 
4780 IF Z$ < > ''Y "THEN 4830 
4790 PRINT '1NPUT STRAIN? " 
4800 lNPUTSTR2 
4810 LETSTRF=STR2 
4820 GOT04620 
4830 
4840 
4850 

1********** Estzmation of the exponent in Hollomon equation ********** 

4860 LET NNO=MM +9 
4870 LET R1LOGBEST=0 
4880 FORNNI =NNO-5 TONNO+20 
48!)0 LETREGl=MM 
4900 LET REGF =NNI 
4910 

r) 4920 FOR J=MMTONN1 
4930 LET XREG(J) = LOG(E(J») 
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4940 
4950 
4960 
4970 
4980 
4990 
5000 
5010 
5020 
5030 

5040 
5050 
5060 
5070 
5080 
5090 
5100 
5110 
5120 
5130 
5140 
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LET YREG(J)=LOG(S(J)) 
NEXTJ 
GOSUB 7130 
LET EN1(NNi)=SLP 
LET KEY1 (NN1) = INTER CEPT 
LET IRI = REGI 
LET IRF =REGF 
FOR LR = lRI TO IRF 

LET EXPVAL(LR) =LOG(S(LR)) 
LET 
FITVAL(LR)=KEY1(NNl) +EN1(NN1)*LOG(E(LR)) 

NEXTLR 
GOSUB 7300 
LET RILOG(NNl)=R 

IF RILOGBEST<RILOG(NNl) THEN 
LET RILOGBEST ":"'RILOG(NN1) 
LET ENI BEST =ENI (NN1) 
LET KEYIBEST=KEYl(NN1) 
LET IBREAKI =NN1 

END IF 
NEXTNN1 

5150 PRINT 
5160 LETR2LOGBEST=0 
5170 FORNN2=NNO TONNO+20 
5180 LET REGI =NN2 
5190 LET REGF =ITOT 
5200 
5210 
5220 
5230 
5240 
5250 
5260 
5270 
5280 
5290 
5300 
5310 
5320 

FOR J =NN2 TO l'J'OT 
LET XREG(J) = LOG(E(J)) 
LET YREG(J) =LOG(S(J)) 

NEXTJ 
GOSUB 7130 
LET EN2(NN2) =SLP 
LET KEY2(NN2) =INTERCEPT 
LET IRI ~REGI 
LET IRF=REGF 

FOR LR =IRI TO IRF 
LET EXPVAL(LR) =LOG(S(LR)) 
LET 
FITVAL(LR) =KEY2(NN2) + EN2(NN2)* LOG(E(LR)) 

5330 NEXTLR 
5340 GOSUB 7300 
5350 LET R2LOG(NN2) =R 
5360 IF R2LOGBEST <.R2LOG(NN2) THEN 
5370 LET R2LOGBEST =R2LOG(NN2) 
5380 LET EN2BEST' =EN2(NN2) 
5390 LET KEY2BEST =KEY2(NN2) 
5400 LETIBREAK2=NN2 
5410 END IF 

, 5420 NEXT NN2 
5430 LET IBREAK =MIN(lBREAKl ,IBREAK2) 
5440 
5450 PRINT ,,---------- ------------------------------------------------ -----" 
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5460 
5470 PRINT TAB(l);"nl ";TAB(13); "Rl '~'TAB(33);"n2'~'TAB(43); "R2" 
5480 P RINT " " 
5490 PRINT 

TAB(1);ENIBEST;TAB(10);RILOGBEST;TAB(30);EN2BEST;TAB(4 
0);R2LOGBEST 

5500 PRINT"" 
5510 PRINT T)lB(l); 'VSING HOLL01't{ON AT ";TAB(28); EEXTRPL,' 

TAB( 40); 'THE EXTRAPOLATED STRESS IS: ",'TAB(67); 
EXP(KEY2BEST)*EEXTRPL "EN2BEST 

5520 PRINT "-- ------- --------------------------- ---------------------------.:. " 
5530 IF ZPR$= 'ry"THEN 5560 
5540 GOTO 5:r70 
5550 
5560 1 

5570 
5580 
5590 
5600 
5610 

5620 
5630 

5640 
5650 
5660 

5670 
5680 

5690 
5700 
5710 
5720 
5730 
5740 
5750 
5760 
5770 

5780 
5790 

5800 
5810 
5820 
5830 
5840 

****************************************************************** 

PRINT #.l: ,,----------- -------------- .•. -.- .• -..... -.---.... -... -----.---" 
PRINT #l:TAB(30);N$ 
PRINT #Z: "" 
PRINT #1: 
TAB(5); "Ei '~'TAB(19),' ''Ef'~TAB(30); ''802 ";TAB( 40); ''Omega ";TAB(50 
); ''a2(U) ";TAB(60); 'Cor. Coer" 
PRINT #1:"" 
PRINT #1: TAB(1);STRNSTART;TAB(15);E(ITOT);TAB(28); 
SIGMA2: 
TAB(38);BNBEST;TAB( 48);BNBEST* ANBEST;TAB(58);RMAX 
PRINT Ill: ,,--------------------------------------------------- -----.-.-- " 
PRINT #1: ".-------------- ------- ------------ ---------------------------" 
PRINT 1~1: 
TAB(l); ''Exp.strn '~'TAB(15); ''Exp.Strs ";TAB(30); ''Sat.Strs '~'TAB(45);" 
Sat.Strn" 
PRINT#l: "" 
PRINT #1: 
TAB(l);EEXTRPL,'TAB(15);SEXTRPL;TAB(30);SATE;TAB(45);SA 
TS 
PRINT #1: ,,---- -------------------- ----------------------------- -------- " 
PRINT #1: ,,--------------------------------------------------------------" 
PRINT #1: "n1 ", ''RI ","n2 Ir, ''R2'' 
PRINT #1: ENIBEST ,RILOGBEST ,EN2BEST ,R2LOGBEST 
PRINT #1: "----- ---------------- -------------------------------- -------- " 
PRINT #1: "" 

1***************************************************************** 

PRINT ''DO YO U WANT TO HA VE A LOG-LOG & WH. VS STRESS 
PLOTS?" 
INPUTZ$ 

IF Z$ < > ''Y "THEN 6820 

1********************* Log Stress vs Log Strain ********************* 
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6860 OPEN #3:SCREENO,.5,.51,1 
5860 
5870 SET WINDOW LOG(E(MM»,LOG(E(ITOT»,LOG(S(MM»)-.3, 

LOG(S(lTOT» +.3 
5880 SET MODE "IIIRES" 
5890 PLOT TEXT, AT 10*LOG(E(lTOT»,LOG(S(ITOT)/3): '1...og(S) vs 

Log(E)" 
5900 BOX LINES 

LOG(E(MM»,LOG(E(lTûT»,LOG(S(MM»-.3,LOG(S(1TOT» +.3 
5910 
5920 
5930 
5940 
5950 
5960 

FORI=MMTONN 
IF E(/) < =0 THEN GOTO 5950 
PLOT POINTS: LOG(E(l»,LOG(S(l» 

NEXTI 

5970 PLOT TEXT, AT (LOG(E(1TOT»)*4,LOG(S(lTOT)l2): 
USING$( "##. ###", ENIBEST) 

5980 PLOT TEXT, AT (LOG(E(ITOT»)*2,LOG(S(1TOT)/I.5): 
USING$("##.### ",EN2BEST) 

5990 FOR X = LOG(E(MM» TO LOG(E(lBREAK2» BTEP 
LOG(E(lBREAK2)/ E(MM»/lOO 

6000 PLOT POINTS :X,ENIBEST*X +KEYIBEST 
6010 NEXTX 
6020 FOR X =LOG(E(lBREAKl» TO LOG(E(lTOT» STEP 

LOG(E(lTOT) /E(IBREAKl»)llOO 
6030 PLOT POINTS :X,EN2BEST*X + KEY2BEST 
6040 NEXTX 
6050 
6060 !************************ Stress vs Stram ************************** 
6070 
6080 OPEN #4: SCREEN 0,.5,0,.5 
6090 
6100 SET WINDOW -.005,1.25*E(IMAX),0,S(1MAX) +50 
6110 PLOT TEXT, AT .74*E(lMAX),S(lMAX)12:'S vs E" 
6120 BOX LINES -.005,1.25*E(lMAX),0,S(lMAX) +50 
6130 
6140 [t'OR 1 =1 TO IMAX 
6150 PLOT POINTS: E(l),S(l) 
6160 NEXTI 
6170 
6180 
6190 
6200 
6210 
6220 

FOR X =0 TO 1.25*E(lMAX) STEP .005 
PLOT POINTS:X,(ANBEST +CNBEST*EXP( -BNBEST*X» ".5 

NEXTX 

6230 !******************** Work Hardening vs Stress ******************** 
6240 
6250 OPEN #5: SCREEN .51,1,0,1 
6260 
6270 
6280 
6290 
6300 
6310 

PRINT "" 
PRINT "" 
PRINT "DO YOU WANT" 
PRINT 'W.H.VSSTRS?" 
INPUTZ$ 
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6320 IF Z$ = "Y "THEN CLEAR 
6330 IF Z$= ''Y''THEN CLOSE #3 
6340 
6350 OPEN #6: SCREEN .51,1,.51,1 
6360 
6370 SET WINDOW O,S(lMAX) + IOO,O,WH(1) +500 
6380 PLOTTEXT ,ATS(lMAX)*.6+50,WH(1)-400: 'W.H. vsS" 
6390 BOX LINES O,S(lMAX) + 1 OO,O,WH(1) +500 
6400 
6410 
6420 

6430 

6440 
6450 
6460 
6470 

6480 

FOR X = .000001 TD STRNSTART STEP .005 
IF ANBEST+CNBEST*EXP(-BNBEST*X) <0 THENGOTO 

6440 
PLOT POINTS: (ANBEST +CNBEST*EXP( -BNBEST*X» ".5, 

(-.5*CNBEST*BNBEST*EXP(-BNBEST*X))!(ANBEST+ 
CNBE8T* EXP( -BNBEST* X» A.5 

NEXTX 

FOR X =STRNSTART TO E(lBREAK) STEP .005 
PLOT POINTS : (ANBEST+ CNBEST*EXP(-BNBEST*X)r.5, 

(-.5*CNBEST*BNBEST*EXP( -BNBEST* X»)I(ANBEST + 
CNBEST* EXP( .BNBEST* X» A.5 

PLOT POINTS: EXP(KEY1BEST)*XAEN1BEST, 
EXP(KEY1BEST)*XYEN1BEST-l) 

6490 NEXT X 
6500 
6510 FOR X = E(lBREAK) TO 2.25*E(ITOT) STEP .005 
6520 PLOT POINTS: (ANBEST+CNBEST*EXP(-BNBEST*X)r.5, 

(-.5*CNBEST*BNBEST*EXP( -BNBEST* X»/(ANBEST + 
CNBEST* EXP(-BNBEST*X» A.5 

6530 PLOT POINTS: EXP(KEY2BEST)*X"EN2BEST, 

6540 NEXTX 
6550 

EXP(KEY2BEST)*X"(EN2BEST-1) 

6560 FOR 1 = 1 TO IHMAX 
6570 PLOT POINTS:MSS(I),WH(l) 
6580 NEXTI 
6590 
6600 CLOSE #4 
6610 CLOSE #5 
6620 
6630 1****************** dln(Stress)/d( strain) vs Stress ******************* 
6640 
6650 OPEN #7: SCREEN .51,1,0,.5 
6660 
6670 SETWINDùWO,300,-1,50 
6680 PLOT TEXT,A T 200,40: ''LOG(WH)/S vs S" 
6690 BOX LINES 0,300,0,50 
6700 
6710 FOR X = 0 TO E(lMAX) STEP.001 
6720 PLOT POINTS:(ANBEST+ CNBEST*EXP( -BNBEST*X» ".5, 

(-.5*CNBEST* BNBEST* EXP( ·BNBEST* X) )/(ANBEST + 
CNBEST* EXP( -BNBEST* X)) 

6730 NEXTX 
6740 
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( 6750 FOR 1 = 1 TO IHMAX 
6760 PLOT POINTS: MS8(l),WH(I)/MSS(l) 
6770 NEXTI 
6780 
6790 PLOT LINES: 0, 1 ;300,1 
6800 
6810 CLOSE #6 
6820 CLOSE #7 
6830 
6840 STOP 
6850 !***************************************************************** 
6860 LET8l =0 
6870 LET 82 =0 
6880 LET 83 =0 
6890 LET 84 =0 
6900 LET S5 = 0 
6910 
6920 
6930 FORIT=MMTONN+ISATM 
6940 LET K(IT) = EXP(-B*E(lT)) 
6950 LET 81 =81 +(1-K(lT)) "2 
6960 LET 82 =82 +(1-K(lT))*( -8IGMA2*K(IT) + (8(lT) "2») 
6970 LET 83 =83 +(1-K(lT))*E(1T)*K(lT) 
6980 LET 84 =84 +E(IT)*K(lT)*(8IGMA2*K(lT)-(8(lT) "2)_ 

SlGMA2*(1-
K(lT))) 

6990 LET 85 == 85 + E(lT) * SIGMA2* K(lT)*( -SIGMA2* K(lT) + (S(lT) "2)) 
7000 
7010 NEXTIT 
7020 
7030 
7040 IF (84 "2-4*83*8.5) <0 THEN 
7050 LET A =:::82/81 
7060 LET F=:::83*A A2+84*A +85 
7070 GOTO 7120 
7080 END IF 
7090 LET F =((-84 +((84) "2-4*S3*85) ".5)/2/83)-(82/S1) 
7100 LET A =82/81 
7110 
7120 RETURN 
713G !*************************************************************** 
714(, LET8X=O 
7150 LET8Y=0 
7160 LET8XY=:::0 
7170 LET8X2=:::0 
7180 FOR [REG = REGI TO REGF 
7190 LET 8X =SX + XREG(lREG) 
7200 LET SY =SY + YREG(IREG) 
7210 LET SXY =8XY + XREG(lREG)*YREG(IREG) 
7220 LET 8X2 = SX2 + XREG(IREG) "2 
7230 NEXTIREG 

( 
7240 LET NPT=REGF-REGI+l 
7250 LET MSX =:::8XINPT 
7260 LETM8Y=8YINPT 
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7270 LET SLP = (SXY -NPT* MSX*MSY)/(SX2-NPT*MSX"2) 
7280 LET INTERCEPT=MSY-SLP*MSX 
7290 RETURN 
7300 1**************************************************************** 
7310 LETSMOY=O 
7320 FOR KR =IRI TO IRF 
7330 LET SMOY = SMOY + EXPVAL(KR) 
7340 NEXTKR 
7350 LET SMOY=SMOYI(lRF-IRI +1) 
7360 LET RI =0 
7370 LET R2 =0 
7380 FOR KR =IRI TO IRF 
7390 LET RI =Rl + (EXPVAL(KR)-FITVAL(KR» "2 
7400 LET R2=R2 + (EXPVAL(KR)-SMOY) "2 
7410 NEXTKR 
7420 LET R =1-RlIR2 
7430 RETURN 
7440 1**************************************************************** 
7450 END 
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1000 
!************************************~**************************** 

lOlO! ADHECOR 
1020 ! 
1030 ! This program corrects the stress/strain data for adiabatic heating. 
1040 ! This correction is performed at each strain increment and the corrected 
1050 ! stress/stram data are rewritten. 
1060 
1070 !***************************************************************** 
1080 
1090 OPEN #1: PRINTER 
1100 DIM E(500),S(500),SCORl(500),F(500),H(500).AT(500)/JT(500), 

INVTK(500), SR(500) 
1110 DIM 

SG(500),OM(500),UA(500),SLOPST(500),xF(500),EXPVAL(500), 
FITVAL(500) 

1120 DIM RST(500).AREA(500),DELTAT(500)/JELTAS(500) 
1130 LIBRARY 'rnhll,b" 
1140 DECLARE DEF SINH 
1150 SET MODE '80" 
1160 PRINT '1nput the file number" 
1170 INPUT FN ,N$ 
1180 PRINT '1nput the strain rate" 
1190 INPUT SRT 
1200 PR/NT '1nput the austg. and deftemperatures" 
1210 INPUT ATP ,DTP 
1220 LET INVT=1I(DTP+273) 
1230 PR/NT ''Do you want to use the mean str. or (Low str. ?(MIS)" 
1240 INPUT Z$ 
1250 OPEN #2:NAME ''PARAMCUB.TRU'', ORGAN/ZATION TEXT 
1260 LET 1=0 
1270 DO WHILE MORE #2 
1280 LETI=I+l 
1290 INPUT #2:AA$ 
1300 LET AF$=AA${1:41 
1310 LET AH$ =AA${6:81 
1320 LET AAT$=AA${11:17J 
1,330 LET ADT$ =AA${19:24J 
1340 LET ASR$ =AA${27:29) 
1350 LET ASG$ =AA${32:38J 
1360 LET AOM$ =AA${40:49} 
1370 LET AUA$ =AA${51 :60J 
1380 LETF(l)=VAL(AF$) 
1390 LET H(l)=VAL(AH$) 
1400 LETAT(l)=VAL(AAT$) 
1410 LETDT(1)=VAL(ADT$) 
1420 LETDT(1)=DT(l)+273 
1430 LET INVTK(l)=l/DT(l) 
1440 LETSR(l)=VAL(ASR$) 
1450 LETSG(l)=VAL(ASG$) 
1460 LETOM(I)=VAL(AOM$) 
1470 LET UA(l) = VAL(AUA$) 
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1480 IF (F(I)=FN ANDSR(1)=SRTANDAT(l)=ATPANDDT(l)=DTP) 
THEN 
PRINT 'THE FILE EXISTS Il 

1490 PRINT I,AT(1),DT(l),SR(l) 
1500 LOOP 
1510 CLOSE #2 
1520 LET lMAX =1 
1530 DEF SIGMA (1 ,x) = (SG(l)*EXP( -OM(l)* X) + U A(l)/OM(l)*(1-EXP(-

OM(l)* X))) ".5 
1540 
1550 1***************************************************************** 
1560 
1570 OPEN #3:SCREEN 0,.5,.5,1 
1580 SET WINDOW 6.5E-4,9.9E-4,0,300 
1590 SET MODE "HIRES" 
1600 BOX LINES 6.5E-4,9.9E-4,0,300 
1610 LETJ=O 
1620 FOR 1=1 TOIMAX 
1630 IF(AT(l)=ATPAND SR(l)=SRT) THEN LETJ=J +1 
1640 NEXTI 
1650 LETJMAX=J 
1660 
1670 1***************************************************************** 
1680 
1690 OPEN #4:NAME '~: ''&N$& ".DAT", ORGANIZATION TEXT 
1700 LETK=O 
1710 DO WHILE MORE #4 
1720 LET K=K +1 
1730 INPUT #4:BB$ 
1740 LET A$=BB$[17:221 
1750 LE'!' B$ =BB$[26:31] 
1760 LET E(K) = VAL(A$) 
1770 LET S(K) = V AL(B$) 
1780 LOOP 
1790 CLOSE #4 
1800 LETKMAX=K 
1810 
1820 LET RMAX =0 
1830 LET RMIN = 1 
1840 FORK=l TOKMAX 
1850 IF E(K) >=.05 THEN 1870 
1860 NEXTK 
1870 LET K05 =K 
1880 
1890 FORK=K05TOKMAX 
1900 
1910 LET X=E(K) 
1920 
1930 
1940 
1950 
1960 
1970 
1980 

LETST=O 
LETSS=O 
LETSTS=O 
LETST2=0 

FOR 1=1 TOIMAX 
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( 1990 IF'(AT(l)=ATP AND SR(I)=SRT) THEN 
2000 IF (SG(l)*EXP( -OM(l)*X) + U A(l)lOM(l)*( 1-EXP( -OM(I)* 

E(K05,,» >0 THEN 2040 
2010 
2020 GOT02710 
2030 PRINT XSTART 1,K 
2040 LET ST =ST + INVTK(l) 
2050 LET ST2 =ST2 +INVTK(1) "2 
2060 
2070 IF Z$ = 'M "THEN 
2080 GOSUB3320 
2090 LETSS=SS+MSF 
2100 LET STS =STS+INVTK(1)*MSF 
2110 GOT02150 
2120 END IF 
2130 LET SS =SS + SIGMA (I,K) 
2140 LET STS =STS +INVTK(1)*SIGMA(I,x) 
2150 END IF 
2160 
2170 NEXTI 
2180 
2190 LET MST =ST/JMAX 
2200 LET MSS =SS/JMAX 
2210 LET SLPST = (STS-JMAX*MST*MSS)/(ST2-JMAX*MST "2) 
2220 LET ITRCPTST=MSS-SLPST*MST 
2230 
2240 LETIRI=1 
2250 LET IRF=JMAX 
2260 FOR 1=1 TOIMAX 
2270 IF (AT(1) =ATP AND SR(1) =SRT) THEN 
2280 IF Z$ = "M"THEN 
2290 OOSUB3320 
2300 LET EXPVAL(1) =MSF 
2310 GOT02340 
2320 END IF 
2330 LET EXPVAL(1) =SIGMA(1,x) 
2340 LET FITVAL(1) = ITRCPTST + SLPST*INVTK(1) 
2350 END IF 
2360 NEXTI 
2370 GOSUB3550 
2380 
2390 LET SLOPST( K) =SLPST 
2400 LETXF(K)=X 
2410 LET RST(K)=R 
2420 IF RMAX <RST(K) THEN LET RMAX =RST(K) 
2430 IF RMIN >RST(K) THEN LET RMIN = RST(K) 
2440 FOR 1=1 TOIMAX 
2450 IF (AT(I) =ATP AND SR(1)=SRT) THEN 
2460 IF Z$ = "M" THEN 
2470 GOSUB3320 
2480 PLOT POINTS:INVTK(1) ,MSF 
2490 GOT02520 

( 2500 END IF 
2510 PLOT POINTS:INVTK( 1) ,SIOMA(I,x) 
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o 2520 
2530 
2540 
2550 
2560 
2570 

END IF 
NEXTI 
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FOR T=800 TO 1200 STEP 2 
PLOT POINTS:lI(T +273),ITRCPTST+SLPSTI(273 +T) 

NEXTT 

2580 LET COEFI = SLOPST(K) 
2590 LET RO=7.86 
2600 LET CO =.11 
2610 LET JO =4.18 
2620 LET AREA(l)=0 
2630 FOR IK =2 TO K 
2640 LET AREA(1K) =AREA(IK-l) + (E(1K)-E(1K-l»*(S(1K) + S(1K-

2650 
2660 
2670 
2680 
2690 
2700 
2710 
2720 
2730 
2740 
2750 
2760 
2770 
2780 
2790 
2800 
2810 
2820 
2830 
2840 
2850 
2860 
2870 
2880 
2890 
2900 
2910 
2920 
2930 
2940 
2950 
2960 
2970 
2980 
2990 

3000 
3010 
3020 
3030 

1»12 
NEXTIK 

LET DELTAT( K) =AREA(K)!JOICOIRO 
LET DELTAS(K)=COEFl*(INVT-1I(DTP+273 + DELTA T(K)) 
LET SCOR1(K)=S(K) +DELTAS(K) 
PRINT #l:X,DELTAT(K),DELT,AS(K) 
NEXTK 

CLOSE #3 

OPEN #5: SCREEN .51,1,.5,1 
SET WINDOW 0,1.25*E(KMAX),0,1.25*S(KMAX) 
BOX LINES 0,1.25*E(KMAX),0,1.25*S(KMAX) 

FORK=l TOKMAX 
PLOT POINTS :E(K),S(K) 
PLOT POINTS :E(K),SCORl(K) 

NEXTK 
CLOSE #5 

OPEN #5: SCREEN 0,.5,0,.49 
SET WINDOW LOG(.01),LOG(.99),1.E5,1.E6 
BOX LINES LOG(.01),LOG(.99),1.E5,I.E6 

FOR K=K05 TO KMAX 
PLOT POINTS :LOG(XF(K»,SLOPST(K) 

NEXTK 
CLOSE #5 
OPEN #6: SCREEN .51,1 ,0,.49 
SET WINDOW E(K05),1.25*E(KMAX),I.E5,1.E6 
BOX LINES E(K05),1.25*E(KMAX),I.E5,I.E6 

FORK=l TOKMAX 
PLOT POINTS :XF(K),SLOPST(K) 

NEXTK 

CLOSE #6 
PRINT #1:TAB(I);''FILE'';TAB(15); '~ust. Temp. ";TAR(35);"Def. 
Temp. "; TAR( 48),' "Strain Rate" 
PRINT #1:TAB(1);N$;TAB(17);ATP;TAB(38);DTP;TAB(50);SRT 
PRINT #1: rr " 
PRINT #1:TAB(lO); "Rmin IS: r~'TAB(20);RMIN 
PRINT #1:TAB(10);'1lmaxIS:'~'TAB(20);RMAX 
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3070 PRINT 
#1:TAB(l);"STRAIN";TAB(12);'TEMPER.'~TAB(22);"DELTA 
T'~'TAB(38);"DELTA SI '~'TAB(50);''DTIE'~'TAIJ(62);''DSISE'' 

3080 PRINT"" 
3090 
3100 PRINT 

#1:TAB(l);E(KMAX);TAB(12);DTP;TAB(21);DELTAT(KMAX);TAB 
(37);SCORl(KMAX)-S(KMAX);TAB(49); DELTAT(KMAX)I 
E(KMAX); TAB(62);-(SCORl(KMAX)-S(KMAX»IS(KMAX)1 
E(KMAX) 

3110 
3120 PRINT #1: ,,--------------------------------------------------------------" 
3130 PRINT #1: "" 
3140 PRINT #1: "" 
3150 INPUT P$ 
3160 CLEAR 
3170 PRINT ''Do you want to write the stress-strain values?" 
3180 lNPUT W$ 
3190 /FW$= "Y"THEN 
3200 PRINT ''Put dise in drwe A and print C to start" 
3210 INPUTD$ 
3220 OPEN #5:NAME 'it: ''&N$& '~DAT",CREATE NEW 
3230 FOR IW = 1 TD K05 -1 
3240 PR/NT #5:TAB(1);IW;TAB(22);E(IW);TAB(34);S(IW) 
3250 NEXTIW 
3260 FOR IW =K05 TO KMAX 
3270 PR/NT #5:TAB(1);IW;TAB(22);E(IW);TAB(34);SCOR1(IW) 
3280 NEXTIW 
3290 CLOSE #5 
3300 END IF 
3310 STOP 
3320 !**************************************************************** 
3330 
3340 LET HSIM=XI10 
3350 
3360 
3370 
3380 
3390 
3400 
3410 
3420 

3430 
3440 
3450 
3460 
3470 
3480 
3490 
3500 

LETXS=O 
LETS4=0 
LETS2=0 

FOR KI =11'0 5 
LETXS=XS+HSIM 

IF(SG(l)*EXP(-OM(1)*XS)+UA(l)/OM(1)*(l-EXP(-OM(1)*XS») 
<OTHEN 

LET HSIM = HSIM + XSTEPII 0 
GOT03360 

END IF 
LET S4 =S4 + SIGMA (1,xS) 
LET XS=XS +H8IM 
LET 82 =S2 +SIGMAa,xS) 

NEXTKI 
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3510 LET ISIM = (4*S4 +2*S2-SIGMA(1,x))*HSIM/3 
3620 LET MSF = ISIM/X 
3530 
3540 RETURN 
3550 1***************************************************************** 
3560 
3570 
3580 
3590 
3600 
3610 
3620 
3630 
3640 
3650 
3660 
3670 
3680 
3690 
3700 
3710 
3720 
3730 

LETSMOY=O 
FOR KR = 1 TG IMAX 

III (AT(KR) =ATPAND SR(KR)=SRT) THEN 
LET SMOY =SMOY + EXPVAL(KR) 

END IF 
NEXTKR 

LET SMOY = SMOY/(1RF-IRI + 1) 
LETRl=O 
LETR2=0 

FOR KR = 1 TG IMAX 
IF (AT(KR) =ATP AND SR (KR) = SRT) THEN 

LET RI =Rl + (EXPVAL(KR)-FITVAL(KR)) "2 
LET R2 =R2 + (EXPVAL(KR)-SMGY) "2 

END IF 
NEXTKR 

3740 LET R =1-RlIR2 
3750 RETURN 
3760 1***************************************************************** 
3770 
3780 END 


