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Abstract 

The discovery of graphene in 2004 has ignited a surge of interest in various two-

dimensional (2D) materials, such as transition metal dichalcogenides (TMDCs), 2D group III-

nitrides (2D III-nitrides), and black phosphorus (BP). Thanks to their unique structures, 2D 

materials exhibit distinct properties including high conductivity, large specific surface area and 

high catalytic activity, being ideal candidates for a variety of applications. Recently, 2D materials 

have demonstrated great promise in energy-related applications. Particularly, 2D materials like 2D 

TMDCs have been extensively studied as effective electrocatalysts and photocatalysts for 

hydrogen evolution reaction (HER). However, many 2D materials show limited HER performance 

due to the low density of catalytic sites in their structures. To overcome this limitation, various 

strategies have been developed to engineer the 2D material structures so as to improve HER 

performance. Among different engineering strategies, phase boundary and alloying can provide 

attractive options as they are able to enhance the density of active sites while retaining the 

structural integrity of 2D materials. However, systematic research on engineering 2D materials via 

phase boundaries and alloying for catalytic applications remains rather limited, with the 

mechanisms underlying enhanced catalytic performance elusive. Such lack of mechanistic 

understanding is a critical obstacle hindering rational design of the properties of 2D materials in a 

predictable manner.    

In this regard, the present thesis systematically studied the two important engineering 

strategies of 2D materials, i.e., via phase boundaries and alloying, and their roles in improving the 

HER performance. The focus is placed mainly on 2D TMDCs as the representative 2D material 

group, but with other 2D materials, i.e., 2D III-nitride alloys, also considered for generality. 

Density functional theory (DFT) calculations were employed as the computational tool to examine 
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the catalytic properties of phase boundaries and alloys, and band center theory was adopted to 

clarify the important mechanism underlying the enhanced catalytic activities. These efforts were 

further augmented by machine learning and cluster expansion method to accelerate the exploration 

of the vast alloy composition space, and physical and chemical property spectrums. 

The thesis is in the manuscript-based format, containing three inherently connected articles, 

including 2D MoTe2 phase boundaries for catalyzing HER (Chapter 4), 2D cation-mixed TMDC 

alloys for HER electrocatalysts (Chapter 5), and monolayer Ga(1-x)AlxN alloys for electronics and 

photocatalysis (Chapter 6). These studies provide mechanistic insights into property tailoring of 

2D materials via introducing phase boundaries and alloying, and more generally, guide the rational 

design and exploration of new 2D materials-based catalytic systems. 

 

  



iii 
 

Résumé 

La découverte du graphène en 2004 a suscité un regain d'intérêt pour divers matériaux 

bidimensionnels (2D), tels que les dichalcogénures de métaux de transition (TMDC), les nitrures 

2D du groupe III (nitrures 2D III) et le phosphore noir (BP). Grâce à leurs structures uniques, les 

matériaux 2D présentent des propriétés distinctes, notamment une conductivité élevée, une grande 

surface spécifique et une activité catalytique élevée, étant des candidats idéaux pour une variété 

d'applications. Récemment, les matériaux 2D se sont révélés très prometteurs dans les applications 

liées à l'énergie. En particulier, les matériaux 2D tels que les TMDC 2D ont été largement étudiés 

en tant qu'électrocatalyseurs et photocatalyseurs efficaces pour la réaction de dégagement 

d'hydrogène (HER). Cependant, de nombreux matériaux 2D présentent des performances HER 

limitées en raison de la faible densité de sites catalytiques dans leurs structures. Pour surmonter 

cette limitation, diverses stratégies ont été développées pour concevoir les structures matérielles 

2D afin d'améliorer les performances de HER. Parmi les différentes stratégies d'ingénierie, la 

limite de phase et l'alliage peuvent fournir des options intéressantes car ils sont capables 

d'améliorer la densité des sites actifs tout en conservant l'intégrité structurelle des matériaux 2D. 

Cependant, la recherche systématique sur l'ingénierie des matériaux 2D via les frontières de phase 

et l'alliage pour les applications catalytiques reste plutôt limitée, les mécanismes sous-jacents aux 

performances catalytiques améliorées étant insaisissables. Un tel manque de compréhension 

mécaniste est un obstacle critique qui entrave la conception rationnelle des propriétés des 

matériaux 2D de manière prévisible. 

À cet égard, la présente thèse a systématiquement étudié les deux stratégies d'ingénierie 

importantes des matériaux 2D, c'est-à-dire via les frontières de phase et l'alliage, et leurs rôles dans 

l'amélioration des performances HER. L'accent est mis principalement sur les TMDC 2D en tant 
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que groupe de matériaux 2D représentatif, mais avec d'autres matériaux 2D, c'est-à-dire les alliages 

2D III-nitrure, également considérés pour la généralité. Les calculs de la théorie fonctionnelle de 

la densité (DFT) ont été utilisés comme outil de calcul pour examiner les propriétés catalytiques 

des limites de phase et des alliages, et la théorie du centre de bande a été adoptée pour clarifier le 

mécanisme important sous-jacent aux activités catalytiques améliorées. Ces efforts ont été 

renforcés par l'apprentissage automatique et la méthode d'expansion des clusters pour accélérer 

l'exploration du vaste espace de composition des alliages et des spectres de propriétés physiques 

et chimiques. 

La thèse est au format manuscrit, contenant trois articles intrinsèquement liés, y compris 

les limites de phase 2D MoTe2 pour catalyser HER (Chapitre 4), les alliages TMDC à mélange 

cationique 2D pour les électrocatalyseurs HER (Chapitre 5) et les alliages monocouches Ga(1-

x)AlxN pour l'électronique et photocatalyse (Chapitre 6). Ces études fournissent des informations 

mécanistes sur l'adaptation des propriétés des matériaux 2D via l'introduction de limites de phase 

et d'alliages, et plus généralement, guident la conception et l'exploration rationnelles de nouveaux 

systèmes catalytiques à base de matériaux 2D. 

  



v 
 

Acknowledgements 

Foremost, I would like to express my deepest appreciation to my supervisor, Professor Jun 

Song, for his professional guidance, continuous support and patience. He not only guided me to 

think outside the box with his innovative ideas and deep insights, but also offered me invaluable 

space and freedom in choosing research projects of my interest. I consider myself very fortunate 

for being part of his research group and being able to work with an encouraging and easy-going 

professor like him.  

I would like to extend my sincere thanks to many of my group members, particularly Dr. 

Pengfei Ou and Dr. Fanchao Meng for their kind assistance during the initial stage of my research. 

Many thanks to all my friends, especially Chuhong Wang, Tiantian Yin and Xun Du, who always 

offer support and wonderful ideas along the journey of my Ph.D. 

I would also like to thank Natural Science and Engineering Research Council (NSERC) 

and McGill Engineering Doctoral Award (MEDA) for the financial support and Compute Canada 

and Calcul Québec for providing computing resources. 

Last but not least, words cannot express my gratitude to my caring and supportive family. 

I owe so many thanks to my mother Yunping Zhou for her love, strength, and wisdom that keep 

me motivated and confident, my father Guoqiao Chen for his unconditional support, and my twin 

sister Yidan Chen for giving me inspiration in life and the courage to keep moving forward. 

Without such a team behind me, this thesis would not have been possible. 

  



vi 
 

Preface and Contributions of Authors 

 This doctorate thesis is in manuscript-based format and consists of three published or to-

be-submitted manuscripts. The authorship and contributions of authors are listed below (* 

represents the corresponding author): 

1. Basal plane activation in monolayer MoTe2 for the hydrogen evolution reaction via phase 

boundaries, Journal of Materials Chemistry A, 2020, 8, 19522-19532. 

By: Yiqing Chen, Pengfei Ou, Xiaohan Bie, and Jun Song* 

2. Basal plane activation of two-dimensional transition metal dichalcogenides via alloying for 

hydrogen evolution reaction: first-principles calculations and machine learning prediction, 

to be submitted. 

By: Yiqing Chen, Pengfei Ou, Ying Zhao, and Jun Song* 

3. Two-dimensional III-nitride alloys: Electronic and chemical properties of monolayer Ga(1-

x)AlxN, to be submitted. 

By: Yiqing Chen, Pengfei Ou, Ying Zhao, and Jun Song* 

Author contributions: For all listed manuscripts, Yiqing Chen and Jun Song conceived the ideas 

and design the simulations; Yiqing Chen conducted all simulations, analyzed all data, and wrote 

all the manuscripts. Jun Song reviewed and edited all the manuscripts. For manuscript 1, Pengfei 

Ou assisted in conceiving the idea and analyzing the data, and Xiaohan Bie offered information on 

the model construction. For manuscripts 2 and 3, Pengfei Ou and Ying Zhao helped analyze the 

results and offered discussions. 

  



vii 
 

Table of Contents 

Chapter 2   

Abstract ........................................................................................................................................... i  

Résumé .......................................................................................................................................... iii 

Acknowledgements ....................................................................................................................... v  

Preface and Contributions of Authors ....................................................................................... vi  

Table of Contents ........................................................................................................................ vii  

List of Figures ............................................................................................................................... xi  

List of Tables ............................................................................................................................ xviii  

List of Abbreviations ................................................................................................................. xix  

Chapter 1 : Introduction .............................................................................................................. 1  

1.1 References ............................................................................................................................. 4  

Chapter 2 : Literature Review ..................................................................................................... 7  

2.1 2D materials .......................................................................................................................... 7  

2.1.1 2D TMDCs ..................................................................................................................... 8  

2.1.2 2D III-nitrides ............................................................................................................... 11  

2.2 Computational modeling in catalysis .................................................................................. 14  

2.2.1 Sabatier principle .......................................................................................................... 14 

2.2.2 Computational hydrogen electrode ............................................................................... 16  

2.2.3 Limitations of the CHE method.................................................................................... 17  

2.3 HER performance of 2D materials ...................................................................................... 18  

2.4 Improving catalytic activities of 2D materials .................................................................... 21 

2.4.1 Defect engineering ........................................................................................................ 22 

2.4.2 Alloying ........................................................................................................................ 29  

2.4.3 Substrate engineering ................................................................................................... 32  

2.5 Summary ............................................................................................................................. 33  

2.6 References ........................................................................................................................... 34  

Chapter 3 : Methodology............................................................................................................ 43  

3.1 Introduction ......................................................................................................................... 43  

3.2 First-principles methods ...................................................................................................... 44  

3.3 Density functional theory .................................................................................................... 47  

3.4 Cluster expansion method ................................................................................................... 50  



viii 
 

3.5 Machine learning ................................................................................................................. 52  

3.6 References ........................................................................................................................... 55  

Chapter 4 : Basal Plane Activation in Monolayer MoTe2 for Hydrogen Evolution Reaction 
via Phase Boundaries .................................................................................................................. 58  

4.1 Abstract ............................................................................................................................... 59  

4.2 Introduction ......................................................................................................................... 59  

4.3 Methods and models............................................................................................................ 62  

4.4 Results and discussion ......................................................................................................... 66  

4.4.1 Formation energies of MoTe2 phase boundaries .......................................................... 66 

4.4.2 Hydrogen adsorption at MoTe2 phase boundaries ........................................................ 68 

4.4.3 Relation of hydrogen adsorption to electronic properties ............................................ 74 

4.5 Conclusion ........................................................................................................................... 80  

4.6 Acknowledgements ............................................................................................................. 81  

4.7 Supporting information ....................................................................................................... 82  

4.7.1 Benchmark studies on nanoribbon models ................................................................... 82 

4.7.2 The effect of exchange-correlation functional on the electronic structure calculations 83 

4.7.3 Details of formation energy calculations of zigzag phase boundaries ......................... 83 

4.7.4 Local bond variation at the phase boundary ................................................................. 85  

4.7.5 Thermal stability of phase boundaries at room temperature ........................................ 86  

4.7.6 Hydrogen adsorption at HL sites .................................................................................. 87  

4.7.7 Adsorption sites of pristine 2H and 1T’ MoTe2 ........................................................... 89 

4.7.8 Free energy diagrams for the hydrogen evolution at the phase boundaries ................. 89 

4.7.9 HER performance of few-layer MoTe2 nanosheets ...................................................... 90 

4.7.10 HER performance of other TMDC phase boundaries ................................................ 91 

4.7.11 DOS of different Te sites in phase boundaries ........................................................... 92  

4.7.12 The Fermi-abundance model for Mo sites .................................................................. 94 

4.7.13 Charge distribution at various adsorption sites along phase boundaries .................... 95 

4.7.14 DOS plots of various Mo sites .................................................................................... 97  

4.7.15 Projected DOS for d orbitals of Mo2 atoms ............................................................... 98 

4.8 References ........................................................................................................................... 98  

Chapter 5 : Basal Plane Activation of Two-Dimensional Transition Metal Dichalcogenides 
via Alloying for Hydrogen Evolution Reaction: First-Principles Calculations and Machine 
Learning Prediction .................................................................................................................. 103  



ix 
 

5.1 Abstract ............................................................................................................................. 104  

5.2 Introduction ....................................................................................................................... 104  

5.3 Results ............................................................................................................................... 107  

5.3.1 Machine learning (ML) workflow .............................................................................. 107 

5.3.2 Predictions of electrocatalytic activity of TMDC alloys ............................................ 112  

5.3.3 The origin of alloying in enhancing HER activity ..................................................... 117 

5.4 Conclusions ....................................................................................................................... 122  

5.5 Methods ............................................................................................................................. 123  

5.5.1 Enumeration of hydrogen adsorption configurations ................................................. 123  

5.5.2 Density-functional theory (DFT) calculations ............................................................ 123 

5.5.3 Construction of machine learning (ML) model .......................................................... 126 

5.6 Acknowledgements ........................................................................................................... 127  

5.7 Supporting Information ..................................................................................................... 127  

5.7.1 Data distribution ......................................................................................................... 127  

5.7.2 Performance of ML model ......................................................................................... 129  

5.7.3 Gibbs free energies of hydrogen adsorption on pristine MX2 .................................... 130 

5.7.4 Feature vector assignment .......................................................................................... 131  

5.7.5 Electrocatalytic Activity of 72 TMDC Alloys ........................................................... 132  

5.7.6 HER activity mapping for MSe2 ................................................................................. 138 

5.7.7. HER activity mapping for MS2 at different concentrations ...................................... 139 

5.7.8 p-band center εp vs. concentration x of TMDC alloys ................................................ 139 

5.7.9 Example adsorption configurations ............................................................................ 140  

5.8 References ......................................................................................................................... 140  

Chapter 6 : Two-Dimensional III-Nitride Alloys: Electronic and Chemical Properties of 
Monolayer Ga(1-x)AlxN .............................................................................................................. 146 

6.1 Abstract ............................................................................................................................. 147  

6.2 Introduction ....................................................................................................................... 147  

6.3 Computational methods..................................................................................................... 150  

6.3.1 Cluster expansion ....................................................................................................... 150  

6.3.2 Special quasi-random structure (SQS) method .......................................................... 151 

6.3.3 Free energy of random alloys ..................................................................................... 151 

6.3.4 DFT calculations......................................................................................................... 152  

6.4 Results and discussion ....................................................................................................... 152  



x 
 

6.4.1 Configurations and stabilities of Ga(1-x)AlxN alloys ................................................... 152 

6.4.2 Electronic properties ................................................................................................... 156  

6.4.3 Effect of strain ............................................................................................................ 157  

6.4.4 Potential applications in photocatalysis ...................................................................... 158  

6.5 Conclusion ......................................................................................................................... 160  

6.6 Acknowledgements ........................................................................................................... 161  

6.7 Supporting Information ..................................................................................................... 162  

6.7.1 Optimized geometries of various Ga(1-x)AlxN alloys .................................................. 162 

6.7.2 Phonon calculations of 2D GaN, AlN and Ga0.5Al0.5N .............................................. 162 

6.7.4. Band gap variation using 2x2 Ga(1-x)AlxN ordered alloys ......................................... 163 

6.8 References ......................................................................................................................... 164  

Chapter 7 : General Discussion ............................................................................................... 167  

7.1 Strategies for activating the basal plane of 2D TMDCs for HER ..................................... 167 

7.1.1 Phase boundary activated HER on 2D TMDCs ......................................................... 168 

7.1.2 Alloying activated HER on 2D TMDCs..................................................................... 171 

7.1.3 Phase boundaries in alloys for catalyzing HER.......................................................... 174 

7.2 Broadening alloying strategy to other 2D materials .......................................................... 175  

7.4 Descriptors for electronic structures of 2D catalysts ........................................................ 176 

7.5 References ......................................................................................................................... 178  

Chapter 8 : Conclusions ........................................................................................................... 180  

8.1 Final conclusions ............................................................................................................... 180  

8.2 Contribution to the original knowledge ............................................................................ 182  

8.3 Future work ....................................................................................................................... 183  

 

  



xi 
 

List of Figures 

Fig. 1.1 Overview of the objectives of this thesis........................................................................... 4 

Fig. 2.1 Top and side views of atomic configurations of various TMDC phases: (a) 2H, (b) 1T, (c) 
1T’, and (d) 1T’’ phases. Transition metal and chalcogen atoms are indicated in purple and yellow, 
respectively. Adapted with permission from ref. [17]. Copyright 2015 AIP Publishing. .............. 9 

Fig. 2.2 (a) Schematic of single-layer MoS2 transistor. (b) Source-drain current (Ids) versus top 
gate voltage (Vtg) of the MoS2 monolayer transistor recorded for a bias voltage ranging from 
10 mV to 500 mV. The inset shows Ids-Vtg for back gate voltage Vbg = -10, -5, 0, 5 and 10 V. 
Results obtained from experiments. Adapted with permission from ref. [25]. Copyright 2011 
Springer Nature. (c) Optical image of single-layer MoS2 phototransistor. (d) Photoswitching 
characteristics of single-layer MoS2 phototransistor at different optical power (Plight) and drain 
voltage (Vds). Results obtained from experiments. Adapted with permission from ref. [26]. 
Copyright 2012 American Chemical Society. (e) Schematic of the MoS2/graphene solar cell. M1 
and M2 indicate low and high workfunction metals, respectively. Adapted with permission from 
ref. [27]. Copyright 2013 American Chemical Society. ............................................................... 11  

Fig. 2.3 Atomic structures of 2D XN. (a) Planar and buckled hexagonal structures. Adapted with 
permission from ref. [44]. Copyright 2019 American Chemical Society. (b) Haeckelite structure 
(T-XN) [42]. (c) porous structure (H-XN). Adapted with permission from ref. [43]. Copyright 
2017 Elsevier. ............................................................................................................................... 13  

Fig. 2.4 (a) The false-colored SEM image of a 2D GaN field effect transistor. (b) Gate-
dependent Ids–Vds characteristic curves from experiments. Adapted with permission from ref. [48]. 
Copyright 2018 American Chemical Society. (c) Top and side views of the GaN/Mg(OH)2 vdW 
heterostructure, where Ga, N, Mg, O, and H atoms are shown in green, grey, orange, red, and pink, 
respectively. (d) Photocatalytic mechanism for GaN/Mg(OH)2 vdW heterostructure. Adapted with 
permission from ref. [49]. Copyright 2019 AIP Publishing. ........................................................ 14  

Fig. 2.5 (a) Schematic representation of the Sabatier principle. Adapted with permission from ref. 
[59]. Copyright 2015 Elsevier. (b) Schematic representation of the thermodynamic free-energy 
profile of a catalytic reaction with one reaction intermediate. Adapted with permission from ref. 
[60]. Copyright 2021 Ooka, Huang and Exner. ............................................................................ 16  

Fig. 2.6 (a) Schematics and DFT-calculated ∆GH values of 2D TMDCs basal planes and edges. 
Adapted with permission from ref. [72]. Copyright 2014 Royal Society of Chemistry. (b) DFT-
calculated ∆GH values of the basal plane of 1T’ TMDC monolayers. Adapted with permission 
from ref. [73]. Copyright 2015 Royal Society of Chemistry. (c) HER polarization curves of 2H-
MoS2 basal plane and edge sites from experiments. (d) HER polarization curves of 1T’-MoS2 basal 
plane and edge sites from experiments. (e) HER polarization curves of 2H- and 1T’ MoS2 basal 
plane from experiments. Adapted with permission from ref. [74]. Copyright 2017 John Wiley and 
Sons. (f) Band edge positions of 2D TMDCs, CdS and TiO2 relative to the vacuum level. Dash 



xii 
 

lines indicate the redox potentials, including the potentials of water splitting at pH = 0 and the 
potential of CO2 reduction at pH = 7. Adapted with permission from ref. [77]. Copyright 2015 
Elsevier. ........................................................................................................................................ 21  

Fig. 2.7 (a) Schematic of 2H-MoS2 with S-vacancies, where Mo and S atoms are indicated in blue 
and yellow. The red region around the S-vacancy indicates Kohn-Sham orbitals corresponding to 
the new bands just below the Fermi level. (b) Band structure of 2H-MoS2 with 25% S-vacancies. 
The new bands introduced by S-vacancies are indicated in red. (c) Calculated Gibbs free energies 
of HER for the S-vacancy range of 0-25%. Adapted with permission from ref. [82]. Copyright 
2015 Springer Nature. (d)-(f) Hydrogen adsorption configurations at VS, VMoS3 and MoS2 site, 
where S, Mo, and H atoms in defect regions are shown in yellow, purple and cyan, respectively. 
Adapted with permission from ref. [83]. Copyright 2016 American Chemical Society. ............. 24  

Fig. 2.8 (a) The hydrogen adsorption sites and corresponding ∆GH values of various monolayer 
MoS2 grain boundaries, including 5|7a, 5|7b, 4|8a, 4|8b, 4|8c, 4|4, 8|10a and 8|10b. Adapted with 
permission from ref. [91]. Copyright 2018 Springer Nature. (b),(c) Relationship between DFT-
calculated H adsorption energies and (b) d- or (c) p-band center of MoS2 defects. Adapted with 
permission from ref. [83]. Copyright 2016 American Chemical Society. .................................... 27  

Fig. 2.9 Optimized structures of (a) ZZMo-S, (b) ZZMo-Mo, (c) ZZS-S, (d) ZZS-Mo and (e) AC 2H/1T’ 
MoS2 phase boundaries, where Mo and S atoms in the 2H phase are shown in cyan and yellow, 
and Mo and S atoms in the 1T’ phase are shown in cyan and purple. The dashed circles with red 
or black colors indicate the optimal adsorption site for hydrogen on the top or bottom S layers. (f) 
Calculated Gibbs free energies for hydrogen adsorption ∆GH on different sites of ZZ and AC phase 
boundaries compared with pristine 2H-MoS2. (g) The volcano plot that indicates the relationship 
between the exchange current density i0 and the Gibbs free energy ΔGH. Adapted with permission 
from ref. [110]. Copyright 2019 American Chemical Society. .................................................... 29  

Fig. 2.10 (a) Schematic (left) and high-magnification STEM-HAADF image (right) of the WxMo1-

xS2/graphene heterostructure. (b) The activation energy barrier versus alloy concentration for 
Volmer reaction mechanism obtained from simulations. (c) The activation energy barrier versus 
alloy concentration for Heyrovsky reaction mechanism obtained from simulations. Adapted with 
permission from ref. [127]. Copyright 2017 American Chemical Society. .................................. 32 

Fig. 3.1 Schematic of the alloy AB in a two-dimensional lattice space. Each site in the alloy can 
be represented by either (a) an atom type, or (b) an occupation variable (+1 for atom A and -1 for 
atom B).......................................................................................................................................... 52  

Fig. 3.2 Applications of machine learning methods in materials science [50]. ............................ 54 

Fig. 4.1 The top and side views of pristine (a) 2H and (b) 1T’ MoTe2, where Mo atoms are shown 
in purple and Te atoms are shown in brown, with the black arrows indicating the AC and ZZ 
directions of MoTe2 lattice. Two types of 2H edges (i.e., 𝛼 and 𝛽) and 1T’ edges ((i.e., C and T) 
are indicated on the side views. (c) The relaxed configurations of the twelve 2H/1T’ phase 
boundaries examined, named following the convention suggested by Zhao et al. [43]. (d) The top 



xiii 
 

and side views of a representative ZZ phase boundary, 𝑍𝑍𝑀𝑜 − 𝛼 − 𝐶| −  embedded in a 
nanoribbon model with 2H and 1T’ edges at each side, and an AC phase boundary 𝐴𝐶| + 
embedded in a periodic sheet model. ............................................................................................ 65  

Fig. 4.2 Formation energies of the phase boundaries as functions of the chemical potential of Te, 
𝜇𝑇𝑒. ............................................................................................................................................... 68  

Fig. 4.3 (a), (c) Adsorption sites of 𝑍𝑍𝑀𝑜 − 𝛼 − 𝐶| − and 𝑍𝑍𝑀𝑜 − 𝛽 − 𝑇| + phase boundaries 
respectively. Adsorption sites are labeled by as Hollow (HL), Mo, and Te categories, respectively. 
(b), (d) ∆𝐺𝐻  values of 𝑍𝑍𝑀𝑜 − 𝛼 − 𝐶| −  and 𝑍𝑍𝑀𝑜 − 𝛽 − 𝑇| +  phase boundaries, compared 
with the respective adsorption energies on pristine MoTe2 at the representative hydrogen coverage 
of 50%. For Mo2 or Mo5 site, there exist two corresponding sites, in either pristine 2H or 1T’ 
MoTe2 lattice, and we only presented the pristine lattice site of lower ∆GH here for comparison. 
(e) Volcano plot between the theoretical exchange current density 𝑖0 and Gibbs free energy ∆𝐺𝐻. 
(f) ∆𝐺𝐻 as a function of hydrogen coverage for three sites, HL1, Mo2 and Te1. ........................ 73 

Fig. 4.4 (a) DOS of two representative Te atoms for H adsorption sites. The symbol “+” labels the 
position of Fermi-abundance center (𝐷𝐹). (b) Relationship between 𝐷𝐹 values and ∆𝐺𝐻 for Te 
atoms. ............................................................................................................................................ 79  

Fig. 4.5 Charge distribution contour plots for hydrogen adsorption sites (a) Te1, (b) Mo1 and (c) 
HL1 sites at the MoTe2 phase boundary. The yellow and cyan surfaces correspond to gain and loss 
of charge respectively, with isosurface of 0.003e/Å3. (d) DOS plots for Te and Mo atoms 
respectively (top panel) before hydrogen adsorption, (second panel) after hydrogen adsorption on 
Te1 site, (third panel) after hydrogen adsorption at the Mo1 site, and (bottom panel) after hydrogen 
adsorption at the HL1 site. ............................................................................................................ 79  

Fig. 4.6 Projected DOS (pDOS) plots for the d orbitals of the Mo1 atom along the MoTe2 phase 
boundary, (top panel) before adsorption, after adsorption on Mo1 site, and after adsorption on HL1 
site. Black arrow indicates the reinforcing states of 𝑑𝑥𝑦 and 𝑑𝑥2 − 𝑦2 orbitals near the Fermi 
level. .............................................................................................................................................. 80  

Fig. 4.7 Benchmark studies of the possible effect, induced by edge-edge and edge-boundary 
interactions,  on the formation energy 𝐸𝑓 of the phase boundary 𝑍𝑍𝑀𝑜 − 𝛽 − 𝑇| + and the Gibbs 
free energy of adsorption 𝛥𝐺𝐻 as functions of the number (n) of unit cells in each phase. 𝐸𝑓 was 
calculated under Te-rich condition (𝜇𝑇𝑒 = −3.14 𝑒𝑉), and the hydrogen coverage in benchmark 
studies was set as 1. ...................................................................................................................... 82  

Fig. 4.8 Total density of states (DOS) of pristine 2H MoTe2 and pristine 1T’ MoTe2, obtained from 
calculations using GGA-PBE [48] (red) and HSE06 [50] (blue) functionals. .............................. 83 

Fig. 4.9 (a), (b) Simulation cells of 2H MoTe2 nanoribbon and 1T’ MoTe2 nanoribbon respectively. 
(c) Top views of quantum dot n, using 𝑛 = 5 and 𝑛 = 11 as representatives. (d) Linear fitting of 
𝑓𝑛 (see Eq. (4.13)) as a function of n. .......................................................................................... 85 



xiv 
 

Fig. 4.10 (a) Top and side views of pristine 2H and 1T’ MoTe2, where the black arrow indicates 
the Mo-Te bond length of pristine 2H MoTe2, while blue, green, orange and yellow arrows indicate 
various Mo-Te bonds length of pristine 1T’ MoTe2.  (b) Top and side views of representative ZZ 
phase boundaries. For each phase boundary configuration, black and blue arrows indicate the 
longest and shortest Mo-Te bonds at the phase boundary, respectively. ...................................... 86  

Fig. 4.11 (a) The potential energy (blue curve, left vertical axis) and temperature (red curve, right 
vertical axis) of MoTe2 boundaries with simulation time. (b) Snapshots of configurations of  
𝑍𝑍𝑀𝑜 − 𝛼 − 𝐶| − and 𝑍𝑍𝑀𝑜 − 𝛽 − 𝑇| + boundaries at room temperature (300K). ................. 87 

Fig. 4.12 (a), (b), (c) The hydrogen adsorption configurations for HL1, HL2 and the pristine MoTe2.
....................................................................................................................................................... 88  

Fig. 4.13 Adsorption sites of pristine 2H and 1T’ MoTe2. Adsorption sites are categorized into 
hollow (HL), Mo, and Te sites respectively, and labelled accordingly. ....................................... 89 

Fig. 4.14 Free energy diagram of the HER following (a) the Volmer-Heyrovsky pathway and (b) 
the Volmer-Tafel pathway at HL1, Mo2, and Te1 sites along the MoTe2 phase boundaries. ...... 90 

Fig. 4.15 (a) Side view of a double-layered MoTe2 nanosheet containing phase boundaries in each 
layer, where Mo atoms are colored purple and Te atoms are colored brown. The three adsorption 
sites, selected as representatives and labeled as HL1, Mo2, and Te1, are indicated in the figure. (b) 
∆GH values at those sites in single-layered and double-layered MoTe2. ...................................... 91 

Fig. 4.16 (a) Representative adsorption sites in the TMDC phase boundary, labeled as HL1, M1 
(metal site), and X1 (chalcogen site) respectively, as well as (b) their corresponding counterparts 
in the pristine TMDC basal plane, labeled as pris HL1, pris M1 (metal site), and pris X1 (chalcogen 
site) respectively. (c) ∆GH values of X1, HL, M1 sites at MoSe2, WTe2, MoTe2 phase boundaries, 
and at their corresponding counterparts in pristine TMDC basal planes. ..................................... 92  

Fig. 4.17 Corresponding DOS plots of different Te sites (locations and configurations of those 
sites, please see Fig. 4.3(a) and (c)). The symbol “+” labels the position of Fermi-abundance center 
(𝐷𝐹). ............................................................................................................................................. 93  

Fig. 4.18 Calculated (a) 𝐷𝐹 and (b) d-band center of various Mo sites versus the corresponding 
𝛥𝐺𝐻 values. .................................................................................................................................. 94  

Fig. 4.19 Charge distribution at various Te sites in MoTe2 phase boundaries. ............................ 95 

Fig. 4.20 Charge distribution at Mo and HL sites in MoTe2 phase boundaries. .......................... 96 

Fig. 4.21 DOS of Mo sites in phase boundaries in comparison with the Mo site in pristine MoTe2 
sites (locations and configurations of those sites, please see Fig. 4.3(a), (c) and Fig. 4.10). ....... 97 

Fig. 4.22 Projected DOS (pDOS) plot for the d orbitals of the Mo2 atom along the MoTe2 phase 
boundary, (top panel) before adsorption, after adsorption on Mo2 site, and after adsorption on HL1 



xv 
 

site. Black arrow indicates the reinforcing states of 𝑑𝑥𝑦 and 𝑑𝑥2 − 𝑦2 orbitals near the Fermi 
level. .............................................................................................................................................. 98  

Fig. 5.1 (a) Template adsorption configuration of hydrogen on a 2D TMDC sheet, where transition 
metal (M=Cr, Mo, W, V, Nb, Ta, Ti, Zr or Hf) and chalcogen atoms (X = S, Se) are indicated by 
cyan and yellow spheres, while the hydrogen atom is shown in white. (b) Workflow for predicting 
ΔGH and stability via machine learning. ..................................................................................... 111  

Fig. 5.2 (a) The normalized distribution of the DFT-calculated ΔGH for hydrogen adsorption on 
MS2 and MSe2 respectively. Dashed lines indicate the 0.1 eV range around the optimal ΔGH value 
of 0 eV. (b) Prediction performance of the training set and the test set for ΔGH prediction. (c) The 
fraction of the DFT-calculated stable and unstable alloys for MS2 and MSe2 respectively. (d) 
Prediction performance of the training set and the test set for stability prediction. ................... 112 

Fig. 5.3 (a)-(h) Machine learning predictions for ΔGH of 8 representative TMDC ternary alloys at 
different concentrations. Black dash lines indicate the optimal ΔGH to achieve best HER 
performance. ............................................................................................................................... 116  

Fig. 5.4 HER activity heatmaps for MS2 alloys showing (a) the fraction of adsorption sites of ΔGH 
within the optimal range of (-0.1,0.1) eV for each alloy, and (b) the fraction of adsorption sites that 
are both stable and have optimal ΔGH for each MS2 alloy. The number indicates the fraction value 
an alloy exhibits, which is also reflected by the color. ............................................................... 117  

Fig. 5.5 (a) Relationship between εp values and ΔGH for MS2 and MSe2. (b) εp of the adsorption 
sites in Mo(1-x)VxS2 and W(1-x)VxSe2 alloys with the best (lowest) ΔGH as a function of the 
composition (i.e., atomic fraction of V). ..................................................................................... 121  

Fig. 5.6 (a) The evolution of composition-weighted average of εp at the VD, CEX, and SR steps. 
(b) Representative hydrogen adsorption configurations on W0.22V0.78S2 and W0.78V0.22S2 alloys, 
with related charge density difference maps of metal atoms at the vicinity of the adsorption site. 
Atoms are colored according to the follows: V (red), W (grey), S (yellow), and hydrogen (pink). 
The black cross symbol in charge density difference maps indicate the center of the metal atom 
(W or V). ..................................................................................................................................... 121  

Fig. 5.7 Lowest ΔGH values for hydrogen adsorption on W(1-x)VxS2 as the composition (x) varies. 
The insets illustrate sample adsorption configurations yielding the lowest ΔGH. V, W, S and 
hydrogen atoms are shown in red, grey, yellow, and pink respectively. .................................... 122  

Fig. 5.8 (a) The normalized distribution of the DFT-calculated ΔGH for the training and testing set, 
respectively. (b) The distribution of alloy types for the training and testing set for ΔGH prediction.
..................................................................................................................................................... 128  

Fig. 5.9 (a) The distribution of stability of alloys for the training and testing set. (b) The distribution 
of alloy types for the training and testing set for stability prediction. ........................................ 128  



xvi 
 

Fig. 5.10 Error metrics vs. size of training set or testing set for the prediction of (a) ΔGH and (b) 
stability of 2D TMDC alloys. ..................................................................................................... 130  

Fig. 5.11 Illustration of feature vector assignment. Alloy structures are reduced to numerical 
representations. ........................................................................................................................... 131  

Fig. 5.12 Machine learning predicted ΔGH values of TMDC ternary alloys at different 
concentrations. Black dash lines indicate the optimal ΔGH desirable for HER. ......................... 132 

Fig. 5.13 Machine learning predicted ΔGH values of TMDC ternary alloys at different 
concentrations. Black dash lines indicate the optimal ΔGH desirable for HER. ......................... 133 

Fig. 5.14 Machine learning predicted ΔGH values of TMDC ternary alloys at different 
concentrations. Black dash lines indicate the optimal ΔGH desirable for HER. ......................... 134 

Fig. 5.15 Machine learning predicted ΔGH values of TMDC ternary alloys at different 
concentrations. Black dash lines indicate the optimal ΔGH desirable for HER. ......................... 135 

Fig. 5.16 Machine learning predicted ΔGH values of TMDC ternary alloys at different 
concentrations. Black dash lines indicate the optimal ΔGH desirable for HER. ......................... 136 

Fig. 5.17 Machine learning predicted ΔGH values of TMDC ternary alloys at different 
concentrations. Black dash lines indicate the optimal ΔGH desirable for HER. ......................... 137 

Fig. 5.18 HER activity heatmaps for MSe2 alloys showing (a) the fraction of adsorption sites of 
ΔGH within the optimal range of (-0.1,0.1) eV for each alloy, and (b) the fraction of adsorption 
sites that are stable and have optimal ΔGH for each MSe2 alloy. The number indicates the fraction 
value an alloy exhibits, which is also reflected by the color. ..................................................... 138 

Fig. 5.19 HER activity heatmap for MS2 alloys showing the fraction of adsorption sites that are 
stable and have optimal ΔGH for each alloy at different concentrations. The number indicates the 
fraction value an alloy exhibits, which is also reflected by the color. ........................................ 139 

Fig. 5.20 p-band center εp vs. concentration x plots for all adsorption sites in (a) Mo(1-x)VxS2 and 
(b) W(1-x)VxSe2. Green solid points here highlight the adsorption sites with the best (lowest) ΔGH 
at each concentration................................................................................................................... 140  

Fig. 5.21 Example hydrogen adsorption configurations on six representative TMDC alloys, where 
S atoms, Se atoms and H atoms are colored yellow, green, and pink respectively. ................... 140  

Fig. 6.1 The top and side views of monolayer III nitrides, where Ga, Al and N atoms are shown in 
green, blue and grey, respectively............................................................................................... 154 

Fig. 6.2 (a) DFT calculated and cluster expansion fitted results for the formation enthalpies ∆H of 
Ga(1-x)AlxN at different concentration. The ∆H values of ground structures are shown in black solid 
line, and ∆H values of random alloys generated using special quasi-random structure (SQS) 
method are shown in blue dash line. (b) effective cluster interaction (ECI) Jα for cluster figures, 



xvii 
 

i.e., pairs and triplets, as a function of cluster diameter. (c) Atomic configurations of SQS structures 
at different concentration, where Ga, Al and N atoms are shown in green, blue and grey. ....... 155 

Fig. 6.3 Free energies of mixing for Ga(1-x)AlxN random alloys vs. concentration x under different 
temperatures. ............................................................................................................................... 155  

Fig. 6.4 (a) Band gap E of Ga(1-x)AlxN random alloys as a function of concentration x. (b) The 
VBM and CBM positions of Ga(1-x)AlxN random alloys as a function of concentration x. ........ 157 

Fig. 6.5 (a) Band gap values of GaN, AlN and Ga(1-x)AlxN random alloy as a function of strain. (b) 
The VBM and CBM positions of GaN, AlN and Ga(1-x)AlxN random alloy as a function of strain. 
Black dash lines indicate the position of potentials of oxidation (O2/H2O) and reduction (H+/H2) at 
pH 0 for water splitting. .............................................................................................................. 158  

Fig. 6.6 (a) Atomic configurations of hydrogen adsorption on GaN, AlN and Ga0.5Al0.5N, where 
Ga, Al, N and H atoms are shown in green, blue, grey and pink. (b) Calculated ΔGH for Ga0.5Al0.5N 
random alloy under tensile strain. ............................................................................................... 160  

Fig. 6.7 Top views of optimized geometries of five representative Ga(1-x)AlxN alloys generated by 
ATAT code. Ga, Al and N atoms are shown in green, blue and grey, respectively. .................. 162 

Fig. 6.8 Phonon dispersion curves for 2D GaN, AlN and 2x2 Ga0.5Al0.5N, respectively. 
Corresponding atomic structures are shown in each plot. .......................................................... 163 

Fig. 6.9 Lattice constant a of Ga(1-x)AlxN random alloys as a function of concentration x. ....... 163 

Fig. 6.10 (a) Band gap E of 2x2 Ga(1-x)AlxN ordered alloys as a function of concentration x. (b) 
The top views of 2x2 Ga(1-x)AlxN ordered alloys used for band gap calculations. ..................... 164 

Fig. 7.1 (a) Top and side views of the hollow sites at the phase boundaries of 2D TMDCs, where 
transition metals (M = Mo, W, Cr, and V) and chalcogens (X = S, Se, and Te) are shown in purple 
and green. (b) ∆GH of the hollow sites of various 2D TMDC phase boundaries. ...................... 170 

Fig. 7.2 DFT calculated and cluster expansion fitted results for the formation enthalpies ∆H of (a) 
2H Mo(1-x)WxTe2, (b) 2H WSe2(1-x)Te2x, (c) 1T’ Mo(1-x)WxTe2, and (d) 1T’ WSe2(1-x)Te2x  at different 
concentration. The ∆H values of ground structures are shown in blue solid line, and ∆H values of 
random alloys generated using special quasi-random structure (SQS) method are shown in black 
dash line. ..................................................................................................................................... 174  

Fig. 7.3 Schematic of phase boundaries in 2D Mo(1-x)WxTe2 alloys, where Mo, W and Te atoms 
are shown in purple, grey and brown. The black dash line indicates the phase boundary line. . 174 

Fig. 7.4 Calculated (a) p-band center, (b) modified p-band center and (c) Fermi-abundance (DF) 
values of various Te sites with respect to ΔGH values. ............................................................... 177 

  



xviii 
 

List of Tables 

Table 4.1 ∆GH values for different hollow sites. .......................................................................... 88 

Table 5.1 Gibbs free energies of hydrogen adsorption on pristine MX2.................................... 130 

 

  



xix 
 

List of Abbreviations 

2D  Two-dimensional  

3D  Three-dimensional 

CE  Cluster expansion 

DFT  Density functional theory 

HER  Hydrogen evolution reaction 

ML  Machine learning 

TMDC  Transition metal dichalcogenide 

∆GH  Gibbs free energy of hydrogen adsorption 

 

 



1 
 

Chapter 1 : Introduction 

Renewable energy conversion plays an important role in the clean energy economy. The 

energy converted from the environment, such as wind, heat, and sunlight can be utilized for the 

electrolysis of water to produce hydrogen [1], which is one of the cleanest fuels showing great 

potential in replacing fossil fuels [2, 3]. To facilitate the water splitting process, the development 

of earth-abundant materials for catalyzing hydrogen evolution reaction (HER) is of great 

importance [4, 5]. Among various candidate materials in different dimensionalities, two-

dimensional (2D) materials with fascinating properties have received sustainable attention. [6-8].  

2D materials are defined as atomically thin crystalline solids. Since the isolation of graphene 

in 2004 [9], the family of 2D materials keeps growing every year and features thousands of 2D 

materials [10], including transition metal dichalcogenides (TMDCs), hexagonal boron nitride (h-

BN), 2D group III-nitrides (2D III-nitrides), black phosphorus (BP) and etc. [11-17]. These 2D 

materials possess novel properties distinct from their bulk counterparts due to quantum 

confinement [18]. Particularly, their intrinsically large specific surface area makes them good 

candidates for catalysis [19]. One important class of 2D materials, 2D TMDCs (e.g., MoS2, WSe2 

and MoTe2) are receiving increasing attention over the years and have been synthesized via several 

methods, including mechanical exfoliation, chemical exfoliation, and chemical vapor deposition 

[20-22]. They possess effective catalytic sites in the edges and exhibit band edge positions ideal 

for photocatalytic HER [19, 23, 24]. Additionally, the electronic and catalytic properties of 2D 

TMDCs vary with different phases and different combinations of transition metals and chalcogens, 

which allow the tuning of their HER performance [25-27]. Recently, another new group of 2D 

materials, 2D III-nitrides was synthesized via graphene encapsulation [28]. First-principles 

calculations show that 2D III-nitrides (e.g., 2D GaN and AlN) possess excellent electronic 
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properties, suitable band edge positions, and good adsorption abilities that could probably promote 

water splitting [16, 29-32].  

Despite those advantages favoring HER, the catalytic performance of 2D materials is still 

lower than that of Pt-based catalysts [33]. The low HER activity mainly originates from the low 

density of active sites due to the inertness of the basal plane of 2D materials. To address this 

limitation, several strategies for activating the basal plane have been proposed, including defect 

engineering, phase engineering, strain engineering, doping, alloying and etc. [34-38]. Among 

various strategies, introducing phase boundaries and alloying have shown great potential, but 

research work in these two fields is rather scarce. Consequently, knowledge regarding the role of 

phase boundaries and alloys in 2D materials for catalyzing HER remains largely absent.  

The main theme of this thesis is to computationally explore phase boundaries and alloys in 2D 

materials, and to understand their role in catalyzing HER, with emphasis focused on two important 

classes of 2D materials, i.e., 2D TMDCs and 2D III-nitrides (Fig. 1.1). The specific objectives of 

the thesis are as follows: 

1. Examine the structural stabilities and HER performance of phase boundaries in 2D MoTe2. 

2. Elucidate the mechanisms underlying enhanced hydrogen adsorption at phase boundaries 

of 2D MoTe2. 

3. Develop a machine learning workflow to accurately predict the HER activities and 

thermodynamic stabilities of ternary 2D TMDC alloys. 

4. Clarify the important mechanism underlying the alloying-induced basal plane activation 

for HER. 

5. Investigate the structural, electronic, and chemical properties of 2D Ga(1-x)AlxN alloys and 

their potential applications in water splitting. 
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The results obtained from the above objectives are discussed in Chapters 4-6 in detail. To be 

specific: 

1. Chapter 4 studied 2H/1T’ phase boundaries in monolayer MoTe2 for catalyzing HER using 

first-principles calculations. The structural stabilities of possible phase boundary 

configurations were examined, and potential catalytic centers at the phase boundaries were 

identified. Enhanced HER activities in MoTe2 by introducing phase boundaries were 

demonstrated, and the underlying HER mechanisms were understood, strongly dependent 

on the local hydrogen adsorption geometry and electronic structures. 

2. Chapter 5 investigated 2D cation-mixed TMDC alloys for activating the basal plane for 

HER using first-principles calculations in conjunction with machine learning models. 

Successful basal plane activation via alloying was observed in various 2D TMDCs. High 

throughput screenings were performed on HER activities and thermodynamic stabilities of 

2D TMDC alloys. Alloying effects in enhancing the HER performance in the basal plane 

were clarified via band center theory and local charge distribution. 

3. Chapter 6 studied the properties of monolayer Ga(1-x)AlxN alloys employing first-principles 

calculations and cluster expansion method. The thermodynamic stability and atomic 

arrangements of 2D Ga(1-x)AlxN alloys were revealed. The electronic properties and 

chemical properties of alloys were found to be tunable by varying chemical compositions 

and strain, making them good candidates as photocatalysts for water splitting. 
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Fig. 1.1 Overview of the objectives of this thesis. 
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Chapter 2 : Literature Review 

This chapter provides an overview of recent research progress in 2D materials relevant to the 

work presented in the thesis. The literature review concentrates on two groups of 2D materials, 

i.e., 2D transition metal dichalcogenides (2D TMDCs) and 2D group III-nitrides (2D III-nitrides), 

and their applications in one fundamentally significant chemical reaction, hydrogen evolution 

reaction (HER). The contents of this chapter are arranged as follows: first, a brief introduction to 

2D materials is presented, focusing on 2D TMDCs and 2D III-nitrides. This is followed by a brief 

overview of computational methods used in catalysis. Then, the catalytic properties of 2D 

materials as HER catalysts are summarized. Finally, common strategies for enhancing the HER 

activities of 2D materials, i.e., defect engineering and alloying are discussed. 

2.1 2D materials  

 The 2D material revolution began with the discovery of graphene in 2004 [1]. This single 

layer of graphite possesses extraordinary properties such as large specific surface area, high 

electronic quality, superior thermal conductivity and outstanding mechanical properties [2-5],  

showing great potential in electronics, sensors and energy storage [6]. The graphene rush has also 

accelerated the discovery of numerous new 2D materials, including 2D TMDCs, black phosphorus 

(BP), transition metal carbides and nitrides (MXenes), 2D III-nitrides, 2D metal-organic 

frameworks (MOFs), etc. [7-9]. These emerging 2D materials show diverse electronic behaviors 

and chemical properties, largely compensating for the applications of graphene in various fields 

[10]. In the following subsection 2.1.1 and 2.1.2, two typical groups of 2D materials, namely 2D 

TMDCs and 2D III-nitrides, will be introduced as they are the main subjects of research focus in 

this thesis. 
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2.1.1 2D TMDCs 

TMDCs have the chemical formula MX2, where M is a transition metal atom (such as Mo, 

W and Nb) and X is one of the chalcogens (S, Se and Te). The most famous member of TMDCs, 

MoS2, is a silvery black solid widely used as solid lubricants due to its low friction and long wear 

life [11]. Two-thirds of TMDC crystals have layered structures similar to graphite [12]. A typical 

TMDC structure comprises strongly bonded two-dimensional X-M-X layers that are loosely held 

together by weak van der Waals forces [12, 13]. As a result, a single layer of TMDCs can be 

obtained by removing one layer from their bulk counterparts. In fact, 2D TMDCs are found to be 

stable, and controllable and uniform TMDC layers have been synthesized via several methods, 

including mechanical exfoliation, chemical exfoliation, and chemical vapor deposition [14-16].  

2D TMDCs can exhibit different phases. Fig. 2.1 describes the atomic configurations of 

four typical phases of 2D MX2, i.e., trigonal prismatic (2H), octahedral (1T) and distorted (1T’ 

and 1T’’) phases [17]. As shown in Fig. 2.1 (a), the 2H phase has a hexagonal symmetry (D3h) 

with sulfur atoms in the monolayer vertically aligned along the z-direction. The 1T phase with 

tetragonal symmetry (D3d) can be seen as a structural transformation from the 2H phase where one 

atomic layer of X atoms is shifted (Fig. 2.1 (b)). Further distortions in the metal atoms of the 1T 

structure result in the displacement of chalcogen atoms along the z-direction to form the 1T’ and 

1T’’ phases (Fig. 2.1 (c)-(d)). The dominant phases of each 2D TMDCs are determined by the 

filling of d orbitals. For example, most group VI TMDCs (e.g., MoS2 and WSe2) have 2H phases, 

while group X TMDCs (e.g., PtS2) usually have 1T phases. 2D TMDCs with different phases can 

lead to different applications. For instance, 2H TMDCs with semiconducting nature are attractive 

to electronic and optoelectronic devices, while 1T TMDCs with the active basal plane and high 

conductivity are ideal for electrochemical catalysts [18-20]. Phase transition has provided a viable 
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route to tune the properties of 2D TMDCs, and the precise phase control of 2D TMDCs has become 

a hot topic in research [21].  

 

Fig. 2.1 Top and side views of atomic configurations of various TMDC phases: (a) 2H, (b) 1T, (c) 
1T’, and (d) 1T’’ phases. Transition metal and chalcogen atoms are indicated in purple and yellow, 
respectively. Adapted with permission from ref. [17]. Copyright 2015 AIP Publishing. 

 

Asides from the phase engineering, the electronic and chemical properties of 2D TMDCs 

can also be tuned by choosing different combinations of the M and X elements. Generally, the 

electronic properties of 2D TMDCs are mostly determined by the filling of d orbitals of their 

transition metals [22]. The fully filled d orbitals result in semiconducting behavior, while the 

metallic nature is attributed to the partially filled d orbitals [21]. It is worth mentioning that for 2D 

TMDC semiconductors, their band gap values are also affected by chalcogen atom types. The band 

gap of 2D TMDCs usually decrease with the increase of the atomic number of chalcogen. 

One challenging issue for building high-performance graphene-based electronics is that 

pristine graphene is a semimetal without a band gap [23]. The advent of 2D TMDCs can 

successfully overcome such limitations. 2D TMDCs can achieve tunable band gaps ranging from 
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the visible to the infrared [24]. Particularly, group VI TMDCs show band gaps in the range of 1-

2 eV, being suitable for switching nanodevices. In 2011, Single-layer MoS2 transistors were 

fabricated by Radisavljevic et al. using a halfnium oxide gate dielectric (Fig. 2.2 (a)) [25]. They 

demonstrated the mobility of MoS2 of at least 200 cm2·V–1·s–1 at room temperature, and transistors 

were able to control charge density in a local manner with room-temperature current on/off ratios 

exceeding 108 (Fig. 2.2 (b)).  

While bulk TMDCs are indirect band gap semiconductors, 2D TMDCs exhibit direct band 

gaps, which are promising for optoelectronics applications. In 2012, Yin et al. first synthesized 

single-layer MoS2 phototransistor with good switching behavior and high stability (Fig. 2.2 (c)) 

[26]. The photoresponsivity from this device reaches 7.5 mA/W under illumination with an optical 

power of 80 μW and a gate voltage of 50 V (Fig. 2.2 (d)). Moreover, the unique optical properties 

of 2D TMDCs hold promise for applications in light harvesting. Bernardi et al. proposed bilayer 

solar cells using MoS2/graphene bilayer or stacked TMDC monolayers (Fig. 2.2 (e)) [27]. Their 

calculations showed that these devices can attain power conversion efficiencies of up to ∼1%, and 

a power density of up to 2.5 MW/kg.  

The adsorption properties of a catalyst’s surface are strongly correlated to its electronic 

structures. Thus, the tunability of the electronic properties of 2D TMDCs can also extend to the 

chemical properties. In fact, 2D TMDCs have been widely explored as catalysts for various 

chemical reactions, such as hydrogen evolution reaction and carbon dioxide reduction, showing 

much promise for photochemical and electrochemical applications [28]. This topic will be 

explicitly discussed in section 2.3. 
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Fig. 2.2 (a) Schematic of single-layer MoS2 transistor. (b) Source-drain current (Ids) versus top 
gate voltage (Vtg) of the MoS2 monolayer transistor recorded for a bias voltage ranging from 
10 mV to 500 mV. The inset shows Ids-Vtg for back gate voltage Vbg = -10, -5, 0, 5 and 10 V. 
Results obtained from experiments. Adapted with permission from ref. [25]. Copyright 2011 
Springer Nature. (c) Optical image of single-layer MoS2 phototransistor. (d) Photoswitching 
characteristics of single-layer MoS2 phototransistor at different optical power (Plight) and drain 
voltage (Vds). Results obtained from experiments. Adapted with permission from ref. [26]. 
Copyright 2012 American Chemical Society. (e) Schematic of the MoS2/graphene solar cell. M1 
and M2 indicate low and high workfunction metals, respectively. Adapted with permission from 
ref. [27]. Copyright 2013 American Chemical Society. 

 

2.1.2 2D III-nitrides 

Three-dimensional (3D) group III-nitrides, including AlN, GaN and InN and their alloys, 

are excellent wide band gap semiconductors. They possess tunable band gaps covering the whole 

solar spectrum from ultraviolet to infrared [29, 30], affording their excellent properties for 

applications in electronics, optoelectronics and photocatalysis [30-35]. Recently, their 2D 

allotropes have been successfully synthesized via graphene encapsulation [36], which has brought 

a new group of 2D materials, 2D III-nitrides into the focus of research interest.  

The common formula of 2D III-nitrides is XN, where X = Al, Ga, or In. Although 3D III-

nitrides do not have layered structures similar to graphite, a graphene-like hexagonal structure has 
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been predicted to exist in 2D III-nitrides and is the basic structure that has been extensively studied 

[37, 38]. As shown in Fig. 2.3 (a), in 2D hexagonal XN, all atoms remain in the same plane. N 

atoms in the 2D hexagonal XN are sp2-hybridized, and the nonbonding pz orbitals introduce 

unsaturated dangling bonds on the surface, resulting in an active surface ideal for chemical 

reactions but also with less stability. Several theoretical studies have been performed to understand 

the stability of 2D hexagonal XN. For example, previous studies confirmed the stability of 2D 

hexagonal GaN and AlN by ab initio phonon calculations [39, 40]. In addition, 2D hexagonal XNs 

were demonstrated to be stable under thermal excitations by ab initio finite temperature molecular 

dynamics (MD) calculations performed under 1000 K [41]. Moreover, the stability of 2D 

hexagonal XN can be enhanced by hydrogen passivation to form a buckled structure (Fig. 2.3 (a)), 

which exhibits different electronic properties compared to the planar one [36]. Asides from the 2D 

hexagonal structures, other potential structures have been proposed by theoretical studies. 

Camacho-Mojica and López-Urías proposed a planar GaN structure containing square and 

octagonal rings, called haeckelites 8-4 or T-GaN [42]. Zhang et al. predicted a GaN porous 

structure possessing a large specific surface area, which is called H-GaN [43]. The atomic 

structures of T-GaN and H-GaN are presented in Fig. 2.3 (b)-(c). The formation energies of H-

GaN and T-GaN were calculated by density functional theory (DFT) calculations, with values of 

0.061 and 0.055 eV, respectively, slightly higher than that of 2D hexagonal GaN (0.042 eV) [43]. 

These results indicate that the 2D hexagonal structure is the most stable form of 2D III-nitrides. 
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Fig. 2.3 Atomic structures of 2D XN. (a) Planar and buckled hexagonal structures. Adapted with 
permission from ref. [44]. Copyright 2019 American Chemical Society. (b) Haeckelite structure 
(T-XN) [42]. (c) porous structure (H-XN). Adapted with permission from ref. [43]. Copyright 
2017 Elsevier. 

 

2D III-nitrides have demonstrated desirable electronic and chemical properties. In 

particular, the band gap of 2D III-nitrides can be tailored by various methods, e.g., alloying, strain, 

and surface modification [37, 45-47], showing great potential for electronic or optoelectronic 

devices. Chen et al. constructed a field effect transistor device with 2D GaN as the dielectric layer 

and graphene sheets as contact layers (Fig. 2.4 (a)-(b)) [48]. The electron mobility of the 2D GaN 

achieved 160 cm2·V–1·s–1 with an on/off ratio of around 106. Besides, the large area of active 

surface and suitable band gaps make 2D III-nitrides very promising for photocatalysis. Ren et. al 

proposed a vertical van der Waals heterostructure based on 2D hexagonal GaN and Mg(OH)2 as a 

photocatalyst for water splitting (Fig. 2.4 (c)-(d)) [49]. DFT calculations predicted that this 

structure has suitable band edge positions and adsorption abilities that promote water splitting. 

However, despite those great prior efforts, the applications of 2D III-nitrides in those fields are 

still in their infancy. One challenge that remains in this area is the low stability of 2D III-nitrides, 

which makes the synthesis process difficult [50].  
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Fig. 2.4 (a) The false-colored SEM image of a 2D GaN field effect transistor. (b) Gate-
dependent Ids–Vds characteristic curves from experiments. Adapted with permission from ref. [48]. 
Copyright 2018 American Chemical Society. (c) Top and side views of the GaN/Mg(OH)2 vdW 
heterostructure, where Ga, N, Mg, O, and H atoms are shown in green, grey, orange, red, and pink, 
respectively. (d) Photocatalytic mechanism for GaN/Mg(OH)2 vdW heterostructure. Adapted with 
permission from ref. [49]. Copyright 2019 AIP Publishing. 

 

2.2 Computational modeling in catalysis 

Computational modeling has become increasingly critical in catalyst design thanks to the 

rapid growth of computing power. The utility of first-principles calculations in understanding the 

atomic-level reaction energetics is widely acknowledged. However, establishing a direct 

correlation between the macroscopic functionality and atomic-scale properties of the catalyst 

presents a formidable challenge. Although multiscale modeling approach that integrates electronic 

structure calculations and kinetic models could potentially bridge these gaps, their practical 

implementation necessitates high computational costs [51]. This limits their feasibility in 

computational catalyst design, particularly for the high-throughput screening of new catalysts. One 

viable method to address this challenge is to find reasonable and simple descriptors of the catalytic 

activity to help us identify potential catalysts and understand their activity trends [52]. This 

subsection provides a brief overview of the research endeavors towards developing appropriate 

descriptors for reactivity trends, with a specific emphasis on the hydrogen evolution reaction.  

2.2.1 Sabatier principle 

It is important to develop a design principle that establishes a connection between the 

catalytic surface property and the catalytic activity. In this regard, in 1913, Paul Sabatier first 

proposed a conceptual framework based on empirical observations, suggesting that an ideal 

catalyst must bind the adsorbates at an intermediate strength, neither too weakly nor too strongly 
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[53, 54]. This framework resulted in the widely renowned 'volcano plot', which depicts the 

relationship between activity (rate) and bond strength, as illustrated in Figure 2.5 (a). However, 

the concept of ‘bond strength’ is not clearly defined in Sabatier principle and necessitates 

descriptors that can best characterize the catalytic reaction. In the case of hydrogen evolution 

reaction, in 1957, Parsons established a similar ‘volcano-type’ relation between the exchange 

current for electrolytic HER and the Gibbs free energy of atomic hydrogen adsorption ΔGH, 

proposing that ΔGH should ideally have a value around 0 [55]. Subsequent studies combining 

experiments and theories further confirmed the significance of ΔGH as a suitable descriptor for 

HER for a broad range of materials [52, 56].  

Gibbs free energy, denoted G, is a thermodynamic potential that describes the energy 

available to a system to do non-volume work at constant temperature and pressure. G is minimized 

at chemical equilibrium and the change in G can be used to determine the spontaneity and direction 

of a reaction. In two-step reactions like HER, the reaction proceeds from reactant to product with 

only one reaction intermediate. The Gibbs free energy of intermediate formation (∆GRI) at 

equilibrium is thus a crucial factor in determining the activity of the reaction and is often 

considered as a 'descriptor' for this purpose [57]. As shown in Fig. 2.5 (b), ideal catalysts should 

have thermoneutral bonding to the intermediate (∆GRI = 0). If the catalyst binds the intermediate 

too weakly (∆GRI > 0)/strongly (∆GRI > 0), the first/second step of the reaction is 

thermodynamically unfavorable, resulting in a thermodynamic overpotential to the reaction [58]. 

In the case of HER, the intermediate state is the chemisorption of hydrogen atoms at the surface, 

and this makes Gibbs free energy of hydrogen adsorption ΔGH an effective descriptor for the 

reaction rate.  
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Fig. 2.5 (a) Schematic representation of the Sabatier principle. Adapted with permission from ref. 
[59]. Copyright 2015 Elsevier. (b) Schematic representation of the thermodynamic free-energy 
profile of a catalytic reaction with one reaction intermediate. Adapted with permission from ref. 
[60]. Copyright 2021 Ooka, Huang and Exner. 

 

2.2.2 Computational hydrogen electrode 

The free-energy profile of an electrochemical reaction at a catalyst surface can be obtained 

from computational methods. Typically, the Gibbs free energies of adsorbates are calculated using 

density functional theory (DFT), which takes into account the energy (E), zero-point energy 

correction (ZPE), and entropy (S). However, accurately treating the chemical potentials of 

electrons and protons is challenging in DFT calculations. Moreover, it is crucial to ensure that the 

calculated energies are aligned with the known quantities so that comparison with experimental 

data is possible. To address these issues, Nørskov and his colleagues developed the computational 

hydrogen electrode (CHE) method, which defines a coupled chemical potential of protons and 

electrons for simplification [58]. Standard hydrogen electrode (SHE) is first set as a reference:  

 
𝐻ା + 𝑒ି →

1

2
𝐻ଶ 

(2.1) 

The chemical potential of an electron-proton pair can then be expressed with half of the Gibbs free 

energy of a hydrogen molecule (U = 0) [58]:  
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𝜇ுశ + 𝜇௘ష =

1

2
𝐺ுమ

 
(2.2) 

where 𝜇ுశ and 𝜇௘ష are the chemical potentials of protons in solution and electrons at the Fermi 

level at the reference electrode. With the above equation, the Gibbs free energy change in a proton-

electron transferred step at any electrochemical condition can be calculated as: 

 ∆𝐺஼ுா(𝑛, 𝑈) = ∆𝐸 − 𝑇∆𝑆 + ∆𝑍𝑃𝐸 − 𝑛(𝜇ுశ + 𝜇௘ష) 

= ∆𝐸 − 𝑇∆𝑆 + ∆𝑍𝑃𝐸 − 𝑛 ൬
1

2
𝐺ுమ

+ 𝑒𝑈ோுா൰ 

= ∆𝐸 − 𝑇∆𝑆 + ∆𝑍𝑃𝐸 − 𝑛 ൬
1

2
𝐺ுమ

+ 𝑒𝑈ௌுா −  0.059𝑝𝐻൰ 

(2.3) 

where n is the number of proton-electron transferred.  

 The CHE method has enabled both detailed investigations of reaction mechanisms and 

high-throughput computational screening for new catalysts [58, 61, 62]. This straightforward 

approach is currently the most widely used method for evaluating electrocatalytic activity in silico 

and has effectively rationalized numerous experimental trends [56, 59].  

2.2.3 Limitations of the CHE method 

The computational hydrogen electrode (CHE) scheme considers only potential-free neutral 

systems. Consequently, the effects of applied electrode potential and pH are added to the free 

energy as posterior corrections. Since the influence of the applied electrode potential and pH on 

the catalyst surface are not explicitly included in CHE, this may lead to inaccurate or erroneous 

results in alkaline environments [63, 64]. Recently, a new generalized computational hydrogen 

electrode (GCHE) has been developed to partially address these issues in electrochemical 

environments. It considers overall electrochemical potential as a function of applied electrostatic 

potential and chemical potential of protons and electrons [65-67]. 
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Also, CHE-based calculations frequently neglected the solvation effect, which could 

possibly impact the stability of the charged intermediates and even change the reaction pathways 

[64]. The reason for this omission is due to the high computational cost of explicitly simulating 

solvents and treating charge in the system, as well as the difficulty in controlling the solid-liquid 

interface in computer simulations. Implicit solvation models can address the complexity of explicit 

solvation models but require careful parametrization to the specific system [51, 64]. Nonetheless, 

further investigations are needed to improve the accuracy of modeling the solvents. 

2.3 HER performance of 2D materials 

Water splitting is regarded as one of the most economical and eco-friendly approaches for 

hydrogen production, which is essential for the global goal towards clean energy economy and 

sustainability [68]. Hydrogen evolution reaction (HER) is the cathodic reaction in water splitting 

that yields hydrogen. An efficient catalyst is always required to facilitate the conversion from 

protons to hydrogen. Currently, platinum (Pt) and Pt-based materials are the most efficient 

catalysts for HER, but the high cost and scarcity hinder their possibility of large-scale utilization 

[69, 70]. The need for clean and economical energy has driven efforts to develop affordable and 

earth-abundant catalysts for HER. Among various materials in different dimensionalities, 2D 

materials, e.g., 2D TMDCs, are promising as alternatives to Pt-based catalysts since many of them 

contain only earth-abundant elements and are relatively active toward HER. 

 2D materials are promising HER catalysts with many distinct properties. Firstly, many 2D 

materials possess effective catalytic sites for the HER. Group VI TMDC monolayers (e.g., 2H-

MoS2 and 2H-WSe2) has been explored as excellent HER electrocatalysts with active sites located 

in the edges [71, 72]. DFT calculations show that the Gibbs free energies of hydrogen adsorption 



19 
 

∆GH of those edge sites are close to the thermoneutral value near zero, indicating optimal HER 

activities (Fig. 2.6 (a)). Putungan et al. examined the ∆GH in the basal plane of various 2D TMDCs 

by first-principles calculations[73]. The results show that the basal plane of 1T’-MoS2 is relatively 

active for HER with a low ∆GH value (Fig. 2.6 (b)). The active sites in 2D TMDCs have also been 

validated by experiments. Zhang et. al investigated the HER activities on the edge and the basal 

plane of 2H-MoS2 and 1T’-MoS2 using a local probe method [74]. As shown in the HER 

polarization curve in Fig. 2.6 (c), the HER performance of 2H-MoS2 mainly comes from the edge 

sites while the contribution from the basal plane is negligible. Similar phenomenon can be 

observed in 1T’-MoS2 (Fig. 2.6 (d)), except that the basal plane of 1T’-MoS2 is more active 

compared to that of 2H-MoS2 (Fig. 2.6 (e)). The catalytic performances of MoS2 in terms of 

turnover frequencies (TOFs) are calculated as 3.8 and 1.6 s-1 for 1T’ and 2H edges, comparable to 

that of platinum (≈1-10 s-1). Moreover, many 2D materials have suitable electronic structures for 

photocatalytic HER. To drive the photocatalytic water splitting, the valence band maximum (VBM) 

should be more negative than the oxygen reduction potential and the conduction band minimum 

(CBM) should be more positive than the hydrogen reduction potential. Fig. 2.6 (f) summarizes the 

band edge positions of 2D TMDCs. As demonstrated, many 2D TMDCs have favorable band edge 

positions for photocatalytic applications. 2D III-nitrides also exhibit suitable band edge positions 

for water splitting combing with high carrier mobility, making them ideal for photocatalysis [75]. 

Asides from the active sites and electronic structures, 2D materials show advantages in favor of 

HER as they possess ultra-large specific surface area. Thanks to the low dimensionality, the atoms 

in the basal plane and edges of 2D materials are maximally exposed to chemical reactions. Thus, 

2D materials can provide more active sites for HER compared to their 3D counterparts. Thirdly, 

the properties of 2D materials can be easily tuned by stacking them together or growing them on 
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other substrates [7]. 2D materials can serve as building blocks for heterostructures, with different 

2D materials held together by van der Waals forces. Such heterostructures consisting of several 

layers allow numerous combinations of 2D materials and can therefore generate materials with 

desirable properties for HER. Finally, 2D materials are suitable models for researchers to 

understand the active site-catalytic activity relationship [76]. To understand the catalytic 

mechanisms and guide the catalyst design, it is crucial to minimize the difference between 

idealized models and real catalysts. 2D materials are ideal systems to achieve this goal, as they 

have relatively simple structures and high fractions of active sites.  
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Fig. 2.6 (a) Schematics and DFT-calculated ∆GH values of 2D TMDCs basal planes and edges. 
Adapted with permission from ref. [72]. Copyright 2014 Royal Society of Chemistry. (b) DFT-
calculated ∆GH values of the basal plane of 1T’ TMDC monolayers. Adapted with permission 
from ref. [73]. Copyright 2015 Royal Society of Chemistry. (c) HER polarization curves of 2H-
MoS2 basal plane and edge sites from experiments. (d) HER polarization curves of 1T’-MoS2 basal 
plane and edge sites from experiments. (e) HER polarization curves of 2H- and 1T’ MoS2 basal 
plane from experiments. Adapted with permission from ref. [74]. Copyright 2017 John Wiley and 
Sons. (f) Band edge positions of 2D TMDCs, CdS and TiO2 relative to the vacuum level. Dash 
lines indicate the redox potentials, including the potentials of water splitting at pH = 0 and the 
potential of CO2 reduction at pH = 7. Adapted with permission from ref. [77]. Copyright 2015 
Elsevier. 

 

 In spite of those advantages favoring HER, the HER performance of 2D materials is still 

limited. Recent experiments show that the HER activity of 2D TMDCs is about 3 orders of 

magnitude lower than that of transition metals [78]. One of the main reasons related to such 

limitation is that most TMDC monolayers are only active for HER at edge sites, rendering large 

areas of the surface catalytically useless [28, 79]. Besides, benchmark studies show that the surface 

of free-standing 2D III-nitrides is also inert toward HER in terms of ∆GH. To address this limitation, 

strategies for activating the basal plane of 2D materials are required. In addition, the low HER 

activity of 2D materials is also caused by unsatisfactory conductivity [80]. It is of great importance 

to improve the electrical conductivity of 2D materials so as to improve the overall HER 

performance. 

2.4 Improving catalytic activities of 2D materials 

The explosive popularity of 2D materials in electronics and catalytic applications does not 

merely attribute to the intrinsic material properties of 2D materials, but also relies on the tunability 

of their electronic and chemical properties. Generally, the catalytic ability of 2D materials can be 

improved by increasing active sites in their structures. For 2D TMDCs,  the edge sites are active 

for HER, while the basal planes are rather inert. The HER performance of 2D TMDCs can be 
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improved by increasing the number of edge sites. For example, abundant edges were created by 

growing dendritic monolayer MoS2 flakes on SrTiO3, rendering excellent HER performance 

reflected by a Tafel slope of 73 mV/decade, outperforming regular MoS2 flakes with the same area 

[81]. Besides, phase transition has been made to improve the HER activities of 2D TMDCs. 1T- 

and 1T’-MoS2 have catalytically active sites in the basal plane, exhibiting better HER performance 

than their 2H counterparts [73, 74]. However, 1T and 1T’ phases of MoS2 are metastable, which 

limits their large-scale applications. Asides from creating more edge sites and phase engineering, 

an alternative strategy for improving the HER performance of 2D TMDCs is basal plane activation, 

including defect engineering, alloying, substrate engineering and strain engineering, etc. 

Compared to edge engineering, basal plane activation can provide a high density of active sites 

while retaining structural stability, providing promising routes to develop new catalysts with 

excellent performance and high stability. It is worth noting that the literature on 2D III-nitrides for 

catalytic applications is limited. Therefore, in this section, emphasis will be focused on 2D TMDCs, 

and two methodologies for activating the basal plane of 2D materials, i.e., defect engineering and 

alloying, will be discussed. Besides, substrate engineering will also be briefly discussed for the 

inevitable effects of substrates on the overall HER performance of 2D materials. 

2.4.1 Defect engineering 

 Introducing defects, e.g., point defects, grain boundaries and phase boundaries, into the 

basal plane of 2D TMDCs has been demonstrated as an effective method to enhance HER 

performance. The additions of defects modify the electronic structure of 2D TMDCs to get closer 

to the Fermi level, thus optimizing the hydrogen binding strengths and rendering good HER 

activities. 
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The fabrication of 2D materials inevitably introduces imperfections in the structures. Point 

defects are the first type of defects investigated in 2D TMDCs, and recently defect-rich MoS2 

monolayers have been successfully synthesized via plasma modification [82]. Li et. al first 

reported basal plane activation in 2H-MoS2 by introducing sulfur vacancies (Fig. 2.7 (a)) [82]. 

Theoretical results show that the introduction of S-vacancies modifies the electronic structure of 

2H-MoS2. As indicated by the band structure for 2H-MoS2 with S-vacancy concentration of 25% 

(Fig. 2.7 (b)), new states occur in the gap near the Fermi level, which contribute to the enhanced 

hydrogen binding on the vacancy sites. The addition of S-vacancies decreases the ∆GH of 2H-

MoS2, which can further be manipulated by adjusting the S-vacancy density. As shown in Fig. 2.7 

(c), optimal ∆GH can be achieved when the S-vacancy concentration is between 12.50 and 15.62%. 

These theoretical predictions were then validated by experiments, with 2H-MoS2 with S-vacancies 

exhibiting higher turnover frequency than that of the pristine MoS2. Inspired by those findings, 

Ouyang et al. systematically investigated the capabilities of various point defects in 2H-MoS2 for 

basal plane activation [83]. Using DFT calculations, they confirmed that three types of point 

defects, i.e., monosulfur vacancy (VS), vacancy complex of Mo and three sulfurs (VMoS3) and 

antisite defect with a Mo atom substituting an S2 atom (MoS2) (Fig. 2.7 (d)-(f)), can greatly 

improve the HER activity of 2H-MoS2. Moreover, Vs and MoS2 point defects show excellent HER 

performance in terms of Heyrovsky and Tafel reactions. The exploration of point defects for HER 

has also extended to other 2D TMDC system. Shu et al. conducted first-principles calculations to 

investigate the structural stability and HER activity on a series of MoSe2 point defects [84]. Their 

results demonstrate that point defects in MoSe2 are thermodynamically stable, and they exhibit 

superior HER activity than that of the corresponding structures in MoS2. The point defects in 

MoSe2 and their HER activities have been explored experimentally by Truong et al. [85]. The 
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successful formation of various vacancies in the exfoliated MoSe2 nanosheets was confirmed by 

high angle annular dark field (HAADF) imaging. Those defects are found to favor the catalytic H2 

evolution, with the electrode showing an overpotential of 300 mV at a current of 10 mA/cm2. 

Similarly, Gao et al. introduced dual Mo and Se vacancies in 2H MoSe2 nanosheets [86]. 

Experimentally, the working electrode made of these nanosheets possesses an overpotential of 126 

mV at a current density of 100 mV/cm2 with long-term stability. Despite the above advances, the 

applications of point defects in 2D TMDCs are bottlenecked by point defect induced structural 

instability. In the case of 2H-MoS2, the formation energies of the most stable point defect, i.e., S-

vacancy, are still relatively high with values of around 1.6 eV in Mo-rich and 3.5 eV in S-rich 

conditions [87]. From a HER point of view, those vacancies create dangling bonds in the plane of 

2D TMDCs, which can poison the vacancies and thus results in structural instability. 

 

Fig. 2.7 (a) Schematic of 2H-MoS2 with S-vacancies, where Mo and S atoms are indicated in blue 
and yellow. The red region around the S-vacancy indicates Kohn-Sham orbitals corresponding to 
the new bands just below the Fermi level. (b) Band structure of 2H-MoS2 with 25% S-vacancies. 
The new bands introduced by S-vacancies are indicated in red. (c) Calculated Gibbs free energies 
of HER for the S-vacancy range of 0-25%. Adapted with permission from ref. [82]. Copyright 
2015 Springer Nature. (d)-(f) Hydrogen adsorption configurations at VS, VMoS3 and MoS2 site, 
where S, Mo, and H atoms in defect regions are shown in yellow, purple and cyan, respectively. 
Adapted with permission from ref. [83]. Copyright 2016 American Chemical Society.  
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Except for point defects, grain boundaries also play an important role in activating the basal 

plane of 2D materials. Large-scale 2D TMDCs are usually synthesized using chemical vapor 

deposition (CVD) growth, a method that often forms polycrystalline with many grain boundaries 

[88]. Recent studies validated the formation of grain boundaries in MoS2 experimentally, with the 

morphologies of various grain boundaries directly observed using transmission electron 

microscopy [88-90]. It was found that grain boundaries in MoS2 mainly consist of 4-, 5-, 7-, 8- and 

10-membered rings [91]. Grain boundaries have also been observed in the basal plane of other 2D 

TMDCs, such as WS2 and MoSe2 [92-94]. Similar to that of point defects, the presence of grain 

boundaries in 2D TMDCs affects the electronic properties [95], which in turn alters the chemical 

properties. Dong and Wang systematically investigated the catalytic behavior of eight types of 

grain boundaries in 2D MoS2 based on DFT calculations [91]. The hydrogen adsorption 

configurations on those boundaries along with the corresponding calculated ∆GH are shown in Fig. 

2.8 (a). While ∆GH of hydrogen adsorbed on pristine MoS2 monolayer is 1.93 eV, ΔGH of hydrogen 

adsorption on all MoS2 grain boundaries exhibit much lower values, indicative of enhanced 

hydrogen adsorption ability at the boundary regions. In particular, grain boundaries consisting of 

4|8- and 8|10-membered rings have ∆GH values close to zero, showing great potential toward HER. 

Similar theoretical work on activating basal plane for HER using grain boundaries has been 

conducted by Ouyang et. al [83]. DFT calculations show that grain boundaries in MoS2 monolayer 

possess catalytic active sites, exhibiting outstanding HER activities in Heyrovsky and Tafel 

reactions. Besides, the mechanism of enhanced HER activities by introducing point defects and 

grain boundaries was then revealed using a modified band-center model. As illustrated in Fig. 2.8 

(b)-(c), the adsorption energies of hydrogen at defect sites show a linear trend in relation to the 

absolute values of the d-band center or p-band center. This indicates that the reduced hydrogen 
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adsorption energies of grain boundaries are attributed to the modification of electronic structures 

which are well described by the band centers. The role of grain boundaries in 2D MoS2 for HER 

have also been revealed by experiments. Zhu et al. reported the realization of grain boundaries in 

the basal plane of 2D MoS2 to enhance the HER performance [96]. The results show that samples 

with grain boundaries have better catalytic performances than samples free of grain boundaries. 

An overpotential of ~ 325 mV at current density of 10 A cm−2 and a Tafel slope of ~ 95 mV dec−1 

were achieved by samples with grain boundaries. The effect of boundary density to the HER 

performance was also investigated. It was found that samples with higher densities of grain 

boundaries offer better HER performance as confirmed by polarization curves and Tafel plots.  
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Fig. 2.8 (a) The hydrogen adsorption sites and corresponding ∆GH values of various monolayer 
MoS2 grain boundaries, including 5|7a, 5|7b, 4|8a, 4|8b, 4|8c, 4|4, 8|10a and 8|10b. Adapted with 
permission from ref. [91]. Copyright 2018 Springer Nature. (b),(c) Relationship between DFT-
calculated H adsorption energies and (b) d- or (c) p-band center of MoS2 defects. Adapted with 
permission from ref. [83]. Copyright 2016 American Chemical Society. 

 

 Asides from point defects and grain boundaries, the coexistence of different phases in 2D 

TMDCs leads to the formation of another important group of defects, i.e., phase boundary. Phase 

boundaries in 2D TMDCs can be controllably induced by several methods, including chemical 

exfoliation, thermal treatment, particle irradiation and strain engineering [97-104], and dozens of 

phase boundary configurations have been identified in 2D TMDCs based on experimental 

observations and first-principles calculations [20, 105-108]. Current studies of phase boundaries 

in 2D TMDCs toward catalytic applications mostly focus on the 2H-1T or 2H-1T’ phase 

boundaries of 2D MoS2. Wang et al. synthesized ultrastable in-plane 1T-2H MoS2 heterostructures 

via annealing of 2H bulk MoS2 under Ar and phosphorous mixture gas [109]. The 1T-2H 

MoS2 heterostructures show excellent HER performance with a Tafel slope of 65 mV/dec. The 

enhanced HER performance was attributed to not only the highly active sites provided by the 1T 

phase but also the significantly improved electrical conductivity. Zhu et. al fabricated 2H-1T phase 

boundaries in MoS2 monolayers by Ar-plasma bombardments [96]. They found that phase 

boundaries themselves can serve as active sites in HER. The density of 2H-1T phase boundaries 

can be manipulated by treatment durations. The sample including high densities of grain 

boundaries and phase boundaries shows a low overpotential of 136 mV and a Tafel slope of 73  

mV/dec. The role of phase boundaries in 2D MoS2 and their reaction energetics were then 

investigated by theoretical work performed by Zhao et al. [110]. As shown in Fig. 2.9 (a)-(e), five 

kinds of 2H/1T’ phase boundaries were considered and the ∆GH of adsorption sites at these 

boundaries were calculated. The results show that adsorption sites at zigzag boundaries exhibit 
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∆GH values close to zero, indicating high HER performance comparable to that of Pt in terms of 

theoretical exchange current density (Fig. 2.9 (f)-(g)). However, unlike point defects and grain 

boundaries which have been extensively studied, the HER mechanism of phase boundaries in 2D 

TMDCs are less understood. Meanwhile, other 2D TMDCs, e.g., MoTe2 and WTe2, are rarely 

explored in this field. It is worth noting that among various 2D TMDCs, 2D MoTe2 is the best 

candidate material for achieving 2H/1T’ interfaces since the energy differences of 2H and 1T’ 

phase is small [111, 112]. The phase boundaries of 2D MoTe2 are relatively easy to synthesize and 

have already been realized by CVD and heteroepitaxy [106, 108]. Additionally, experimental study 

shows that the metallic 1T’-MoTe2 can exhibit high catalytic performance for HER [113]. 

Therefore, it is expected that phase boundaries of 2D MoTe2 should have great potential towards 

HER. Our theoretical work predicted an increase in HER activity at the phase boundaries of 2D 

MoTe2, which was later confirmed by experimental findings from Lee et al. with a turnover 

frequency of 317 s–1 [114, 115]. 
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Fig. 2.9 Optimized structures of (a) ZZMo-S, (b) ZZMo-Mo, (c) ZZS-S, (d) ZZS-Mo and (e) AC 2H/1T’ 
MoS2 phase boundaries, where Mo and S atoms in the 2H phase are shown in cyan and yellow, 
and Mo and S atoms in the 1T’ phase are shown in cyan and purple. The dashed circles with red 
or black colors indicate the optimal adsorption site for hydrogen on the top or bottom S layers. (f) 
Calculated Gibbs free energies for hydrogen adsorption ∆GH on different sites of ZZ and AC phase 
boundaries compared with pristine 2H-MoS2. (g) The volcano plot that indicates the relationship 
between the exchange current density i0 and the Gibbs free energy ΔGH. Adapted with permission 
from ref. [110]. Copyright 2019 American Chemical Society. 

 

2.4.2 Alloying 

Alloying is one fundamentally important method to tune the physical and chemical 

properties of 2D materials. In particular, it has been extensively studied for band gap tuning in 2D 

TMDCs. For example, by changing the S/Se ratio, the band gaps of monolayer MoS2(1–x) Se2x film 

can be tuned continuously between the values of 2D MoS2 (1.87 eV) and MoSe2 (1.55 eV) [116]. 

Since the chemical properties of 2D TMDCs are strongly correlated to the electronic structures, it 

is reasonable to expect that the catalytic performance of 2D TMDCs can also be continuously 

modified by varying their chemical composition. 

Ternary 2D TMDCs alloys are created by mixing either transition metals or chalcogens. 

Generally, alloying within the same transition metal group is more favorable in terms of stability 

due to the small lattice mismatches and the same chalcogen coordination configurations. By 

contrast, alloying between different transition metal groups is relatively difficult. Recently, the 

thermodynamic stabilities of various 2D cation-mixed TMDC alloys have been confirmed using 

first-principles calculations [117]. Besides, several efforts have been made to fabricate various 2D 

TMDC alloys, including MoS2(1-x)Se2x, Mo1-xWxS2, Mo1-xWxSe2, WS2(1-x)Se2x, CoxMo1-xS2, Mo1-

xWxTe2 and WSe2(1-x)Te2x [118-124].  

Many kinds of 2D TMDC alloys have been constructed to improve the HER activity. Gong 

et al. reported the fabrication of monolayer and few-layer MoS2(1-x)Se2x alloy nanoflakes for 



30 
 

catalyzing HER [125]. They found that the monolayer MoS2(1-x)Se2x  has shown a better HER 

performance in comparison to either MoS2 or MoSe2. The overpotentials of MoS2(1–

x)Se2x nanoflakes are in the range of 80-100 mV, which varies with the tunable chemical 

compositions with the activity peaking at x=0.5. MoS2(1-x)Se2x nanoflakes also show high durability 

with negligible activity loss after 10000 potential cycles. It is suggested that the enhanced HER 

performance originates from the activation of edge sites. While hydrogen adsorption is slightly too 

strong on MoSe2 edges and slightly too weak on MoS2 edges, alloying MoS2 with MoSe2 can 

adjust the Se/S ratios to achieve optimal adsorption on the edges. It is also evidenced by X-ray 

photoelectron spectroscopy (XPS) that alloying modulates the d band electronic structures of 

transition metals and consequently the HER activity. The HER performance of MoS2(1-x)Se2x alloys 

can be further improved by increasing the electronic conductivity. Nakayasu et al. synthesized 

edges-rich MoS2(1-x)Se2x alloys complexing with graphene using supercritical fluid (SCF) 

techniques [126]. The synthesized MoS0.9Se1.1/graphene shows improved conductivity and high 

electrocatalytic HER performance with a low overpotential. Similarly, WS2(1-x)Se2x monolayer also 

exhibited high electrochemical catalytic activity and long-term electrocatalytic stability for the 

hydrogen evolution reaction. Fu et al. first reported the synthesis of monolayer WS2(1-x)Se2x for 

tunable band gaps and HER [121]. Benefit from the remarkable electronic structures, WS2(1-x)Se2x 

alloy possesses high HER catalytic activity with a very low onset overpotential of around 80 mV 

and a Tafel slope of 85 mV/dec, outperforming that of both WS2 and WSe2. The impressive HER 

performance of WS2(1-x)Se2x alloy was believed to come from the chemically activated basal plane 

in addition to the edges. Due to the different radii of S and Se atoms, mixing Se into WS2 crystals 

could induce lattice distortion into the structures, resulting in the basal plane activation that 

facilitates the HER process.  



31 
 

In addition to chalcogen alloys, alloying by mixing metals has also been investigated for 

electrocatalysis. Lei et al. synthesized large-area WxMo1-xS2/graphene heterostructures by wet 

chemical routes for catalyzing HER (Fig. 2.10 (a)) [127]. The heterostructures show outstanding 

HER performance with a low onset potential of 96 mV and a Tafel slope of 38.7 mV/dec at current 

density of 10 mA/cm, superior to the pristine TMDC system. Besides, WxMo1-xS2/graphene 

heterostructures remain electrocatalytic stable with negligible activity loss even after 1000 cycles. 

The HER mechanisms of alloying were further investigated by DFT calculations. As shown in Fig. 

2.10 (b)-(c), the enhanced HER performance of WxMo1-xS2 alloys comes from the lower energy 

barriers of both Volmer and Heyrovsky reaction steps, and the energy barrier achieves the lowest 

value for W0.4Mo0.6S2 alloy. It was also found that the catalytic activities in the basal plane of 

WxMo1-xS2 alloys are higher than that of MoS2 and WS2. Therefore, the inert basal plane of 2D 

TMDCs was activated via alloying and thus enhance the HER performance. 

Alloying is particularly attractive for activating the basal plane of 2D TMDCs as it can 

provide high density of active sites on the surface while retaining structural integrity [96]. However, 

despite the abovementioned efforts, basal plane activation of 2D TMDC alloys for HER has not 

been systematically studied. Previous experimental studies that reported 2D TMDC alloys for 

catalyzing HER can hardly confirm the contribution of basal plane due to the coexistence of both 

the basal plane and the active edges in the TMDC systems [121, 125-127]. Besides, the absence 

of theoretical studies on basal plane activation 2D TMDC alloys hinders the understanding of this 

aspect. Additionally, due to the vast compositional space provided by 2D TMDC alloys, it is 

necessary to computationally screen 2D TMDC alloys for highly active electrocatalysts for the 

HER so as to guide the rational design of 2D TMDC alloys in experiments. 
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Fig. 2.10 (a) Schematic (left) and high-magnification STEM-HAADF image (right) of the WxMo1-

xS2/graphene heterostructure. (b) The activation energy barrier versus alloy concentration for 
Volmer reaction mechanism obtained from simulations. (c) The activation energy barrier versus 
alloy concentration for Heyrovsky reaction mechanism obtained from simulations. Adapted with 
permission from ref. [127]. Copyright 2017 American Chemical Society. 

 
2.4.3 Substrate engineering 

 Synthesizing 2D materials through bottom-up techniques like chemical vapor deposition 

typically requires a supporting substrate. The ideal 2D catalyst system for HER should consist of 

a 2D material with active sites at the edges and the basal plane, along with a substrate that is 

chemically stable and conductive [128]. Previous studies have demonstrated that the morphology 

and structure of 2D TMDCs are significantly influenced by the growth substrates, leading to 

impacts on both catalytic activity and electrical conductivity [128, 129]. 
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 In addition, substrates can induce strain in 2D materials, thereby modulating their 

electronic and chemical properties. Tensile strains, which alter the lattice and electronic structures 

in 2D TMDCs, can reduce the band gap and effective carrier mass, leading to the enhancement in 

the electrical properties and carrier mobility [130, 131]. Furthermore, strain has been shown to 

enhance the HER activity of 2D TMDCs by activating their basal plane. Specifically, by inducing 

strain in monolayer MoS2 through S-vacancies, the variation in electronic structures can alter the 

∆GH of the adsorption site, resulting in a near-zero value and thus improving its HER activity [82, 

132]. 

Notably, the performance of catalytic devices relying on 2D materials is substantially 

influenced by the electrical contacts connected to the external circuits. Unlike 3D materials, the 

pristine surfaces of 2D materials typically do not form covalent bonds with metal contacts [133]. 

Consequently, the van der Waals (vdW) gap at the interface introduces a tunneling barrier between 

the metal and 2D materials prior to the Schottky barrier, which could significantly increase the 

contact resistance and lower the overall catalytic performance [134]. To overcome this, various 

new contact types have been developed, including edge contacts, hybrid contacts, and seamless 

contacts [133]. For instance, Ti has been found to form covalent bonds with the basal plane of 

MoS2, leading to the elimination of the vdW gap [135]. 

2.5 Summary 

This chapter discusses the recent progress in the computational design of 2D materials for 

HER, focusing on developing strategies, i.e., defect engineering and alloying, for activating the 

basal plane of 2D TMDCs and 2D III-nitrides. These two promising strategies have not yet been 
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systematically investigated and their mechanisms remain elusive, which will be addressed in this 

thesis, and discussed in detail in the following three chapters.  

Notably, this thesis focuses on the HER activity of the 2D catalysts from the 

thermodynamic perspective at the atomic level, however, as illustrated in Subsection 2.2, this 

investigation can serve as a starting point for the design of superior electrocatalytic and 

photocatalytic devices. The strong correlation between adsorption properties and the overall 

reaction rate suggests that an improvement in HER activity can enable a more efficient hydrogen 

production process, leading to the development of more effective catalytic devices. However, it is 

important to note that factors such as stability and conductivity also play critical roles in achieving 

effective energy conversion. Therefore, when incorporating defects, substrates, and solvents into 

computational models, it is essential to carefully consider their potential impact on these factors. 
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Chapter 3 : Methodology 

3.1 Introduction 

As an increasingly important subfield of materials science, computational materials science 

has played a crucial role in discovering new materials and unveiling their properties. Thanks to the 

advance of high-performance computers and new theories, various materials simulation methods 

have been developed to guide the material design process. For example, the first-principles 

calculation describes the electronic structures and all relevant physical properties of materials 

based on quantum mechanics; molecular dynamics simulate the motion of atoms and molecules 

by solving Newton’s equations of motion; Monte Carlo simulation solves various material 

problems, such as atomic migration, based on statistical mechanics; and finite element method 

provides solutions to complex engineering problems (e.g. heat transfer) by dividing the system 

into small parts and solving differential equations [1]. These simulation methods are designed to 

treat materials at different length scales ranging from electronic to macroscale.  

Among various simulation methods, the first-principles calculation is of great significance 

because it can accurately describe the atomic structure without the input of any fitting parameters 

from the experimental data, holding immense promise for material bottom-up design. However, 

accurate predictions from ab initio methods inevitably lead to high computational complexity. For 

complex material systems like alloys, serious computations on all possible configurations are non-

trivial. This challenge can be successfully addressed by the applications of cluster expansion, an 

effective tool to estimate configuration-dependent properties, or machine learning, a method from 

artificial intelligence that uses data to make predictions [2, 3]. Combing one of those methods with 
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first-principles calculations, high accuracy of material property predictions could be achieved at a 

reasonable computational cost [4, 5]. 

Since this thesis aims at understanding the structural, electronic and chemical properties of 

materials at an atomic level, density-functional theory based first-principles calculations were 

employed. In addition, to address the computational complexity of alloy modelling, cluster 

expansion method was employed to calculate the formation enthalpies of alloys, and machine 

learning method was applied to predict the stabilities and adsorption properties of alloys. This 

chapter will review the theoretical background of calculation methods used in this thesis. 

3.2 First-principles methods 

First-principles method is based solely on quantum mechanics without using any empirical 

parameters. It treats electrons and nuclei as basic particles and describes the interactions between 

them in mathematical forms. With the accurate description of the interaction between electrons 

and nuclei provided, given only the atomic numbers of the constituent atoms, the energy and 

structure of a material system can be obtained, and all material properties related to the electronic 

structure of a system can be derived. 

One of the most crucial parts of quantum mechanics is the accurate description of the 

interaction between particles. The first attempt of quantum description of an atom can be traced 

to the Bohr model proposed in 1913 [6, 7]. After that, in 1926, the Schrödinger equation was 

established to describe the behaviors of small particles in terms of energy in mathematical forms 

[8]. The Schrödinger equation takes into account the wave nature of electrons and can be expressed 

as the following: 

 𝐻Ψ൫𝑟, 𝑅ሬ⃗ ൯ = 𝐸Ψ൫𝑟, 𝑅ሬ⃗ ൯ (3.2) 
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Here, H, Ψ and E denotes the Hamiltonian operator, wave function and the total energy of the 

system, respectively. 𝑟 and 𝑅ሬ⃗  refer to the coordinates of the electron and nucleus. 

 The Hamiltonian operator H is an energy operator generally including the kinetic and 

potential energies of the system. The kinetic energies come from the motions of electrons and 

nuclei, and the potential energies come from three different Coulomb interactions: nucleus-

electron, electron-electron, and nucleus-nucleus interaction. According to the Born-Oppenheimer 

approximation, since nuclei are much heavier than electrons, the coordinates of the nuclei in a 

system are considered to be fixed, making the separation of the wave functions of nuclei and 

electrons in a system possible [9]. As a result, The Hamiltonian operator H can be written as: 

 𝐻 = 𝐸௜
௞௜௡ + 𝑈ூ௜ + 𝑈௜௝  (3.2) 

The first term on the right side is the kinetic energy of electrons, which can be expressed in the 

atomic unit as: 

 
𝐸௜

௞௜௡ = −
1

2
෍ ∇௜

ଶ

௡

௜

 
(3.3) 

where ∇2 is the Laplacian operator and n is the number of electrons in the system. The second term 

calculates the Coulomb interaction between nuclei and electrons given by: 
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(3.4) 

where n, N and ZI are the number of electrons and nuclei, and the charge of the nuclei. The minus 

sign before double sums in the equation indicates that the interaction between particles is attraction. 

The final term Uij is the Coulomb interaction between electrons written as: 
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(3.5) 
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It is noted that a factor of ½ is used for double-counting correction. In theory, the total energy of 

the system can be directly obtained by solving the Schrödinger equation (Equation 3.1). However, 

due to the many-body problem, the computations for systems consisting of a large number of 

electrons are still out of reach. The complexity of calculations largely comes from the Coulomb 

interaction between electrons. To solve the Schrödinger equation for large systems numerically, 

further approximations are necessary.  

In 1928, Hartree introduced the self-consistent field method, known as the Hartree method, 

to calculate approximate wave functions and energies for n-electron systems [10]. The Hartree 

method assumes that each electron in the system is independent, and their interactions can be 

approximated with mean-field approaches. With this assumption, the n-electron wave functions of 

the system can be described by the product of single-electron wave functions: 

 Ψ = 𝜓ଵ𝜓ଶ𝜓ଷ ⋯ 𝜓௡ (3.6) 

However, the Hartree method oversimplifies the interactions between electrons. It does not 

consider the antisymmetry principle and the exchange and correlation energies coming from the 

n-electron interactions. The Hartree method is further improved by Fock in 1930 by using a Slater 

determinant to fulfill the antisymmetric property of the wave functions [11]: 

 

Ψ(𝑟ଵ, 𝑟ଶ, ⋯ , 𝑟௡) =
1

√𝑛!
ተ

𝜓ଵ(𝑟ଵ) 𝜓ଶ(𝑟ଵ)

𝜓ଵ(𝑟ଶ) 𝜓ଶ(𝑟ଶ)

⋯ 𝜓௡(𝑟ଵ)

⋯ 𝜓௡(𝑟ଶ)
⋮ ⋮

𝜓ଵ(𝑟௡) 𝜓ଶ(𝑟௡)
⋱ ⋮
… 𝜓௡(𝑟௡)

ተ 

(3.7) 

where 1/√𝑛! is the normalization factor for the system containing n electrons. The wave equation 

including the wave function written in Slater determinant form is now given by (in the atomic unit): 

 
ቆ−

1

2
∇ଶ + 𝑈௘௫௧(𝑟) + 𝑈௜௝(𝑟)ቇ Ψ(𝑟) = 𝐸Ψ(𝑟) 

(3.8) 
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Here, 𝑈௘௫௧(𝑟) denotes the interaction between nuclei and electrons. Equation 3.8 is called the 

Hartree-Fock equation.  

The Hartree-Fock (HF) method brings the accuracy of Hartree energy to a higher level by 

considering the antisymmetry principle and electronic exchange effect. However, it neglects the 

electronic correlation energy, which can lead to unavoidable deviations from experimental results. 

Several post-Hartree-Fock methods have been proposed to include the electronic correlation to the 

wave functions, such as Møller-Plesset perturbation theory (MP) and Configuration interaction 

(CI) [12, 13]. Besides, alternative methods to HF have been developed to include the correlation 

energies and reduce computational cost, such as density functional theory, which will be discussed 

in detail in the following Section 3.3. 

3.3 Density functional theory 

Although the HF method partially eases the calculations of wave equations, its application 

is still limited to small systems with only dozens of atoms, hindering their use in condensed-matter 

physics and computational chemistry. Fortunately, reduced computations can be achieved by 

alternative methods such as the famous density functional theory (DFT). In the mid-1960s, 

Hohenberg and Kohn proposed two fundamental theorems (HK theorems) which laid the 

foundation of DFT, followed by the further development of DFT by Kohn and Sham (KS DFT) 

[14, 15]. The first HK theorem states that the ground-state energy from the Schrödinger equation 

can be uniquely determined by a functional of the electron density. By using the electron density 

with only three spatial coordinates, this theorem changes a 3n-dimensional equation to a three-

dimensional one. The second HK theorem demonstrates an important property of the functional 

that can be used to solve the Schrödinger equation. It proves that the ground-state electron density 
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should minimize the energy of the overall functional [16]. Thus, true electron density and the 

corresponding energy of the system can be obtained by varying the electron density until the 

system energy is minimized. On the basis of the two HK theorems, KS DFT further treats electrons 

as non-interacting particles moving in an effective potential including external potential and 

Coulomb interaction between electrons. Based on this assumption, the electron density for an n-

electron system can be written as a sum over a set of individual electron wave functions: 

 𝑛(𝑟) = 2 ෍ 𝜓௜
∗(𝑟)𝜓௜(𝑟)

௜

 (3.9) 

Here, the factor of 2 indicates that an individual electron wave function can be occupied by 2 

electrons with different spins based on the Pauli exclusion principle. Besides, the Kohn-Sham 

equations can be written as: 

 
ቆ−

1

2
∇ଶ + 𝑈௘௫௧(𝑟) + 𝑈ு(𝑟) + 𝑈௑஼(𝑟)ቇ 𝜓௜(𝑟) = 𝜀௜𝜓௜(𝑟) 

(3.10) 

The first two terms on the left-hand side of are the kinetic energy of each electron and the Coulomb 

interaction between each electron and the collection of atomic nuclei. The third term is the Hartree 

potential describing the Coulomb interaction between one electron and the total electron density 

from all electrons in the system, which is written as: 

 
𝑈ு(𝑟) = න

𝑛(𝑟ᇱ)

|𝑟 − 𝑟ᇱ|
𝑑𝑟ᇱ 

(3.11) 

It is noted that each electron contributes to the total electron density of the system, so the 

interaction between each electron and the total electron density inevitably leads to an unphysical 

self-interaction. This self-interaction is corrected by 𝑈௑஼(𝑟), which is the exchange-correlation 

potential defined as: 

 
𝑈௑஼(𝑟) =

𝛿𝐸௑஼(𝑟)

𝛿𝑛(𝑟)
 

(3.12) 
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It is seen that a definition of 𝐸௑஼(𝑟) is required to accurately compute exchange-correlation energy. 

However, the true form of 𝐸௑஼(𝑟) term is not known in the DFT scheme.  

To completely define the Kohn-Sham equations, approximations to the exchange-

correlation functional are required. The simplest approximation is the local-density approximation 

(LDA) derived from the homogeneous electron gas model [16]. The general form of LDA for the 

exchange-correlation energy is given by: 

 
𝐸௑஼

௅஽஺ = න 𝑛(𝑟)𝜀௑஼(𝑟) 𝑑𝑟 
(3.12) 

where εXC is the exchange-correlation energy per electron of a homogeneous electron gas of 

electron density 𝑛(𝑟). Although LDAs are extensively used in DFT calculations for semiconductor 

materials, the predictions are not always accurate since real material systems are not homogeneous. 

Another approximation method, the generalized gradient approximation (GGA) was then 

developed to approximate the exchange-correlation potential more accurately [17, 18]. The GGA 

approximation contains not only the electron density but also its gradient at a given point, and 

therefore in principle it can generate more accurate results compared to the LDA. Typical GGAs 

used in materials science are the Perdew-Wang functional (PW91) and the Perdew-Burke-

Ernzerhof functional (PBE) [17, 19, 20]. In spite of these improvements, GGAs and LDAs are 

notorious for underestimating the band gaps of semiconductors. Advanced functionals like meta-

GGA, PBE0, meta-GGA and HSE can give higher accuracy, but employing those functionals also 

significantly increases the computational cost. In addition, empirical parameters are introduced in 

these advanced functionals, making the calculations lose their first-principles origin [1]. The 

approximation of exchange-correlation potential also causes the poor treatment of intermolecular 

interactions in the system. Additional corrections are thus required if van der Waals forces are 

considered in the calculations. 
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 Further approximations to DFT calculations for solids involve pseudopotentials which fix 

the core electrons and only allow valence electrons to move, periodic boundary conditions for 

approximating infinite system with unit cells, and plane wave basis sets to decompose Kohn-Sham 

wave functions along with using cut-off energies to truncate the plane-wave expansion [21-23]. 

Those methods further accelerate the calculations while remains the accuracy of the results. 

 In this study, DFT calculations were performed using a commercial code called Vienna ab 

initio simulation package (VASP) [23, 24]. The interactions of electrons with ion cores were 

represented by the projector-augmented wave (PAW) method [22], and the exchange-correlation 

functional was approximated by generalized gradient approximation (GGA) of Perdew-Burke-

Ernzerhof (PBE) [17, 20]. It is noted that since PBE can underestimating the band gaps of 

semiconductors, the hybrid Heyd-Scuseria-Ernzerhof (HSE06) functional was implemented to 

obtain more accurate results for the electronic properties [25]. Additionally, in the calculations of 

adsorption properties, the DFT-D3 method was employed to take into account the effect of van 

der Waals (vdW) interactions [26, 27].  

3.4 Cluster expansion method 

  DFT can be used to accurately calculate the ground-state properties of various materials, 

but it is still too slow to calculate complex systems such as disorder structures. For the case of 

alloy discovery, enumerations of all possible alloy configurations are often required to find the 

ground-state configurations and obtain desired properties. However, due to the limited 

computation time, traditional DFT studies only search for the lowest total energy among dozens 

of candidate configurations, leading to large probabilities of missing true ground-state 
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configurations. This problem can be partially addressed by combining DFT calculations with 

cluster expansions (CE).  

Cluster expansion method is widely used in materials science to calculate the ground state 

energies of alloys and understand alloy thermodynamics [2, 4, 28, 29]. Similar to the Ising models 

for magnetic materials where the magnetic moment at each site is described by a spin variable (1 

for spin up and -1 for spin down), in cluster expansions for alloys each metal site in lattice is 

assigned an occupation variable σi. For example, as illustrated in Fig. 3.1, for a binary alloy AB, 

σi equal to +1 indicates that this site in lattice space is occupied by atom A, and σi equal to -1 

indicates that this site is present by atom B. A cluster expansion Hamiltonian can be constructed 

to describe the system in terms of σi [30, 31]: 

 ∆𝐻(𝜎⃑) = ෍ 𝑚ఈ𝐽ఈ𝜉ఈ(𝜎⃑)

ఈ

 (3.13) 

where α denotes a cluster, which can be singles, pairs, triplets, quadruples, etc. mα is the number 

of symmetry-equivalent clusters of α, and Jα is the effective cluster interaction (ECI) parameter 

describing the energy contribution associated with cluster α. The summation runs over all possible 

symmetry-inequivalent clusters. 𝜉ఈ is the cluster correlation function given by:  

 𝜉ఈ(𝜎⃑) = 〈ෑ 𝜎௜

௜∈ఈᇲ

〉 (3.14) 

where the angle bracket representing the average of the spin product of all symmetry-equivalent 

clusters α’ of α.  

 The next step is the determination of ECIs by fitting the training data usually generated 

from DFT. The fitting process is guaranteed by machine learning approaches such as cross-

validation and active learning to reach a given level of accuracy [32]. The fitted ECIs can then be 
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used to predict the formation energies of any alloy configurations quickly by just calculating the 

𝜉ఈ.  

In this thesis, CE method was employed using the Alloy-Theoretic Automated Toolkit 

(ATAT) code to fit the formation enthalpies of 2D alloys [30]. Unique ordered alloy structures 

were automatically generated by ATAT code and relaxed by DFT calculations. The formation 

enthalpies of those ordered structures were calculated using the following equation: 

 ∆𝐻(𝜎⃑) = 𝐸௧௢௧(𝐴ଵି௫𝐵௫; 𝜎⃑) − (1 − 𝑥)𝐸௧௢௧(𝐴) − 𝑥𝐸௧௢௧(𝐵) (3.15) 

where x is the concentration of the alloy, and Etot is the total energies obtained from DFT. The 

performance of the CE fitting was evaluated by cross-validation score with values of around 0.1 

meV.  

 

Fig. 3.1 Schematic of the alloy AB in a two-dimensional lattice space. Each site in the alloy can 
be represented by either (a) an atom type, or (b) an occupation variable (+1 for atom A and -1 for 
atom B). 

 

3.5 Machine learning  

 The advance in artificial intelligence has enhanced the role of computers in science and is 

transforming materials science [3, 33]. The amount of data has experienced explosive growth over 

the past two decades in the field of materials science. With the help of machine learning algorithms, 

the information of those data can be extracted to explain experimental or theoretical results, and 
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thus accelerates the material discovery process. Machine learning has widespread applications in 

materials science, which is illustrated in Fig. 3.2. 

 In general, machine learnings are methods that use data to construct statistical models to 

make predictions. The basic steps of constructing a machine learning model involve data collection, 

data representation and model selection. The first step, data collection, is the most critical step 

since errors in data can mislead the following prediction process. Data used for machine learning 

can be obtained from experimental or theoretical results, and a number of materials online 

databases have emerged to assist researchers in the material informatics field, such as the Materials 

Project, Open Quantum Materials Database (OQMD) and Inorganic Crystal Structure Database 

(ICSD) [34-36]. It is worth noting that there are also several databases specific for 2D materials 

like 2DMatPedia, Computational 2D Materials Database (C2DB) and Materials Cloud two-

dimensional crystals database (MC2D) [37-39]. However, compared to 3D materials databases, 

databases for 2D materials are still limited in size. Besides, after collecting the data, redundancy 

or abnormal values in data should further be removed to guarantee efficient ML models. 

 The representation of input data in suitable forms can increase the accuracy of an algorithm 

mapping its input data to the output data. A successful data representation should capture all the 

relevant information that can fully describe the data, but finding appropriate descriptors for data 

representation is a challenging task, which has been actively studied for several years [3]. 

Descriptors can contain simple information like atomic numbers, boiling points and 

electronegativities. They can also involve complex transformations, and some examples are 

Coulomb matrix featurization, the smooth overlap of atomic positions, and Fourier series of atomic 

radial distribution functions [40-43]. Additionally, built-in featurization has been developed for 

some deep learning methods [44]. 
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 After datasets have been collected and represented appropriately, it is necessary to select 

suitable machine learning models. Generally, machine learning algorithms can be divided into four 

main categories, i.e., supervised learning, unsupervised learning, semi-supervised learning and 

reinforcement learning. Several commonly used machine learning algorithms are naive Bayes 

classifiers, k-nearest-neighbour methods, decision trees, artificial neural networks and deep neural 

networks [45-48]. The selected model should then be optimized and tested to ensure the accuracy 

of the predictions.  

Additionally, the development of automated machine learning (AutoML) further 

accelerates the applications of machine learning in various fields. AutoML can automate the data 

collection, data representation and model selection process, providing more accurate results than 

hand-coded algorithms [49].  

 

Fig. 3.2 Applications of machine learning methods in materials science [50].  
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Chapter 4 : Basal Plane Activation in Monolayer MoTe2 for 

Hydrogen Evolution Reaction via Phase Boundaries 

 

 Defect engineering involves the introduction of point defects, grain boundaries, and phase 

boundaries to the materials structures for modifying their chemical environments, and it has been 

demonstrated as an effective method to enhance the HER performance of 2D TMDCs. Among 

various defects, phase boundaries in 2D TMDCs are rarely explored and their role in catalyzing 

HER is unclear. Using first-principles calculations, the first manuscript systematically studied the 

structural stabilities and HER activities of 2H/1T’ phase boundaries in one representative 2D 

TMDC, 2D MoTe2. It was demonstrated that phase boundaries can provide a viable pathway to 

activate the basal plane of 2D MoTe2. Catalytic active sites for the HER were identified at the 

stable phase boundaries, and the underlying HER mechanisms associated with the phase 

boundaries were clarified. 

 

 This chapter has been published in Journal of Materials Chemistry A, appeared as: Yiqing 

Chen, Pengfei Ou, Xiaohan Bie, and Jun Song. Basal plane activation in monolayer 

MoTe2 for the hydrogen evolution reaction via phase boundaries. Journal of Materials 
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4.1 Abstract 

Two-dimensional transition metal dichalcogenides (2D TMDCs) have attracted 

tremendous interest as one prominent material group promising inexpensive electrocatalysts for 

hydrogen evolution reaction (HER). In the present study, using monolayer MoTe2 as a 

representative, we demonstrated that phase boundaries can provide a viable pathway to activate 

the basal plane of 2D TMDCs for enhanced HER performance. Comprehensive first-principles 

calculations have been performed to examine the energetics and structural stabilities of possible 

2H/1T’ phase boundary configurations. Three categories of sites, Te, Mo and hollow sites, have 

been identified in energetically stable phase boundaries, as potential catalytic centers for HER, all 

indicating enhanced HER activity than the pristine basal lattice. In particular, the hollow sites, a 

new group of sites induced by phase boundaries, show great promise by exhibiting a Gibbs free 

energy (∆𝐺ு) near the thermoneutral value for hydrogen adsorption, comparable to that of Pt. The 

mechanisms underlying hydrogen adsorption at phase boundaries were then revealed, shown to be 

attributed to the unique local hydrogen adsorption geometries and electronic structures at phase 

boundaries. Our study clarifies the important mechanistic aspects underlying hydrogen activation 

at phase boundaries, providing valuable theoretical insights towards designing new class of high-

performance HER electrocatalysts based on 2D TMDCs. 

4.2 Introduction 

Electrochemical water splitting is of particular importance to the production of hydrogen, 

crucial for the global goal towards clean energy economy and sustainability [1]. One core 

challenge in research efforts on water splitting is to identify efficient catalysts to facilitate 

evolution of H2, i.e. hydrogen-evolution reaction (HER). Currently, platinum (Pt) and Pt-based 
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materials are regarded as the de facto standard catalysts for HER, but suffer high cost and material 

scarcity, which hinder their large-scale utilization [2, 3]. Therefore, there have been great efforts 

for alternative, non-Pt catalysts with low cost and high performance [4]. Among various potential 

non-Pt catalyst candidates, monolayer transition-metal dichalcogenides (TMDCs) are found to be 

effective towards HER [5-8]. For instance, theoretical and experimental studies have suggested 

that monolayer MoS2 can catalyze HER at a moderate overpotential of 0.1-0.2 V with Gibbs free 

energy of adsorption close to zero (<0.1 eV) at its edge sites [9].  

However, for monolayer TMDCs, the active sites for HER are limited to the edge sites 

while the basal plane is inert, rendering large surface area catalytically useless [10, 11]. Such 

limitation has motivated a great quest aiming to activate the basal plane of TMDCs [12, 13]. One 

popular method resulted from the quest is the introduction of (point) defects in TMDCs, which has 

been shown to lead to significant enhancement in HER activity [10, 13-16]. Yet, with the 

introduction of defects come the abundant dangling bonds at defect sites, which may poison the 

HER reaction and cause structural instabilities [17]. A few other studies have suggested the 

approach of transforming TMDCs from the semiconducting 2H phase to metallic 1T(or 1T’) phase. 

This 2H1T(1T’) phase transformation is shown to provide numerous active sites in the basal 

plane and at the same time improves the electrical conductivity of TMDCs [18-20]. However, the 

1T(1T’) phase of most TMDCs is metastable and can easily revert back to the 2H phase [21]. More 

recently, Zhu et al. demonstrated from their experimental study that the basal plane of monolayer 

MoS2 can be activated by introducing phase boundaries [17]. This facile route can provide a high 

density of active sites while retaining the structural stability by 2H-1T phase integration [22]. It 

hints promising new avenues towards basal plane activation of TMDCs without deteriorating the 

structural stability.  
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Phase boundaries in TMDCs can be controllably induced via several methods, e.g., thermal 

treatment [23-25], particle irradiation [26], and strain engineering [27-29]. Meanwhile, it is worth 

noting that, for group-VI TMDCs, 1T’ phase is energetically more favourable than 1T phase. 

Therefore it is reasonable to expect that, compared to 2H/1T phase boundaries, 2H/1T’ phase 

boundaries would be thermodynamically more preferable, and be more are more likely to meets 

the requirement for structural stability and large-scale synthesis. Among the big family of 

monolayer TMDCs, MoTe2 is an appealing candidate for achieving 2H/1T’ phase boundaries [30-

32] because of small energy difference between the 2H and 1T’ phases [31]. Therefore 

thermodynamically it is expected that the phase boundaries in MoTe2 are relatively easy to form, 

and indeed they have already been successfully synthesized by chemical vapor deposition (CVD) 

[33] and heteroepitaxy [30]. In addition, several studies on the Schottky metal-semiconductor 

junction have reported improved catalytic activity by local charge redistribution. As a result, the 

respective semiconducting and metallic natures of 2H and 1T’ MoTe2 together might 

synergistically lead to enhancement in HER at the boundary region [34-36]. Previous studies have 

also shown that MoTe2 phase boundaries exhibit excellent electrical properties [33, 37, 38], an 

important factor that influences the overall catalytic activity towards HER [39]. It was reported 

that the atomically coherent contact within 2H/1T’ MoTe2 and the contact between 1T’ MoTe2 

and current collector (e.g. Au electrodes) exhibited low Schottky barrier height and thus low 

contact resistance[30, 35]. The high conductivity of MoTe2 and neglectable contact resistance at 

the boundaries contribute to a fast electron transfer speed [39-41] and holds promise for the 

engineering of high-performance electrocatalysts in the future.  

However, in contrast to the numerous studies on isolated defects and edges in TMDCs with 

respect to HER, research work on phase boundaries has been rather scarce, except for some recent 
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studies examining specific phase boundaries in MoS2 to show the existence of active sites on S 

atoms for hydrogen adsorption to potentially enhance HER activity [17, 42]. Consequently, 

knowledge regarding HER at phase boundaries in TMDCs remains largely absent, necessitating 

dedicated studies. Aiming at such need, here in this paper, we perform systematic density 

functional theory (DFT) calculations to investigate HER activities at phase boundaries in MoTe2 

as a representative TMDC system. Possible 2H/1T’ phase boundaries are constructed to examine 

their structural stabilities. Various candidate adsorption sites, namely Te, Mo and hollow sites,  are 

explored on the stable configurations. Our calculations show that all adsorption sites at MoTe2 

phase boundaries are activated, with the hollow sites as the most active sites for HER and 

exhibiting outstanding HER activity comparable to that of Pt. Besides, we propose mechanisms to 

understand such activation at the phase boundaries. Hydrogen adsorptions at the Te sites are 

interpreted and predicted by Fermi-abundance (DF) model while the adsorption at Mo and hollow 

sites are qualitatively understood by analyzing the local charge distribution and density of states. 

The HER activity at the phase boundary was shown to be strongly dependent on the local hydrogen 

adsorption geometry and electronic structures.  

4.3 Methods and models 

Monolayer MoTe2 has three polymorphs, semiconducting 2H phase, and metallic 1T and 

1T’ phases. Figs. 4.1(a) and 4.1(b) show the trigonal prismatic 2H phase consisting of 1 × 1 unit 

cells, and the distorted octahedral 1T’ phase with zigzag chains consisting of 2 × 1 supercells. It 

is worth to note that the 1T phase of MoTe2 is metastable and would readily transform into the 1T’ 

phase, and therefore is not discussed in our study. On base of 2H and the 1T’ phases, a series of 

2H/1T’ phase boundaries are constructed (see Supporting Information for details). In describing 

the phase boundaries, the name convention used in the study of Zhao et al. [43] is used but modified 
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accordingly to fit our 2H/1T’ case. A phase boundary is thus named using the form of 𝐷ெ(−𝐴 −

𝐵)|𝑆, where D represents the direction of a MoTe2 phase boundary, being zigzag (ZZ) or armchair 

(AC), with its subscript M denoting the type of the atoms (Te or Mo) shared by two phases at the 

boundary, and S indicates whether the phase boundary is rich in Te (S = +) or deficient in Te (S = 

−). A and B represent the types of edge configurations for 2H and 1T’ nanoribbons respectively at 

the phase boundary. There are four edge configurations, i.e., 𝛼, 𝛽, C and T for a phase boundary 

along the ZZ direction (See Fig. 4.1(a)-(b)). On the other hand, since all phase boundaries along 

the AC direction have the same edge configurations, the form thus simplifies to become 𝐴𝐶ெ|𝑆 

only.   

Fig. 4.1(c) shows configurations of those stable phase boundary structures after geometry 

relaxation. Fig. 4.1(d) further illustrates a couple of sample relaxed structures of ZZ and AC phase 

boundaries in both top and side views. It is worth noting that for ZZ phase boundaries, the D3h 

symmetry of 2H MoS2 inevitably leads to different edge structures at both ends of a 2H MoS2 

nanosheet. Thus, periodicity along the ZZ direction would mandate two different phase boundaries 

(details see Supporting Information), which however would make accurate evaluation of the phase 

boundary formation energy difficult. To address such challenge, for ZZ phase boundaries, we 

construct a nanoribbon-like structure instead of a fully periodic sheet, as suggested in the study of 

Zhou et al. [44], containing one phase boundary in the middle while one 2H edge and one 1T’ edge 

at each end. The dimension of the vacuum space along the non-periodic direction is set to be larger 

than 20Å to ensure no image interaction. Meanwhile benchmark calculations have been performed 

to ensure that the separation between the nanoribbon edges is sufficiently large to avoid any 

artificial effect arising from edge-edge or edge-boundary interactions (see Supporting Information 
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for details). On the other hand, for AC phase boundaries, periodicity along the AC direction can 

be satisfied, and thus a periodic sheet rather than nanoribbon is adopted as the model structure.   

All DFT calculations were performed employing the VIENNA ab initio simulation package 

(VASP) [45, 46] using the projector-augmented wave method [47]. The exchange-correlation 

functional was described by generalized gradient approximation (GGA) parametrized by Perdew, 

Burke, and Ernzerhof [48, 49]. For electronic structure calculations, we also performed additional 

benchmark using other exchange-correlation functionals, e.g., HSE06 [50], and confirmed that the 

results were not much affected by the usage of different functionals (details see Section 4.7.2 in 

Supporting Information). A kinetic cutoff energy of 550 eV was set for the plane-wave basis 

functions. All structures were relaxed until the atomic forces are less than 0.01 eV/Å and total 

energies were converged to 10ିହ eV. Given that hydrogen adsorption and HER characteristics 

would be affected by hydrogen coverage, we considered different hydrogen coverages, ranging 

from 25% to 100%. Nonetheless, for simplicity and clarity of presentation, below the results 

presented mostly correspond to a hydrogen coverage of 50%. Additionally, in the calculations of 

hydrogen adsorption, the effect of van der Waals (vdW) interactions was included using DFT-D3 

method [51, 52]. 
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Fig. 4.1 The top and side views of pristine (a) 2H and (b) 1T’ MoTe2, where Mo atoms are shown 
in purple and Te atoms are shown in brown, with the black arrows indicating the AC and ZZ 
directions of MoTe2 lattice. Two types of 2H edges (i.e., 𝛼 and 𝛽) and 1T’ edges ((i.e., C and T) 
are indicated on the side views. (c) The relaxed configurations of the twelve 2H/1T’ phase 
boundaries examined, named following the convention suggested by Zhao et al. [43]. (d) The top 
and side views of a representative ZZ phase boundary, 𝑍𝑍ெ௢ − 𝛼 − 𝐶| −  embedded in a 
nanoribbon model with 2H and 1T’ edges at each side, and an AC phase boundary 𝐴𝐶| + 
embedded in a periodic sheet model. 
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4.4 Results and discussion 

4.4.1 Formation energies of MoTe2 phase boundaries 

Before evaluating hydrogen adsorption and HER at MoTe2 phase boundaries, we first 

investigate the formation energies of phase boundaries. For a ZZ phase boundary, its formation 

energy Ef can be determined from the total energy of the structure 𝐸் as the following [32]:  

 𝐸் = 𝑁ெ௢𝜇ெ௢ + 𝑁்௘𝜇்௘ + 𝐿൫𝜎ு + 𝜎்ᇲ + 𝐸௙൯ (4.3) 

where 𝑁ெ௢ and 𝑁்௘ are the numbers of Mo and Te atoms in the phase boundary respectively, 𝐿 is 

the phase boundary length, 𝜎ு and 𝜎்ᇲ are the formation energies of 2H and 1T’ edges per unit 

length, which can be obtained from separate calculations (details see Section 4.7.3 in Supporting 

Information),  and 𝜇ெ௢ and 𝜇்௘ are the chemical potentials of Mo and Te respectively. To maintain 

thermodynamic equilibrium, the allowable range of 𝜇்௘ and 𝜇ெ௢ are constraint by the following 

condition: 

 𝜇ெ௢்௘ଶ = 𝜇ெ௢ + 2𝜇்௘ (4.4) 

where 𝜇ெ௢்௘ଶ  represents the average weighted chemical potential of 2H and 1T’ phases. 𝜇்௘ 

varies depending on the chemical environment, assuming higher and lower values under Te-rich 

and Mo-rich conditions, respectively. The upper and lower limits of 𝜇்௘ can be regarded as being 

defined by the chemical potentials of alpha Te and body-centered cubic Mo respectively, thus 

ranging from -3.54 eV to -3.14 eV. The details of formation energy calculation can be found in 

Supporting Information.  

For AC phase boundaries, periodic structures are constructed (cf. Fig. 4.1(d)), and the total 

energy of the structure can be written as: 
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 𝐸் = 𝑁ெ௢𝜇ெ௢ + 𝑁்௘𝜇்௘ + 2𝐸௙𝐿 (4.5) 

From Eqs. (4.1) and (4.3), the formation energy Ef can then be determined. The Ef values of various 

phase boundaries as functions of 𝜇்௘ are shown in Fig. 4.2. The lowest energy phase boundary is 

found to be 𝑍𝑍ெ௢ − 𝛼 − 𝐶| −  boundary under Mo-rich conditions ( −3.54 𝑒𝑉 < 𝜇்௘ <

−3.27 𝑒𝑉), while it becomes the 𝑍𝑍ெ௢ − 𝛽 − 𝑇| + boundary when the environment becomes Te-

rich (−3.27 𝑒𝑉 ≤ 𝜇்௘ < −3.14 𝑒𝑉). These results are in agreement with the recent studies on ZZ 

phase boundaries of MoTe2 [32]. Further analyses reveal that the formation energy of a phase 

boundary is strongly correlated with the local bond distortion. For instance, 𝑍𝑍்௘ − 𝛽 − 𝐶| + 

boundary, the one with the highest formation energy, exhibits the most significant Mo-Te bond 

elongation/shrinkage at the boundary (details see Section 4.7.4 in Supporting Information). This 

large bond length variation induces significant mechanical stress/strain, leading to increase in the 

formation energy. In comparison, the bond distortion in low formation energy boundaries, e.g., 

𝑍𝑍ெ௢ − 𝛽 − 𝐶| − boundary, is much moderate (see Fig. 4.10). It is also worthy to note from Fig. 

4.2 that phase boundaries rich in Te (S = +) and deficient in Te (S = −) show opposite dependence 

on 𝜇்௘ , i.e., Ef  respectively increasing and decreasing monotonically as 𝜇்௘  increases. Such 

opposite dependence is directly related to the sign of 𝑁்௘ value, which is positive and negative for 

phase boundaries rich in Te (S = +) and deficient in Te (S = −) respectively.  

With lower formation energy indicative of better stability and easier formation, 

consequently below we only consider the two low-energy boundaries, i.e., 𝑍𝑍ெ௢ − 𝛼 − 𝐶| − and 

𝑍𝑍ெ௢ − 𝛽 − 𝑇| + for our investigation on HER activities. Further to the energetic evaluation, we 

have also performed ab-initio molecular dynamics (AIMD) simulations for 𝑍𝑍ெ௢ − 𝛼 − 𝐶| − and 

𝑍𝑍ெ௢ − 𝛽 − 𝑇| + boundaries to confirm their thermal stability at room temperature (details please 

see Section 4.7.5 in Supporting Information).  
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Fig. 4.2 Formation energies of the phase boundaries as functions of the chemical potential of Te, 
𝜇்௘. 

 

4.4.2 Hydrogen adsorption at MoTe2 phase boundaries 

To investigate HER at the two phase boundaries of 𝑍𝑍ெ௢ − 𝛼 − 𝐶| − and 𝑍𝑍ெ௢ − 𝛽 −

𝑇| +, we first identify the possible hydrogen adsorption sites at the boundary. Those sites are 

illustrated in Fig. 4.3(a) and (c). As seen from the figure, we note that at the vicinity of the phase 

boundary hydrogen may adsorb at the hollow site (the triangle site surrounded by three adjacent 

Mo atoms in the middle of the three-layered structures, details see Section 4.7.6 in Supporting 

Information), or immediately above Mo or Te atoms. It should be noted that in addition to those 

sites mentioned above, we have also considered possible hydrogen adsorption at the bridge site 

(site between two Te atoms). However, our results show that the interaction between hydrogen 

and the bridge site is rather weak, rendering it not a stable adsorption site for hydrogen, as a result 

of which a hydrogen atom initially placed at the bridge site will move to its immediate neighboring 
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Mo or Te site. Therefore, below we only consider the stable adsorption sites, namely Te, Mo, and 

hollow sites. For simplicity in describing those adsorption sites, below we refer to the hollow site 

as HL, while the sites immediately above Mo or Te atoms as Xn where X = Mo or Te and n is an 

integer indicating the nth site associated with X atom. In comparison to those sites at phase 

boundaries, their corresponding counterparts in pristine 2H and 1T’ lattices of MoTe2 are also 

identified (illustrated in Fig. 4.13, see Supporting Information) and examined as the respective 

reference sites.  

One of the first steps of HER is hydrogen adsorption (i.e., the Volmer step) at the electrode 

surface. Generally, to achieve good catalytic performance, the binding between hydrogen and the 

electrode surface should be neither too strong nor too weak. In accordance, it is desirable for 

hydrogen adsorption have a Gibbs free energy ∆𝐺ு close to the thermoneutral value near zero. The 

Gibbs free energy ∆𝐺ு can be calculated as follows [53]: 

 ∆𝐺ு =  ∆𝐸ு + ∆𝐸௓௉ா − 𝑇∆𝑆ு (6.4) 

where ∆𝐸ு is the adsorption energy of the nth H atom and is defined as: 

 
∆𝐸ு = 𝐸ெ௢்௘మା௡ு − 𝐸ெ௢்௘మା(௡ିଵ)ு −

1

2
𝐸ுమ

 
(4.7) 

where 𝐸ெ௢்௘మା௡ு is the total energy of MoTe2 phase boundary with adsorbed hydrogen atoms, 

𝐸ெ௢்௘మା(௡ିଵ)ு is the total energy of MoTe2 phase boundary without adding a hydrogen atom, and 

𝐸ுమ
 is the energy of a gas phase hydrogen molecule.  ∆𝐸௓௉ா is the difference in zero-point energy 

of hydrogen in the adsorbed state and the gas phase. Our benchmark calculations have confirmed 

that vibrational frequencies do not differ notably for different hydrogen coverages and structures, 

and that there is little variation in ∆𝐸௓௉ா. Consequently ∆𝐸௓௉ா is simply taken to be a constant 
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value (i.e., 0.02 eV). ∆𝑆ு is the entropy term approximated as half of entropy of the gas phase H2 

as ∆𝑆ு ≈
ଵ

ଶ
𝑆ுమ

 [54]. T is the temperature, taken to be the room temperature (𝑇 =  298 𝐾) in our 

study. Under ambient conditions, the term 𝑇∆𝑆ு approximately assumes a value of 0.2 eV and 

thus Eq. (4.4) becomes: 

 ∆𝐺ு = ∆𝐸ு + 0.22 eV (4.8) 

The Gibbs free energies of hydrogen adsorption at various sites in the boundary regions of 

𝑍𝑍ெ௢ − 𝛼 − 𝐶| − and 𝑍𝑍ெ௢ − 𝛽 − 𝑇| + respectively were examined. These values are presented 

in Fig. 4.3(b) and (d), in comparison with corresponding energies at the respective counterpart 

sites on pristine 2H or 1T’ MoTe2. As mentioned earlier in Section 4.2, the results correspond to a 

hydrogen coverage of 50%. It should be noted that Mo atoms connecting the 2H and 1T’ phases 

of MoTe2 at the boundary have two corresponding sites from pristine 2H and 1T’ MoTe2 

respectively, in which case only the site of lower ∆𝐺ு is considered for comparison. It is apparent 

from Fig. 4.3 that phase boundaries render ∆𝐺ு lower and closer to zero compared to pristine 2H 

or 1T’ MoTe2, indicative of improved HER activity at the phase boundary. Moreover, examining 

the difference in adsorption energy (between a site at the phase boundary and its reference site in 

the pristine 2H or 1T’ lattice), we note that the difference is more significant for sites on the 2H 

phase side. One salient observation from Fig. 4.3 is that hollow sites at phase boundaries exhibit 

near-zero ∆𝐺ு values, in sharp contrast to their counterparts in the pristine MoTe2. In particular, 

∆𝐺ு  of the hollow site in 𝑍𝑍ெ௢ − 𝛼 − 𝐶| −  shows a negative value close to zero ( ∆𝐺ு =

−0.10 𝑒𝑉), exhibiting strong adsorption of hydrogen, which is comparable to that of Pt (∆𝐺ு =

−0.09 𝑒𝑉) [14]. These results suggest that hollow sites at phase boundaries may promise drastic 

boost to the HER activity. It is also important to recognize that that HER is a multistep 

electrochemical process. In this regard, we have also examined the subsequent steps beyond the 
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Volmer step, and confirmed the Volmer step to be the determining step for the overall HER 

performance (details see Section 4.7.8 in Supporting Information).  

Further calculations have also been performed to examine the generality of our results 

above. In particular, nearly identical hydrogen adsorption behaviors (e.g., ∆GH) at different sites 

were also found for few-layer MoTe2 nanosheets (details see Section 4.7.9 in Supporting 

Information). Furthermore, we also confirmed that similar phase boundary induced HER 

enhancement exists in other TMDC systems, thus likely a generic phenomenon (details see Section 

4.7.10 in Supporting Information).  

To further evaluate the implication of the phase boundary to HER performance, a volcano 

curve is plotted as shown in Fig. 4.3(e). In the plot, the theoretical exchange current density 𝑖଴ is 

calculated based on the Gibbs free energy ∆𝐺ு. Adsorption sites with a negative ∆𝐺ு are located 

around the left leg of the volcano, and the 𝑖଴ at pH 0 can be calculated by the following expression: 

 
𝑖଴ = −𝑒𝑘଴

1

1 + 𝑒𝑥𝑝(−∆𝐺ு/𝑘஻𝑇)
 

(4.9) 

where 𝑘଴ is the rate constant with a value of 200 𝑠ିଵ𝑠𝑖𝑡𝑒ିଵ fitted to give a reasonable overall 

magnitude of the rate, and kB is the Boltzmann constant. For the other case where adsorption sites 

are located around the right leg of the volcano (∆𝐺ு is positive), the 𝑖଴ is given by: 

 
𝑖଴ = −𝑒𝑘଴

1

1 + 𝑒𝑥𝑝(−∆𝐺ு/𝑘஻𝑇)
𝑒𝑥𝑝(−∆𝐺ு/𝑘஻𝑇) 

(4.10) 

Adsorption sites with ∆𝐺ு close to zero are located at the peak of the volcano curve, indicating the 

highest exchange current density and the optimal HER performance. We find that two hollow sites 

are located very close to the peak of the volcano curve with a very high exchange current density, 

suggesting them as the potential sites to offer best performance at the boundaries. Meanwhile, the 
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influence of hydrogen coverage on ∆𝐺ு is illustrated in Fig. 4.3(f). As seen in the figure, with the 

sites HL1, Mo2 and Te1 as representatives, we see that  ∆𝐺ு as a function of hydrogen coverage, 

exhibits a similar trend for different adsorption sites with the hollow sites always remaining to be 

the ones with the smallest |∆𝐺ு| values. As the hydrogen coverage increases, ∆𝐺ு first increases 

till a coverage ~70%, followed by a slight decrease with further increase in the coverage. In 

particular, for the HL1 site shown in Fig. 4.3(f), one can see that the free energy close to zero 

occurs around 50%-60% hydrogen coverage, indicative of an optimal coverage for HER. 

Increasing hydrogen coverage beyond this range would increase ∆𝐺ு  (>0) for all sites, thus 

expected to lower the HER activity. On the other hand, decreasing hydrogen coverage below this 

range, though negatively impacting the hollow sites, renders the ∆𝐺ு values of other sites closer 

to zero.  Therefore, Fig. 4.3(f) also suggests more effective HER performance with hydrogen 

adsorption below 60% coverage. 

Overall, our calculations above confirmed that phase boundaries in MoTe2 can provide 

active sites with significantly better hydrogen adsorption characteristics, thus potentially 

contributing to boosting the overall HER performance of MoTe2.   
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Fig. 4.3 (a), (c) Adsorption sites of 𝑍𝑍ெ௢ − 𝛼 − 𝐶| − and 𝑍𝑍ெ௢ − 𝛽 − 𝑇| + phase boundaries 
respectively. Adsorption sites are labeled by as Hollow (HL), Mo, and Te categories, respectively. 
(b), (d) ∆𝐺ு values of 𝑍𝑍ெ௢ − 𝛼 − 𝐶| − and 𝑍𝑍ெ௢ − 𝛽 − 𝑇| + phase boundaries, compared with 
the respective adsorption energies on pristine MoTe2 at the representative hydrogen coverage of 
50%. For Mo2 or Mo5 site, there exist two corresponding sites, in either pristine 2H or 1T’ MoTe2 
lattice, and we only presented the pristine lattice site of lower ∆GH here for comparison. (e) 
Volcano plot between the theoretical exchange current density 𝑖଴ and Gibbs free energy ∆𝐺ு. (f) 
∆𝐺ு as a function of hydrogen coverage for three sites, HL1, Mo2 and Te1. 
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4.4.3 Relation of hydrogen adsorption to electronic properties 

The key characteristics of a catalyst are fundamentally prescribed by their electronic 

structures. In this regard, we have performed comprehensive analysis of the electronic structures 

of those phase boundaries containing MoTe2 systems to further understand the interaction between 

hydrogen and the various adsorption sites at the phase boundary. Generally, not every electronic 

state in the band contributes equally to the bonding between hydrogen and adsorption site. Huang 

et al. revealed that the closer an electronic state is to the Fermi level (EF), the greater its 

contribution to the bonding [55]. Examining the density of states (DOS), we analyzed the states 

associated with different adsorption sites, with reference to the Fermi level.  Some sample analysis 

is shown in Fig. 4.4(a), where the two Te adsorption sites, Te1 and Te5 (cf. Fig. 4.3), are compared 

(DOS of other Te sites are also examined, see Fig. 4.17 in Supporting Information). As noted from 

the figure, the Te1 site has more occupied states near the 𝐸ி compared to Te5, thus expected to 

have stronger hydrogen adsorption. This prediction based on the electronic analysis agrees well 

with the ∆𝐺ு results, i.e., ∆𝐺ுି்௘ଵ = 1.13 eV < ∆𝐺ுି்௘ହ = 1.80 eV (cf. Fig. 4.3 above). 

To further quantitatively understand the relation between ∆𝐺ு and the electronic structure, we note 

that, according to the Fermi-abundance (𝐷ி) model [15, 55, 56], the band structures of adsorption 

sites can be described by the following descriptor: 

𝐷ி =
∫ 𝐸𝐷(𝐸)𝑓ᇱ(𝐸 − 𝐸ி)𝑑𝐸

ாಷ

ିஶ

∫ 𝐷(𝐸)𝑓ᇱ(𝐸 − 𝐸ி)𝑑𝐸
ாಷ

ିஶ

 
(4.9) 

where 𝐷(𝐸)  is the density of states, and −𝑓ᇱ(𝐸 − 𝐸ி)  is the derivative of the Fermi–Dirac 

distribution function 𝑓 (𝐸 − 𝐸ி) = {𝑒𝑥𝑝[(𝐸 − 𝐸ி)/𝑘஻𝑇] + 1}ିଵ , used as an effective weight 

factor 𝑤(𝐸) to evaluate the contribution of every electronic state to the surface reaction. The 
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spreading of the 𝑤(𝐸) is sensitive to the magnitude of 𝑘஻𝑇, where kB is the Boltzmann’s constant 

and T is not the actual temperature but a parametric temperature [15, 55], and thus 𝑘஻𝑇 serves as 

an adjustable parameter to tune the weight factor. As suggested by previous studies [15, 55], when 

𝑘஻𝑇 assumes a value of 0.4 eV, optimal correlation can be achieved between 𝐷ி and the surface 

bonding and reactivity, and in particular,  ∆𝐺ு of hydrogen adsorption would exhibit a linear trend 

with the 𝐷ி of the catalyst.  

Guided by the above model, we then analyzed the relationship between HER activities of 

various sites at phase boundaries with their corresponding electronic structures. We started by 

examining the group of Te sites at 𝑍𝑍ெ௢ − 𝛼 − 𝐶| − and 𝑍𝑍ெ௢ − 𝛽 − 𝑇| + boundaries. Fig. 4.4(b) 

plots the 𝐷ி  values of various Te sites versus corresponding ∆𝐺ு  values. An apparent linear 

relation between 𝐷ி and ∆𝐺ு can be observed, with a larger DF indicating stronger H-Te bonding. 

This suggests that DF serve as a good metric to quantify the HER activity of Te sites at MoTe2 

phase boundaries. The Fermi-abundance model is also expected to apply to a broad class of other 

adsorption sites in both phase boundaries and pristine lattices, where hydrogen predominately 

interacts with a single host atom at the adsorption site (see below for further discussion) [15, 56].   

However, despite the success of the Fermi-abundance model in describing the Te sites, it 

fails to yield good representation of the HER activity for other sites, i.e., the Mo and hollow sites, 

at MoTe2 phase boundaries, as demonstrated in Fig. 4.18 (details see Section 4.7.12 in Supporting 

Information). This indicates clear limitation of the Fermi-abundance model. To understand such 

limitation, we took a closer look at those Mo and hollow sites at phase boundaries. For insights 

into how hydrogen interacts with atoms at different sites, we examined the charge distribution 

contour associated with hydrogen adsorption, based on the spatial charge density difference ∆𝜌(𝒓):   
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 ∆𝜌(𝒓)  =  𝜌௉஻ିு (𝒓) −  𝜌௉஻(𝒓)  −  𝜌ு(𝒓) (4.10) 

where 𝜌௉஻ିு (𝒓)and 𝜌௉஻(𝒓) are the space charge densities of the phase boundaries with and 

without hydrogen adsorption, at location 𝒓.  𝜌ு(𝒓) is the electron charge density of an hydrogen 

atom at the same position in a reference pristine supercell. The obtained charge distribution 

contours of phase boundaries with H adsorbed on Te1, Mo1 and HL1 sites are shown in Fig. 4.5(a)-

(c) as representatives of three types of adsorption sites (See Figs 4.19 and 4.20 in Supporting 

Information for the charge distributions of other adsorption configurations). The yellow and cyan 

colors in the contour signal gain and loss of charges respectively, indicative of the overlap of 

various orbitals from different atoms. For adsorption at the Te1 site, we see from Fig. 4.5(a) that 

hydrogen mostly interacts with the Te atom alone, showing a clear charge gain to hydrogen from 

Te, whereas the interactions between hydrogen and other atoms are negligible. Now examining 

the Mo1 site, we see from Fig. 4.5(b) that hydrogen not only interacts with the Mo atom, but also 

with the surrounding Te atoms. Apart from a charge transfer from Mo and H atom, there is an 

apparent loss of charges from neighbor Te atoms to H atom. The difference in local atomic 

interactions at Te1 and Mo1 sites are also well reflected in the DOS plots. As seen from Fig. 4.5(d), 

one can see that for the Te1 site, only the states of Te atom diminish significantly upon hydrogen 

adsorption. The 5s and 5p states of the Te atom hybrid with 1s state of hydrogen to result in the 

energy splitting and the formation of new bonding states. In comparison, for the Mo1 site, decrease 

in the states of both Mo and Te atoms near the Fermi level can be observed. The hybridization of 

1s state of hydrogen with 5s and 5p bonding states of Te atom and 4d bonding states of Mo atom 

results in the formation of new bonding states. Therefore, with multiple orbitals from different 

atoms taken part in the interaction between the H atom and the catalyst, the Fermi-abundance 

model is no longer suitable to describe HER activity for Mo sites. Nonetheless, despite quantitative 



77 
 

assessment of the activation at Mo sites being not possible, qualitative evaluation based on the 

DOS plots is possible. As shown in Fig. 4.21 (see Supporting Information), Mo sites in phase 

boundaries have more occupied states near the 𝐸ி compared to their counterparts in the pristine 

lattice, and thus expected to have stronger hydrogen adsorption.  

Regarding the HL site, it resembles the Mo1 site in the fact that hydrogen adsorption also 

involves multiple atoms. As shown in Fig. 4.5(c), hydrogen adsorbed at the HL site is not sitting 

on top of an individual atom but in close vicinity with three adjacent Mo atoms along the x-y plane, 

showing a clear charge gain to hydrogen from these Mo atoms. Similar to what described above 

for the Mo1 site, hydrogen adsorption at the HL site may also be understood by examining the Mo 

atoms hydrogen interacts with. Fig. 4.5(d) shows the DOS plots of Mo and Te atoms after hydrogen 

adsorption at the HL1 site. We can see that the 4d states of the Mo atom hybridize with the 1s state 

of hydrogen, resulting in the formation of new bonding states, while the DOS of the Te atom 

remains nearly unchanged with no new bonding states formed post adsorption. Thus, the 

interaction between multiple Mo atoms and H atom occurs and causes the failure of the Fermi-

abundance model to describe HER activity at the HL sites. However, the activations at HL sites 

can still be evaluated based on the DOS plots of Mo atoms (See Fig. 4.21 in Supporting 

Information).  

The above analysis of electronic structures provides us with critical insights for assessing 

hydrogen adsorption. However, there remains a puzzle why only HL sites exhibit optimal 

adsorption performance (with near zero ∆𝐺ு, cf. Fig. 4.3). Fig. 4.6 shows the projected density of 

states (pDOS) of 4d orbitals of the Mo atom (i.e., the Mo1 atom) shared by the Mo1 and HL1 sites, 

for hydrogen adsorption at the Mo1 and HL1 sites respectively. One can see that 4d states yield a 

high peak near the Fermi level (prior to hydrogen adsorption), indicating its great contribution to 
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the bonding. Specifically, these orbitals are 𝑑𝑥𝑦 and 𝑑𝑥ଶ − 𝑦ଶ orbitals. In order to form a strong 

bonding upon hydrogen adsorption, it is preferable to have an overlap between the 1s orbital of 

hydrogen and 𝑑𝑥𝑦 or 𝑑𝑥ଶ − 𝑦ଶ orbital of the Mo atom, while overlapping between 1s of hydrogen 

and other d orbitals (e.g. 𝑑𝑧ଶ) of Mo is less desirable and would render the Mo-H bond weaker.  

Upon hydrogen adsorption, we see from Fig. 4.5(b) that, for adsorption at the Mo1 site, the 

distribution of electronic charge shows an orbital character of 𝑑𝑧ଶ, indicating a interaction between 

Mo 𝑑𝑧ଶ and hydrogen 1s. Also, from the pDOS plot in Fig. 4.6, we can see that the new 4d bonding 

state post hydrogen adsorption at the Mo1 site mainly originates from the 𝑑𝑧ଶ states. In contrast, 

for hydrogen adsorption at the HL1 site, it mainly interacts with the d orbitals of three adjacent 

Mo atoms parallel with the xy plane, i.e. 𝑑𝑥𝑦  or 𝑑𝑥ଶ − 𝑦ଶ  orbitals (cf. Fig. 4.5(c)), with the 

distribution of electronic charge of Mo atoms showing apparent 𝑑𝑥ଶ − 𝑦ଶ and 𝑑𝑥𝑦 characters. In 

accordance, as seen from the pDOS plot in Fig. 4.6, 𝑑𝑥ଶ − 𝑦ଶ orbital contributes most to the 

formation of 4d bonding states for the case of the HL1 site (for another Mo atom neighboring the 

HL1 site, 𝑑𝑥𝑦 orbital contributes most to the formation of 4d bonding states, see Fig. 4.22 in 

Supporting Information). These bonding correspond to the strong hydrogen adsorption, hence 

optimal hydrogen adsorption at HL sites. 
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Fig. 4.4 (a) DOS of two representative Te atoms for H adsorption sites. The symbol “+” labels the 
position of Fermi-abundance center (𝐷ி). (b) Relationship between 𝐷ி  values and ∆𝐺ு  for Te 
atoms. 

 

 
Fig. 4.5 Charge distribution contour plots for hydrogen adsorption sites (a) Te1, (b) Mo1 and (c) 
HL1 sites at the MoTe2 phase boundary. The yellow and cyan surfaces correspond to gain and loss 
of charge respectively, with isosurface of 0.003e/Å3. (d) DOS plots for Te and Mo atoms 
respectively (top panel) before hydrogen adsorption, (second panel) after hydrogen adsorption on 



80 
 

Te1 site, (third panel) after hydrogen adsorption at the Mo1 site, and (bottom panel) after hydrogen 
adsorption at the HL1 site.  

 

 
Fig. 4.6 Projected DOS (pDOS) plots for the d orbitals of the Mo1 atom along the MoTe2 phase 
boundary, (top panel) before adsorption, after adsorption on Mo1 site, and after adsorption on HL1 
site. Black arrow indicates the reinforcing states of 𝑑𝑥𝑦 and 𝑑𝑥ଶ − 𝑦ଶ orbitals near the Fermi level. 

 

4.5 Conclusion 

In summary, comprehensive first-principles calculations have been performed to 

investigate HER activities at phase boundaries in TMDC, using MoTe2 as a representative. 

Possible 2H/1T’ phase boundaries have been constructed, with their structural stability and 

formation energies examined to identify stable configurations.  Three categories of sites, namely 

Te, Mo and hollow sites, in energetically stable phase boundaries were identified as potential 

catalytic centers for HER. All those sites were demonstrated to activate hydrogen adsorption by 

reducing the magnitude of the Gibbs free energy ∆𝐺ு, promising to enhance HER activity. In 
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particular, the hollow sites were found to exhibit ∆𝐺ு near the thermoneutral value, comparable 

to that of Pt at moderate hydrogen coverages. The mechanisms underlying such activation at phase 

boundaries were then revealed, and found to be attributed to the unique local hydrogen adsorption 

geometries and electronic structures at phase boundaries. Specifically, for the Te sites where 

hydrogen interacts almost solely with the host atom (i.e., Te), the catalytic activity is well 

understood and predicted by the Fermi-abundance model. The Fermi-abundance model and similar 

interpretation are also expected to apply to a broad class of other adsorption sites in both phase 

boundaries and pristine lattices, where hydrogen predominately interacts with a single host atom 

at the adsorption site. However, the Fermi-abundance model breaks down for the Mo and hollow 

sites where hydrogen adsorption assumes a more complex geometry and involves multiple atoms, 

though qualitative assessment can still be made by analyzing the local charge distribution and 

density of states. In addition, we elucidated that the optimal hydrogen adsorption performance at 

hollow sites originates from the fact that the phase boundary modifies the 𝑑௫௬ and 𝑑௫మି௬మ orbitals 

of Mo atoms, thus giving rise to much stronger binding with hydrogen.  

Our study demonstrates a viable pathway to activate the basal plane of 2D TMDCs for 

HER through phase boundary engineering and clarifies the important mechanistic aspects 

underlying hydrogen activation at phase boundaries, providing valuable theoretical insights 

towards designing new class of high-performance HER electrocatalysts based on 2D TMDCs. 
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4.7 Supporting information 

4.7.1 Benchmark studies on nanoribbon models 

As stated in the manuscript, we have performed benchmark calculations to ensure that our 

results are not affected by edge-edge or edge-boundary interactions. We evaluated the formation 

energies (𝐸௙) of phase boundaries and the Gibbs free energy of adsorption 𝛥𝐺ு as functions of the 

number (n) of unit cells in each phase. Fig. 4.7 shows some sample results from our benchmark 

calculations for the phase boundary 𝑍𝑍ெ௢ − 𝛽 − 𝑇| +. As seen from Fig. 4.7, the simulation cell 

should have no less than 8 unit cells between the edge and boundary to avoid artificial effects. In 

our calculations, we used 𝑛 = 10. 

 
Fig. 4.7 Benchmark studies of the possible effect, induced by edge-edge and edge-boundary 
interactions,  on the formation energy 𝐸௙ of the phase boundary 𝑍𝑍ெ௢ − 𝛽 − 𝑇| + and the Gibbs 
free energy of adsorption 𝛥𝐺ு as functions of the number (n) of unit cells in each phase. 𝐸௙ was 
calculated under Te-rich condition (𝜇்௘ = −3.14 𝑒𝑉), and the hydrogen coverage in benchmark 
studies was set as 1. 
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4.7.2 The effect of exchange-correlation functional on the electronic structure calculations 

 Fig. 4.8 below shows the total DOS of pristine 2H and 1T’ MoTe2, obtained from 

calculations using generalized gradient approximation (GGA-PBE) [48] and hybrid exchange-

correlation functional (HSE06) [50]. We can see from the figure that for 2H or 1T’ MoTe2, the 

DOS plots from GGA-PBE and HSE06 are quite similar, which indicates that our conclusion will 

not change even if the calculations are done based on other functionals. 

 
Fig. 4.8 Total density of states (DOS) of pristine 2H MoTe2 and pristine 1T’ MoTe2, obtained from 
calculations using GGA-PBE [48] (red) and HSE06 [50] (blue) functionals. 

 

4.7.3 Details of formation energy calculations of zigzag phase boundaries 

Nanoribbon-like structures have been employed in other studies to explore the stabilities 

of zigzag phase boundaries for TMDCs [32, 44]. In the present study, we adopt this method to 

calculate the formation energies of zigzag phase boundaries in MoTe2. The total energy of a phase 

boundary structure, 𝐸், can be obtained as follows: 
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 𝐸் = 𝑁ெ௢𝜇ெ௢ + 𝑁்௘𝜇்௘ + 𝐿൫𝜎ு + 𝜎்ᇲ + 𝐸௙൯ (4.11) 

where the parameters 𝑁ெ௢ , 𝑁்௘ , 𝐿 and 𝐸்  are readily obtained from DFT calculations, and 𝜇்௘ 

has a range of [−3.54 , −3.14 ] eV. In order to calculate the formation energy 𝐸௙ , we need to 

determine the two parameters, 𝜎ு and 𝜎்ᇲ. Here, we construct a 2H MoTe2 nanoribbon and a 1T’ 

MoTe2 nanoribbon, as shown in Fig. 4.9(a)-(b). 2H MoTe2 nanoribbon consists of two edges, i.e. 

𝛽 and 𝛼, and its total energy 𝐸ு can be expressed as: 

 
𝜎ுഀ

+ 𝜎ுഁ
=

𝐸ு − 𝑁ெ௢𝜇ெ௢ − 𝑁்௘𝜇்௘

𝐿
 

(4.12) 

Since 𝛽 and 𝛼 are inseparable in the simulation cell, a series of triangle quantum dots are further 

used to calculate the edge 𝛽, as shown in Fig. 4.9(c). Then we could have the relationship between 

the total energy 𝐸௧௥௜(𝑛) and quantum dot n as: 

 
𝑓(𝑛) = 𝐸௧௥௜(𝑛) −

𝑛(𝑛 + 1)

2
𝜇ெ௢்௘మ

= ቀ2𝜇்௘ + 3𝜎ுഁ
ቁ 𝑛 + 3𝐸௖௢௥ + 2𝜇்௘ 

(4.13) 

where 𝐸௖௢௥ is the energy of three corners of the quantum dot. As shown in Fig. 4.9(d), by fitting 

the plot of 𝑓(𝑛), the edge energy 𝜎ுഁ
 can be obtained from the slope. Then the edge energy 𝜎ுഀ

 

can be calculated from Eq. (4.12). 

For 1T’ MoTe2 nanoribbon, same edges can be constructed at both ends of the phase 

boundary structures in a simulation cell. Therefore, its total energy 𝐸் can be expressed as: 

 
𝜎்ᇲ =

𝐸்ᇲ − 𝑁ெ௢𝜇ெ௢ − 𝑁்௘𝜇்௘

2𝐿
 

(4.14) 
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Fig. 4.9 (a), (b) Simulation cells of 2H MoTe2 nanoribbon and 1T’ MoTe2 nanoribbon respectively. 
(c) Top views of quantum dot n, using 𝑛 = 5 and 𝑛 = 11 as representatives. (d) Linear fitting of 
𝑓(𝑛) (see Eq. (4.13)) as a function of n. 

 

4.7.4 Local bond variation at the phase boundary  

The formation energy of a phase boundary is strongly correlated with the local bond 

distortion at the boundary. The bond distortion for each phase boundary is evaluated by comparing 

the Mo-Te bond lengths at the phase boundary with those in the pristine MoTe2. As shown in Fig. 

4.10(b), from 𝑍𝑍ெ௢ − 𝛽 − 𝐶| +, 𝑍𝑍ெ௢ − 𝛽 − 𝐶| + to 𝑍𝑍்௘ − 𝛽 − 𝐶| + boundary, the formation 

energy increases with the increased variation in Mo-Te bond lengths.  
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Fig. 4.10 (a) Top and side views of pristine 2H and 1T’ MoTe2, where the black arrow indicates 
the Mo-Te bond length of pristine 2H MoTe2, while blue, green, orange and yellow arrows indicate 
various Mo-Te bonds length of pristine 1T’ MoTe2.  (b) Top and side views of representative ZZ 
phase boundaries. For each phase boundary configuration, black and blue arrows indicate the 
longest and shortest Mo-Te bonds at the phase boundary, respectively. 

 

4.7.5 Thermal stability of phase boundaries at room temperature 

To examine the thermal stability of the phase boundaries, we have performed a series of 

finite-temperature ab-initio molecular dynamics (AIMD) simulations in which phase boundaries 

were equilibrated at 300K (with isothermal-isobaric (NPT) ensemble with a 1.0 fs time step). In 

general we found that the system reaches equilibrium after 500fs. Fig. 4.11 below shows some 

benchmark results for the two low-energy boundaries, i.e., 𝑍𝑍ெ௢ − 𝛼 − 𝐶| − and 𝑍𝑍ெ௢ − 𝛽 −
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𝑇| +. As seen in Fig. 4.11(b), the structures of these two boundaries remain stable at 300K, except 

for lattice vibration due to thermal fluctuation (as compared to the configurations at 0K, c.f., Fig. 

4.1(c)). Additional benchmark AIMD simulations have also been performed at higher temperature 

of 600K, at which the boundaries are also found to remain stable. 

 
Fig. 4.11 (a) The potential energy (blue curve, left vertical axis) and temperature (red curve, right 
vertical axis) of MoTe2 boundaries with simulation time. (b) Snapshots of configurations of  
𝑍𝑍ெ௢ − 𝛼 − 𝐶| − and 𝑍𝑍ெ௢ − 𝛽 − 𝑇| + boundaries at room temperature (300K). 

 

4.7.6 Hydrogen adsorption at HL sites 

The hydrogen adsorption configurations at HL sites for phase boundaries and pristine 

structures are shown in Fig. 4.12. In the case of phase boundaries, hydrogen is adsorbed in the 

middle of the three-atom-thick monolayer surrounded by three Mo atoms. In contrast, for the 

pristine MoTe2, the hydrogen atom tends to be adsorbed on Te atoms on the surface rather than 

the Mo atoms in the middle layer. To investigate the degree of activation of Mo atoms by the 

formation of phase boundaries, we manually put the hydrogen directly into the middle of the 

hollow site for the case of pristine MoTe2, so that it will not be adsorbed on the Te atom from the 

top layer. The adsorption site is denoted as Pristine HL. As shown in Table 4.1, in comparison 

with the results for other HL sites, 𝛥𝐺ுି௉௥௜௦௧௜௡௘ ு௅ shows a value of 0.74 eV, much larger than the 
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values for the hollow sites in the phase boundary region. Therefore, the activation of Mo atoms 

after the formation of phase boundaries leads to the adsorption into the HL sites.  

 

Fig. 4.12 (a), (b), (c) The hydrogen adsorption configurations for HL1, HL2 and the pristine MoTe2. 

 

Table 4.1 ∆GH values for different hollow sites. 

Site 𝛥𝐺ு (eV) 

HL1 -0.10 

HL2 0.19 

Pristine 1.79 

Pristine HL 0.74 
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4.7.7 Adsorption sites of pristine 2H and 1T’ MoTe2 

 
Fig. 4.13 Adsorption sites of pristine 2H and 1T’ MoTe2. Adsorption sites are categorized into 
hollow (HL), Mo, and Te sites respectively, and labelled accordingly. 

 

4.7.8 Free energy diagrams for the hydrogen evolution at the phase boundaries 

The HER is a multistep electrochemical process. What we have calculated in the 

manuscript is the first step, i.e. Volmer step, where the first hydrogen is adsorbed onto a MoTe2 

catalyst, describing by H+ +e− + * → H*. The second step is the release of H2 molecules, which is 

achieved by either the Heyrovsky (H* +H+ +e− → H2 + *) or Tafel (2H* → H2 + 2*) reaction. To 

determine the HER pathway on MoTe2 phase boundaries, we calculated the free energy diagrams 

of Volmer-Heyrovsky reactions and Volmer-Tafel reactions using HL1, Mo2, and Te1 sites as 

representatives for each category of sites. As shown in Fig. 4.14(a), the active sites for Volmer 

reaction will keep catalytic activity for the Heyrovsky reaction. Thus, the Volmer reaction is the 

determining step for HER following Volmer-Heyrovsky reactions. In contrast, as shown in Fig. 

4.14(b), The ΔGH values of the Tafel reaction for all three adsorption sites are greater than the 

corresponding values for the Volmer reaction. Therefore, the calculated free energy diagrams 

indicate that Volmer-Heyrovsky reaction is the preferred pathway for HER, with the Volmer step 
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being the critical step. Consequently, the ΔGH of the Volmer step can be used to evaluate the 

overall HER activity of the MoTe2 boundary.  

 
Fig. 4.14 Free energy diagram of the HER following (a) the Volmer-Heyrovsky pathway and (b) 
the Volmer-Tafel pathway at HL1, Mo2, and Te1 sites along the MoTe2 phase boundaries. 

 

4.7.9 HER performance of few-layer MoTe2 nanosheets 

 We have performed additional calculations to investigate the HER performance of few-

layer MoTe2 nanosheets. Fig. 4.15 presented the results on a double-layered MoTe2 nanosheet 

containing phase boundaries, in comparison with the monolayer case. We can see that the ∆GH 

values of different adsorption sites, i.e., HL, Mo, and Te sites in single- and double-layered MoTe2 

nanosheets are nearly identical (under the same H coverage, i.e., 100%), indicative of the catalytic 

activity in HER not altered by layer numbers. Three-layer MoTe2 nanosheet model has also been 

constructed with benchmark calculations performed, which also confirmed no change in ∆GH 

values at different adsorption sites.   

The ignorable influence of layer number is likely attributed to the weak interlayer 

interaction (which is VdW in nature). Therefore, though our focus is on monolayer TMDCs, we 

believe the main conclusions would also apply to few-layer TMDC nanosheets. 
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Fig. 4.15 (a) Side view of a double-layered MoTe2 nanosheet containing phase boundaries in each 
layer, where Mo atoms are colored purple and Te atoms are colored brown. The three adsorption 
sites, selected as representatives and labeled as HL1, Mo2, and Te1, are indicated in the figure. (b) 
∆GH values at those sites in single-layered and double-layered MoTe2.  

 
 
4.7.10 HER performance of other TMDC phase boundaries 

 We constructed MoSe2 and WTe2 phase boundaries, and selected three representative 

adsorption sites at the phase boundary (as well as their corresponding counterparts) to examine the 

HER activity (see Fig. 4.16(a)). As shown in Fig. 4.16(b), X1, HL1 and M1 sites at the basal plane 

of three pristine TMDCs exhibit similar high ∆GH values, indicating inertness from pristine TMDC 

basal planes. On the other hand, the three sites, X1, HL1 and M1 at the phase boundary exhibit 

much lower ∆GH values. This demonstrated that phase boundaries have similar enhancement 

effects to these TMDCs in terms of the HER activity. Therefore, the route of basal plane activation 

by phase boundaries is expected to work for different TMDCs.  
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Fig. 4.16 (a) Representative adsorption sites in the TMDC phase boundary, labeled as HL1, M1 
(metal site), and X1 (chalcogen site) respectively, as well as (b) their corresponding counterparts 
in the pristine TMDC basal plane, labeled as pris HL1, pris M1 (metal site), and pris X1 (chalcogen 
site) respectively. (c) ∆GH values of X1, HL, M1 sites at MoSe2, WTe2, MoTe2 phase boundaries, 
and at their corresponding counterparts in pristine TMDC basal planes. 

 

4.7.11 DOS of different Te sites in phase boundaries 

Fig. 4.17 shows the DOS plots for different Te sites in phase boundaries.  
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Fig. 4.17 Corresponding DOS plots of different Te sites (locations and configurations of those 
sites, please see Fig. 4.3(a) and (c)). The symbol “+” labels the position of Fermi-abundance center 
(𝐷ி). 

 



94 
 

4.7.12 The Fermi-abundance model for Mo sites 

The calculated 𝐷ி of various Mo sites as a function of 𝛥𝐺ு is shown in Fig. 4.18(a), which 

apparently does not show a linear trend. Therefore, the Fermi-abundance model fails to describe 

the HER activity of Mo atoms. As described in the main text, this is because hydrogen adsorption 

at a Mo site involves hydrogen interacting with more than just the Mo atom, while the Fermi-

abundance model is essentially limited to describing the relationship between a hydrogen atom 

and a single adsorption site. Similarly the model breaks down for the case of the HL sites, where 

hydrogen atom forms bonding with three Mo atoms. 

 We also plotted the d-band center values [57] of Mo sites at the phase boundary as functions 

of ΔGH. We can see that the d-band center values do not display any clear trend with respect to 

ΔGH, indicating that d-band center theory being not applicable.  

 
Fig. 4.18 Calculated (a) 𝐷ி and (b) d-band center of various Mo sites versus the corresponding 
𝛥𝐺ு values. 
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4.7.13 Charge distribution at various adsorption sites along phase boundaries  

 Fig. 4.19 and Fig. 4.20 show the charge distribution at various sites in MoTe2 phase 

boundaries. 

 
Fig. 4.19 Charge distribution at various Te sites in MoTe2 phase boundaries. 
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Fig. 4.20 Charge distribution at Mo and HL sites in MoTe2 phase boundaries. 
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4.7.14 DOS plots of various Mo sites 

 Fig. 4.21 shows the DOS of Mo sites in phase boundaries in comparison with the Mo site 

in pristine MoTe2 sites. 

 
Fig. 4.21 DOS of Mo sites in phase boundaries in comparison with the Mo site in pristine MoTe2 
sites (locations and configurations of those sites, please see Fig. 4.3(a), (c) and Fig. 4.10).  
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4.7.15 Projected DOS for d orbitals of Mo2 atoms 

Fig. 4.22 shows the projected DOS plot for the d orbitals of the Mo2 atom along the MoTe2 

phase boundary. 

 
Fig. 4.22 Projected DOS (pDOS) plot for the d orbitals of the Mo2 atom along the MoTe2 phase 
boundary, (top panel) before adsorption, after adsorption on Mo2 site, and after adsorption on HL1 
site. Black arrow indicates the reinforcing states of 𝑑𝑥𝑦 and 𝑑𝑥ଶ − 𝑦ଶ orbitals near the Fermi level. 
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Chapter 5 : Basal Plane Activation of Two-Dimensional Transition 

Metal Dichalcogenides via Alloying for Hydrogen Evolution 

Reaction: First-Principles Calculations and Machine Learning 

Prediction 

 
 The results from Chapter 4 demonstrated the capability of phase boundaries for activating 

the basal plane of 2D TMDCs for hydrogen evolution reaction. In addition to phase boundaries, 

alloying has also shown great potential in tuning the electronic and chemical properties of 2D 

TMDCs. Recently, monolayer and few-layer TMDC alloys have been achieved in experiments for 

catalyzing HER, exhibiting high HER activities outperforming that of their pristine counterparts. 

These experimental results also brought us to the question of catalytically active sites in those 

alloys. While the edges of 2D TMDC alloys are activated for HER confirmed by DFT calculations,  

whether the basal plane of 2D TMDCs can be activated by alloying remains unknown. Therefore,  

to understand the basal plane activation of 2D TMDCs via alloying, Chapter 5 computationally 

explored a series of 2D cation-mixed TMDC alloys of various compositions. A machine learning 

workflow was constructed to accurately predict the HER activities and thermodynamic stabilities 

of 2D TMDC alloys. From machine learning predictions it was found that alloying exhibits 

substantial effect in activating the basal plane. The mechanism underlying this alloying-induced 

basal plane activation was also analyzed. 

 

 This chapter is to be submitted, appeared as: Yiqing Chen, Pengfei Ou, Ying Zhao, and 

Jun Song. Basal plane activation of two-dimensional transition metal dichalcogenides 
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via alloying for hydrogen evolution reaction: first-principles calculations and 

machine learning prediction. 

5.1 Abstract 

Two-dimensional transition metal dichalcogenides (2D TMDCs) show promises as 

potential inexpensive electrocatalysts for hydrogen evolution reaction (HER). However, their 

performance is bottlenecked by the inertness of the basal plane. The present study demonstrates 

alloying as a viable route to address such limitation. A machine learning workflow based on 

density functional theory (DFT) calculations has been established to predict the HER activity and 

stability for a series of 2D cation-mixed TMDC alloys of various compositions. The results showed 

that alloying exhibits substantial effect in reducing the Gibbs free energy of hydrogen adsorption 

(ΔGH) on the basal plane, able to render optimal ΔGH for HER for certain TMDC alloys. The 

stability prediction of those TMDC alloys further showed their potential to be synthesized in 

experiments. The mechanism underlying this alloying induced basal plane activation originates 

from the electronic effect, in particular the p-band shifting, resulted from the chemical composition 

variation. The findings are expected to serve as a critical step for rational design and exploration 

of TMDC alloy based catalytic systems. 

5.2 Introduction 

Hydrogen is the cleanest fuel and considered as an ideal energy carrier for future energy 

systems [1]. The scalable H2 production through water splitting requires efficient catalysts for 

hydrogen evolution reaction (HER) [2]. Conventionally, platinum group metals are regarded as 

the most active catalysts for HER; nevertheless, the high cost and material scarcity hinder their 
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large-scale application [3, 4]. As a result, developing alternative, non-Pt catalysts with low cost 

and high performance is of great importance [5].  

Of many different candidates, two-dimensional transition metal dichalcogenides (2D 

TMDCs) have received substantive attention [6-8]. For example, MoS2, WS2, and WSe2 have been 

intensively studied by both experimental [9] and computational methods [10] as potential HER 

electrocatalysts. However, the HER performance of these 2D TMDCs is still limited by the low 

density and poor reactivity of active sites. Consequently, there have great efforts attempting to 

overcome such limitation. One route towards further enhancement in catalytical activity of 2D 

TMDCs is through structural modification [11-13]. As an example, by exposing a high fraction of 

edge sites, 2D MoS2 can catalyze HER at a moderate overpotential of 0.1-0.2 V with Gibbs free 

energy of adsorption close to zero (<0.1 eV) [14]. Another popular method is the introduction of 

defects in TMDCs. By introducing sulphur vacancies and strain, the HER performance of MoS2 

has been greatly improved, yielding the optimal ΔGH close to 0 eV [15].  

In addition to structural modification, it was also reported that substantial enhancement of 

HER activity can be achieved through composition modification, that is, via tailoring the chemical 

composition of 2D TMDCs by alloying at the metal or chalcogen sites [16-20]. For example, 

substituting a high concentration of W to Mo in MoS2 is known to promote the electrocatalytic 

performance of MoS2 [21]. Many 2D TMDCs have a structure analogous to that of graphite, where 

transition metal atoms are sandwiched between chalcogen atoms in a configuration of triangular 

prism [22]. The similar geometry of various 2D TMDCs enables the fabrication of ternary cation-

mixed alloys [17, 19, 23-25]. These studies suggest alloying in 2D TMDC catalysts as a promising 

means for tuning reactivity and producing new active sites for HER. Unlike most of previous 

theoretical and experimental studies on HER of 2D TMDCs where the performance enhancement 
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was achieved via exposed edge sites or localized defect sites, alloying involves activation of the 

basal plane. The 2D nature of TMDCs makes the basal plane activation particularly attractive as it 

can provide high density of active sites on the tendentiously exposed surface while retaining the 

structural integrity [12]. However, to-date basal plane activation of 2D TMDC alloys in the context 

of HER has not been systematically explored. Thus it is crucial to develop fundamental 

understanding in this aspect to guide the rational design of 2D TMDC alloys for highly active 

electrocatalysts for the HER. 

With the help of theoretical surface science developed over the last decades, the density 

functional theory (DFT) method has become an accurate and efficient computational approach 

towards the investigation of adsorption and reaction processes on material surfaces [26]. 

Nonetheless, computational exploration of 2D TMDC alloys with multiple transition metal and/or 

chalcogen constituents by DFT is non-trivial. The complexity of 2D TMDC alloys arising from 

the multitudinous variations in chemical composition and combinations of various metals 

necessitates several orders of magnitude more calculations than what’s needed for pristine single 

transition metal 2D TMDC structures. This renders it a formidable challenge to model 2D TMDC 

alloys using the traditional brute-force computational approach. Recently, it has been demonstrated 

that such challenge may be partially addressed by the application of machine learning (ML) 

techniques [27-32]. ML techniques can greatly reduce the computation need compared to the 

traditional approach, particularly for alloy or other complex material systems, promising a solution 

to bypass the computational bottleneck for in-silico materials design and exploration. They have 

found great success in predicting material properties, such as adsorption energies, d-band centers, 

bandgaps, vibrational free energies and melting temperatures, among others [33-39]. With 
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adequate input data collected and the ML framework properly devised, the trained ML models 

have demonstrated high accuracy at reasonable computational cost [33, 40, 41]. 

In this work, first-principles density functional theory (DFT) calculations combining 

machine learning models were employed to study the basal plane activation of cation-mixed 2D 

TMDC alloys for HER. Based on the DFT results, an ML workflow was developed and shown to 

successfully predict the Gibbs free energy of hydrogen adsorption (ΔGH) on basal planes as well 

as the stability of 2D TMDC alloys. The significant effect of alloying in reducing ΔGH has been 

demonstrated, and the stability of those alloys has been provided. The alloy formation process and 

possible factors leading to such reduction were investigated to reveal the underlying mechanism. 

Our findings were then summarized and their implications to the TMDC alloy based catalysts were 

discussed.  

5.3 Results 

5.3.1 Machine learning (ML) workflow 

A typical monolayer TMDC contains metals in group IV (Ti, Zr, Hf), V (V, Nb, Ta) and 

VI (Cr, Mo, W) and chalcogens (S, Se) [42]. In this study, we first explored HER activity of the 

basal plane of a series of 2H-MX2 alloys (M = Cr, Mo, W, V, Nb, Ta, Ti, Zr, Hf; X = S, Se). The 

template of hydrogen adsorption configuration was constructed by putting one hydrogen atom on 

top of the chalcogen site, as shown in Fig. 5.1(a). After enumeration at each transition metal site, 

we obtained 8496 unique adsorption configurations of cation-mixed ternary alloys based on 72 

alloy combinations across 18 TMDC pristine structures. Aiming at solving the complexity of these 

calculations, a ML workflow was developed to predict the hydrogen adsorption energies of TMDC 

alloys, as shown in Fig. 5.1(b). Starting out, DFT calculations were performed on more than 1140 
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adsorption configurations. For each alloy, at least two configuration was randomly selected per 

concentration to ensure that the data set can represent the properties of TMDC alloys in the whole 

concentration range. 

The normalized distribution of the DFT-calculated Gibbs free energy (ΔGH) values of 

hydrogen adsorption is plotted in Fig. 5.2(a), from which some initial understanding of the HER 

performance of TMDC alloys can be obtained, elaborated in the follows. Generally, to achieve 

good catalytic performance towards HER, it is desirable for hydrogen adsorption to exhibit ΔGH 

close to the thermoneutral value near zero. As seen from Fig. 5.2(a), there are a good portion of 

sites offered by TMDC alloys that exhibit ΔGH values close to the optimal ΔGH = 0 eV. Here we 

select the range of |∆𝐺ு| ≤ 0.1 eV to represent the close vicinity of ΔGH = 0 eV, as the ideal 

region for effective HER. Demonstrated by the DFT results in Fig. 5.2(a), there are notable 

proportion of sites falling into this ΔGH range. Meanwhile, we can see that these sites are 

predominantly from the transition metal disulfide alloys (MS2), rather than the transition metal 

diselenide alloys (MSe2). This indicates better potential for HER from MS2 than MSe2. It is also 

interesting to note from Fig. 5.2(a) that the shape of ΔGH distribution of MS2 is similar to that of 

MSe2. This similarity suggests that alloying may induce similar effect for the HER activity of MS2 

and MSe2.  

We then assigned feature vector to each TMDC alloy to represent the alloy structure 

numerically, thus relating the physical and chemical properties to the corresponding structures and 

using these data we collected to train the ML model. Based on previous material informatics 

literature [35, 37, 43, 44], three of the most relevant properties for predicting ΔGH of TMDCs were 

selected, i.e., the atomic number (Z), the Pauling electronegativity (χ), and the Gibbs free energy 

of hydrogen adsorption on pristine MX2 (ΔGH-MX2). Here, Z represents the atom type and account 
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for the steric effect, and χ accounts for the electronic affinity effect and its value was obtained from 

the Mendeleev database [45]. ΔGH-MX2 serves as the benchmark reference and was used to estimate 

the variation in the Gibbs free energy. The ΔGH-MX2 of 18 pristine TMDCs were calculated by DFT 

(see Table S1 in Supporting Information). Transition metal sites in the supercell were numbered 

and each site was described by these three properties. In addition, to account for the effect of the 

chalcogen atoms, Z and χ of S or Se were appended at the end of the feature vector. Since our 

supercell has 9 transition metal sites and each transition metal has 3 descriptors, a 29-dimension 

(27 for transition metals and 2 for chalcogen atoms) vector was created to represent each TMDC 

alloy (See details in Supporting information).  

We created our ML model using gradient boosting regression, as selected by the automated 

ML package, TPOT [46]. Details of the ML model construction can be found in the Methods 

section. All the available DFT data were used to train the ML model. The whole data set was 

randomly split as training and testing sets according to a 7:3 ratio. The distribution of the data in 

training and testing set are presented in Fig. 5.8 in Supporting Information. To ensure that we have 

sufficient data for good prediction, learning curves of our ML model is also presented (See Fig. 

5.10 in Supporting information). The accuracy of our model prediction is illustrated in the 

prediction performance plot Fig. 5.2(b), where the error in prediction is indicated by the deviation 

from the X = Y line. We can see that the training set of our model is well fitted, and the test set 

shows slightly larger deviations than the training set, but still small. As demonstrated, our model 

successfully predicts ΔGH values of HER on TMDC alloys, with a mean absolute error of 0.11 eV 

for the test set.  

Additionally, to discover whether the abovementioned alloy configurations are 

synthesizable, we further investigated the thermodynamic stability of those 2D TMDC alloys using 
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the ML workflow, similar to that of ΔGH prediction. However, unlike the ΔGH prediction workflow 

which used a regression model to predict continuous valued output, we used a classification 

pipeline suggested by TPOT to determine whether the alloy configuration is stable or not (See 

details in the Methods section). The criteria of a stable 2D TMDC alloy is the critical temperature 

for complete miscibility TCM < 1000 K. Fig. 5.2(c) plots the distribution of the stability of MS2 and 

MSe2 alloys based on the DFT-calculated data, showing that 49.2% of the MS2 alloys and 52.7% 

of the MSe2 alloys are regarded as stable. We then did the feature vector assignment to each TMDC 

alloy, similar to the ΔGH prediction process, except that we switched one material property, i.e., 

ΔGH-MX2, to the total energy of pristine MX2 (EMX2) (See Supporting Information for details) 

considering the physical properties of our target. During ML training, again, the whole data set 

was randomly split as training and testing sets according to a 7:3 ratio, with data distribution plots 

presented in Fig. 5.9 in Supporting Information. The learning curves of the ML model shows that 

we have enough data to reach desirable accuracy of the stability prediction (See Supporting 

Information for details). From the prediction performance plot presented in Fig. 5.2(d) we can see 

that our model successfully predicts the stability of TMDC alloys, with an accuracy of 89.3% for 

the testing set.  

Therefore, it can be anticipated that the trained ML model can accurately predict ΔGH and 

the stability of other adsorption configurations with the feature vector of the configuration assigned 

and fed into the ML model, thus providing a useful predictive tool for screening TMDC-based 

catalysts. 
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Fig. 5.1 (a) Template adsorption configuration of hydrogen on a 2D TMDC sheet, where transition 
metal (M=Cr, Mo, W, V, Nb, Ta, Ti, Zr or Hf) and chalcogen atoms (X = S, Se) are indicated by 
cyan and yellow spheres, while the hydrogen atom is shown in white. (b) Workflow for predicting 
ΔGH and stability via machine learning.  
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Fig. 5.2 (a) The normalized distribution of the DFT-calculated ΔGH for hydrogen adsorption on 
MS2 and MSe2 respectively. Dashed lines indicate the 0.1 eV range around the optimal ΔGH value 
of 0 eV. (b) Prediction performance of the training set and the test set for ΔGH prediction. (c) The 
fraction of the DFT-calculated stable and unstable alloys for MS2 and MSe2 respectively. (d) 
Prediction performance of the training set and the test set for stability prediction. 

 

5.3.2 Predictions of electrocatalytic activity of TMDC alloys 

The HER activities of various TMDC alloys have been predicted by the ML framework 

(See Fig. 5.3 and Supporting Information). Among these TMDC alloys, only a small fraction has 

been investigated in experiments [17, 47, 48], notably the Mo(1-x)WxS2 and Mo(1-x)WxSe2 groups. 

Experimentally, these two groups of TMDC alloys have been shown to be active for HER at the 

edge sites, while it was believed that the basal planes of Mo(1-x)WxS2 and Mo(1-x)WxSe2 stay inert 

[17, 19, 23-25]. As shown in Fig. 5.3(a)-(b), all adsorption sites at basal planes of Mo(1-x)WxS2 and 

Mo(1-x)WxSe2 alloys have ΔGH values much higher than the ideal range for HER (i.e., |∆𝐺ு| ≤ 0.1 

eV) and can be regarded as inert, in good agreement with the experimental findings. Nonetheless, 

despite the overall basal inertness of Mo(1-x)WxS2 and Mo(1-x)WxSe2, we can see obvious lower 

ΔGH for some alloy configurations compared to those of the corresponding pristine TMDCs. This 

illustrates apparent effect of alloying in reducing ΔGH below what’s expected from the simply 

interpolation of the ΔGH of their pristine structures.  

 Moving to other TMDC alloy groups, similar effect of alloying induced reduction in ΔGH 

can also be observed, which to the best of our knowledge, have not yet been studied previously in 

experiments. Representative plots are shown in Fig. 5.3(c)-(h). Some of the MS2 alloys, such as 

Mo(1-x)VxS2, W(1-x)HfxS2 and Ti(1-x)ZrxS2, have ΔGH lies in the ideal region for HER over a wide 

range of concentration, outperforming their pristine structures in electrocatalytic activities (See 

Supporting Information for other TMDC alloys). For example, as the ΔGH vs. concentration plot 
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shown in Fig. 5.3(c), Mo(1-x)VxS2 with the vanadium concentration in the range of 0.4-0.8 can yield 

ΔGH close to zero. Particularly worth noting (see Fig. 5.3(c)) is that the introduction of a small 

fraction (e.g., 11%) of V atoms into MoS2 can render a significant drop in ΔGH, showing similar 

effect in enhancing the HER performance at the basal plane as the single-atom catalysis [49]. 

Meanwhile, the MSe2 alloys are showing quite similar behaviors as their MS2 counterparts but 

exhibiting relatively higher ΔGH values, rendering less favorable results for HER in most cases. In 

addition, we can also note from the results that in general the effect of alloying tends to be more 

significant for a TMDC alloy when the difference of ΔGH values of its corresponding pristine 

TMDCs is more pronounced (see, e.g., Fig. 5.3(e) where MoS2 and VS2 respectively have ΔGH 

values of 2.00 eV and 0.27 eV), possibly because of more significant charge redistribution between 

atoms in those alloys as elaborated later.  

 We also compare the electrocatalytic performance of various TMDC alloys by calculating 

their respective fractions of enumerated adsorption sites that have optimal ΔGH values (|∆𝐺ு| ≤

0.1 eV) over the whole concentration range, with the mapping presented in Fig. 5.4(a) and Fig. 

5.18(a) for MS2 and MSe2 alloys, respectively. By comparing two active site mappings, we can 

see that the sites of optimal ΔGH values are predominantly from MS2 alloys, while HER active 

sites on MSe2 alloys are negligible. This observation agrees well with the DFT calculated results 

in Fig. 5.2(a). Therefore, we can narrow down our exploration for HER catalysts to only MS2 

alloys. Also noted from Fig. 5.4(a) is that MS2 alloys with metal atoms exclusively from group-VI 

elements provide no effective adsorption sites, thus predicted to be undesirable toward HER. For 

cases involving elements from group-IV and/or group-V, some MS2 alloys show promising 

performance towards HER. As seen in Fig. 5.4(a), a number of alloys exhibit high fraction of 

effective adsorption sites, with the fraction value close to or beyond 50%.  Examining these alloys 
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in details, we note that some high fraction values, e.g., those of Hf(1-x)NbxS2 (71%) and Ti(1-x)VxS2 

(69%), may be attributed to their base metal disulfides, i.e., NbS2 and TiS2, being active towards 

HER. Nonetheless, there are also cases among those where their base metal disulfides are inactive, 

e.g., Zr(1-x)VxS2 (62%) and Zr(1-x)TaxS2 (47%). It is also interesting to note that the benefit of 

alloying in enhancing HER activity in general is most significant when there are mixtures of metal 

elements from different groups.  

 We further screened the MS2 alloys by considering their stability, with the fractions of 

stable active sites for each MS2 alloy presented in Fig. 5.4(b). We can see that around half of the 

active adsorption sites have been filtered, with the number of active adsorption sites on MS2 

dropping significantly from originally 1133 to only 448. This observation agrees well with the 

DFT-calculated results presented in Fig. 5.2(c). Although from Fig. 5.4(a) we have learned that 

MS2 alloys with metal atoms from different groups result in enhanced HER activities, those alloys 

may suffer from low stability probably due to the large lattice mismatch between their base metal 

disulfides.  For the extreme cases, i.e., alloying between elements from group-IV and group-VI, 

almost all MS2 alloys are found to be unstable, leading to nearly no effective adsorption sites in 

this region as shown by the mapping from Fig. 5.4(b). Combining the effects of both basal plane 

activation and stability, in general, alloying between metal elements from group-IV and group-V 

is found to be most effective towards HER. In addition, in order to guide the synthesis of MS2 

alloys, the fractions of stable active sites for each MS2 alloy at different concentrations are 

provided (See Fig. 5.19 in Supporting Information).  

Previous studies on TMDCs mostly focus on alloying within group-VI elements while 

other cation-mixed alloys have been largely neglected. The results we presented here suggest 
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clearly indicates the necessity of expanding the exploration into other element groups in the design 

and development of TMDC alloys towards HER. 
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Fig. 5.3 (a)-(h) Machine learning predictions for ΔGH of 8 representative TMDC ternary alloys at 
different concentrations. Black dash lines indicate the optimal ΔGH to achieve best HER 
performance. 
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Fig. 5.4 HER activity heatmaps for MS2 alloys showing (a) the fraction of adsorption sites of ΔGH 
within the optimal range of (-0.1,0.1) eV for each alloy, and (b) the fraction of adsorption sites that 
are both stable and have optimal ΔGH for each MS2 alloy. The number indicates the fraction value 
an alloy exhibits, which is also reflected by the color.  

 

5.3.3 The origin of alloying in enhancing HER activity 

The results in Fig. 5.3 and Fig. 5.4 have clearly demonstrated the promising role of alloying 

in enhancing HER activity. To better utilize the information for rational TMDC alloy design 

towards HER, it is important to understand the underlying mechanism. As suggested by previous 

studies [50, 51], the influence of alloying on surface adsorption properties may be described by 

either electronic (or ligand) and/or geometrical (or ensemble) effect. Since hydrogen always 

adsorbs on the chalcogen atom (S or Se) of nearly identical geometrical fashion, effectively there 

is no geometrical effect in our study (see Fig. 5.16 in Supporting information). Therefore, it is 

expected that the influence of alloying on TMDCs would be dominated by the electronic effect 

resulted from the variation in chemical composition. 

The electronic effect can be analyzed by examining the intrinsic electronic structures. In 

particular, we found that variation in chemical composition in TMDC alloys can significantly 

modify the p states of chalcogen atoms. One good metric to quantify such modification in the p 

state is the p-band center (denoted as εp in the follows) of the chalcogen atom (see details in the 

Methods section).The band centers, e.g., d-band and p-band centers, have also been used by 

previous studies [13, 52] in describing characteristics of electronic structures. In Fig. 5.5(a), we 

plotted the ΔGH values of 140 randomly selected TMDC alloys versus their corresponding εp 

values. Overall we can see a good linear correlation between ΔGH and εp, for both the MS2 and 

MSe2 alloy groups, despite some outliers. Those outlier data points can be partially attributed to 
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the fact of the p bands of chalcogen atoms being broad and somewhat lack of structure [53], which 

consequently can cause variation in εp. Nevertheless, the overall trends observed in Fig. 5.5(a) 

confirm that the electronic effect is related to the electronic structure of the adsorption (chalcogen) 

site, and a chalcogen site with a higher (lower) p-band center exhibits stronger (weaker) affinity 

to hydrogen. Meanwhile, we see that the linear fitting of the ΔGH-εp data yields similar slopes for 

both MS2 and MSe2 alloy groups. Since the slope is indicative of the strength of the electronic 

effect [53], this suggests that alloying result in similar degree of electronic effect for both MS2 and 

MSe2, consistent with our previous observations in Fig. 5.2(a). In accordance with the results 

shown in Fig. 5.5(a), we then proceeded to examine how alloying modifies the p-band center. Fig. 

5.5(b) plots the εp of the adsorption sites with the best (lowest) ΔGH at each concentration for two 

representatives, i.e., Mo(1-x)VxS2 and W(1-x)VxSe2 (See εp vs. x plots for all adsorption sites in Mo(1-

x)VxS2 and W(1-x)VxSe2 in Fig. 5.20 in Supporting Information). Clearly alloying can significant 

increase εp from that of the pristine base metal disulfide/diselenide. The increased εp indicates the 

shifting of p bands to the Fermi energy, which stabilizes hydrogen adsorption and therefore leads 

to the enhanced HER activity of alloys.  

As suggested by previous studies [54-56], more in-depth understanding of the effect of 

alloying on εp, can be obtained by analyzing the changes in the properties of TMDC alloys during 

their formation processes. In particular, the formation process can be decomposed into three steps, 

namely (i) volume deformation (VD), where the corresponding pristine TMDC was compressed 

or expanded from its equilibrium lattice constant to the alloy lattice constant, (ii) charge exchange 

(CEX), where mixture of atoms takes place and introduced into the unrelaxed alloy lattice 

constructed in step (i), and subsequently (iii) structural relaxation (SR) where the alloy lattice 

obtained in step (ii) was fully relaxed. The composition-weighted average of εp was calculated (see 
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Methods section for details) at each step for different TMDC alloys. The evolution of εp for four 

representative alloys was shown in Fig. 5.6(a). We note that the changes in εp in the VD and SR 

steps are negligible in some cases, e.g., W0.22V0.78S2, but can be significant in other cases, e.g., 

W0.22V0.78Se2. However, an interesting observation from the εp evolution results is that in the cases 

where the changes in εp in the VD and SR steps are significant, the changes in the two steps are 

always in the opposite directions and thus cancel each other, e.g., the case of W0.22V0.78Se2. As a 

result, the CEX step effectively becomes the critical step responsible for the overall change in εp.  

With a more focused analysis on the CEX step, we found that the change in εp during this 

step is strongly correlated with the charge transfer around the adsorption site. In particular, 

depending on the charge transfer direction, negative or positive change in εp is expected. Such 

correlation is elaborated below using W0.22V0.78S2 and W0.78V0.22S2 systems as examples, where 

the Bader  [57] charge transfer analysis and charge density difference mapping (see Fig. 5.6(b)) 

were performed. In the case of W0.22V0.78S2, on average each V atom has a charge accumulation 

of about 0.02e while each W atom shows a charge depletion of about 0.06e. The electron depletion 

and accumulation  around W and V atoms respectively are also clearly revealed in the charge 

density different map shown in Fig. 5.6(b), indicative of the electron transfer from W to V. The 

electron gain at V shifts its d-band center away from the Fermi level to lead to weaker interaction 

between V and S atoms [50, 58], which in return shifts the p-band center of S atom towards the 

Fermi level and therefore strengthen the H-S bond [59]. That is, charge gain at a transition metal 

would lead to an increased εp for the nearby chalcogen atoms. For instance, if we consider the case 

of hydrogen adsorption on the chalcogen atom surrounded by three V atoms, as shown in Fig. 

5.6(b), the chalcogen atom undergoes substantial increase in εp (i.e., Δεp = 0.38 eV). Similar charge 

transfer and redistribution behaviors are also observed for the W0.78V0.22S2 system, where each V 
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atom and W atom on average show charge gain and depletion of 0.040e and 0.021e respectively. 

If we examine the case of hydrogen adsorption on the chalcogen atom surrounded by three W 

atoms, the chalcogen atom exhibits a decrease in εp (i.e., Δεp = -0.19 eV) due to charge depletion 

from the surrounding W atoms. Since in W0.22V0.78S2 and W0.78V0.22S2, the hydrogen adsorbed 

chalcogen is more likely to be surrounded by V (with charge gain) and W (with charge depletion) 

respectively, the composition-weighted average of εp is expected to increase and decrease during 

the CEX step respectively, in agreement with the trends shown in Fig. 5.6(a).  

From the above, we see that charge transfer is a critical factor affecting HER activity. 

Consequently, it also plays a large role in prescribing the local chemical ordering of adsorption 

sites yielding optimal HER activities. Taking W(1-x)VxS2 as an example, since local charge transfer 

occurs from W to V, it can thus be hypothesized that hydrogen adsorption would prefer a chalcogen 

site with more V presence in its surrounding to achieve a charge accumulation center for 

maximized εp enhancement, and thus lower ΔGH. Fig. 5.7 shows several representatives of the 

adsorption configurations offering the lowest ΔGH at different compositions, alongside with the 

corresponding ΔGH values as the composition x varies, obtained from DFT calculations, which 

corresponds quite well with our hypothesis.  
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Fig. 5.5 (a) Relationship between εp values and ΔGH for MS2 and MSe2. (b) εp of the adsorption 
sites in Mo(1-x)VxS2 and W(1-x)VxSe2 alloys with the best (lowest) ΔGH as a function of the 
composition (i.e., atomic fraction of V).  

 
Fig. 5.6 (a) The evolution of composition-weighted average of εp at the VD, CEX, and SR steps. 
(b) Representative hydrogen adsorption configurations on W0.22V0.78S2 and W0.78V0.22S2 alloys, 
with related charge density difference maps of metal atoms at the vicinity of the adsorption site. 
Atoms are colored according to the follows: V (red), W (grey), S (yellow), and hydrogen (pink). 
The black cross symbol in charge density difference maps indicate the center of the metal atom 
(W or V).  
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Fig. 5.7 Lowest ΔGH values for hydrogen adsorption on W(1-x)VxS2 as the composition (x) varies. 
The insets illustrate sample adsorption configurations yielding the lowest ΔGH. V, W, S and 
hydrogen atoms are shown in red, grey, yellow, and pink respectively. 

 

5.4 Conclusions 

In summary, first-principles calculations in conjunction with machine learning were 

performed to investigate the basal plane activation of 2D TMDCs via alloying for hydrogen 

evolution reaction. The ML workflow was created based on more than 1140 DFT calculations, and 

feature vectors were then assigned accounting for the physical and chemical properties of both 

transition metals and chalcogen atoms. The Gibbs free energy of hydrogen adsorption ΔGH and 

the stability of a series of 2D cation-mixed TMDC alloys of various compositions were shown to 

be accurately predicted by the ML model. Our results demonstrated that alloying leads to 

substantial reduction in ΔGH with respect to the pristine TMDCs, and for a number of TMDC 

alloys, it can render ΔGH in the ideal range for HER. Moreover, half of the active TMDC alloys 

were found to be stable, further indicating alloying as a viable route for basal plane activation. The 

alloying effect was also found to be mostly dependent on the transition metals, not much affected 

by the chalcogen atom type. Such alloying induced activation was then revealed to mainly 
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originate from the electronic effect resulted from the chemical composition variation. In particular, 

the electronic effect comes from p-band center shifting of the adsorption sites, attributed to the 

alloying produced local charge exchange. The present study provides essential mechanistic 

insights for a new route towards basal plane activation of 2D TMDCs for enhanced electrocatalytic 

performance. The insights coupled with the ML model, will enable machine-derived suggestions, 

a critical step for the complete roadmap of rational design and exploration of 2D TMDC alloy 

catalysts for HER.  

5.5 Methods 

5.5.1 Enumeration of hydrogen adsorption configurations 

The ternary cation-mixed TMDC alloy system used in this study contains 9 MX2 units (i.e., 

3 × 3 supercell) with the hydrogen atom adsorbed on top of a certain chalcogen site. With the 

hydrogen atom fixed, Atomic Simulation Environment (ASE) [60, 61] was then used to generate 

all symmetrically inequivalent adsorption configurations by enumerating each transition metal site 

in the supercell. In total, 8496 alloy configurations were generated from 72 cation-mixed alloys 

based on 18 MX2 pristine structures (M = Cr, Mo, W, V, Nb, Ta, Ti, Zr, Hf, X = S, Se). For each 

type of cation-mixed alloy, to avoid strain on the structures, pristine structure (i.e. MX2) with the 

larger unit cell size was chosen as the template for enumeration. 

5.5.2 Density-functional theory (DFT) calculations 

After enumeration, a set of more than 580 adsorption configurations were partial randomly 

selected to perform DFT calculations. On top of the random selection, it is also ensured that at 

least one configuration per concentration per alloy was selected to make sure the data can 

correspond to various TMDC alloys in the whole concentration range. First-principles DFT 
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calculations were then performed on those adsorption configurations selected. All calculations 

were carried out employing the VIENNA ab initio simulation package (VASP) [62, 63] using the 

projector-augmented wave method [64]. The exchange-correlation functional was described by 

generalized gradient approximation (GGA) parametrized by Perdew, Burke, and Ernzerhof [65, 

66]. A kinetic cutoff energy of 500 eV was set for the plane-wave basis functions, and the k-points 

for the Brillouin-zone integration are sampled on a mesh grid of 4 × 4 × 1 and 12 × 12 × 1 for 

geometry optimization and electronic structure calculation. All structures were relaxed until the 

atomic forces are less than 0.02 eV/Å and total energies were converged to 10ିହ eV. To avoid 

interactions between repeated images along the layer direction within the periodic boundary 

condition, a vacuum with 20 Å thickness was introduced to the supercell. The effect of van der 

Waals (vdW) interactions was considered using the DFT-D3 method [67, 68].  

 The activity trend of catalyst towards HER can be described by the Gibbs free energy of 

hydrogen adsorption on the surface. According to the Sabatier principle, it is desirable for 

hydrogen adsorption to have a Gibbs free energy of hydrogen adsorption close to the thermoneutral 

value near zero [69]. The Gibbs free energy of hydrogen adsorption, denoted as ∆𝐺ு in the follows, 

can be calculated as: 

 ∆𝐺ு =  ∆𝐸ு + ∆𝐸௓௉ா − 𝑇∆𝑆ு (5.1) 

where ∆𝐸ு is the hydrogen adsorption energy, defined as: 

 
∆𝐸ு = 𝐸௔௟௟௢௬ିு − 𝐸௔௟௟௢௬ −

1

2
𝐸ுమ

 
(5.2) 

where 𝐸௔௟௟௢௬ିு is the total energy of hydrogen-adsorbed alloy structure, 𝐸௔௟௟௢௬ is the total energy 

of alloy structure without hydrogen atom, and 𝐸ுమ
 denotes the energy of an isolated hydrogen gas 

molecule.  ∆𝐸௓௉ா is the difference in zero-point energy of hydrogen in the adsorbed state and the 
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gas phase. ∆𝑆ு is the entropy term approximated as half of entropy of the gas phase H2 as ∆𝑆ு ≈

ଵ

ଶ
𝑆ுమ

 [70]. T is the room temperature of 298.15K.  

To ensure the predicted 2D TMDC alloys are synthesizable, the stability of these alloys 

was evaluated by their miscibility, i.e., their ability to avoid phase segregation, at certain 

temperature. The miscibility of an alloy at temperature T with concentration x can be evaluated by 

its free energy of mixing Gmix(x,T), which is defined as: 

 𝐺௠௜௫(𝑥, 𝑇) = ∆𝐻(𝑥) − 𝑇∆𝑆(𝑥) (5.3) 

where H(x) is the formation enthalpy, which can be calculated from DFT. S(x) is the entropy 

and was estimated by mean-field approximation [54, 71]: 

 ∆𝑆(𝑥) = −𝑘஻[𝑥 ln 𝑥 + (1 − 𝑥) ln(1 − 𝑥)] (5.4) 

Here, kB is the Boltzmann constant. Negative and positive Gmix(x,T) correspond to miscible and 

immiscible alloys, respectively. Since the entropy S(x) is always positive, Gmix(x,T) can be 

lowered by increasing the temperature T until complete miscibility in alloys is achieved. We here 

used the critical temperature for complete miscibility (TCM) of alloys to determine the stability of 

2D TMDC alloys. Since we should consider the complete miscibility of alloys under 

experimentally achievable temperatures, we set TCM < 1000 K as the criteria for stable alloys, 

while alloys with TCM ≥ 1000 K are regarded as unstable alloys. It is noted that when calculating 

TCM for some of the 2D TMDC alloys, such as Mo(1-x)WxS2, due to the limitation of calculations, 

their TCM can exhibit negative values because those alloys are already stable at 0 K. But these 

unphysical values do not affect the results because they can also be categorized into stable alloys. 

 Analyses of the electronic structures of the alloys were performed. We examined the 

density of states (DOS) associated with the adsorption sites to understand the interaction between 
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hydrogen and the adsorption site on the alloy configurations. According to the widely employed 

d-band center model of Hammer and Nørskov [72], the ∆𝐺ு  of hydrogen adsorption can be 

analyzed using the d-band center (𝜀ௗ) of the catalyst. Also, previous study demonstrates that the 

p-band center of chalcogen atoms in TMDCs can be used as descriptor for ∆𝐺ு [13, 52]. In our 

case, since H interacts directly with the chalcogen atoms, a p-band center should be considered 

and is calculated as the following: 

 
𝜀௣ =

∫ 𝐸𝐷௣(𝐸)𝑑𝐸
ାஶ

ିஶ

∫ 𝐷௣(𝐸)𝑑𝐸
ାஶ

ିஶ

 
(5.5) 

where E is the energy level and  𝐷௣(𝐸) is the p states in catalysts. 

To analyze the changes in 𝜀௣ during formation process of TMDC alloys, we decomposed 

the formation process into three steps (VD, CEX and SR) and the composition-weighted average 

of εp for alloy M1(1-x)M2xX2 at each step is calculated as the following: 

 𝜀௜ = (1 − 𝑥)𝜀௜,ெଵ௑మ
+ 𝑥𝜀௜,ெଶ௑మ

 (5.6) 

where x, i are the concentration of alloy and i representing step VD, CEX or SR. 𝜀௜,ெଵ௑మ
 and 𝜀௜,ெଶ௑మ

 

are the εp of two base lattices at step i. 

5.5.3 Construction of machine learning (ML) model 

The selection of the ML model is a key process to achieve the high efficiency of the 

predictions. In this study, we used an automated machine learning package, TPOT [46], to evaluate 

the performance of different machine-learning algorithms and to find the best modeling pipeline 

for the dataset. The generation size and population size for running TPOT were set as 5 and 20, 

respectively. 5-fold cross-validation was used when evaluating pipelines. We used regression to 

predict the GH of 2D TMDC alloys, while classification was chosen for the prediction of their 
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stabilities. For GH prediction, as recommended by TPOT, we chose the pipeline using gradient 

boosting regression as implemented in the Scikit-learn Python library [73]. For stability prediction, 

the pipeline suggested by TPOT contains three estimators, i.e., stacking estimator, recursive 

feature elimination, and random forest classifier [46]. Detailed information of the ML models can 

be found in code provided in this work. The code used to perform this work is available at 

https://github.com/YiqingChen524/2D_TMDC_alloys. 
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5.7 Supporting Information 

5.7.1 Data distribution 

To train the ML models, data sets for both ∆GH and stability prediction were randomly 

split as training and testing sets according to a 7:3 ratio. For ∆GH prediction model, as shown in 

Fig. 5.8(a), ∆GH distributions of the training and testing set have similar shapes, with data 

distributed in the range of (-0.5, 2.5) eV. Fig. 5.9(a) shows the distribution of data for stability 

prediction. Similarly, it is found that stability data are evenly distributed in both the training and 

testing set. The good distribution of data for both ∆GH and stability prediction ensure the accuracy 

of the ML training process. 
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We also evaluated the distribution of alloy types for data sets from ∆GH and stability 

prediction, as shown in Fig. 5.8(b) and Fig. 5.9(b). The distribution plots suggest that the data we 

used for training ML are evenly distributed in different alloy types and can appropriately represent 

all 2D TMDC alloys. 

 
Fig. 5.8 (a) The normalized distribution of the DFT-calculated ΔGH for the training and testing set, 
respectively. (b) The distribution of alloy types for the training and testing set for ΔGH prediction.  

 

 
Fig. 5.9 (a) The distribution of stability of alloys for the training and testing set. (b) The distribution 
of alloy types for the training and testing set for stability prediction. 
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5.7.2 Performance of ML model 

 To evaluate the performance of our ML models, in this study, we used mean absolute error 

(MAE) and root-mean-square error (RMSE) to measure the errors of regression model, and 

accuracy and F1-score to measure the errors of classification model.  

MAE is defined as the sum of absolute values divided by the number of the data: 

MAE =
1

𝑁
෍|𝑦 − 𝑦௜|

ே

௜ୀଵ

 
(5.7) 

where N, y and yi represent the number of data, observed value and predicted value. 

 RMSE is the standard deviation of the predicted errors calculated as: 

RMSE = ൥
1

𝑁
෍(𝑦 − 𝑦௜)

ଶ

ே

௜ୀଵ

൩

ଵ/ଶ

 

(5.8) 

 Accuracy is the fraction of correct predictions: 

Accuracy =
Number of correct predictions

Total number of predictions
 

(5.9) 

And F1-score is defined as the harmonic mean of precision and recall: 

F1 =
2 ∗ precision ∗ recall

precision + recall
 

(5.10) 

where precision is the number of the true positives over the number of predicted positives, and 

recall is the number of true positives over the number of actual positives. 

In this work, we used regression to predict ΔGH and classification to predict the stability 

of the 2D TMDC alloys. 10-fold cross-validation was used when evaluating the ML models. The 

corresponding learning curves of these two models are presented in Fig. 5.10, which show the 
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magnitude of the modeling error as the size of training data varies. The convergence of the training 

and validation scores indicate that we have enough data used for training. 

 
Fig. 5.10 Error metrics vs. size of training set or testing set for the prediction of (a) ΔGH and (b) 
stability of 2D TMDC alloys.  

 

5.7.3 Gibbs free energies of hydrogen adsorption on pristine MX2 

 The table below shows the calculated Gibbs free energy of hydrogen adsorption on 18 

pristine 2D TMDCs. 

Table 5.1 Gibbs free energies of hydrogen adsorption on pristine MX2 

MS2 ΔGH-MS2 (eV) MSe2 ΔGH-MSe2 (eV) 

CrS2 1.367 CrSe2 1.392 

MoS2 1.997 MoSe2 2.160 

WS2 2.249 WSe2 2.278 

VS2 0.277 VSe2 0.688 

NbS2 -0.009 NbSe2 0.363 

TaS2 0.168 TaSe2 0.461 

TiS2 0.040 TiSe2 0.478 

ZrS2 0.126 ZrSe2 0.540 

HfS2 0.347 HfSe2 0.671 
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5.7.4 Feature vector assignment 

 Fig. 5.11 illustrates how feature vector is assigned to each unique alloy structure. Here, we 

use Mo0.89W0.11S2 as a representative. Transition metal sites in the supercell are numbered and 

each site is described in order by the following three properties: the atomic number of the element 

(Z), the Pauling electronegativity of the element (χ), and the Gibbs free energy of hydrogen 

adsorption of pristine MX2 (ΔGH-MX2) for ΔGH prediction or total energy of pristine MX2 (EMX2) 

for stability prediction. After describing all transition metal sites, Z and χ of chalcogen atom are 

appended at the end of the feature vector. A 29-dimension vector is created and can represent each 

alloy configuration in our study. 

 

Fig. 5.11 Illustration of feature vector assignment. Alloy structures are reduced to numerical 
representations. 
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5.7.5 Electrocatalytic Activity of 72 TMDC Alloys 

Fig. 5.12-17 show the machine learning predicted ΔGH values for various TMDC ternary 

alloys at different concentrations. 

 

Fig. 5.12 Machine learning predicted ΔGH values of TMDC ternary alloys at different 
concentrations. Black dash lines indicate the optimal ΔGH desirable for HER. 
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Fig. 5.13 Machine learning predicted ΔGH values of TMDC ternary alloys at different 
concentrations. Black dash lines indicate the optimal ΔGH desirable for HER. 
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Fig. 5.14 Machine learning predicted ΔGH values of TMDC ternary alloys at different 
concentrations. Black dash lines indicate the optimal ΔGH desirable for HER. 
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Fig. 5.15 Machine learning predicted ΔGH values of TMDC ternary alloys at different 
concentrations. Black dash lines indicate the optimal ΔGH desirable for HER. 
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Fig. 5.16 Machine learning predicted ΔGH values of TMDC ternary alloys at different 
concentrations. Black dash lines indicate the optimal ΔGH desirable for HER. 
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Fig. 5.17 Machine learning predicted ΔGH values of TMDC ternary alloys at different 
concentrations. Black dash lines indicate the optimal ΔGH desirable for HER. 
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5.7.6 HER activity mapping for MSe2 

 Fig. 5.18 presents the fraction of effective adsorption sites with or without stability 

considerations for each 2D MSe2 alloy. 

 

Fig. 5.18 HER activity heatmaps for MSe2 alloys showing (a) the fraction of adsorption sites of 
ΔGH within the optimal range of (-0.1,0.1) eV for each alloy, and (b) the fraction of adsorption 
sites that are stable and have optimal ΔGH for each MSe2 alloy. The number indicates the fraction 
value an alloy exhibits, which is also reflected by the color.  
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5.7.7. HER activity mapping for MS2 at different concentrations 

 Fig. 5.19 shows the fraction of stable effective adsorption sites for each MS2 alloy at 

different concentrations. 

 
Fig. 5.19 HER activity heatmap for MS2 alloys showing the fraction of adsorption sites that are 
stable and have optimal ΔGH for each alloy at different concentrations. The number indicates the 
fraction value an alloy exhibits, which is also reflected by the color.  

 

5.7.8 p-band center εp vs. concentration x of TMDC alloys 

 Fig. 5.20 shows p-band center versus concentration plots considering all adsorption sites 

in Mo(1-x)VxS2 and W(1-x)VxSe2. 
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Fig. 5.20 p-band center εp vs. concentration x plots for all adsorption sites in (a) Mo(1-x)VxS2 and 
(b) W(1-x)VxSe2. Green solid points here highlight the adsorption sites with the best (lowest) ΔGH 
at each concentration.  

 

5.7.9 Example adsorption configurations 

 Fig. 5.21 shows hydrogen adsorption configurations on six representative TMDC alloys. It 

is found that hydrogen remains adsorption at top of the chalcogen atoms after structural relaxation 

for all cases. 

 

Fig. 5.21 Example hydrogen adsorption configurations on six representative TMDC alloys, where 
S atoms, Se atoms and H atoms are colored yellow, green, and pink respectively. 
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Chapter 6 : Two-Dimensional III-Nitride Alloys: Electronic and 

Chemical Properties of Monolayer Ga(1-x)AlxN 

 

 Chapters 4 and 5 studied two modification strategies, i.e., introducing phase boundaries 

and alloying, for activating the basal plane of 2D TMDCs for hydrogen evolution reaction. 

Recently, a new class of 2D materials, 2D III-nitrides, has been successfully synthesized and 

demonstrated excellent electronic properties. To broaden the modification strategies to other 2D 

systems, Chapter 6 investigated the role of alloying in tuning the electronic and chemical properties 

of 2D III-nitrides using 2D Ga(1-x)AlxN alloys as representatives. Density functional theory 

calculations and cluster expansion method were employed to study the atomic arrangements and 

stability of 2D Ga(1-x)AlxN alloys. It was found that tunable band gaps and chemical properties of 

2D Ga(1-x)AlxN random alloys can be achieved by varying the chemical compositions. The effect 

of strain on the electronic and catalytic properties of 2D Ga(1-x)AlxN was also investigated.  

 

 This chapter is to be submitted, appeared as: Yiqing Chen, Pengfei Ou, Ying Zhao, and 

Jun Song. Two-dimensional III-nitride alloys: Electronic and chemical properties of 

monolayer Ga(1-x)AlxN 
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6.1 Abstract  

Potential applications of III-nitrides have made their monolayer allotropes, i.e., two-

dimensional (2D) III-nitrides, attracted much attention. Recently, alloying has been demonstrated 

as an effective method to control the properties of 2D materials. In this study, the stability, 

electronic and chemical properties of monolayer Ga(1-x)AlxN alloys were investigated employing 

density functional theory (DFT) calculations and the cluster expansion (CE) method. The results 

show that 2D Ga(1-x)AlxN alloys are thermodynamically stable and complete miscibility in the 

alloys can be achieved at ambient temperature (>85 K). By analyzing CE results, the atomic 

arrangement of 2D Ga(1-x)AlxN was revealed, showing that Ga/Al atoms tend to mix with the Al/Ga 

atoms in their next nearest site. The band gaps of Ga(1-x)AlxN random alloys can be tuned by 

varying the chemical composition, and the corresponding bowing parameter was calculated as -

0.17 eV. Biaxial tensile strain was also found to change the band gap values of Ga(1-x)AlxN random 

alloys ascribed to its modifications to the CBM positions. The chemical properties of Ga(1-x)AlxN 

can also be significantly altered by strain, making them good candidates as photocatalysts for water 

splitting. The present study can play a crucial role in optimizing and designing 2D III-nitrides for 

next-generation electronics and photocatalysts. 

6.2 Introduction 

III-nitrides, including AlN, GaN and InN and their alloys, are promising semiconductors 

that possess tunable band gaps covering the spectral range from ultraviolet to infrared [1, 2]. The 

excellent properties of III-nitrides have made them ideal candidate materials for modern electronic 

and optoelectronic devices [2, 3]. Meanwhile, due to their unique surface properties, III-nitrides 
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exhibit great potential in photocatalysis and have recently gained importance in hydrogen 

evolution reaction, oxygen evolution reaction and carbon dioxide reduction [4-7].  

The wide-ranging applications of III-nitrides have also brought their monolayer allotropes, 

i.e., two-dimensional (2D) III-nitrides, into the focus of research interest. 2D III-nitrides was first 

predicted using first-principles calculations [8], and then synthesized via graphene encapsulation 

[9]. 2D III-nitrides were found to have different forms, among which graphene-like planar GaN 

and AlN (2D hexagonal GaN and AlN) were extensively studied [10, 11]. Previous works 

demonstrated the stability of 2D hexagonal GaN and AlN from ab initio phonon calculations [12, 

13]. Additionally, 2D hexagonal GaN and AlN were found to remain their stability under thermal 

excitations as confirmed by ab initio finite temperature molecular dynamics (MD) calculations 

performed under 1000 K [14]. Similar to bulk semiconductors, 2D III-nitrides have demonstrated 

desirable properties for a broad range of applications. For example, the band gap of 2D hexagonal 

GaN can be tailored by decorating with H or F adatoms, showing potential for optoelectronic 

devices [15]; 2D GaN/ Mg(OH)2 heterostructure was predicted to have suitable band structures 

and adsorption abilities that promote water splitting [16]. 

However, the applications of 2D III-nitrides are bottlenecked by their low stability [8]. 

Since their bulk counterparts do not have layered structures like graphite, the fabrication of layered 

III-nitrides inevitably introduces unsaturated dangling bonds on the surface, which makes the 

synthesis difficult and thus hampers their large-scale applications. In addition, it is always 

desirable to extend and tune the physical and chemical properties of 2D III-nitrides. Historically, 

alloying as an effective strategy has been widely used in semiconductor science to achieve tunable 

band gaps for materials and enhance their thermodynamic stability [17, 18]. Recently, alloying in 

2D materials have been realized and demonstrated continuously tunable electronic and optical 
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properties [19, 20]. 2D alloys like Mo(1-x)WxS2 and Mo(1-x)WxSe2 were found to exhibit negative 

formation energies, which indicate that alloying can successfully stabilize 2D structures [19]. 

Among III-nitrides, Kanli et al. investigated the dynamical stability and band gap bowing of 2D 

Ga(1-x)AlxN ordered alloys [21]; Wines et al. demonstrated the electronic and thermoelectric 

properties of 2D B(1-x)AlxN, Al(1-x)GaxN, and Ga(1–x)InxN alloys [10]. However, despite those great 

prior efforts, several aspects of 2D III-nitride alloys remain not well understood, i.e., the atomic 

ordering of alloy structures and the band gap bowing effect for random alloys. In addition, the 

strain effect to the electronic properties and the chemical properties of 2D Ga(1-x)AlxN have not 

been explored. 

In light of the above limitations, the present study investigated the stability, electronic and 

chemical properties of monolayer Ga(1-x)AlxN alloys employing density functional theory 

calculations and the cluster expansion method. The stability of 2D Ga(1-x)AlxN alloys was examined 

and the atomic arrangement of alloys was revealed. We found that 2D Ga(1-x)AlxN alloys are 

thermodynamically stable, and the complete miscibility in alloys can be achieved at ambient 

temperature. Using random alloy structures, the electronic properties of 2D Ga(1-x)AlxN alloys were 

then investigated, with the band gap bowing parameter calculated as -0.17 eV. Biaxial tensile strain 

was then applied to study their effect to the band gap values and chemical properties of 2D Ga(1-

x)AlxN alloys, with continuously tunable properties observed by varying chemical composition. 

Our work may guide the future design of 2D Ga(1-x)AlxN alloys in electronics and photocatalysis. 
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6.3 Computational methods 

6.3.1 Cluster expansion 

In the CE formalism [22, 23], each metal site in an alloy configuration is assigned an 

occupation variable σi, with σi being equal to +1 or -1, representing which species is present at this 

site (e.g., +1 for Ga, and -1 for Al). In this way, any alloy configuration can be well described by 

a vector 𝜎⃑ = (𝜎ଵ, 𝜎ଶ, 𝜎ଷ, … )  containing all the σi information of the lattice. As a result, the 

formation enthalpy of a particular alloy configuration is expressed as  [24, 25]: 

 ∆𝐻(𝜎⃑) = ෍ 𝑚ఈ𝐽ఈ𝜉ఈ(𝜎⃑)

ఈ

 (6.1) 

where α denotes a cluster, including singles, pairs and triplets. mα is the number of symmetry-

equivalent clusters of α, and Jα is the effective cluster interaction (ECI) parameter, representing 

the energy contribution from cluster α. The summation is taken over all symmetry-nonequivalent 

clusters. 𝜉ఈ is the cluster correlation function defined as:  

 𝜉ఈ(𝜎⃑) = 〈ෑ 𝜎௜

௜∈ఈᇲ

〉 (6.2) 

with the angle bracket representing the average of the spin product of all symmetry-equivalent 

clusters α’ of α. The ECIs are determined by fitting a certain number of samples obtained from 

density functional theory (DFT) calculations, and the fitted ECIs can then be used to predict the 

formation enthalpies of any alloy configurations quickly by just calculating the 𝜉ఈ.  

In this work, CE method was employed using the Alloy-Theoretic Automated Toolkit 

(ATAT) code to fit the formation enthalpies of Ga(1-x)AlxN alloys [24]. The formation enthalpies 

of 70 ordered structures up to 22 atoms per cell were calculated from density functional theory 
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(DFT) calculations, and then were used to fit the ECI values. The performance of the CE fitting 

was evaluated by cross-validation score with values of around 0.1 meV. The fitted ECIs were then 

used to predict the formation enthalpies of more than 1000 Ga(1-x)AlxN alloy configurations. 

6.3.2 Special quasi-random structure (SQS) method 

SQS method was applied to investigate the stability and electronic properties of totally 

disorder Ga(1-x)AlxN alloys [26]. For a random alloy, the correlation function is defined as (2x - 1)k, 

with x the concentration of alloy and k the number of metal sites in the cluster (e.g., k = 2 for pairs.) 

[26]. SQS method generates special structures that have correlation functions close to random 

alloys, then these SQS structures can be used to simulate the physical properties of random alloys. 

In this study, SQS structures were constructed in 6×6 supercells for x = 1/6, 1/3, 1/2, 2/3, and 5/6. 

6.3.3 Free energy of random alloys 

The free energy of random alloys F(x,T) is temperature-dependent and can be analytically 

estimated using the following equation: 

 𝐹(𝑥, 𝑇) = ∆𝐻(𝑥) − 𝑇𝑆(𝑥) (6.3) 

Here, ∆𝐻(𝑥) is the formation enthalpy obtained from DFT calculations and T is the temperature. 

S(x) is the entropy and can be estimated by a mean-field approach, which is defined as [25, 27]: 

 𝑆(𝑥) = −𝑘஻[𝑥 ln 𝑥 + (1 − 𝑥) ln(1 − 𝑥)] (6.4) 

where kB is the Boltzmann constant. Positive and negative free energies indicate immiscible and 

miscible alloys, and the miscibility of alloys is tunable by increasing the temperature. The above 

equations can be used to estimate the critical temperature for complete miscibility (TCM) of random 

alloys.  
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6.3.4 DFT calculations 

Spin-polarized DFT calculations [28] were performed employing the Vienna Ab Initio 

Simulation Package (VASP) [29, 30]. The interactions of electrons with ion cores were represented 

by the projector-augmented wave (PAW) method [31], and the exchange-correlation was 

described by the Perdew-Burke-Ernzerhof (PBE) functional [32, 33]. To obtain more accurate 

band gap values, the hybrid Heyd-Scuseria-Ernzerhof (HSE06) functional was implemented for 

the calculation of electronic properties [34]. A kinetic cutoff energy of 550 eV was set for the 

plane-wave basis functions. To avoid periodic image interactions, a vacuum layer of at least 15 Å 

was set along the layer direction for all the structures. All structures were relaxed until the residual 

forces were smaller than 0.02 eV/Å and the electronic energy converged to 10-5 eV. For alloys 

generated for CE fitting, the k-point density was 1000 K points per reciprocal atom; for SQS 

structures with larger supercells, a Γ-centered k-point mesh of 2 × 2 × 1 was used. For the 

calculations of the adsorption, the effect of van der Waals (vdW) interactions was considered using 

the DFT-D3 method [35, 36]. 

6.4 Results and discussion 

6.4.1 Configurations and stabilities of Ga(1-x)AlxN alloys 

We start from 2D GaN and AlN with graphene-like planar honeycomb structures. The 

optimized structures of 2D hexagonal GaN and AlN are presented in Fig. 6.1, with lattice constants 

calculated as 3.21Å and 3.13Å respectively, comparable to those reported in the previous 

theoretical studies [21, 37]. 68 unique 2D Ga(1-x)AlxN alloy configurations in the whole 

concentration range were then generated based on the pristine structures and optimized using PBE 

functionals. It is found that after structural optimization, Ga(1-x)AlxN alloys retain their original 
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hexagonal planar cell shape (See exampled Ga(1-x)AlxN in Fig. 6.7 in Supporting information). Due 

to such small lattice distortion in the structures, it is expected that the standard CE method can 

properly match the structures and accurately fit the formation enthalpies of Ga(1-x)AlxN alloys [38]. 

Fig. 6.2(a) shows the CE simulated results for 2D Ga(1-x)AlxN alloys. It is seen that the formation 

enthalpies ∆H for all alloy configurations are positive, which indicates that no Ga(1-x)AlxN alloy 

structures can be stable at 0 K. We also constructed a series of SQS structures representing random 

alloys at concentrations of x = 1/6, 1/3, 1/2, 2/3 and 5/6, with corresponding optimized 

configurations shown in Fig. 6.2(c) and calculated ∆H plotted in Fig. 6.2(a). As demonstrated, 

random alloys also have positive ∆H that lies within the range of CE predicted values. This implies 

that Ga(1-x)AlxN random alloys are also unstable and have the tendency of segregation at 0 K. To 

understand the relationship between atomic arrangement and the ∆H, the fitted ECI parameters 

were analyzed and presented in Fig. 6.2(b). Here, only small clusters (pairs and triplets) are 

presented, as the contributions of larger clusters to the ∆H are negligible. For a cluster, 

positive/negative Jα indicates that the interaction between the same species at the metal sites is 

repulsive/attractive, and such an atomic arrangement will lead to a positive/negative energy 

contribution to the formation enthalpy. By analyzing ECIs, as shown in Fig. 6.2(b), we observed 

negative Jα values with highest magnitudes for the nearest pair and triplet, indicative of a tendency 

of clustering but not alloying for neighboring atoms. However, it can be seen that Jα for the next 

nearest pair is positive, and the magnitude is also comparably high. This makes the mixing of next 

nearest atoms possible. Therefore, if there exist stable Ga(1-x)AlxN alloys, it is likely to observe 

clustering in alloys but only with a size of 2 or 3 atoms.  

To further investigate the stability of Ga(1-x)AlxN alloys, we calculated the phonon 

dispersion curves of  2x2 Ga0.5Al0.5N, which is the alloy configuration predicted to have the highest 
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∆H among all concentrations (See Fig. 6.8 in Supporting information). The phonon frequencies 

are found to be positive, indicating the stability of this alloy structure. Since 2x2 Ga0.5Al0.5N has 

the highest ∆H and is found to be stable, we can safely assume that all other alloy configurations 

should be stable. Moreover, since the magnitude of the positive ∆H is very small (below 7 meV), 

it is anticipated that negative free energies of mixing for alloys can be easily achieved by 

considering the entropic contributions. We calculated the free energy of mixing for Ga(1-x)AlxN 

random alloys. As depicted in Fig. 6.3, by increasing the temperature to room temperature (300 

K), the free energies of random alloys continuously decrease from positive to negative. The critical 

temperature for complete miscibility is calculated as 85 K, at which temperature the free energies 

of random alloys in the whole concentration range start to become negative. Therefore, 

thermodynamically stable Ga(1-x)AlxN alloys is experimentally achievable. 

 
Fig. 6.1 The top and side views of monolayer III nitrides, where Ga, Al and N atoms are shown in 
green, blue and grey, respectively. 
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Fig. 6.2 (a) DFT calculated and cluster expansion fitted results for the formation enthalpies ∆H of 
Ga(1-x)AlxN at different concentration. The ∆H values of ground structures are shown in black solid 
line, and ∆H values of random alloys generated using special quasi-random structure (SQS) 
method are shown in blue dash line. (b) effective cluster interaction (ECI) Jα for cluster figures, 
i.e., pairs and triplets, as a function of cluster diameter. (c) Atomic configurations of SQS structures 
at different concentration, where Ga, Al and N atoms are shown in green, blue and grey. 

 

 
Fig. 6.3 Free energies of mixing for Ga(1-x)AlxN random alloys vs. concentration x under different 
temperatures. 
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6.4.2 Electronic properties 

As alloying is expected to change the electronic properties of 2D III-nitrides, we then 

investigated the evolution of the band gap with the composition x for Ga(1-x)AlxN random alloys. 

For the calculations of band gap values, HSE06 functionals were used to obtain accurate results. 

The band gaps of pristine GaN and AlN are calculated as 3.44 and 4.04 eV respectively, in good 

agreement with previous works [11, 12]. Following Vegard’s law [39], the lattice constant for 

alloys should vary linearly with the concentration x. We observed such linearity for Ga(1-x)AlxN 

random alloys, as shown in Fig. 6.9, with the lattice constant decreasing linearly with increasing 

Al concentration. On the other hand, the dependence of band gap on concentration is often 

nonlinear and can be described using a quadratic rule: 

 𝐸௚(𝑥) = (1 − 𝑥)𝐸௚(0) + 𝑥𝐸௚(1) − 𝑏𝑥(1 − 𝑥) (6.5) 

where b is the bowing parameter describing the deviation from the linearity. Fig. 6.4(a) shows that 

band gaps of random alloys increase nonlinearly with the increasing x. The variation of the band 

gap comes from the shifting of conduction band minimum (CBM), as shown in Fig. 6.4(b). By 

mixing Al into GaN, CBM continuously moves to higher energy levels, while the valence band 

maximum (VBM) remains nearly constant. The bowing parameter b is calculated as -0.17 eV. We 

noted that in the previous study, the bowing parameter for ordered 2D Ga(1-x)AlxN alloys was 

calculated as -0.35 eV [21]. The difference in b values might originate from the different atomic 

arrangements of alloys. To demonstrate the accuracy of our calculations, 2x2 ordered alloy 

configurations used in the previous work were utilized to perform band gap calculations, with 

obtained b = -0.33 eV (See Fig. 6.10), comparable to that in the previous work. The results indicate 

that ordering effect on the electronic properties of 2D Ga(1-x)AlxN cannot be neglected. As 2x2 

ordered alloy structures consider only the most extreme cases of Ga(1-x)AlxN, random structures 
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used in this work are more likely to be consistent with the real alloys in experiments. Therefore, b 

obtained from random alloys are expected to be more accurate to calculate the band gaps of Ga(1-

x)AlxN alloys realized in experiments. Apart from the observed band bowing effect, the continuous 

changes of band gap values with concentrations also demonstrate that band gap tailoring of 2D III-

nitrides is achievable via alloying. 

 

Fig. 6.4 (a) Band gap E of Ga(1-x)AlxN random alloys as a function of concentration x. (b) The 
VBM and CBM positions of Ga(1-x)AlxN random alloys as a function of concentration x. 

 

6.4.3 Effect of strain 

The electronic properties of 2D Ga(1-x)AlxN under the tensile strain are further investigated, 

which is of importance for the tuning of physical and chemical properties. We used Ga0.5Al0.5N 

random alloys as a representative of Ga(1-x)AlxN alloys and studied the band gap variation under 

an applied biaxial in-plane tensile strain up to 8% for GaN, AlN and Ga0.5Al0.5N. It is noted that 

such high strains were proven to be affordable for 2D III-nitrides, as previous work observed an 

8% strain in stable AlN nanosheets epitaxially grown on Ag(111) substrate [40]. As shown in Fig. 

6.5(a), the change in band gap is more significant for GaN than AlN under the same strain. The 

band gaps decrease monotonically with increasing strains from 3.44 to 1.85 eV for GaN and from 
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4.04 to 3.12 eV for AlN. By contrast, the effect of strain on the band gaps of Ga0.5Al0.5N is 

moderate, with band gap values dropping from 3.78 to 2.51 eV until 8% strain. The VBM and 

CBM positions of GaN, AlN and Ga0.5Al0.5N under various strains are presented in Fig. 6.5(b). 

We can see that after applying strain, for all three structures, CBM positions gradually shift to 

lower energy levels, contributing to the decreasing band gap values, while the changes in VBM 

positions are negligible. These results indicate the possibilities of adjusting the electronic 

properties of 2D Ga(1-x)AlxN alloys by strain engineering, showing promise for potential novel 

optoelectronic applications. 

 
Fig. 6.5 (a) Band gap values of GaN, AlN and Ga(1-x)AlxN random alloy as a function of strain. (b) 
The VBM and CBM positions of GaN, AlN and Ga(1-x)AlxN random alloy as a function of strain. 
Black dash lines indicate the position of potentials of oxidation (O2/H2O) and reduction (H+/H2) at 
pH 0 for water splitting. 

 

6.4.4 Potential applications in photocatalysis 

As wide band gap semiconductors, 2D III-nitrides are also potential photocatalysts with 

appropriate band edge positions for water splitting. To drive two half-reactions of water splitting, 

i.e., hydrogen evolution reaction (HER) and oxygen evolution reaction (OER), at pH 0, a suitable 

photocatalyst should have the energy of CBM more positive than -4.44 eV for reduction of H+ and 

the energy of VBM more negative than -5.67 eV for oxidation of H2O [16]. As indicated in Fig. 
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6.5(b), GaN, AlN and Ga0.5Al0.5N have suitable band edge positions for water splitting under acidic 

conditions. Although the applied strains will narrow the band gaps and lower the CBM positions, 

the CBM positions of III-nitrides are still positive enough for water reduction even at 8% strain. 

Finally, the chemical reactivity on 2D Ga(1-x)AlxN was explored, using 2D Ga0.5Al0.5N 

random alloy as a representative. We selected HER as an example reaction to study the tuning of 

the chemical reactivity on 2D Ga(1-x)AlxN. The HER activity on surfaces can be evaluated by the 

Gibbs free energy of hydrogen adsorption ∆GH calculated as: 

 ∆𝐺ு =  ∆𝐸ு + ∆𝐸௓௉ா − 𝑇∆𝑆ு (6.6) 

where ΔEH, ΔZPE and ΔS are the calculated adsorption energy of hydrogen on a catalyst surface, 

the change in zero-point energy and entropy, respectively. T is the temperature set to room 

temperature (298.15 K). Generally, to achieve good HER performance, it is desirable to have a 

ΔGH close to zero, which indicates that the binding between the hydrogen atom and the catalyst 

surface is neither too strong nor too weak. For hydrogen adsorption on GaN, AlN and Ga0.5Al0.5N, 

the adsorption configuration with the lowest adsorption energy is presented for each substrate, as 

shown in Fig. 6.6(a). It is found that the hydrogen adsorption configurations on all substrates are 

similar, with hydrogen atoms adsorbed on top of the N atoms. The calculated ΔGH for hydrogen 

adsorption on GaN and AlN are 0.97 and 1.67 eV. As alloying continuously tunes the electronic 

structures, it is expected that the ΔGH for Ga0.5Al0.5N should have a value between those for pristine 

GaN and AlN. The ΔGH for Ga0.5Al0.5N is calculated as 1.16 eV as expected, closer to that for 

GaN because the H atom prefers to adsorb on the N atom surrounded by Ga atoms (See Fig. 6.6(a)).   

Additionally, the modifications to the chemical reactivity of 2D III-nitride alloys can 

further be realized by strain. As depicted in Fig. 6.6(b), by applying biaxial in-plane tensile strain 

up to 8%, the ΔGH for adsorption on 2D Ga0.5Al0.5N random alloy decreases from 1.16 eV to -0.25 
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eV, indicating a transition of adsorption strength from weak to strong. We note that the ΔGH for 

the alloy is close to the thermoneutral value near zero at 7% strain, which demonstrates that optimal 

catalyst performance on 2D Ga(1-x)AlxN can be achieved by strain engineering. 

 

Fig. 6.6 (a) Atomic configurations of hydrogen adsorption on GaN, AlN and Ga0.5Al0.5N, where 
Ga, Al, N and H atoms are shown in green, blue, grey and pink. (b) Calculated ΔGH for Ga0.5Al0.5N 
random alloy under tensile strain. 

 

6.5 Conclusion 

In conclusion, density functional theory in conjunction with the cluster expansion method 

were performed on monolayer Ga(1-x)AlxN alloys to investigate their stability, electronic and 

catalytic properties. Our results show that 2D Ga(1-x)AlxN alloys are thermodynamically stable. 

Although positive formation enthalpies ΔH are observed for all alloy configurations, the calculated 
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free energies of alloy formation indicate the complete miscibility in the alloys achieved at only 85 

K, far below the room temperature. By analyzing the fitted ECI parameters, the atomic 

arrangement of alloys was then revealed, showing that Ga/Al atoms tend to mix with the Al/Ga 

atoms in their next nearest site. On the front of electronic properties, by varying chemical 

compositions, the band gaps of Ga(1-x)AlxN random alloys exhibit an apparent bowing effect with 

bowing parameter b = -0.17 eV, which comes from the variation of CBM positions with alloy 

concentrations. Besides, we found that biaxial tensile strain can further decrease the band gap 

values of random alloys significantly, due to its modifications to the CBM positions of alloys. 

Meanwhile, as potential photocatalysts, Ga(1-x)AlxN random alloys are confirmed to have suitable 

band edge positions for water splitting over the entire range of concentration, even under high 

strains. Finally, on the front of chemical properties, by examining hydrogen adsorption on 2D 

Ga0.5Al0.5N under biaxial strains, we found that Ga0.5Al0.5N is an ideal catalyst for HER with Gibbs 

free energy of hydrogen adsorption ΔGH close to zero at 7% strain. The present study might guide 

the future design of electronics and broaden the possible usage of 2D III-nitrides in photocatalysis. 
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6.7 Supporting Information 

6.7.1 Optimized geometries of various Ga(1-x)AlxN alloys 

 Fig. 6.7 presents the optimized geometries of five representative Ga(1-x)AlxN alloys 

automatically generated by ATAT code. It was observed that Ga(1-x)AlxN alloys retain their original 

hexagonal planar cell shape after structural optimization. 

 

Fig. 6.7 Top views of optimized geometries of five representative Ga(1-x)AlxN alloys generated by 
ATAT code. Ga, Al and N atoms are shown in green, blue and grey, respectively. 

 

6.7.2 Phonon calculations of 2D GaN, AlN and Ga0.5Al0.5N 

 To investigate the stabilities of 2D Ga0.5Al0.5N alloys, phonon dispersion calculations have 

been performed on 2x2 Ga0.5Al0.5N alloy, which is predicted to have the highest formation 

enthalpies among all alloy configurations. Phonon dispersion curves for 2D GaN, AlN and 2x2 

Ga0.5Al0.5N are shown in Fig. 6.8. The phonon frequencies are found to be positive for all three 

structures, indicating the stability of these structures. Since other Ga(1-x)AlxN alloys have lower 

formation enthalpies compared to that of 2x2 Ga0.5Al0.5N, it is expected that all Ga(1-x)AlxN alloys 

should be stable. 
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Fig. 6.8 Phonon dispersion curves for 2D GaN, AlN and 2x2 Ga0.5Al0.5N, respectively. 
Corresponding atomic structures are shown in each plot.  

 

6.7.3 Vegard’s law 

As shown in Fig. 6.9, the lattice constant for Ga(1-x)AlxN random alloys varies linearly with 

the concentration, following Vegard’s law. 

 
Fig. 6.9 Lattice constant a of Ga(1-x)AlxN random alloys as a function of concentration x. 

 

6.7.4. Band gap variation using 2x2 Ga(1-x)AlxN ordered alloys 

 The band gaps of 2x2 ordered alloy configurations were calculated and shown in Fig. 6.10. 

The bowing parameter b was calculated as -0.33 eV, comparable to that in the literature [21]. 
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Fig. 6.10 (a) Band gap E of 2x2 Ga(1-x)AlxN ordered alloys as a function of concentration x. (b) 
The top views of 2x2 Ga(1-x)AlxN ordered alloys used for band gap calculations. 
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Chapter 7 : General Discussion 

 Due to the increasing global energy needs and rapidly dwindling reserves of fossil fuels, 

there is great demand for alternative energy sources. Among various energy sources, hydrogen is 

regarded as the cleanest fuel with the highest gravimetric energy density, showing great potential 

to replace fossil fuels [1, 2]. Hydrogen is not abundant in nature, but it can be produced from water 

splitting powered by renewable electricity. One challenge in water splitting is the lack of efficient 

and earth-abundant catalysts to facilitate the hydrogen evolution reaction, and thus there have been 

great efforts for developing HER catalysts with low cost and high performance [3, 4]. Recently, 

2D materials like 2D TMDCs are found to be effective toward HER, and more importantly, their 

HER activities can be further tuned by various strategies, such as defect engineering, doping, strain 

engineering, alloying, etc. [5-9]. Aiming at improving the HER performance of 2D materials, 

Chapters 4-6 explored phase boundaries and alloys of 2D materials and investigated their 

capabilities for enhancing HER performance, providing mechanistic insights into engineering 2D 

materials for effective HER catalysts, and more generally, guiding the rational design of potential 

2D materials-based catalytic systems. The major findings, current limitations, and future directions 

of this thesis are discussed below. 

7.1 Strategies for activating the basal plane of 2D TMDCs for HER 

 2D TMDCs have attracted intense research attention as promising candidates for catalyzing 

HER due to their novel properties. The unique structures of 2D TMDCs allow abundant atomic 

combinations and rich phases, making their electronic and catalytic properties tunable. There have 

been a variety of strategies to improve the catalytic performance of 2D TMDCs [5-9]. Among 

them, phase boundary engineering and alloying show great potential since they can provide high 
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density of active sites on the surface while retaining structural integrity. However, their roles in 

2D TMDCs for enhancing HER are unclear, necessitating dedicated studies. The present thesis 

systematically investigated these two strategies for activating the basal plane of 2D TMDCs and 

elucidated the corresponding HER mechanism in detail. 

7.1.1 Phase boundary activated HER on 2D TMDCs  

Group VI 2D TMDCs are the most widely studied 2D TMDCs. Among them, 2D MoTe2 

is the best candidate for achieving phase boundaries because of the small energy difference 

between 2H and 1T’ phases [10]. While phase boundaries of 2D TMDCs have been utilized to 

enhance HER activities in the basal plane [11], the reason for such activation was unclear. More 

importantly, to our knowledge, although 2D MoTe2 phase boundaries are easy to form, they have 

never been explored for catalyzing HER neither experimentally nor theoretically. Therefore, in 

Chapter 4, 2D MoTe2 were used as a representative of 2D TMDCs to construct 2H/1T’ phase 

boundaries for catalyzing HER. Three categories of catalytic sites, namely Te, Mo, and hollow 

sites, were identified at the phase boundary region. As expected, all catalytic sites indicate 

enhanced HER activity compared to that of the pristine basal lattice. In particular, the hollow sites 

at the phase boundary are activated most significantly and exhibit optimal HER activity. Such 

activation is in sharp contrast to that of other two types of sites, which show only slight ∆GH 

decrease attributed to the variation in electronic structures. The reason behind this significant 

activation was then understood by comparing the hydrogen adsorption configurations at hollow 

sites for phase boundaries and pristine structures (Fig. 4.12). Interestingly, while the hydrogen 

atom tends to be surrounded by Te atoms on the surface for the pristine structure, for phase 

boundaries, hydrogen goes inside the structure and is adsorbed in the middle of the three-atom-

thick monolayer surrounded by three Mo atoms. As a matter of fact, for pristine MoTe2, Mo atoms 
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exhibit stronger hydrogen adsorption ability compared to that of Te atoms. However, these Mo 

atoms are covered by a layer of Te atoms, and they are not active enough to attract H atoms into 

the middle layer, which leads to hydrogen adsorption on Te atoms with much higher ∆GH values. 

By contrast, by introducing phase boundaries, Mo atoms are activated with stronger adsorption 

ability, which facilitates the hydrogen adsorption at the hollow sites.  

The hollow sites identified in this thesis can be regarded as a new group of adsorption sites 

in 2D MoTe2 induced by phase boundaries. Moreover, as demonstrated in the benchmark studies 

in Section 4.7.10, the activation of transition metals by phase boundaries to create efficient hollow 

sites for hydrogen adsorption may also be extended to other 2D TMDCs. Fig. 7.1 further 

summarizes the hydrogen adsorption abilities of the hollow sites of a variety of 2D TMDCs, 

considering four kinds of transition metals and three kinds of chalcogen atoms. It is found that for 

2D TMDC phase boundaries with the same transition metals, the ∆GH of the hollow sites decrease 

monotonically with the atomic number of chalcogens. Particularly, the hollow site of WTe2 phase 

boundary exhibits a ∆GH close to thermoneutral value of zero, indicating the best HER activity. 

Meanwhile, the ∆GH values of the hollow sites also depend on the choice of transition metals. 

Specifically, MoX2 and WX2 exhibits similar ∆GH values for the hollow sites at the phase 

boundaries, probably due to the similar properties of Mo and W elements. The adsorption 

properties of the hollow sites at the CrX2 phase boundaries are slighter different from that of MoX2 

and WX2, with relatively higher ∆GH values. By contrast, for 2D TMDC containing transition 

metal from another group, namely VX2, GH values for the hollow sites at the phase boundaries 

drop dramatically as pristine VX2 are much more active for HER compared to other three 2D 

TMDCs. Therefore, it is expected that tunable HER activities can be achieved by varying chemical 

components of 2D TMDC phase boundaries. This interesting topic is not covered by the present 
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thesis, which deserves further investigation. Additionally, it is crucial to understand the mechanism 

behind the influence of different combinations of transition metals and chalcogens so as to guide 

the design of 2D TMDC phase boundaries for HER, which is also an interesting task worth 

pursuing. 

 

Fig. 7.1 (a) Top and side views of the hollow sites at the phase boundaries of 2D TMDCs, where 
transition metals (M = Mo, W, Cr, and V) and chalcogens (X = S, Se, and Te) are shown in purple 
and green. (b) ∆GH of the hollow sites of various 2D TMDC phase boundaries. 

 

While the present work focuses on monolayer MoTe2, additional calculations have also 

been performed to have a glance on the HER performance of few-layer MoTe2 phase boundaries 

(See Fig. 4.15). The results show that monolayer, double-layer, and three-layer MoTe2 have nearly 

identical ∆GH values at the phase boundary region. The ignorable influence of layer number is 

likely attributed to the weak van der Waals interaction between layers. Thus, the main conclusions 

of the present thesis would also be applicable to few-layer TMDC phase boundaries.  

As previous reported for MoS2 phase boundaries, the density of phase boundaries can affect 

the HER performance of 2D TMDCs as confirmed by the experiment [11]. However, the origin of 

enhanced HER performance by increased density of phase boundaries is unclear. This 
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enhancement could merely attribute to the increased number of active sites, or come from the 

increased HER activity of the catalytic sites induced by the adjacent phase boundaries. The present 

study does not consider the influence of phase boundary density on the HER activities, and thus 

further studies are needed to understand this boundary-boundary interactions in the basal plane of 

2D TMDCs.  

7.1.2 Alloying activated HER on 2D TMDCs 

Recent experimental studies reported the fabrications of several 2D TMDC alloys, which 

exhibit enhanced HER activities with respect to the pristine structures [9, 12]. The catalytically 

active sites of these alloys were assumed to be mainly located on the edges, while the role of the 

basal plane of 2D TMDC alloys remains elusive. Therefore, a machine learning workflow was 

constructed to accurately the HER activities and thermodynamic stabilities of various 2D cation-

mixed TMDC alloys, and for the first time, alloying was demonstrated as a viable route to activate 

the basal plane of 2D TMDCs.  

To date, most of the experimental studies on 2D TMDC alloys in the context of HER focus 

on the predominant phase of most 2D TMDCs, namely the 2H phase, while research works on 

other phases (e.g., 1T and 1T’) have been rather scarce. As a result, the present study only 

considered the 2H phase of 2D TMDC alloys. However, previous studies show that the basal plane 

of 1T’ phase of group VI TMDCs is more active toward HER than that of the 2H phase [7], which 

makes 1T’ TMDC alloys promising for basal plane activation and deserves further investigation. 

Before the exploration of 1T’ TMDC alloys for HER, it is of great importance to investigate the 

stability of these alloys. We performed benchmark studies on the stabilities of 2H and 1T’ TMDC 

alloys using Mo(1-x)WxTe2 as an example. The stabilities of alloys were evaluated by the formation 

enthalpies ∆H, which were calculated using DFT calculations in conjunction with cluster 
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expansions, as illustrated in Fig. 7.2 (a) and (c). It is found that for both 2H and 1T’ Mo(1-x)WxTe2, 

there exist stable ground state structures with negative ∆H at 0 K, with 2H Mo(1-x)WxTe2 ground 

state structures more stable than that of 1T’ Mo(1-x)WxTe2. Additionally, the ∆H of Mo(1-x)WxTe2 

random alloys were calculated. While 2H Mo(1-x)WxTe2 random alloys show negative ∆H across 

the whole concentration range, 1T’ Mo(1-x)WxTe2 random alloys exhibit ∆H values slightly higher 

than zero for concentration x = 0.333-0.667, indicating the occurrence of the phase separation at 0 

K at these concentrations. Nevertheless, the solubility in these alloys can be easily achieved by 

increasing the temperature. As pristine 1T’ MoTe2 and WTe2 monolayers have been successfully 

fabricated and have shown high durability for HER [13, 14], it is expected that 1T’ Mo(1-x)WxTe2 

alloys can be synthesized for further investigation of their catalytic performance. 

 In addition to cation-mixed alloys, anion-mixed TMDC alloys have also been realized 

experimentally for catalysis [9, 12], which are not explored in this thesis. While previous studies 

attribute the impressive HER performance of anion-mixed TMDC alloys to the chemically 

activated basal plane and the edges, further validations of the true adsorption sites by theoretical 

studies are not performed. Additionally, only the 2H phase of anion-mixed TMDC alloys has been 

investigated for HER, while the stability and HER activity of 1T’ anion-mixed TMDC alloys 

remain unexplored. As the stability issue is important for alloy formation, we first investigated the 

stabilities of 1T’ anion-mixed TMDC alloys using WSe2(1-x)Te2x as an example and used its 2H 

counterpart for comparison. As shown in Fig. 7.2 (b), 2H WSe2(1-x)Te2x show positive ∆H for all 

alloy configurations, indicative of instability at 0K, but complete miscibility in these alloys can be 

achieved at low temperatures since the magnitude of their ∆H is small. By contrast, as shown in 

Fig. 7.2 (d), 1T’ WSe2(1-x)Te2x alloys have negative ∆H, implying the formation of ordered alloys 

even at 0 K. Therefore, 1T’ WSe2(1-x)Te2x are more stable than that of 2H WSe2(1-x)Te2x, and it is 
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expected that 1T’ WSe2(1-x)Te2x alloys can be synthesized and deserve further investigation for 

applications as HER catalysts.  

The stability issue arising from the alloy formation could be further addressed by 

fabricating high entropy alloys. High-entropy alloys are multicomponent compounds stabilized by 

high configurational entropy [15]. Previous studies reported 2D high-entropy TMDC alloys for 

electronic and catalytic applications [16, 17]. These multicomponent alloys allow high tunability 

of their electronic and chemical properties, and additional research efforts are required to explore 

their vast compositional spaces. 
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Fig. 7.2 DFT calculated and cluster expansion fitted results for the formation enthalpies ∆H of (a) 
2H Mo(1-x)WxTe2, (b) 2H WSe2(1-x)Te2x, (c) 1T’ Mo(1-x)WxTe2, and (d) 1T’ WSe2(1-x)Te2x  at different 
concentration. The ∆H values of ground structures are shown in blue solid line, and ∆H values of 
random alloys generated using special quasi-random structure (SQS) method are shown in black 
dash line. 

 

7.1.3 Phase boundaries in alloys for catalyzing HER 

 Chapters 4 and 5 have introduced two effective modification strategies, introducing phase 

boundaries and alloying, for enhancing the HER activities of 2D TMDCs. These two strategies 

can be combined to further tune the HER activities, as alloying was also found to trigger phase 

transition and thus create phase boundaries in 2D TMDCs [10]. 2D TMDCs such as MoTe2 have 

2H phases under ambient conditions, while the 1T’ phase is found in WTe2 in nature. As a result, 

phase transition from 2H to 1T’ phase can be possibly achieved by varying the chemical 

composition of Mo(1-x)WxTe2 and therefore create phase boundaries in alloys (See Fig. 7.3). These 

alloying-induced phase boundaries, while not investigated in this thesis, may possess novel 

properties and alter the catalytic properties of 2D TMDCs, which deserve further investigation. 

 

Fig. 7.3 Schematic of phase boundaries in 2D Mo(1-x)WxTe2 alloys, where Mo, W and Te atoms 
are shown in purple, grey and brown. The black dash line indicates the phase boundary line. 
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7.2 Broadening alloying strategy to other 2D materials 

 This thesis systematically studied alloying as a tuning method for activating the basal plane 

of 2D TMDCs for enhanced HER performance. Besides, it would be interesting to understand 

whether alloying can be applied to other 2D systems and alter their electronic and catalytic 

properties. To this end, Chapter 6 has investigated the capability of alloying in tuning the electronic 

and catalytic properties of a group of emerging new 2D materials, namely 2D III-nitrides. It was 

found that complete miscibility in 2D Ga(1-x)AlxN alloys can be achieved at very low temperatures. 

The band gaps and hydrogen adsorption abilities of 2D Ga(1-x)AlxN random alloys can be tuned by 

varying the chemical compositions and the applied biaxial tensile strains, making 2D Ga(1-x)AlxN 

potential candidates as photocatalysts for water splitting. 

Unlike 2D TMDCs which have been extensively studied for a wide range of applications, 

the studies of 2D III-nitrides are still in their infancy due to the stability issue. This study serves 

as a starting point for using 2D III-nitride alloys for catalytic applications, but further experimental 

validations are necessary to prove their capabilities in this field. Additionally, Chapter 6 only 

provided benchmark studies on the HER activities of 2D III-nitrides, while the corresponding 

mechanism and reaction energetics were unraveled, which deserve further investigation. 

Asides from alloying, another important modification strategy for improving HER activity, 

defect engineering, was not considered in 2D III-nitrides in this thesis. Defects in 2D III-nitrides 

may have the capability of altering the HER activity of 2D III-nitrides. However, they are rarely 

explored by experiments and require theoretical understanding. Therefore, additional efforts are 

required to investigate the influence of point defects, grain boundaries, and phase boundaries on 

the stability and chemical properties of 2D III-nitrides. 
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7.4 Descriptors for electronic structures of 2D catalysts 

 To better understand the interaction between hydrogen and adsorption sites, we also looked 

into the electronic structures of the adsorption sites at phase boundaries and alloys of 2D TMDCs. 

It is known that for transition metals, the characteristics of electronic structures are generally 

described by the d-band center, a universal descriptor developed by Norskov and coworkers to 

evaluate the electronic factors in the catalytic process [18]. Besides, the d-band center model can 

be further modified to a p-band center model so as to describe the chalcogen sites in 2D TMDC 

systems [19]. In the case of 2D TMDC alloys, as demonstrated in Fig. 5.5 (a) in Chapter 5, a good 

linear correlation can be observed between the p-band center and ∆GH, despite some outliers. 

Those outliers could be partially attributed to the broad and structureless p bands compared to the 

narrow d bands [20]. Although approximate linear correlation can be established between the 

electronic structure and HER activity, those outlier data points should be treated cautiously and 

the theory to better describe the chalcogen sites in 2D TMDCs is worth pursuing.  

Similarly, in Chapter 4, p-band center was applied to describe the characteristics of 

chalcogen sites at the phase boundaries of 2D MoTe2. However, as shown in Fig. 7.4 (a), the p-

band center values of Te atoms do not display a clear trend with respect to ΔGH. We also plotted 

a modified version of p-band center, as developed by Ouyang et al. [19], with respect to ΔGH (See 

Fig. 7.4 (b)), and this model also fails to capture the correlation between the electronic structure 

and HER activity. The failure of using the p-band center model to describe the electronic structures 

of 2D TMDC phase boundaries may come from the complex defect structures, which alter the 

chemical environment of adsorption sites. Generally, not every electronic state in the band 

contributes equally to the hydrogen bonding at the chalcogen site. To this end, we adopted the 

Fermi-abundance (DF) model to replace the p-band center model [21]. This model considers the 
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fact that the closer the electronic state is to the Fermi level, the greater its contribution to the 

bonding. As plotted in Fig. 7.4 (c), a clear linear correlation between DF and ΔGH can be observed, 

indicating the successful application of Fermi-abundance model to quantify the HER activities of 

Te sites at phase boundaries. 

It is worth noting that the DF model cannot be used to describe the Mo and hollow sites at 

the MoTe2 phase boundaries because hydrogen adsorption at these sites involves interaction with 

multiple orbitals from different atoms. This limitation of the DF model was not addressed in this 

study and is worth further exploration. 

 

Fig. 7.4 Calculated (a) p-band center, (b) modified p-band center and (c) Fermi-abundance (DF) 
values of various Te sites with respect to ΔGH values. 
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Chapter 8 : Conclusions 

8.1 Final conclusions 

 In this thesis, focusing on two important classes of 2D materials, namely 2D TMDCs and 

2D III-nitrides, the properties of phase boundaries and alloys of 2D materials were systematically 

investigated, and their roles in catalyzing hydrogen evolution reaction were revealed. This thesis 

provides theoretical guidance for designing new classes of high-performance HER electrocatalysts 

and photocatalysts based on 2D materials. The main conclusions are summarized below. 

1. The structural stabilities and HER activities of various 2H/1T’ MoTe2 phase boundaries 

were carefully examined using first-principles calculations. Potential catalytic centers in 

energetically stable phase boundaries were identified, which can be classified into three 

categories, namely Te, Mo, and hollow sites. All those sites exhibit enhanced HER 

activities compared to that of the pristine basal lattice, indicating that the basal plane of 2D 

MoTe2 can be activated via phase boundaries. Particularly, the hollow sites were found to 

exhibit the highest HER activity, comparable to that of Pt-based catalysts. 

2. The mechanisms of basal plane activation of 2D MoTe2 for HER via phase boundaries 

were studied. The HER activities are found to be related to the unique local hydrogen 

adsorption geometries and electronic structures at phase boundaries. Specifically, the 

catalytic activities of Te sites were well understood and predicted by the Fermi-abundance 

model. Additionally, the optimal HER performance at the hollow sites comes from the 

modification of the 𝑑௫௬ and 𝑑௫మି௬మ orbitals of Mo atoms by phase boundaries, thus giving 

rise to much stronger binding with hydrogen. 
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3. Based on DFT calculations, the HER activities and thermodynamic stabilities of more than 

8400 2D cation-mixed TMDC alloy configurations were accurately predicted by a machine 

learning workflow, which accelerates the discovery process of candidate 2D TMDC alloys 

for catalytic applications. 

4. The HER activities of various 2D TMDC alloys were studied. It was demonstrated that 

alloying leads to a substantial reduction in ΔGH with respect to the pristine TMDCs. 

Moreover, a number of transition metal disulfide alloys show great potential for catalyzing 

HER, as some of their energetically stable active sites have ΔGH in the ideal range. 

Meanwhile, it was found that alloying induced similar effects to the HER activities of 

transition metal sulfides and selenides. 

5. The mechanism underlying the alloying-induced basal plane activation of 2D TMDCs was 

investigated in detail. The basal plane activation by alloying mainly originates from the 

electronic effect resulted from the chemical composition variation. Specifically, the local 

charge exchange produced by alloying results in the shifting of the p-band center of the 

adsorption sites, which changes the hydrogen adsorption ability. 

6. The structural, electronic, and catalytic properties of 2D Ga(1-x)AlxN alloys were 

investigated using density functional theory in conjunction with the cluster expansion 

method. Our results show that 2D Ga(1-x)AlxN alloys are thermodynamically stable and 

complete miscibility in the alloys can be achieved below room temperature. Besides, the 

band gaps and ΔGH of Ga(1-x)AlxN random alloys can be tuned by varying chemical 

compositions. Furthermore, Ga(1-x)AlxN random alloys are confirmed to have suitable band 

edge positions for water splitting over the entire range of concentration, showing great 

promise for photocatalysts. 
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7. The effect of biaxial tensile strain on the electronic and chemical properties of 2D Ga(1-

x)AlxN alloys was examined. We found that biaxial tensile strains can decrease the band 

gap values of random alloys significantly, due to their modifications to the CBM positions 

of alloys. Meanwhile, using 2D Ga0.5Al0.5N as an example, hydrogen adsorption on 2D 

Ga(1-x)AlxN alloy under strain was studied, with Gibbs free energy of hydrogen adsorption 

ΔGH achieving optimal value at 7% strain.  

8.2 Contribution to the original knowledge 

 The contribution to the original knowledge in this thesis is reflected in the following 

aspects: 

1. Phase boundaries were theoretically predicted to provide catalytically active sites in 

monolayer MoTe2, demonstrating a new route to activate the basal plane of 2D MoTe2 for 

HER. 

2. The interaction between hydrogen and the various adsorption sites at the 2D TMDC phase 

boundary was clarified by analyzing the electronic structures of 2D MoTe2. 

3. A machine learning workflow was constructed to accurately the HER activities and 

thermodynamic stabilities of various 2D cation-mixed TMDC alloys. 

4. High-throughput screening on 2D TMDC alloys was performed for selecting candidate 

materials for catalyzing HER, providing machine-derived suggestions for catalyst design 

in experiments. 

5. The mechanism underlying the alloying-induced basal plane activation of 2D TMDCs was 

first clarified, providing valuable theoretical insights into designing alloy catalysts based 

on 2D TMDCs. 
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6. The structural, electronic, and catalytic properties of 2D Ga(1-x)AlxN alloys were examined, 

and 2D Ga(1-x)AlxN alloys were predicted to be promising candidate materials for 

photocatalytic HER. 

7. Strain effect on the hydrogen adsorption of 2D Ga(1-x)AlxN alloys was investigated.  

8.3 Future work 

 This thesis sheds some light on the rational design of high-performance HER catalysts 

based on 2D materials. However, there remain many unexplored areas in engineering and 

understanding 2D materials for improved catalytic performance. Some unresolved tasks that are 

worth pursuing in future research are listed below: 

1. Band center theory plays an important role in describing electronic structures and 

understanding the activity trends of catalysts. However, band center models often break 

down for adsorption sites involving complex adsorption geometry and multiple atoms, 

which commonly exist in 2D materials. Moreover, while d-bands are utilized to well 

understand the interaction between adsorbates and transition metals, the adsorption 

abilities of chalcogen atoms in 2D TMDCs are strongly related to the p-bands. Compared 

to the d-bands, p-bands are usually broad and structureless, and thus they are not always 

sensitive to small chemical environment changes. Therefore, developing descriptors that 

better represent the electronic structures of 2D materials would be necessary for 

understanding the activity trends of 2D catalysts. 

2.  2D TMDCs can exhibit different types of phases, namely trigonal prismatic (2H), 

octahedral (1T) and distorted (1T’ and 1T’’) phases, which exhibit strongly differing 

electronic and chemical properties. However, recent progress on 2D TMDC alloys for 
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catalysis mostly focuses on the 2H phase of 2D TMDCs, while the effect of alloying in 

other phases remains unexplored. Therefore, additional research efforts are required to 

understand how differing in phases would change the HER performance of 2D TMDC 

alloys and affect their electronic structures.  

3. Asides from the activation of the basal plane for HER, alloying was also found to trigger 

phase transition in 2D TMDCs. The phase transition from 2H to 1T or 1T’ phase achieved 

by varying the chemical composition could create phase boundaries in 2D TMDCs, and it 

is expected that these alloying-induced phase boundaries could alter the catalytic properties 

of 2D TMDCs, which deserves further investigations. 

4. This thesis has investigated alloying as a possible route the tune the electronic and catalytic 

properties of 2D III-nitrides, while another important modification strategy, defect 

engineering was not explored in this class of materials. The influence of point defects, grain 

boundaries and phase boundaries on the adsorption properties of 2D III-nitrides needs to 

be understood. 

5. Although alloying provides a viable way to enhance the HER performance of 2D materials, 

there is still one challenge that limits the application of 2D alloys, the synthesis of stable 

2D alloys. The stability issue could be further addressed by fabricating 2D high entropy 

alloys. Besides, it is anticipated that these multicomponent alloys allow high tunability of 

their electronic and catalytic properties, making them promising materials for 

electrocatalytic and photocatalytic applications. 

 


