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Abstract 
 

Members of the Adenoviridae family are non-enveloped viruses which infect mammals 

and birds. In humans, more than 70 adenoviruses (HAdVs) of distinct serotype have been 

identified, and can infect a wide range of tissues and cause illness. Infections will most 

often settle within the upper or lower respiratory tracts, and are usually self-resolving. 

However, in certain cases, infection dissemination or pneumonia development can become 

fatal. As with other obligate intracellular pathogens, HAdVs rely on the host machinery for 

continued replication and infection. Early Region 1A (E1A) was identified as one of two 

oncogenes present in the adenovirus genome. This protein is expressed early in the viral 

life cycle and is implicated in the process of transformation by adenoviruses. Upon 

infection, E1A remodels the cellular environment to favour viral replication, modifying 

pathways involved in cell cycle regulation and transcription. Transcriptional regulatory 

networks (TRNs) are the networks which encode the instructions for animal development 

and physiological responses. These networks are highly complex, and have been shown to 

respond to stimuli in highly dynamic and unexpected ways. We are interested in the ways 

in which cells will adapt due to physiological dysregulation, and by which their TRNs may 

change. This can help us to learn more about the mechanisms behind disease processes, 

and allow us to therapeutically target specific regulatory steps. The E1A protein itself is 

known as a molecular hub protein, meaning it interacts with many structurally diverse 

targets, thus defining a specific pathway or phenotype. As E1A is unable to bind to DNA, 

it interacts with many different regulatory proteins and transcription factors to instill 

transcriptional changes benefitting viral replication. Although studies have been done 

regarding the effects of these mutations on viral replication and infection, little is known 
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about how these affect host cell transcriptional regulatory networks. Our objective is to 

reconstruct host cell TRNs, following infection with various adenovirus E1A deletion 

mutants. This will allow us to further characterize the effects of each of these deleted 

regions on the cellular transcriptional landscape. To carry this out, we used the Bayley 

dl1100 series of deletion mutants, a series of small in-frame deletion mutants of the 

adenovirus 5 E1A gene. We infected growth-arrested IMR90 cells with each mutant and 

isolated RNA for bulk RNA-Sequencing. Reads were then mapped to the human genome 

using the STAR genome alignment tool. Read counting was performed using the HOMER 

library, and differential gene expression analysis was done using the EdgeR package in R. 

TRNs were reconstructed using an elastic net regression model. We used a hierarchical 

clustering algorithm to sort mutants based on their gene expression profiles. Interestingly, 

mutants which had deletions in similar regions of the genome tended to cluster more 

closely together. We ran a KEGG pathway enrichment analysis to better understand the 

functional changes induced by the different mutants. We saw a glaring heterogeneity across 

all mutants, in terms of which pathways are differentially regulated and to what degree. 

Following selection of transcription factors and target genes, TRNs were reconstructed for 

each mutant. Comparison of these TRNs, and the contribution of transcription factors to 

each one, demonstrates, once again, a heterogeneity in the E1A gene and its functions. 

Using large scale bioinformatics approaches, we begun to elucidate downstream 

transcriptional regulation associated with regions of E1A. This will help us to more 

precisely differentiate E1A activities, facilitating a better understanding of host pathogen 

interactions. 
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Résumé 
 

Les membres de la famille Adenoviridae sont des virus non-enveloppés qui infectent les 

mammifères et les oiseaux. Chez les humains, il existe plus de 70 adénovirus de différents 

sérotypes, et ceux-ci peuvent infecter une large gamme de tissus. Comme plusieurs autres 

pathogènes intracellulaires, les adénovirus se fient sur la machinerie cellulaire de leur hôte 

for continuer leur réplication et infection. La protéine « Early Region 1 A » (E1A) fut 

identifiée comme étant un des deux oncogènes présents dans le génome adénovirus. Cette 

protéine est exprimée tôt dans le cycle de vie viral et est impliquée dans le processus de 

transformation. Suivant l’infection, E1A remodèle l’environnement cellulaire afin de 

favoriser la réplication virale, modifiant ainsi des voies de signalisation impliquée dans la 

régulation du cycle cellulaire et la transcription. Les réseaux de régulation transcriptionelle 

(TRN) sont les réseaux qui codent les instructions pour le développement animal et les 

réponses physiologiques. Ces réseaux sont très complexes et il a été démontré qu'ils 

répondent aux stimuli de manière très dynamique et inattendue. Nous nous intéressons aux 

façons dont les cellules vont s'adapter en raison de la dérégulation physiologique et par 

lesquelles leurs TRNs peuvent changer. Cela peut nous aider à en savoir plus sur les 

mécanismes à l'origine des processus pathologiques et nous permettre de cibler de façon 

thérapeutique plusieurs étapes de régulation spécifiques. La protéine E1A elle-même est 

connue sous le nom de protéine de « hub moléculaire », ce qui signifie qu'elle interagit 

avec de nombreuses cibles avec diverses structures, définissant ainsi une voie ou un 

phénotype spécifique. Bien que des études aient été réalisées concernant les effets de ces 

mutations sur la réplication virale et l'infection, on sait peu de choses sur la façon dont elles 

affectent les réseaux de régulation transcriptionnelle des cellules hôtes. Notre objectif est 



 vii 

de reconstruire les TRNs chez les cellules hôtes, après infection par divers mutants de 

délétion E1A de l'adénovirus. Cela nous permettra de caractériser davantage les effets de 

chacune de ces régions supprimées sur le paysage transcriptionnel cellulaire. Pour ce faire, 

nous avons utilisé la série Bayley dl1100 de mutants de délétion, une série de petits mutants 

de délétion dans le cadre du gène E1A de l'adénovirus 5. Nous avons infecté des cellules 

IMR90 à croissance arrêtée avec chaque mutant et isolé l’ARN afin de l’envoyer pour le 

séquençage. Les lectures ont ensuite été alignées sur le génome humain à l'aide de l'outil 

d'alignement STAR. Le comptage des lectures a été effectué à l'aide de la bibliothèque 

HOMER et l'analyse différentielle de l'expression génique a été effectuée à l'aide de l’outil 

EdgeR. Les TRNs ont été reconstruits à l'aide d'un modèle de régression élastique net. Nous 

avons utilisé un algorithme de regroupement hiérarchique pour trier les mutants en fonction 

de leurs profils d'expression génique. En effet, les mutants qui avaient des délétions dans 

des régions similaires du génome avaient tendance à se regrouper plus étroitement. Nous 

avons effectué une analyse d'enrichissement des voies KEGG pour mieux comprendre les 

changements fonctionnels induits par les différents mutants. Nous avons constaté une 

hétérogénéité flagrante entre tous les mutants, en termes de régulation différentielle des 

voies et dans quelle mesure. Suivant la sélection des facteurs de transcription et des gènes 

cibles, les TRNs ont été reconstruits pour chaque mutant. La comparaison de ces TRN, et 

la contribution des facteurs de transcription à chacun, démontre, une fois de plus, une 

hétérogénéité du gène E1A et de ses fonctions. En utilisant des approches bio-

informatiques à grande échelle, nous avons commencé à élucider la régulation 

transcriptionnelle associée aux régions de E1A. 
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1 – Introduction 

1.1 Why study adenovirus? 

Within human cells, most proteins are responsible for interactions with one or two other 

proteins, being enmeshed in complex processes. However, there are a few proteins which 

can interact with tens or hundreds of other proteins, thus having control over a module of 

interaction1. This is a feature ubiquitous to many other small oncogenic DNA viruses, 

including  adenovirus’ Early Region 1A protein2. Due to the small packaging capacity of 

many viruses, their encoded genomes are very small. As such, it becomes important for the 

few genes expressed to hold multiple functions. Some of these proteins can interact with 

several host factors, which can carry out functions essential to viral survival3. Hub proteins 

within cells are prime targets during viral infection as they are responsible for rewriting 

entire cellular processes through the targeting of cellular hub proteins. Therefore, by 

studying adenovirus’ E1A protein, we can begin to identify global transcriptional 

phenotypes and cellular molecular hub proteins.  

 

1.1.2 Adenovirus discovery and characterization 

It was in 1953 that adenoviruses were first isolated as novel infectious agents in 

samples from military recruits. Rowe and colleagues were studying the growth of 

polioviruses in adenoidal tissue, hence the name eventually awarded to these viruses4. 

Belonging to the Mastadenovirus genus and Adenoviridae family, adenoviruses are large 

non-enveloped viruses with icosahedral capsids5. They possess a linear double-stranded 

(ds)DNA genome of length 34-43 kilobases (kb). This genome is enclosed in an inner core, 

along with many histone-like proteins4,6,7. Adenoviruses infect hosts among all vertebrates, 

including birds and mammals7. Over 50 human serotypes have been identified6. Human 
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Adenoviruses (HAdV) have been classified into 7 different species (A-G)5. Infection is 

prevalent worldwide and can occur during any season, with particularly susceptible 

populations being young children and immunocompromised individuals, as well as 

military training camps and crowded communities4. Tropism and different manifestations 

of the infection are associated with varying serotypes6. Adenovirus is transmissible by 

aerosol droplets, the fecal-oral route and contaminated fomites4. It can survive for extended 

periods of time on environmental surfaces and is resistant to lipid disinfectants. However, 

it can be inactivated by heat, formaldehyde and bleach4. One of the findings which has 

propelled adenoviruses into the public eye is that serotype 12 (HAdV-12)  can transform 

rodent cells8. While some serotypes can cause oncogenesis and transform rodent cells in 

culture, several adenovirus serotypes were found to lack tumorigenic properties. This 

includes the most widely studied serotypes, HAdV-2 and HAdV-5. There are many factors 

which affect the tumorigenic ability of the virus, namely virus dose, host genetics and 

immune status, as well as age at exposure9. For instance, it was shown that cells 

transformed by non-oncogenic adenoviruses had tumorigenic potential, but only in 

immunocompromised hosts10. Importantly, oncogenesis in human cells has yet to be 

demonstrated11. 

 

1.1.3 Human Adenovirus 5 (HAdV-5) – Characteristics and Disease 

Most adenovirus infections are self-limiting, and will rarely cause serious 

complications in adults and healthy children. On the other hand, in immunocompromised 

hosts, dissemination is more likely and disease can become severe5. Risk factors for severe 

infection include the following: age under 7 years, a history of chronic disease and a recent 

organ transplant12. Fatality rates for untreated severe disseminated HAdV infection are 
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estimated to exceed 50%5. This is especially worrying in underdeveloped countries, in 

which acute respiratory infections remain a major cause of morbidity and mortality13.  In 

the last few years, several countries in Asia have seen outbreak numbers increase, with 

presentation of acute respiratory distress syndrome (ARDS) becoming a major worry for 

patients infected with adenovirus4.  

There are a series of antiviral drugs which can be used to combat adenovirus 

infections. Cidofovir is the most commonly used in this context. It is a nucleotide analog 

of cytosine which selectively inhibits viral DNA polymerase, thus halting viral replication4. 

While Cidofovir increases overall survival, it is only available intravenously and dosing 

regimens are highly variable, making it difficult to standardize clinical practice5. More 

research is needed to identify agents which have more specific and targeted action. In this 

work, the serotype of interest is HAdV-5, which is typically associated with infection in 

immunocompromised patients, specifically those that have undergone either hematopoietic 

stem cell, or solid organ transplants5. The study of the HAdV-C species, including HAdV-

5 has allowed for the discovery of virus host interactions as well as host cell molecular 

processes. More specifically, this has led to a deeper understanding of RNA splicing, DNA 

replication processes within human cells, protein folding with a molecular folding 

chaperone (100K protein), and more7,14. 

 

1.1.4 Adenovirus life cycle 

The infectious cycle of type C human adenoviruses in permissive cells in culture is 

characterized by a time-dependent program of viral gene expression, leading to viral DNA 

replication, and structural protein translation6. In HEK 293 cells and at an MOI of 50, this 

takes approximately 36 hours, with progeny virion appearing around the 24-hour mark 
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post-infection (p.i.)15. Adenovirus infection begins with the attachment of elongated fibers 

to one of several host cell receptors. At the end of each of these protruding fibers are 

pentameric structures which form globular knob domains. It is this structure which is 

directly involved in receptor binding16. The most common receptor targets are the CAR 

(coxsackie and adenovirus receptor) and MCP (membrane cofactor protein)4,17. These 

receptors are not used simultaneously by most adenovirus groups. Species C adenovirus 

particles typically enter the cells through receptor-mediated endocytosis via clathrin-coated 

pits. After endocytosis, acidification of the endosome leads to activation of viral proteases, 

resulting in partial disassembly of the capsid. A quick escape from endosomes into the 

cytoplasm ensures virus particles will not be degraded18,19. The mature viral particle is then 

translocated in a dynein-dependent manner along microtubules throughout the cytoplasm. 

As it makes its way to the nuclear pore complex (NPC), the virus undergoes slow 

uncoating18. It is necessary for viral genomes to be associated with a protein containing a 

nuclear localization signal (NLS) in order for them to be properly targeted to the NPC. This 

is the case with core protein VII, the most abundant of the core proteins which contains 

three separate NLS structures, allowing for efficient translocation into the nucleus20. 

Protein VII is tightly associated with the viral genome in a sequence independent way, 

keeping the DNA packaged in nucleosome like structures. The protein VII-wrapped 

adenoviral genome will then enter the nucleus4. Following this translocation, adenovirus 

gene expression and genome replication will take place. These processes will be further 

explored in the Adenovirus Genome section of this work. Viral particle assembly will occur 

in the nucleus, within the previously recognized peripheral replicative zone (PRZ). In the 

concurrent model for adenovirus packaging, there is one pathway by which capsid proteins 
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are synthesized and assembled and a second pathway for core proteins. These pathways 

are coupled to one another to ensure viral particle production, in which capsids are 

observed to grow around cores. Packaging of the viral genome starts at its left end, where 

the packaging sequence (Ψ) is located. Packaging proteins will aggregate and bind to Ψ, 

and, by the action of the core proteins, the genome will condense15. After assembly, virion 

progeny are released through cell lysis. This is facilitated by the adenovirus death protein 

(ADP), which localizes to the inner nuclear membrane, where it will destabilize the nuclear 

envelope and promote membrane rupture and, as a consequence, cell lysis21.  

 

1.1.5 Adenovirus Genome 

 As mentioned previously, adenovirus virions are characterized by a nucleoprotein 

core which contains a linear dsDNA genome of length between ~34-43 kb. Despite large 

differences in host and tissue tropism among different adenovirus family members, there 

is little variation in terms of genomic parameters. HAdV-5 contains a genome of ~36kb in 

length. There are over 40 proteins encoded in the open reading frames of this genome. The 

open reading frames are labelled as early (E1-E4) and late (L1-L5) depending on whether 

they are expressed before or after DNA replication22, as shown in Figure 1.  

 

Both ends of the genome contain inverted terminal repeats (ITR) of ~100bp, which 

act as the origin of replication. Between the left ITR and the E1A transcriptional start site, 

there is a packaging domain (PD), which is comprised of 7 AT-rich repeats. This PD is 

important to encapsulation of the viral DNA23. The adenovirus terminal protein (pTP) is 

covalently linked to both 5’ ends of the genome and plays an important role in the initiation 

of viral DNA replication. The capsid proteins are composed of 3 major proteins and 5 
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Adenovirus genome replication is important to viral fitness and propagation and 

although this is facilitated by several host factors, the virus itself also encodes some 

necessary proteins. Early genes encode the pTP, DNA polymerase and DNA-binding 

protein, which together form the viral replication machinery25. The ITRs at both ends of 

the genome possess the origin of replication. This is separated into the core origin 

sequence, containing a binding site for pTP and the adenovirus polymerase, as well as the 

auxiliary origin which contains binding sites for the cellular TFs nuclear factor 1 (NF1) 

and Oct-128. Experiments have demonstrated that while viral replication machinery 

proteins are necessary for genome replication, both NF1 and Oct-1 are not required but will 

greatly enhance the efficiency of transcription. The replication itself occurs through a 

mechanism of strand displacement, which is common in viral genome replication29. 

 
1.1.6 The role of E1A in early infection 

There are several features of human adenoviruses which are recognized by nuclear 

and cytoplasmic sensing, leading to innate immune responses. To ensure continued 

infection, viruses must have mechanisms by which to counteract the host immune response. 

These will vary depending on the cell type which is infected. In several human cell lines, 

adenovirus infection will lead to activation of the cytoplasmic cyclic GMP-AMP stimulator 

of interferon genes30. This will result in IRF3 activation and IFN-ß gene expression30. 

Sensing of viral DNA through the endosomal sensor TLR9 can lead to adenovirus induced 

IL-1ß release31. In primary lung fibroblasts, a DNA sensing TLR mechanism leads to the 

stimulation of IRF3-mediated IFN and a proinflammatory response32. The adenovirus 

genome contains two main features which are important in immune sensing. First, its linear 

genome has open ends, which resemble dsDNA breaks, which will be sensed by the DNA 
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damage response (DDR) sensor complex33. Second, the pTP which is covalently attached 

to each 5’ end of the adenovirus genome is read by the cell as a DNA-protein adduct and 

is also be targeted by the DDR repair mechanisms34. As viral DNA is coated with protein 

VII during the early stages of infection, this acts as a protective mechanism to avoid DDR 

signaling. Another mechanism by which cells can target DNA viruses is the cGAS-STING 

pathway, in which cGAS detects the presence of cytosolic DNA35. Signalling through the 

adapter STING protein initiates the antiviral response. The LXCXE motif of E1A (also 

found on several other viral oncogenes) can bind to STING, hereby antagonizing viral 

DNA sensing35. Viral gene expression within the first, and early, stage of viral replication 

is set to accomplish several functions, one of which being to produce proteins which can 

counteract cellular and host immune responses to the virus. 

E1A, being the first protein which is produced upon viral infection, plays an 

important role in modulating host immune functions to allow for viral survival and 

continued replication17. It has been shown to use a variety of mechanisms to block IFN 

signaling pathways and their induction of ISG signaling36. For instance, E1A can inhibit 

ISG gene expression through modulation of the RuvBL1 protein37. It binds this protein 

through its C-terminus37. In several cancer cell lines, E1A prolongs STAT1 

phosphorylation, and promotes its recruitment to viral DNA replication centers to sequester 

it38. However, this appears to contrast with observations in primary human airway 

epithelial cells, in which E1A appears to lead to STAT1 phosphorylation downregulation 

in later infection timepoints39. In a similar way, E1A’s N-terminal region has also been 

shown to bind to the cellular protein hBre1, blocking it from interacting with the catalytic 

subunit of the ubiquitin-conjugating enzyme Ube2b40. Because of this, H2B 
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monoubiquitination at the ISG locus will not occur. ISG gene expression is subsequently 

blocked41. In a demonstration of its duality and efficiency, E1A also uses its binding to 

hBre1 to recruit the RNA Polymerase II transcription elongation factor, hPaf1, stimulating 

early viral gene expression42. E1A CR4 binding proteins also hold important roles in 

immune evasion. E1A needs to bind all three proteins: FOXK, DCAF7 and CtBP in order 

to properly suppress activation of ISGs43. It is suggested that E1A regulates the stabilities 

of several key proteins in this pathway, such as IRF343. Overall, E1A proteins have been 

shown to, first block cytoplasmic IFN signaling pathways, and second, downregulate 

cellular mechanisms meant to promote ISG expression in cells. Although its main function 

has always been assumed to be the activation of early gene expression, E1A is a major 

player in immune evasion. 

 

1.2 Oncoproteins 

The field of oncology is centered around understanding the cellular mechanisms 

which lead to the transformation of a normal cell into a cancer cell44. The genes which 

hijack these cellular pathways and cause cancer are known as oncogenes45. Throughout 

history, oncogenes have been defined by their ability to transform a monolayer of cells in 

culture46. They significantly contribute to many if not all steps of cancer formation44. The 

original discovery and characterization of these oncogenes stems from the study of tumor 

viruses, such as Rous Sarcoma Virus47. It was long believed that for each transformation 

inducing oncogene, there was a homolog proto-oncogene; a normal cellular gene involved 

in healthy cell processes. It is a mutation of this normally functioning proto-oncogene 

which will lead to dysfunctional behavior within cancerous cells48. However, what is most 

striking through the study of these proteins is that they don’t cause cancer in all tissues, 
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and may not transform all cell types in the same way, or to the same degree49. There are 

both intrinsic and extrinsic factors which affect an oncogene’s ability to induce a cancerous 

phenotype. Intrinsic factors can include gene dosage, loss of the WT allele, and cell 

lineage50. Extrinsic factors can include the tissue architecture and microenvironment as 

well as cell-cell competition51-53. It is hypothesized that the ability of an oncoprotein to 

cause transformation in cells must have something to do with the pre-existing 

transcriptional and proteomic landscapes. The baseline epigenetic programming of cells 

can thus inform how the oncoproteins will act within different tissues and cell types49. 

Oncoproteins will typically affect signaling related to the cell cycle and mitotic pathways, 

in order to induce a favorable state of continuous replication. However, not all mutations 

to these pathways will lead to cancerous transformations54. This underlines the importance 

of recognizing the versatility of oncogenes and their roles within cells. 

 

1.2.1 The E1A gene 

The first viral protein-coding gene to be expressed following adenovirus infection is Early 

Region 1A (E1A)55,56. This gene is composed of 2 different exons which splice 

differentially in order to give rise to the 5 different protein isoforms57. The two most highly 

abundant during early infection are the largest 13S and 12S, of 289 and 243 amino acid 

residues in HAdV5, respectively58. However, in later infection, it is one of the smaller 

isoforms, the 10S of length 171 amino acid residues, which dominates57. The main role of 

the proteins encoded by this transcript is to activate viral transcription and reprogram the 

host gene expression to provide an ideal environment for virion production55. The major 

E1A isoform is shown in Figure 224.  
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representation of the molecular interactions which occur. Several of these proteins require 

interactions with multiple regions of E1A for optimal function61. 

 

 1.2.2 E1A as a hub protein 

An important component of hub proteins of which E1A is no exception, is intrinsic 

structural disorder. To enable the high connectivity which is associated with these proteins, 

the concept of a fixed 3-dimensional structure with high affinity to each of its targets is not 

sensible. In fact, proteins may be completely unstructured, a concept called intrinsically 

disordered, or may combine both the structure of globular domains with interspersed 

disordered regions62,63. This means that these proteins lack a rigid 3D structure under 

physiological conditions and only transiently form local structures upon protein 

interaction64-66. These interactions are mediated by short linear segments, known as 

molecular recognition features (MoRFs)64. This lack of a rigid structure is evidenced in 

Figure 2, in that several proteins have overlapping binding sites on E1A. This type of 

regulation would not be possible without a malleable protein structure.  

Looking at the functions of E1A under the lens of a molecular hub protein, it 

becomes evident that this protein regulates several signaling pathways within cells, mostly 

through the modulation of transcription. E1A is responsible for activating viral gene 

replication, forcing quiescent cells to re-enter the cell cycle and blocking cell 

differentiation67. Additionally, it is responsible for suppressing the host immune response 

to allow for continued infectivity68. E1A mediates completely different infection cycles in 

different hosts. While in human hosts, the infection is lytic, resulting in death of the host 

cell and release of the viral progeny, infection in rodent cells is non-productive and does 

not lead to cell death. Instead, it can cause tumor formation9. E1A’s ability to promote 
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vastly different regulatory programmes, depending on the molecular context highlights its 

versatility. There are currently over 50 proteins, many of which are hub proteins 

themselves, which have been reported to interact with E1A, demonstrating its clear role as 

a molecular hub protein69. 

Shedding light on more of these important interactions, specifically with TFs, 

which themselves control gene expression, can reveal important cellular mechanisms 

driving molecular pathways surrounding cell growth, differentiation, immunity and 

transcription. 

 

1.2.2.1 Conserved Region 1 

CR1 and CR2 have functions related to induction of the cell cycle and entry into S 

phase. CR1 is known to bind several proteins involved in chromatin modification, 

including p300 and its analog CBP. This binding is bipartite, which means that two sections 

of the E1A gene concurrently bind to p300/CBP, namely the non-conserved N-terminus, 

and the FPDSVML sequence in CR170. This interaction likely inhibits and redirects the 

histone acetyltransferase (HAT) activity of p300/CBP through acetylation of histone tails 

and lysines. E1A has been found to promote p300 acetylation of RB1 K873/K874, locking 

it into a repressive conformation which interacts with repressive chromatin-modifying 

enzymes71. This p300-E1A-RB1 complex interacts with specific pathways such as the 

TGF-𝛽, TNF and interleukin signaling pathways, repressing signaling which would 

normally hinder viral production71. It is hypothesized that the repression of selective HAT 

activity is the event which leads to entry into S phase, although the exact mechanism by 

which this takes place is lesser known. Parallels can be drawn between this mechanism as 

well as several human non-viral cancers, which start with somatic p300/CBP mutations72. 



 14 

CR1 is also shown to interact with several other chromatin modifying complexes. This 

includes p400, similar to the SWI/SNF family of chromatin-remodelling complexes, the 

HAT PCAF as well as TRRAP, a member of several human HAT complexes. TRRAP 

bridges the interactions between HATs and other transcriptional regulators. E1A’s 

association with TRRAP allows for the assembly of acetyltransferase complexes, such as 

the NuA4 complex73. Moreover, E1A’s interaction with p400 leads to a stabilization of the 

interaction between p400 and Myc at the site of Myc target genes, upregulating their 

expression. This is important to E1A’s ability to induce apoptosis, helping to maintain 

normal cell growth in the presence of overwhelming positive growth signals74. 

Additionally, it is thought that this interaction could also promote the displacement of p54 

from p400 and the subsequent loss of p54’s helicase activity75. CR1’s binding to the PCAF 

histone acetyltransferase inhibits its HAT activity, leading to repression of PCAF-mediated 

activation of transcription. This interaction blocks the induction of the myogenic 

pathway76. Additionally, CR1 binds the CDK inhibitors p21 and p27, releasing inhibition 

of the cyclins necessary for entry into the cell cycle. Specifically, p21 binds to and 

stabilizes cyclin D expression. Releasing this inhibition promotes a favorable environment 

for viral replication77. Additionally, E1A allows continued cell proliferation in an 

environment which is extremely high in p27 by targeting specific effectors of its target, 

CDK278. It can also bind to and inhibit several components of the 26S proteasome, which 

in turn contributes to p53 stabilization79. Although several of the important binding partners 

for CR1 have been mentioned, to date over 15 different partners have been identified. These 

also include AP-280, myogenin81, TR82 and TATA-box binding protein83, among others. 
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1.2.2.2 Conserved Region 2 

CR1 is essential to the driving of the cell cycle, however it requires the action of 

CR2 to initiate this signaling84. This second conserved region contains an LxCxE motif, 

allowing it to bind to RB as well as its related proteins p107 and p13085. This ability to 

sequester pRb allows for the release of E2F, thus forcing G0 cells into S phase86. It has been 

found that the mechanism by which this occurs is that, in binding pRb to the CR2 region, 

E1A increases the local concentration of pRb. This effectively means that the lower affinity 

CR1 pRb binding domain can bind to pRb and replace E2F, leading to maximal E2F 

displacement87. The CR1 domain binds to the same region of pRb as does E2F, thus 

competitively inhibiting its binding. Given that HAdV-5 has evolved to infect mainly 

growth-arrested epithelial cells in the respiratory tract, it has developed mechanisms by 

which to overcome stable growth arrest. In normal growth arrested cells, RB proteins bind 

multisubunit histone deacetylate complexes in order to block E2F activation88. E2Fs are 

responsible for activating the transcription of several important cell cycle related genes, 

including late G1 and S phase cyclin-dependent kinase CDK2 and cyclins E and A88. The 

p300 protein, which also binds E1A can acetylate pRb as well. This acetylation has been 

shown to promote its interaction with the MDM2 protein, an interaction partner of p53. 

This association inhibits the p53 degradation through the proteasome, and allows for 

transcriptional repression and induction of apoptosis89. Other than this important activation 

function, CR2 is predicted to be largely unstructured90. It has three other known targets: 

BS69, UBC9 and the S2 subunit of the 19S proteasome. CR2’s interaction with the 

transcriptional repressor BS69 is less well characterized. It is reported to stabilize E1A by 

blocking ubiquitination, while also inhibiting transcriptional activation by E1A CR3. This 

may serve as the means by which E1A can control viral gene expression in the process of 
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infection91. Moreover, CR2 can also bind to the small ubiquitin-like moiety (SUMO) 

conjugase UBC9, which is likely a way by which E1A can control polySUMOylation of 

many important cellular factors, such as its own interacting partners, CtBP, p300/CBP and 

pRb92. Lastly, CR2 can bind the proteasomal regulatory S2 subunit, leading to proteasome 

inhibition as well as increased p53 expression, as it is not being degraded93. 

As many of the functions of both the CR1 and CR2 regions revolve around the 

activation of the cell cycle, it is important to understand that a such sustained expression 

of E2F proteins will lead to apoptotic mechanisms within the cell. Adenovirus requires 

expression of the E1B protein to maintain cell cycling. E1B has functions involving 

sequestering of p53, thus snuffing out the pro-apoptotic signaling94. 

 
1.2.2.3 Conserved Region 3 

Due to alternative splicing, the third E1A conserved region, CR3, is only present in 

the largest 13S isoform of the protein. This region is slightly more structurally ordered than 

the others, as it encodes a conserved zinc finger. Its transcriptional activation domain is 

crucial to the activation of early viral gene expression95. Unlike the other conserved 

regions, most deletion mutants created in CR3 result in a protein which is unable to 

transactivate96. Its main role is to promote the assembly of a transcriptional initiation 

complex by recruiting E1A to the template DNA using DNA-binding TFs. It can then 

recruit multiple important transcriptional regulators97. Two of its main interaction partners 

are TATA-box binding protein (TBP) and MED23, which is part of the mediator adapter 

complex. Both proteins interact with the zinc finger subdomain of this protein, and retain 

functions important in allowing E1A to nucleate the transcriptional preinitiation complex98. 

Furthermore, as E1A has no DNA binding regions of its own, it relies on cellular sequence-
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specific DNA binding TFs in order to be recruited to promoter regions. These can include 

TFs from the cAMP response as well as from the ATF family99. CR3’s interactions with 

two major subunits of the proteasome, S8 and 20S are also important and are posited to 

have an impact on transcriptional initiation and elongation. It is likely that the efficiency 

of transcription is dependent on E1A, more specifically CR3’s stability100. 

 
1.2.2.4 Conserved Region 4 

Much less is known about the last conserved region, CR4, which occupies the C 

terminus region of the E1A peptide, and contains a bipartite nuclear localization signal101. 

This region is required for oncogenic transformation of rodent cells with E1B102, while also 

being responsible for suppression of transformation when in the presence of activated 

ras103. CR4’s interaction with CtBPs, cellular transcriptional corepressors, are the most 

highly documented. CtBP will interact with E1A through its conserved PLDLS domain, 

and is highly important in ras dependent transformation, the exact mechanism for which is 

not yet well known104. The CtBP protein itself dimerizes upon NADH binding and will 

direct the formation of a silencing complex at specific promoters, after being recruited by 

a TF. This repressive phenotype is largely mediated through the recruitment of histone 

deacetylases (HDACs) or the heterochromatin-interacting protein Polycomb-2. It is 

primarily responsible for the repression of pro-apoptotic and epithelial gene expression 

pathways. In fact, the interaction of E1A with CtBP is said to sensitize cells to anoikis, 

which is the triggering of apoptosis in cells after losing contact with the ECM105. By 

competing with other cellular factors containing the PLDLS conserved binding region, 

E1A can effectively block CtBP targeting and repression106. The identity of the specific 

genes which are expressed upon this interaction are currently not known, however, studies 
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have found that CtBP’s interaction with E1A is important to blocking the expression of 

IFN-stimulated genes (ISGs)43. Additionally, it is proposed that other CtBP targets play 

important roles in suppressing the immortalization of primary tumor cells, and enhancing 

virus replication during productive infection107. 

CR4 has been reported to interact with the DYRK1A and DYRK1B kinases, and to 

stimulate their activity. These are involved in regulation of cell proliferation, survival and 

differentiation. Recent studies have also demonstrated the importance of the DCAF7 

protein in mediating E1A’s interactions with these proteins, particularly DYRK1A108. 

Interactome studies have shown that all major E1A binding partners are also interacting 

with DYRK1A and DYRK1B97. As negative regulators of the cell cycle, interaction with 

these kinases is reported to have a suppressive effect on the proliferation and 

transformation of adenovirus-infected cells109. This interaction, and the phosphorylation of 

E1A by DYRK1A is proposed to lead to its interaction with the FOXK1/2 TFs, which work 

to inhibit oncogenic transformation of cells108. Lastly, CR4 is reported to interact with the 

RuvBL1 protein as a mechanism by which it can suppress interferon-stimulated gene 

expression, thus dampening the immune system37.  

 

1.3 Bayley Deletion mutants 

In an effort to better systematically examine the E1A protein domains, a series of in-frame 

deletions and missense point mutations have been created in the E1A gene96. Together, 

these mutations cover the entire gene coding region96. These mutants were generated in the 

1990s and have allowed researchers to identify a region which is important to 

transactivation, that is the region unique to the 13S E1A isoform59,96. These mutants were 

created in a dl309 background. The dl309 mutant expresses the WT E1A gene, but has a 
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deletion within the E3 gene, meaning it loses the RID and 14.7K proteins110. Creation of 

the mutants dl 1101-1107, 1109, 1112-1116 and 1119 was carried out through 

oligonucleotide mutagenesis using the two primer method elaborated by Zoller and 

Smith111. Construction of mutant dl1110 was carried out through deletion loop 

mutagenesis, which removed 63 amino acids, including the 5’ splice site for the 12S 

isoform, which cannot form the corresponding product112. Mutant dl1108 was later 

constructed to remove the residues between dl1107 and dl1109. This was an attempt to 

eliminate binding to the p107 and pRb proteins. The mutant dl520 produces the E1A 12S 

and not the larger 13S isoform113. The mutant dl975 synthesizes a protein which is 

translated only from the E1A 12S mRNA. It is missing the first 36 amino acids encoded 

by the N-terminal second exon114. The deletion mutants dl1132-1136 were prepared 

similarly to the dl1101-dl1107, but in the laboratory of Boyd et al. and aimed to investigate 

the CR4 and C-terminus region115. Lastly, mutants dl1141-1142 were created similarly to 

dl52084. 

Previous studies have looked at the viral kinetics of these mutants. In one such 

study, deletion mutants in the second exon (or C-terminus) of the protein were shown to 

be deficient in growth, induction of S-phase, viral protein and gene expression as well as 

genome replication116. This applied not only to deletions found within the last conserved 

region (CR4), but also to those which were found between conserved regions116. In another 

study, mutations found in the first exon, or N-terminus region, of the protein were studied56. 

In this case, almost all deletion mutants were found to have a negative impact on viral 

replication, except for dl1106, which is a deletion of amino acids 90-10556. 
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Table 1: Known Information about the dl1100 series of Deletion Mutants. This table 
illustrates known information about viral kinetics and phenotype of the mutants used in 
this study. In cases in which information is unknown, cells are marked N/A. The “+” 
designation indicates the strength of a given effect, with “++++” indicating a very strong 
effect.  

Deletion 

Mutant 

Mutation Viral 

Growth56 

Viral Gene 

Expression56 

Other Notes79,96,115-117 

dl309 WT E1A +++ ++++ Has deletions in the E3 gene, namely the 
10.4K, 14.5K and 14.7K genes are deleted, 
while the 6.7K gene has a two-AA deletion. 
All subsequent mutations are done in a dl309 

background. 
dl1101 ∆4-25 ++ + Does not transform with ras, induce mitosis, 

repress SV40 transcription, block myogenic 
differentiation, induce differentiation in P19 
cells, induce cytogenetic damage, induce c-
fos expression in synergy with cAMP, block 
IFN stimulated gene expression or cytolytic 
resistance, induce a G1 growth arrest in yeast 
or bind p400 or p300. 

dl1102 ∆26-35 +++ ++++ Does not bind p400, but appears otherwise 
WT. 

dl1103 ∆30-49 + + Does not transform with ras, induce mitosis, 
repress SV40 transcription, or block myogenic 
differentiation. Has a reduced ability to induce 
c-fos expression in synergy with cAMP and to 
induce G1 growth arrest in yeast. Does not bind 
to p300 or p400 

dl1104 ∆48-60 ++ ++ Does not transform with ras, induce mitosis, 
repress SV40 transcription, block myogenic 
differentiation or induce differentiation in P19 
cells. Does not induce c-fos expression in 
synergy with cAMP. Inability to block IFN 
stimulated gene expression or cytolytic 
resistance. No induction of growth arrest in 
yeast. No binding to p300.  

dl1105 ∆70-81 ++ +++ Appears WT, with the exception of a reduced 
ability to induce c-fos expression in synergy 
with cAMP. 

dl1106 ∆90-105 ++++ +++ Appears WT. 

dl1107 ∆111-123 +++ +++ Defective in transformation, mitosis and 
binding to pRb and p130. 

dl1108 ∆124-127 +++ ++ Defective in transformation, and mitosis. 
Induces DNA over-replication. Doesn’t bind 
pRb, p107 or p130.  

dl1109 ∆128-138 + ++++ Defective in mitosis. Induces DNA over-
replication. Poor binding to pRb. Less stable 
than the WT.  

dl1110 ∆140-160 N/A N/A Defective in CR2 transactivation. No 12S 
product. No induction of cytogenic damage.  

dl1112 ∆161-168 N/A N/A Defective in CR2 transactivation. No induction 
of cytogenic damage. 
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dl1113 ∆169-177 N/A N/A Defective in CR2 transactivation. No 12S 
product. No induction of cytogenic damage. 

dl1114 ∆178-184 N/A N/A Defective in CR2 transactivation. No 12S 
product. No induction of cytogenic damage. 

dl1115 ∆188-204 N/A N/A Defective in CR2 transactivation. No 12S 
product. No induction of cytogenic damage. 

dl1116 ∆205-221 +++ + Impaired induction of cytogenic damage.  

dl1119 ∆1-139 + + Deletion of the entirety of Exon 1. 

dl1132 ∆224-238 +++ ++ Deficient in induction of S phase related genes. 

dl1133 ∆239-254 +++ +++ Poor immortalization. Enhanced 
tumorigenicity and metastasis.  

dl1134 ∆255-270 ++ + Poor immortalization. Enhanced 
tumorigenicity and metastasis. 

dl1135 ∆271-284 +++ ++ No binding to CtBP and poor immortalization. 
Enhanced tumorigenicity and metastasis. Not 
recognized by M73.  

dl1136 ∆285-289 + ++ Deletion of nuclear localization signal 
KRPRP. Poor immortalization, enhanced 
tumorigenicity and metastasis. Not recognized 
by M73.  

dl1141 ∆61-69 N/A N/A No repression of SV40 enhancer. Blocks 
myogenic differentiation and induces 
differentiation in P19 cells. Induces c-fos 
expression in synergy with cAMP, No binding 
to p300 

dl1142 ∆82-92 N/A N/A Reduced ability to bind to Sug1. 

dl975 ∆140-186 N/A N/A Does not transform with ras. 

dl520 ∆139-221 N/A N/A No 13S mRNA. 

 

 

1.4 Transcriptional Regulatory Networks (TRNs) 

It is a well-known fact that cells must continuously adapt to changing micro environmental 

conditions and signaling, and that they do so by modulating their gene expression patterns. 

Gene expression is directly controlled by a precise interplay of transcription factors (TFs), 

with each TF and its target set of genes called a Transcriptional regulatory network (TRN). 

TRNs are computationally represented as bipartite network containing nodes connected by 
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edges. Here, nodes represent proteins, or genes. Edges represent the direct regulatory 

interactions that a node will have with another – such as a TF binding to specific DNA 

motifs within the promoter region of its target gene and modulating transcription118,119. The 

interplay within these networks is responsible for the cell type or cell state specific changes. 

However, they are robust enough to allow for dynamic changes in the case of important 

signaling cues. They can help to maintain homeostasis and can both drive the response to 

infection, and promote disease through their dysregulation120. 

One of the main characteristics of TRNs is that they are sparse in nature. The 

number of nodes which have a high number of edges, also known as “molecular hubs” are 

much fewer than those which have few connected edges. This is a phenomenon which is 

widely observed in both ecological and biological networks. This is thought to reflect the 

important function of hubs in regulating specific transcriptional programs directed towards 

specific stimuli. This ensures biological networks are less sensitive, and will remain stable 

in response to perturbations. It has been found that the percentage of active interactions 

(which can also be thought of as “connectivity”) is inversely proportional to the size of the 

studied system. In other words, as the network size increases, the percentage of active 

interactions decreases, to maintain sparsity. Another advantage gained in sparser systems 

is that the system can maximize its ability to adapt to newly intervening changes, also 

known as its “explorability”121. 

Overall, TRNs adopt a “scale-free” structure, meaning they include the presence of 

large regulatory hubs. On a basic level, these networks can be thought of as containing 4 

levels of detailed structures122. First, there is the interactions between TFs and their target 

genes, through the intermediary of the binding sites within their DNA promoter regions. 
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Second, these interactions can be organized in the form of repeated similar interactions and 

interconnections. These are called networks motifs, and they will appear repeatedly within 

a set network motif. They are not independent and cannot be functionally separated from 

the rest of the network. However, they have been shown to have specific kinetic properties 

which determine the temporal expression program of its regulated genes123. Third, these 

motifs can be found to cluster semi-independently within transcriptional units which are 

known as network modules. In yeast, it has been reported that the overall regulatory system 

is fragmented into these independent module hubs, each responsible for its specific 

function124. However, with the collection of more data it has been found that these modules 

are generally still highly interconnected within networks, and can rarely be fully separated 

from the network and retain their functions. These can be identified using gene expression 

data in which clustered gene groups have been identified as belonging to the same 

modules125. Finally, it is the interconnection of these modules which builds up the overall 

TRN. The incoming connectivity is defined as the number of TFs regulating a target gene 

and these quantify the combinatorial effect of gene regulation. A recent study has shown 

that the fraction of target genes with a certain number of connections decreases 

exponentially, indicating that most targets interact with similar low numbers of TFs124. On 

the other hand, the outgoing connectivity is defined as the number of target genes regulated 

by each TF. In this case, there are a few disproportionally highly connected TFs, 

responsible for global hub regulation, while most TFs have fewer connections and are 

mainly responsible for fine tuning the global mechanisms in play. When considering entire 

TRNs, studies have shown that the response to different kinds of stress will affect the 

complexity of the TRN’s change. For instance, in the case of a cell responding rapidly to 
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external changes (such as DNA damage, cellular stress, infection), the response will be 

simple and composed of few cascades of responding TFs. However, in the case of 

multistage processes (include cell cycle, or sporulation), sequential complex cascading 

interactions are necessary126. Most of the work which has so far been done on TRNs has 

been through the bacterium Escherichia coli and the yeast Saccharomyces cerevisiae, as 

sequencing data has been the most abundant. However, principles have been found to apply 

to many other living systems127-129. 

There are several computational methods by which these networks can be 

reconstructed, allowing for a better understanding of the molecular mechanisms 

underpinning specific cellular phenotypes. 

 

1.4.1 Computational methods for reconstruction of TRNs 

Being that generation of molecular data such as high throughput sequencing data is 

no longer a limitation in the field of genomics, it is the modelling and representation of 

these biological networks which becomes the next challenge to overcome. TRNs are 

classically represented by a graph in which the genes are depicted by nodes and their 

regulatory interactions are the edges connecting these nodes. One of the most commonly 

used data sources for reconstruction, likely due its earlier availability, is bulk 

transcriptomic data. There are several methods by which this can be done. First, correlation 

methods and mutual information can be used to predict regulatory relationships. With 

these, it becomes possible to correlate the variation in a TF’s expression with expression 

of other genes. Mutual information allows for the consideration of non-linear dependencies 

between TFs and their targets130. If one wants to predict directed interactions, however, 

correlation falls flat. Regression methods can do this, with the caveat that it is assumed that 
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a TF and their direct target genes will vary linearly. This fails to take into consideration 

that TFs are transcriptionally and post-transcriptionally highly regulated, and their binding 

to DNA motifs is highly dependent on availability of the chromatin as well as interaction 

with co-factors131. Typically, a method of feature selection will be used to select the TFs 

to be used in the regularized regression models132.  Bayesian networks can also be used to 

represent interactions between TFs and target genes. These probabilistic graphical models 

represent a set of random variables and their dependencies. In the context of TRNs, edges 

will stand for the conditional dependencies between genes. There are two main steps. First, 

the structure of the network is learnt, allowing for potential model improvements. Second, 

TF activities are predicted from the network model. A likelihood score assigns each target 

gene to a predictor TF. A major advantage of this model stems from its ability to learn from 

previous observations133. Methods using ordinary differential equations (ODEs) allow the 

consideration of quantitative and dynamic interactions among TFs and their targets, 

meaning this approach is well suited to data over multiple time points134. Given that 

biological regulatory interactions are rarely linear, it has been of interest to consider 

qualitative representation of regulatory networks. This type of logic modelling is based on 

the idea that a variable can only take a discrete number of states or values. The state of a 

variable is posited to be the logical combination of the states of other variables135. 

Although using bulk transcriptomic data allows for reconstruction of regulatory 

networks, this type of approach requires many samples to achieve sufficient robustness, 

and may lack TF regulatory information. Therefore, in several approaches, information 

about TF binding and chromatin availability is included. This can be in the form of 

Chromatin Immuno-precipitation (ChIP) – Sequencing or even Assay for transposase-
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accessible chromatin (ATAC) – Sequencing. Having the ability to integrate information 

about TF-promoter physical interactions or chromatin availability is invaluable, as TF 

RNA levels are not particularly good predictors of their regulatory activities119,136. 

 

1.5 Hypothesis and Aims 

In the context of disease or of physiological dysregulation, it is interesting to study the 

ways by which cells will adapt. This can be done by looking at their transcriptional 

regulatory networks (TRNs) and examining how these can change depending on the 

cellular environment. This can help us to learn more about the mechanisms behind disease 

processes, as well as allow us to therapeutically target specific regulatory steps. The E1A 

protein acts as a molecular hub protein, interacting with many structurally diverse targets, 

thus defining a specific pathway or phenotype97. As E1A is unable to bind to DNA, it must 

interact with many different regulatory proteins and transcription factors, to instil these 

transcriptional changes benefitting viral replication. It has over 50 reported primary protein 

targets, which will bind to different parts of its sequence97. Although studies have been 

done regarding the effects of these mutations on viral replication and infection, little is 

known about how these affect host cell transcriptional regulatory networks. Our objective 

is to reconstruct host cell TRNs, following infection with various adenovirus E1A deletion 

mutants. This will allow us to further characterize the effects of each of these deleted 

regions on the cellular transcriptional landscape. To execute this goal, we will focus on 

three specific aims, outlined below:  

i. We will explore the transcriptional landscapes of host cells infected with 
adenovirus E1A mutants 

ii. We will reconstruct the TRNs induced upon infection with different E1A 
mutants 
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iii. We will examine the enriched promoter binding regions in our mutants 
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2 - Methods 
 

2.1 Cell lines + virus used 

Cultured cells used in all experiments are of the IMR-90 cell line (ATCC, 

Catalogue#CCL-186). They are fibroblasts isolated from normal lung tissue. They were 

shipped by the manufacturer on dry ice and were stored in liquid nitrogen until needed. All 

virus constructs were obtained from the Mymryk lab. The WT virus used as a control was 

the dl309 construct, which has an intact E1A region, but which has deletions in the E3 

gene, namely the 10.4K, 14.5K and 14.7K genes are deleted, while the 6.7K gene has a 

two-AA deletion137. As compared to the WT virus, dl309 has enhanced cytopathogenicity 

in several cell lines, while also leading to reduced late gene expression138. Additionally, 

this also leads to increased apoptosis throughout the cell cycle138. This virus is the backbone 

for all other E1A deletion mutants used in this study96. Among these are dl312 (∆E1A), in 

which the entirety of the E1A gene is deleted, ensuring there is no production of a legible 

protein137. The dl520 (∆E1A289R) mutant expresses the E1A 243R 12S isoform, but does 

not express the large 13S (289 AA) transcript of the E1A protein, and is mainly replication 

deficient, for the most part139. The dl975 (E1A12S∆186-222) construct expresses only a 

mutated 12S (143 AA) transcript of the E1A protein, which lacks the first 36 AAs of the 

second exon, but is still capable of immortalization140.  The dl1119 (∆1-139)  is a deletion 

of the entire first exon of the 13S transcript of the E1A protein96. The remaining mutants, 

from dl1101 (∆4-25), dl1102 (∆26-35), dl1103 (∆30-49), dl1104 (∆48-60), dl1105 (∆70-

81), dl1106 (∆90-105), dl1107 (∆111-123), dl1108 (∆124-127), dl1109 (∆128-138), 

dl1110 (∆140-160), dl1112 (∆161-168), dl1113 (∆169-177), dl1114 (∆178-184), dl1115 

(∆188-204), dl1116 (∆205-221), dl1132 (∆224-238), dl1133 (∆239-254), dl1134 (∆255-
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270), dl1135 (∆271-284), dl1136 (∆285-289), dl1141 (∆61-69) and dl1142 (∆82-92) 

contain small deletions within the 13S transcript of the E1A protein56,116. They will, 

collectively, delete almost the entire protein96.  

2.2 Infection 

IMR90 cells were maintained in DMEM growth media (Wisent, Catalogue# 319-

016-CL) supplemented with 10% FBS (VWR, Catalogue# 10221-86) and 1%P/S 

antibiotics (Wisent, Catalogue# 450-201-EL). Cells were seeded in 15cm dishes (two 

dishes for each the uninfected control, the WT virus, and all mutants). Plates were 

incubated at 37°C with 5% CO2 until they reached 100% confluency. They were incubated 

for 48 hours in the same incubator to ensure cells were growth arrested. The media was 

removed and DMEM + 1% P/S was added prior to infection. Two plates were infected with 

each HAdV mutant species, and two plates were treated with virus buffer (Tris-HCl pH 7.4  

at 150mM, NaCl at 680mM, KCl at 25mM, Na2HPO4 at 3.5mM and D-Glucose at 28mM) 

as a control, at an MOI of 5. Cells were collected at the 72-hour time point p.i. Two 

replicates were included for each of the experimental conditions.  

2.3 RNA-Sequencing Library Preparation 

RNA was extracted from cells following instructions from the GENEzol TriRNA 

Pure Kit from Geneaid (SKU#GZ050). Briefly, 1450𝜇l of GENEzol reagent was added 

directly to culture dishes to lyse cells. The samples were incubated for 5 minutes at room 

temperature before being transferred to 1.5mL microcentrifuge tubes. Samples were 

centrifuged to remove cell debris. Absolute ethanol was added to the mixture at a ratio of 

1:1. This mixture was transferred to a column for RNA binding. To reduce DNA 

contamination, a DNase I solution was pipetted onto the column and incubated for 15 

minutes. Repeated centrifugation with wash buffer were performed to ensure purity of the 
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sample. Lastly, columns were incubated for 3 minutes with RNase-free water (Ambion, 

Catalogue# AM9930) for RNA elution. Centrifugation allowed the capture of a small 

volume of pure RNA. The concentration of RNA in solution was measured using the 

NanoDrop machine. For the remaining protocol, 0.1-1 𝜇g of RNA should be used as 

starting material.  

Library preparation was performing using a dUTP magnetic beads preparation 

protocol. The first step involves the binding of RNA to magnetic beads. First, 20 𝜇l 

oligo(dT) magnetic beads (NEB, Catalogue# S1419S) per sample were added to a 1.5 mL 

microcentrifuge tube. Beads were washed twice with an equal volume of 2xDTBB (20 mM 

Tris-HCl (pH 7.5), 1 M LiCl, 2 mM EDTA, 1% lithium dodecyl sulfate, 0.1% Triton X-

100) using magnet and vacuum aspirator. Beads were resuspended in 100 𝜇L of 2xDTBB 

per sample. To prepare the RNA, 0.1-1 𝜇g of RNA is prepared in 50 𝜇L of ddH2O in 200 𝜇L PCR tubes. For each sample, 50 𝜇L of the prepared magnetic beads were aliquoted into 

the PCR tubes. The remaining beads were left on ice. Samples were vortexed briefly to 

allow RNA binding to the beads. Tubes were centrifuged briefly to ensure all liquid remain 

at the tube bottom. Tubes were incubated for 2 minutes at 65°C in a thermocycler with 

heated lid. Tubes were incubated for 10 minutes at RT on a rotator. Beads were collected 

on a magnet for 5 minutes, washed twice with 200 𝜇L of RNA wash buffer (10mM Tris-

HCl (pH 7.5), 0.15 M NaCl, 1 mM EDTA). RNA was eluted through resuspension in 50 𝜇L of RNA elution buffer (10mM Tris-HCl pH 7.5, 1mM EDTA). Samples were vortexed 

and centrifuged briefly before incubation for 2 minutes in a thermocycler at 80°C. After 

incubation, samples were placed on ice immediately. Beads were isolated using a magnet, 

and the RNA eluate (liquid) was transferred to a new PCR tube. Binding to beads was 
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repeated as before. The remaining prepared beads were aliquoted to the tubes (50 𝜇L per 

tube). Samples were vortexed and centrifuged before incubation for 2 minutes at 65°C in 

the thermocycler. Samples were incubated for 10 minutes at RT on a rotator. After 

collection of beads using a magnet, samples were washed twice with 200 𝜇L of RNA wash 

buffer. The second step of library preparation involves fragmentation. First, fragmentation 

buffers A (6𝜇L 5X FS buffer (Life Technology, Catalogue# 18080-044) + 24𝜇L ddH2O 

for each sample) and B (4 𝜇L 5X FS buffer + 5 𝜇L ddH2O + 1 𝜇L DTT 100mM (Life 

Technology, Catalogue# 18080-044) for each sample) should be prepared. After the 

removal of the last 200 𝜇L wash of 2x DTBB, beads were washed with 30 𝜇L of buffer A, 

and then resuspended in 10 𝜇L of buffer B. Samples were incubated in a thermocycler for 

9 minutes at 94°C, and then placed on ice. Using a magnet, the supernatant (~10 𝜇L) was 

transferred to a new PCR tube.  

The third step is the first strand cDNA synthesis. Before starting, both the RT mix 

A (0.5 𝜇L of Random Primers (Life Technology, Catalogue# 48190-011) + 0.5 𝜇L of oligo 

dT primers at 50 𝜇M (Ambion, Catalogue# AM5730G) + 0.5 𝜇L of SUPERase-In 

(Ambion, Catalogue# AM2694) + 1 𝜇L of dNTPs at 10 mM (Life Technology, Catalogue# 

18427088) for each sample) and RT mix B (5.8 𝜇L of ddH2O + 0.1 𝜇L Actinomycin D at 

2 𝜇g/𝜇L (Thermo-Fisher Scientific, Catalogue# A7592) + 1 𝜇L DTT at 100 mM + 0.2 𝜇L 

1% Tween 20 (BioShop, Catalogue# TWN510.500) + 0.5 𝜇L M-Mulv Reverse 

Transcriptase (Invitrogen, Catalogue# 28025013) for each sample) should be prepared. For 

each sample, 2.5 𝜇L of the RT mix A should be added. Samples can be incubated for 1 

minute at 50°C in a thermocycler, before being placed on ice. Next, 7.5 𝜇L of RT mix B is 

added to each sample. They can be incubated at 25°C for 10 minutes, and then 50°C for 50 
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minutes, before being placed back on ice. For each sample, 36 𝜇L of RNAClean XP beads 

(Beckman Coulter, Catalogue# A63987) were added. Samples were vortexed and 

centrifuged to encourage binding to beads. Samples were incubated for 15 minutes on ice 

before collection on magnet for 5 minutes. Samples were washed twice with 75% ethanol. 

With PCR tube caps removed, samples were left on magnet to air dry for 10 minutes. 

Samples were eluted using 11 𝜇L of ddH2O. The magnet was applied to allow the transfer 

of the 10 𝜇L eluate to a new PCR tube.  

The fourth step led to the second strand cDNA synthesis with dUTP. Before 

starting, the second strand reaction mix (1.5 𝜇L 10X Blue Buffer (Enzymatics, Catalogue# 

P7050L) + 1 𝜇L dNTP mix w/ dUTP at 10 mM (Affymetrix (Core), Catalogue# 77330) + 

0.1 𝜇L dUTP at 100 mM (Affymetrix (Core), Catalogue# 77206) + 0.15 𝜇L 1% Tween 20 

+ 1.05 𝜇L ddH2O + 0.2 𝜇L RNase H (Enzymatics, Catalogue# Y9220L + 1 𝜇L DNA 

polymerase I (Enzymatics, Catalogue# P7050L) can be prepared. To each tube, we added 

5 𝜇L of the second-strand reaction mix. Tubes were incubated at 16°C for 2.5 hours in the 

thermocycler with the heated lid, and then left at 4°C in the same thermocycler overnight. 

The next day, Speedbeads should be prepared in the following way. In a microcentrifuge 

tube, a volume of 1.5 𝜇L of Speedbeads solution (Thermo, Catalogue# 6515-2105-050250) 

per sample was added. Beads were isolated using a magnet, and a vacuum was used to 

remove the supernatant. A volume of 28 𝜇L of 20% PEG8000/2.5M NaCl per sample was 

added to the beads, which were re-suspended. An aliquot of 28 𝜇L of the speedbeads 

solution was added to each sample. Samples were vortexed and centrifuged prior to an 

incubation at RT for 10 minutes. Beads were collected on a magnet for 5 minutes. Beads 

were washed twice with 200 𝜇L of 75% ethanol and air dried for 10 minutes. Samples were 
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eluted using 40 𝜇L of TE buffer (Bio Basic, Catalogue# USD8211). The next step requires 

the end repair mixture (5 𝜇L 10x T4 buffer (Enzymatics, Catalogue# B6030) + 1 𝜇L dNTP 

mix at 10 mM + 0.5 𝜇L 1% Tween 20 + 2.9 𝜇L ddH2O + 0.3 𝜇L T4 DNA polymerase 

(Enzymatics, Catalogue# P7050L) + 0.3 𝜇L T4 PNK (Enzymatics, Catalogue# Y9049L) + 

0.06 𝜇L Klenow (Enzymatics, Catalogue# P7060L) for each sample). To each PCR tube, 

10 𝜇L of the end repair mixture was added. This was vortexed and centrifuged, prior to 10 

minutes of incubation at 20°C and then placed on ice. Another 93 𝜇L of the PEG8000/2.5M 

NaCl solution was added to each sample. Samples were vortexed and centrifuged. They 

were incubated for 15 minutes at RT. Beads were collected along magnets for 5 minutes. 

They were washed twice with 200 𝜇L of 80% ethanol and air dried for 10 minutes. Elution 

was done with 15 𝜇L of TE buffer.  

In the next step, barcoding the samples takes place. The tailing reaction mix (3 𝜇L 

of 10X Blue buffer + 0.6 𝜇L dATP mix at 10 mM (Life Technology, Catalogue# 10216-

018) + 0.3 𝜇L 1% Tween 20 + 10.8 𝜇L ddH2O + 0.3 𝜇L Klenow 3’-5’ Exo (Enzymatics, 

Catalogue# P7010-LC-L) must first be prepared. A volume of 15 𝜇L of the tailing mix was 

added to each sample. Samples were incubated at 37°C for 30 minutes in a thermocycler 

and then placed on ice. Then, 55.8 𝜇L of PEG8000/2.5M NaCl was added to each sample. 

Samples were vortexed, centrifuged and then incubated at RT for 15 minutes. Beads were 

collected on a magnet for 5 minutes and then washed twice with 200 𝜇L of 80% ethanol. 

Samples were left out to air dry for 10 minutes before eluting with 14 𝜇L of TE buffer. 

Different IDT barcode adapters, in a volume of 5 𝜇L were added to each sample (IDT 

adapters should be diluted 1:50 for a final concentration of 5 𝜇M). A volume of 15.83 𝜇L 

of the adapter ligation reaction mix (15 𝜇L 2x rapid ligation buffer (Enzymatics, 



 34 

Catalogue# L603-LC-L) + 0.33 𝜇L 1% Tween 20 + 0.5 𝜇L T4 DNA ligase HC 

(Enzymatics, Catalogue# L6030-HC-L) for each sample) was added to each sample. 

Samples were incubated at RT for 15 minutes and then put on ice. A volume of 7 𝜇L of 

20%PEG8000/2.5M NaCl was added to each sample. They were centrifuged, vortexed and 

then incubated at RT for 15 minutes. Beads were collected on magnets for 5 minutes and 

washed using 200 𝜇L of 80% ethanol. Beads were left out to air dry for 10 minutes. Then, 

20 𝜇L of elution mix (20 𝜇L TE buffer + 1 𝜇L UDG (Enzymatics, Catalogue# G5010L) 

per sample) was added to each sample. Beads were collected on a magnet and the eluate 

was transferred to new PCR tubes. Samples were incubated for 30 minutes at 37°C in a 

thermocycler to digest the second strand.  

Lastly, samples were amplified and library sizes were selected using gel 

electrophoresis. To do this, 10 𝜇L of each sample was transferred to a new PCR tube, along 

with 10 𝜇L of the final PCR reaction mix (4 𝜇L 5x Phusion HF buffer (Thermo, Catalogue# 

F530L) + 1 𝜇L dNTP mix at 10 mM + 4.35 𝜇L ddH2O + 0.2 𝜇L 1GA primer at 100 𝜇M 

(IDT, Sequence: AATGATACGGCGACCACCGA) + 0.2 𝜇L 1GB primer at 100 𝜇M 

(IDT, Sequence: AATGATACGGCGACCACCGA) + 0.25 𝜇L Phusion polymerase 

(Thermo, Catalogue#F530L) per sample). The thermocycler was set to run the initial 

denaturation at 95°C for 3 minutes, amplify for 8-14 cycles (98°C for 20 seconds, 60°C for 

30 seconds and 72°C for 20 seconds) and elongate at 72°C for 1 minute. A 10% TBE gel 

(4 mL 30% Acrylamide/Bis solution (29:1) (BioBasic, Catalogue#A0010) + 3.6 mL H2O 

+ 1.2 mL 10x TBE + 150 𝜇L 10% APS + 20 𝜇L TEMED (BioBasic, Catalogue#TB0508) 

was cast and loaded with 20𝜇L of each sample, along with a 100 bp ladder. After running 

the gel for 30-45 minutes, 1 𝜇L of SYBRGold stain (Life Technology, Catalogue# S11494) 
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was used to stain the gel directly for 30 seconds. Visualization was done using a BluPAD 

(Bio-Helix, Catalogue# BP001CU). Products between 200-350 bp were excised using a 

razor blade and placed inside 0.8 mL perforated microcentrifuge tubes, which are 

themselves inside of 1.5 mL microcentrifuge tubes. Gel slices were shredded through 

centrifugation at 14,000xg through the perforations. The perforated tubes were discarded 

and 100 𝜇L of diffusion buffer (500 mM ammonium acetate at pH 8.0, 0.1% SAS, 1 mM 

EDTA, 10 mM magnesium acetate) was added to each tube. Samples were incubated for 

45 minutes on the rotator. The cDNA libraries were purified using the Zymo DNA Clean 

and Concentrator kit (Zymo, Catalogue# D4004). Briefly, each tube received 500 𝜇L of 

the DNA binding buffer (Zymo, Catalogue# D4004) and was centrifuged at 16,000xg for 

1 minute. The supernatant was transferred to the provided spin columns in a collection 

tube. Tubes were centrifuged for 30 seconds, and the flow-through discarded. Then, 200 𝜇L of the DNA wash buffer (Zymo, Catalogue# D4004) was added to the column, followed 

by 30 seconds of centrifugation. This step was repeated. Lastly, 25 𝜇L of H2O was added 

directly to the column matrix, which was incubated for 1 minute at RT. Columns were 

transferred into clean microcentrifuge tubes for the elution. The DNA concentrations in 

each of the tubes was measured using the Qubit dsDNA HS Assay Kit (Invitrogen, 

Catalogue# Q32854).  

Samples were sent to the IGM facility at UCSD for Illumina Sequencing on a 

Nextseq550 single end x75 to a depth of ~20 million reads per sample. Due to inadequate 

sequencing depth in one of two replicates, the same samples were sent once again. This led 

to adequate data, according to QC measures.  
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2.4 Pipeline for processing Sequencing data 

Fastq files were obtained directly from the sequencing facility. Quality control 

metrics were evaluated through the FASTQC software, by Babraham Bioinformatics, a 

program designed to identify potential problems in high throughput sequencing datasets. 

This ensured the sequencing quality was sufficient and the read depth uniform before 

moving on to the next step. The STAR alignment tool was employed to align reads to the 

human genome, outputting BAM (Binary Alignment Map) files for each replicate. All 

lanes from each replicate were merged, using the merge function of the samtools package.  

The next steps were carried out using the HOMER suite of computational tools. 

Developed at UCSD, these command line executables allow for the easy analysis of high 

throughput sequencing data. First, tag directories were created from the BAM files, 

allowing for the organization of mapped and indexed reads by chromosome and speeding 

up downstream processes. From there, reads were quantified using the HOMER 

analyzeRepeats package. Both raw and RPKM values (reads per kilobase mapped reads) 

can be generated from this program. Differential gene expression analysis (DGEA) was 

carried out using EdgeR. ATAC-Sequencing peaks were called using HOMER findPeaks, 

and both sample replicates were merged using Irreproducible Discovery Rate (IDR) 

analysis.  

2.5 Building TRNs 

 To reconstruct a bipartite TRN, in which the TFs and target genes represent the 

nodes we carried out the following steps: 1 – select the candidate TFs using ATAC-Seq 

motif enrichment – 2 – select the target genes using results from DGEA – 3 – infer TF-

target gene regulatory relationships using Elastic Net Regression.  



 37 

 First, candidate TFs were selected. TFs will be selected based on potential binding 

to enriched regions in the infected sample. All human TFs were ranked according to highest 

RPKM expression. Of that ranked list, only the top 20 TFs were retained for TRN 

reconstruction. Second, target genes for the network were chosen through a differential 

gene expression analysis. After running DGEA for each of the virus treatments, comparing 

them to the WT virus, all identified differentially expressed genes were pooled across all 

conditions. A gene was considered differentially expressed if the |log2 fold change| > 1.5 

and the false discovery rate (FDR) < 0.0001. All repeated genes were eliminated to give a 

smaller pool of differentially expressed genes across all conditions. Lastly, TFs selected in 

the first step were eliminated from this pool to remove the possibility of self-edges in the 

final product. Lastly, relationships between TFs and target genes were inferred to 

reconstruct biologically relevant TRNs. It is important to consider that biological networks 

are sparse, and that central regulatory hubs will control most observed regulatory effects. 

For these reasons, Elastic Net is the best choice of regression model for this reconstruction. 

It is a modified form of linear regression in which two penalties are imposed on the mean 

squared error loss function. First, the Lasso penalty imposes sparsity, mimicking biological 

standard. Second, the Ridge penalty shrinks coefficients towards zero, approaching a 

topology which is closer to biology. The loss function can be expressed as shown below:  

12𝑛 ‖𝑦 − 𝑋𝑤‖22 +  𝛼𝜌‖𝑤‖1 + 12 𝛼(1 − 𝜌)‖𝑤‖22 

In this expression, 𝑋 represents the matrix of TF expression, 𝑦 the vector of target 

gene expression and 𝑤 the vector of weights (coefficients) to optimize. The first term in 

this function is the mean squared loss, while the second and third terms represent the Lasso 
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and Ridge penalties, respectively. The 𝛼 parameter controls the penalization while the 𝜌 

parameter is the mixing parameter between the two penalty terms. We use the 

ElasticNetCV function from the scikit-learn python package to optimize 𝛼 for each target 

gene by cross-validation. The parameter 𝜌 was set to 0.5. Prior to regression, all gene 

expression data was log-transformed and scaled to a standard Normal distribution.  

 A global TRN will be constructed using expression data from all experimental 

conditions, due to the small number of replicates. Then, TRNs will be reconstructed in 

which one experimental condition is removed, one at a time. The subtraction of the “leave-

one out” TRN from the global TRN allows for the determination of one condition’s 

contribution to the overall phenotype. This allowed for comparison. We then used graph 

edit distance to quantify the difference between experimental conditions.  
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3 – Results 
 

3.1 E1A deletion mutants have different RNA expression profiles  

Following pre-processing of RNA-Sequencing data, gene expression of mutants 

was quantified using the EdgeR package in R. Differentially expressed genes were 

identified based on a log2 fold change of |> 1| and an FDR-corrected p-value less than or 

equal to 0.01 when compared with the E1A WT virus (dl309). Log2 fold change values are 

illustrated in Figure 3A, for all genes for which expression was detected. This illustrates 

the apparent heterogeneity present in this data, in that gene expression changes (as 

compared to the WT virus) vary greatly depending on the mutant. It is also possible to 

represent the spread of differentially regulated genes for the totality of mutants as a boxplot, 

in which each gene is represented by a single data point. In Figure 3B, the spread of gene 

regulation for most mutants appears to be centered, with approximately equal numbers of 

up or downregulated genes, as compared to the WT. Surprisingly, for both dl1101 (∆4-25), 

and dl1132 (∆224-238), the distribution is skewed to the left, with a higher number of genes 

seemingly downregulated rather than upregulated. It should be noted that in these mutants 

there appears to be several outliers which are upregulated, indicating the left skew may not 

be representative of the data but driven by outliers.  

To examine the differences between mutant expression profiles in a more functional 

manner, a KEGG pathway enrichment analysis was performed. Based on the differential 

gene expression, KEGG functional pathways were deemed either up or downregulated, as 

demonstrated in Figure 3C. In this heatmap, the 25 most highly enriched pathways related 

to downregulated genes were identified in red, while pathways related to upregulated genes 

are identified in blue. Once again, this enrichment varies depending on the location of the 
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deletion. Of note are the deletion mutants dl1101 (∆4-25), dl1136 (∆285-289), dl1119 (∆1-

139) and dl1132 (∆224-238), in which the highly-enriched pathways in most mutants (red), 

do not appear differentially regulated. However, several of the downregulated pathways do 

appear to be highly enriched in these mutants. Additionally, mutations in dl1113 (∆169-

177), dl1114 (∆178-184), dl1115 (∆188-204), dl1116 (∆205-221), appear to lead to a 

higher number of upregulated pathways and very few downregulated pathways. In the other 

deletion mutants, namely dl1102 (∆26-35), dl1103 (∆30-49), dl1104 (∆48-60), dl1105 

(∆70-81), dl1106 (∆90-105), dl1107 (∆111-123), dl1108 (∆124-127), dl1109 (∆128-138), 

dl1110 (∆140-160), dl1112 (∆161-168), dl1133 (∆239-254), dl1134 (∆255-270), dl1135 

(∆271-284), dl1141 (∆61-69) and dl1142 (∆82-92), there appear to be approximately equal 

numbers of both up and downregulated functional KEGG pathways. A similar analysis can 

be done using Gene Ontology (GO) terms, in which over and underrepresented GO terms 

can be identified for each of the mutants, as compared to wildtype virus (dl309). 

Interestingly, when the top 50 most highly represented and top 50 most highly 

underrepresented GO terms are shown in a heatmap certain mutants appear to dominate the 

analysis (Figure 3D). In the overrepresented terms, mutants dl1113 (∆169-177), dl1114 

(∆178-184), dl1115 (∆188-204), dl1116 (∆205-221) show a much lower FDR adjusted p-

value than many of the other mutants, most of which appear not to show a significant 

difference with the WT virus. Overrepresented GO terms related to upregulated genes 

include “cell cycle”, “checkpoint signaling”, “nuclear fission” and are mostly centered on 

cell cycle regulation and cell division. Mutants which showed highly enriched GO terms 

related to downregulated genes included dl1101 (∆4-25) and dl1132 (∆224-238). GO terms 

which were highly represented here, with very low FDR adjusted p-values, included “cell 
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cycle”, “mitotic cell cycle”, “cell division” and several other terms related to cell 

proliferation and cycling. Although the terms included in this analysis were chosen based 

on a stringent p-value cutoff for both the underrepresented and overrepresented terms 

separately, both appear to focus on similar functional pathways. It appears that mutations 

in different regions of the E1A protein may have opposing effects on cell cycle (Figure 

3D).  

As the cell cycle-related genes and pathways appear to be highly involved in the 

transcriptional changes brought about by E1A, it was of interest to take a closer look at the 

top 50 most highly up/downregulated genes which are involved in the cell cycle regulation 

KEGG pathway. Their differential expression, as compared to the WT virus is expressed 

in log fold change in Figure 3E. It is immediately noticeable that, in mutants dl1113-1116, 

most of the cell cycle related genes are overexpressed, as compared to the WT. On the 

other hand, in any of the other mutants, this overarching cell cycle regulation is not evident. 

In fact, in mutants dl1101-1112, most of the genes appear to be similar to WT, or highly 

downregulated, suggesting different roles for different portions of E1A within the confines 

of cell cycle regulation. In mutations found within the latter portion of the second exon, 

including CR4, mutants appear not be confined to either a majorly up or down regulated 

phenotype, with a mixed phenotype appearing (Figure 3E). We can compare the heatmap 

derived from cell cycle related genes to that of another pathway, not expected to be highly 

involved in E1A mediated changes. In Figure 3F, genes related to the ribosome KEGG 

pathway are represented. While the ribosome biogenesis pathway is modulated through 

E1A’s interaction with TRRAP, the ribosome pathway itself, which modulates ribosomal 

function and protein production is not reported to be affect by E1A73. Log fold change 
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values immediately appear to be much less striking than seen in the cell cycle heatmap. 

There is no observable trend among any of the mutants, as is expected of a pathway which 

will not be affected by mutations in E1A. This comparison brings to light the potential 

importance of the cell cycle in regulation of E1A-mediated transcriptional regulation.  

Having explored host gene expression, it was important to look to adenovirus gene 

expression, as this can inform infection dynamics. Interestingly, the only genes which 

could be detected at the 72-hour time point were virus associated genes I and II (VAI and 

VAII). The expression of these viral genes varies lightly depending on the mutant, with 

average count values represented in Figure 3G. In the uninfected sample, the E1A K/O, 

dl520 (∆E1A289R) and dl1119 (∆1-139), there is negligible to no viral gene production 

that can be detected. This is in line with expectations in that the first exon of the E1A 

protein is especially important in regulation of viral gene expression. Additionally, it can 

be noted that expression levels of VAI and VAII in dl1105, dl1109 and dl1114 are almost 

as high, if not higher than the WT virus, which could indicate a gain of function in these 

mutations or alternatively, innate repressive functions on viral gene expression as a means 

of expression control (Figure 3G). 
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Figure 3: Expression Profiles of E1A Mutants (cont (E) Heatmap of the top 50 most highly expressed genes related to the cell cycle KEGG pathway. 
(F) Heatmap of the top 50 most highly expressed genes related to the ribosome KEGG pathway. (G) Expression of viral genes VAI and VAII in all 
mutants. The WT viral expression is highlighted in black.  
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3.2 Hierarchical clustering reveals associations between mutants in similar regions 

of the E1A gene 

A principal component analysis (PCA) was used as a visualization tool to identify 

any clustering trends among all mutants. Samples were color-coded in 4 different ways. 

First, coloring was based on whether mutants are found within a conserved region (CR) or 

non-conserved region (NCR) of the E1A genome (Figure 4A). Second, colors were based 

on whether mutants are found in exon 1 (X1), exon 2 (X2) or the unique region separating 

them (U) (Figure 4B). Third, the colors represented the specific conserved or non-

conserved region in which mutants are found (Figure 4C). Lastly, colors were based on 

whether mutants are non-conserved, or within one of 4 identified conserved regions (Figure 

4D). In all 4 cases, there is no apparent trend among the clustered data points. It doesn’t 

appear as though the location of the mutation affects the way these mutants cluster. 

Considering this, we used a second method of clustering which relies on a more global 

view of gene expression differences, hierarchical clustering. When samples are clustered 

using a hierarchical clustering method, which assumes that all samples come from a 

common ancestor, in this case the common WT background virus, samples do appear to 

cluster in a region dependent manner. In Figure 4E, there are two small clusters of mutants 

found within the first exon of the protein (AA 1-139). First, dl1119 (∆1-139), a deletion of 

the entire first exon clusters along with dl1101 (∆4-25), dl1102 (∆26-35), dl1103 (∆30-49), 

dl1104 (∆48-60), and dl1108 (∆124-127). Similarly, mutants dl1106 (∆90-105), dl1107 

(∆111-123), dl1141(∆61-69) and dl1142 (∆82-92) cluster more closely together, with 

dl1105 (∆70-81) seemingly not associated with any strong clusters. Interestingly, the 

mutants found in the unique region (AA 139-186) all appear to cluster closely together. 

This includes dl1113 (∆169-177), dl1110 (∆140-160), dl1112 (∆161-168), dl1114 (∆178-
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184), a cluster which also seems associated with dl1109 (∆128-138), dl1115 (∆188-204) 

and the previously mentioned dl1105 (∆70-81). This hierarchical clustering analysis 

appears to indicate the existence of region dependent functions for the E1A protein. 
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Figure 4: Clustering E1A deletion mutants. (A-D) Mutants were clustered using a Principle Component Analysis (A) Mutants were identified based 
on their belonging to either a conserved or non-conserved region of the E1A genome. (B) Mutants were color-coded based on their location within 
either exon 1, exon 2 or the unique region between both. (C) Mutants were organized based on their presence within any of the four conserved regions, 
or any of the 3 non-conserved regions. (D) Mutants were classified based on their location within any of the previously mentioned four conserved 
regions, or a non-conserved region. (E) A hierarchical clustering algorithm was used to cluster all mutants, as shown on the left of the diagram. The 
right side of the diagram shows the mutant positions within the entirety of the E1A gene (width).  
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3.3 Constructing TRNs 

The process used to approximate TRNs for each mutant is demonstrated in Figure 

5A. The TRN is composed of two aspects, TFs and differentially expressed genes (DEGs). 

These represent the nodes of the TRN. Edges are then built between each TF and DEGs to 

represent the effect the TF has on each genes expression. Once RNA-Sequencing data has 

gone through pre-processing, all human TFs expressed were ranked by mean RPKM, 

across all mutants. The top 20 TFs (according to rank) were chosen. They will become the 

TF nodes responsible for half the bipartite TRNs. Then, DGEA was performed for all 

mutants, as compared to the WT virus. The union of all differentially expressed genes, 

across all mutants was taken. All chosen TFs were removed from this list, to remove the 

possibility of self-regulation. Through increasingly stringent filtering of DEGs using FDR 

p-value (< 108) and log fold change (>1.5), 282 target genes were selected. These, along 

with the TFs selected, appear to be the most important in regulating the phenotypic changes 

seen in these mutants. An elastic net regression model was used to estimate TF-target gene 

relationships. This TRN will contain all the information from all mutants. In the rest of this 

work, this will be referred to as the “Original TRN”. This reconstruction process can be 

repeated sequentially, each time removing the expression information regarding one single 

mutant. This “leave one out” TRN allows for the estimation of TF-target relationships 

without the influence of that one removed mutant. Once the “leave one out” TRN is 

subtracted from the original TRN, the resultant interaction network can be said to quantify 

the impact of each individual mutant on TF-target relationships.  

There are two main ways by which TRNs can be represented visually. First, as 

shown in Figure 5B, there is the classical bipartite representation, with all TFs on one side 

and all target genes on the other. However, this can become difficult to interpret. Figure 
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5C represents the classical network representation in which all genes and TFs are spread 

across the graphical space. This visual representation is preferred to the bipartite as it 

allows for a more intuitive visualization of the represented relationships Additionally, it 

allows us to highlight specific highly connected TFs. In the rest of this work, all TRNs will 

be represented in this way. Blue edges (lines) represent negative regulatory effects, while 

red edges represent positive regulatory interactions. The width of each edge is proportional 

to the strength of the regulatory interaction it represents. The red points (nodes) represent 

TFs, with their size being proportional to the number of regulatory interactions they have 

with target genes. Grey nodes represent target genes.  

The original TRN mentioned previously is pictured in Figure 5D, which shows a 

visual representation of the regulatory effects of TFs on their target genes. In this TRN the 

3 most highly connected TFs are labelled on the graph (PA2G4, TCF21, PITX1). 

Additionally, it is evident that in this TRN, most regulatory interactions are negative, with 

very few positive interactions. This is interesting given that this TRN represents expression 

information from all mutants. This evidence is indicative of the importance of the entirety 

of the E1A protein in regulation of gene function. In the interest of directly comparing each 

of the mutants, the Jaccard distance was calculated for each individual TF-mutant 

intersection (Figure 5E). To do so, the number of number of features found in either the 

original TRN or that of a specific mutant was divided by the union of common features 

found in both. This allows for the determination of the individual TF contributions to each 

specific TRN. A higher distance (darker blue) indicates a TF is contributing very 

differently to a specific TRN, as opposed to the original TRN. On the other hand, a lower 

Jaccard distance indicates similarity between mutant specific and overall TRNs. For 
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instance, in the case of the PITX1 TF, the Jaccard distance is small over the entirety of the 

heatmap, indicating its contribution is incredibly similar across the E1A gene. On the other 

hand, the EGR1 TF shows a generally high, but quite variable, distance across mutants, 

indicating it contributes differently depending on the mutation. In Figures 5F and 5G, the 

genes which PITX1 and EGR1, respectively, are interacting with are represented. The 

number of interactions which are unique to a specific mutant TRN are represented on the 

outer edge of each petal, while the number of genes common to two or more TRNs are 

represented on the inner edge of the petals. It is evident that, for the most part, there are 

more common interactions as compared to “unique” ones, as would be expected. 

Additionally, it is of interest that, for the same threshold, PITX1 has many more gene 

interactions in almost all mutant TRNs than does EGR1. While PITX1 has interactions in 

every single mutant TRN, EGR1 appears only in some, and seems to hold few interactions, 

both unique and common. This may be due to their differing roles, as shown previously in 

Figure 5D. 
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A B

C

D EFigure 5: TRN Reconstruction and comparison. (A) Workflow illustrating the reconstruction of TRNs. (B) Bipartite TRN 
representation. (C) Network TRN representation, which will be used throughout this work. 
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Figure 5: TRN Reconstruction and comparison (cont.) (D) Heatmap representation Jaccard distance values for each TF in each 
mutant TRN. The Jaccard distance was calculated by dividing the number of features found in either the original or mutant TRN by 
the number of features found in both TRNs. (E) Flower plot representing the unique and common interaction the TF PITX1 has in 
each mutant TRN. Interactions were deemed common when present in two or more TRNs. Otherwise, they were unique. (F) Flower 
plot representing the unique and common interaction the TF EGR1 has in each mutant TRN. Interactions were deemed common when 
present in two or more TRNs. Otherwise, they were unique. 
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3.4 Exploring the downregulated phenotype of dl1101 and dl1132 

Both the dl1101 and dl1132 mutants showed similar downregulated phenotypes in 

exploratory analysis (Figure 1). It is interesting to compare how their TRNs may differ (or 

be more similar). Figure 6A illustrates the TRN built for the dl1101 mutant, with an 

interaction threshold of 0.115. The most highly connected TFs are CUX1, PITX1 and 

KLF10, in descending order. Both the KLF10 and PITX1 TFs appear to contribute 

similarly in several TRNs, as is seen in Figure 5C. However, CUX1 appears to contribute 

differently in dl1101-1105 specifically. It is regulating 12 different targets in this network 

and appears to have more downregulatory rather than upregulatory interactions. The 

expression of the CUX1 gene (RPKM) across all mutants is illustrated in Figure 6B. 

Expression in the dl1101 mutant is especially high, with levels in all other mutant being 

close to background. They are comparable to the CUX1 expression levels seen in the 

uninfected sample. This is also true of the CYTH2 gene, which is a closely related 

interaction partner of CUX1 (see Figure 6C). The expression pattern of CYTH2 in all 

mutants shows an upregulation in dl1101. This extreme trend is not seen in any other TFs 

(of the 20 chosen for TRN reconstruction), for any of the mutants. These Figures are shown 

in the supplementary section. The TRN representation of dl1132 is shown in Figure 6D, 

with a threshold of 0.115, once again. Visually, it is evident that this TRN contains more 

positive interactions than seen for dl1101, which is surprising, given the overall 

downregulatory phenotype seen previously. The two most highly connected TFs in this 

case are PITX1 and CREB3L2, both of which appear to have mostly uniform contributions 

to TRNs across the board (Figure 5D). Additionally, gene expression of these two TFs in 

mutants doesn’t show a strongly biased response towards dl1132 which may suggest that 

these TFs are targeted by E1A to modulate gene expression rather than indirectly 
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upregulated which would allow for increased promoter binding. As an effort to better 

compare both TRNs, the graphs (given the same filtering thresholds) were used to calculate 

the graph edit distance (GED). This quantitative measure allows for an estimate of the 

similarity between two graphs to be estimated. The GED calculates the minimal number of 

“steps” or changes which need to be made to the first TRN network in order to get to the 

second network. Figure 6E demonstrates the comparison between both dl1101 and dl1132 

being 165 steps, which is markedly lower than the distance which is seen when either of 

these TRNs are compared to the original TRN (589 and 568 for both dl1101 and dl1132, 

respectively). This is indicative of the potential similarity of these graphs to one another, 

and perhaps the functional roles of these regions within E1A. 
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Figure 6: Exploring dl1101 and dl1132 TRNs. (A) TRN network representation for dl1101. (B) RPKM expression of the CUX1 
gene across all mutants. The WT virus is highlighted in darker blue to act as a comparison. (C) RPKM expression of the CYTH2 
gene across all mutants. The WT virus is highlighted in darker blue to act as a comparison. (D) TRN network representation for 
dl1132. (E) Stem plot shows the calculated graph edit differences as shown on the x axis. This algorithm calculates the required 
minimal number of steps to get from one graph to another. When running this algorithm, a maximum number of 200 secs was given 
to arrive to an answer. 



 56 

3.5 Exploring the upregulated phenotype of dl1113-dl1116 

Having previously looked at the seemingly downregulated dl1101 (∆4-25) and dl1132 

(∆224-238) mutants, we next take our attention to the E1A subsection covered by dl1113 

(∆169-177) - dl1116 (∆205-221), which covers AAs 169-221. The TRN representation for 

dl1113 (∆169-177) is illustrated in Figure 7A. Both the PITX1 and CRE3L2 TFs are 

highlighted as being highly connected once again. Interestingly, TCF21 also appears 

important with both a very high number of connections, as well as one extremely strong 

positive regulatory interaction with the gene RFC2. The regulatory interactions shown do 

not appear distinctly upregulated, as was expected from this section, although it is evident 

there is more upregulation than is found in the original TRN (Figure 5B). Interestingly, 

when looking at the visual representation of the TRN for dl1114 (∆178-184), shown in 

Figure 7B, two of the most highly connected TFs are identical to dl1113 (∆169-177), that 

is PITX1 and TCF21. Here, the most highly connected TF, by far, is not either of the above, 

but instead PA2G4. It appears to have a wide variety of both stronger/weaker positive and 

negative regulatory effects. PITX1 is again present in the TRN constructed for dl1115 

(∆188-204). Among these TFs highly involved is SMAD3, which is unique to this TRN 

(Figure 7C). Despite these TRNs having identical interaction thresholds to determine the 

number of interactions displayed, this TRN shows few positive interactions, and many 

more negative ones. The same can be said of dl1116 (∆205-221), pictured in Figure 7D, 

which shows a sparse structure, with few interactions strong enough to pass the filtering 

threshold imposed, and even fewer of these being positive regulatory effects. PITX1, 

ZBTB20 and NFE2L2 are the most highly connected TFs here, none of which appear to 

contribute differently across the genome, similarly to PITX1, as discussed earlier. The 
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graph edit distance was calculated for all combinations of these 4 TRNs with each other as 

well as with the original TRN, as shown in Figure 7E. TRNs constructed for dl1113, 

dl1114, dl1115 or dl1116 appear to be much more similar to one another, when directly 

compared. However, when the GED was calculated for each mutant TRN, as compared to 

the original TRN, the distance found was uniformly larger. Figure 7F is a visual 

representation of the most highly connected TFs in all four mutants. TFs which are shared 

amongst the mutants are more likely to highly contribute to the general section phenotype. 

Here, the importance of PITX1 is evident in that all four TRNs (dl1113, dl1114, dl1115, 

dl1116) feature it prominently (Figure 7F). Additionally, the TF TCF21 is shared between 

the TRNs constructed for dl1113 and dl1114, while CREB3L2 was shared by TRNs built 

for dl1113 and dl1115, which is indicative of potentially shared roles or regulators among 

these regions of the E1A gene (Figure 7F). This Venn diagram highlights the close 

relationship shared by dl1113, dl1114 and dl1115. On the other hand, dl1116 does not seem 

nearly as closely related with only PITX1 as a related TF, despite its GED seemingly close 

to the other TRNs (Figures 7E-F).  
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3.6 Motif Analysis reveals potentially important motifs in a global manner 

To control the expression of genes, TFs must bind to regulatory sequences in DNA. These 

TF binding sites often contain conserved AA sequences which allow the binding to occur. 

These are known as DNA binding motifs. To better understand the regulatory interactions 

at hand, motif enrichment analysis was performed based on the union of previously 

determined differentially expressed genes for all mutants, as compared to the WT virus. 

The promoter regions of these genes were searched for enriched (or overrepresented) 

motifs. Figure 8A represents the output resulting from the use of HOMER’s findMotifs 

program, and depicts the most enriched DNA binding motif as the CHR site (cell cycle 

genes homology region), a DNA element with a role in late cell cycle signaling. The top 

25 most enriched motifs are shown in Figure 8B. Visually, it is evident that 4 motifs appear 

to be more present than the rest, that being CHR, E2F, NFY and E2F. Each of these 

identified factors appear to play important roles in cell growth, differentiation as well as 

cell cycle regulation. Next, motif enrichment analysis was performed for each mutant 

separately, by analyzing the promoter regions of each of the separate lists of differentially 

expressed genes. The top 50 most highly enriched motifs in all mutants are shown in Figure 

8C. Interestingly, the 3 most highly expressed motifs are in conjunction with the previous 

analysis done with the union of all genes, that is CHR, NFY and E2F, with an apparent 

importance in mutants dl1101, dl1102, dl1113, dl1114, dl1115 and dl1116, which all 

appear to be driving the apparent importance of these binding sites (Figure 8C). Other 

motifs of interest include the TATA box binding protein interaction motif, which is known 

to interact with E1A, as well as SMAD3’s binding motif, as this was one of the TFs 

previously chosen for TRN reconstruction (Figure 8C).  
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Figure 8: Motif Analysis for all mutants. (A) Output of HOMER’s findMotifs, for the most highly enriched motif, CHR. (B) Bar 
graph demonstrates log p-value of top 25 most enriched motifs, for the union of all mutants. (C) Heatmap represents the log transformed 
p-values associated with the top 50 most enriched motifs, for each E1A deletion mutant. Blue indicates lower p-value, while red 
indicates a higher value.  
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4 - Discussion 
 

4.1 E1A as a molecular hub protein 

Adenovirus, and its E1A proteins, have been widely studied in the past, with many 

works focusing on infection kinetics, or molecular interactions with E1A. Additionally, 

mutational analyses have further supported structural data suggesting a largely disordered 

structure for the E1A protein, as small insertions or deletions fail to affect the global E1A 

phenotype. Rather, these mutations have effects on specific subsets of the function only95. 

Additionally, it was shown that recombinant E1A can be fully denatured by boiling and 

will retain its ability to induce transcription and translocate to the nucleus141. Upon 

comparison of the CR1 and CR2 regions of E1A to the E7 protein of papillomavirus 45 (its 

own molecular hub protein), they were found to share some sequence similarity142. 

Disordered regions have been found in E7, further pointing to this same disorder being 

present in E1A143. Disentangling this lack of structure is important, as it allows for a deeper 

understanding of the molecular mechanisms which could be used to potentially target this 

protein. The way by which E1A can bind to and control the function of many of these 

cellular factors concurrently is something which still requires research. In this work, we 

attempt to dissect and disentangle the roles of different portions of the E1A protein through 

the analysis of TRNs reconstructed for several small E1A deletion mutants. 

A preliminary examination of RNA expression in all deletion mutants reinforces 

the disorder which is hypothesized to be a feature of E1A. Although deletions made ranged 

from approximately 3 to 20 AAs, all mutants were found to have differing RNA expression 

profiles compared to the WT virus (Figure 3A). 144. One aspect of this exploration which 

stood out was the overwhelmingly negative/down-regulation which was seen in many 
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genes and pathways. This may point to the importance of E1A in its role as a molecular 

hub protein and transcriptional activator.  

4.2 E1A control of cell cycle as a tumor suppressor and oncogene 

E1A holds dual roles as both a tumor suppressor and an oncogene55. In the case of 

oncogene properties, to ensure the successful transformation of rodent cells, both the E1A 

and E1B viral genes must be present6. However, E1A can also transform normal cells in 

cooperation with host oncogenes, such as activated RAS6. Further, studies using oncolytic 

adenovirus vectors for therapeutic means have extracted and explored the roles of E1A and 

E1B, separately from one another145. It was found that E1A alone was sufficient in 

maintaining both the oncolysis and replication of replication-competent adenoviruses 

(RCAd). It was also able to mediate the replication and transduction of replication-deficient 

adenoviruses (RDAd). On the other hand, both the E1B proteins studied were found to 

have opposite effects, with E1B-19 kDa enhancing the effects of E1A, and E1B-55 kDa 

antagonizing its effects145. In the case of tumour suppressor properties, E1A has also been 

shown to reverse the transformed phenotype of human tumor cells and repress the growth 

of primary human tumors146. This finding seemed to suggest that, contrary to popular belief 

at the time, the E1A protein may act as a tumor suppressor. Further studies found that 

overexpression of E1A induces apoptosis in host cells. This directed researchers back 

towards the oncogene theory, in that most growth-promoting oncogenes also tend to induce 

apoptosis, a mechanism which must be countered by tumor cells in the context of 

mutations. Another feature of E1A which hints to its importance as a tumor suppressor is 

its ability to convert human tumor cell lines into cells displaying an epithelial phenotype. 

This is the opposite of what we would expect from an oncogene, which typically mediates 

the epithelial to mesenchymal transition, or EMT147. Given what is now known about E1A, 
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its interactions with host cellular proteins, and the overall plasticity of its role, perhaps it 

cannot be referred to as either oncogene or tumor suppressor, in the classical sense. This 

evidence points to the overarching importance of E1A in regulating and activating several 

different molecular hubs, which would begin to explain why small deletions of its 

functional regions may lead to downregulation.  

As mentioned, due to its important dual role in oncogenesis, E1A must have a tight 

handle on cell cycle related genes to induce these cell wide phenotypic changes which will 

inevitably increase the virus production ability of the host. The duality of its role may begin 

to explain the differences seen in our study, in which cell cycle related genes were 

differentially regulated depending on the E1A region which was deleted (Figures 3D-E). 

While mutations made in the region between AAs 169-221 appeared to greatly increase 

expression of cell cycle genes and lead to enrichment of cell cycle related GO terms, 

mutations made from AAs 1-168 appeared to lead to the opposing phenotype. However, in 

support of tumor suppressive activities, E1A regions also had control over apoptosis and 

cell death. Not unexpectedly, mutations found in similar regions of the E1A protein 

appeared to cluster closely with one another when using a hierarchical clustering method 

based on gene expression. While spatially related regions share similar activities, they still 

maintain distinct effects on gene expression with specific differential gene sets (Figure 4E). 

This points to the importance of efficient viral packaging, as viruses have very little 

genomic space with which to encode all their functions. Thus, there are few redundancies, 

and every small section serves a purpose148. However, while redundancies are few, they do 

exist. Several of E1A’s binding partners, such as pRb, p300/400 and even E2F reportedly 

require interactions with multiple regions of the E1A protein. This may explain why certain 
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mutations occurring in distanced regions of the protein still appear to cluster closely to one 

another, as they affect similar functions. For instance, dl1102, which is found in the N-

terminus region of E1A clusters closely with dl1104 (Figure 4E), found in CR1. Both 

regions appear important in binding to p300/40071. Importantly, these distinctions are only 

observable when using appropriate clustering methods. This was not something which was 

seen when PCA was used, with the caveat that use of a PCA requires a strong correlation 

between samples to present defined clusters. If this is not the case, its output is nonsensical, 

as is the case here. On the other hand, hierarchical clustering methods will always find and 

calculate clusters. This should be considered when determining the validity of the clusters 

identified here149.  

4.3 Viral Gene Expression 

In our study, only two viral genes were found to be expressed, that is VAI and VAII 

(Figure 3G). As only the late time point of the early phase of adenoviral infection, that is 

the 72-hour mark, was assayed, it is expected that the bulk of RNA expression has not yet 

occurred to a degree by which it can be measured. While many viral genes were not present 

in the analysis of RNA-Sequencing data, this does not indicate they were completely 

absent, but simply that they may not be highly expressed enough for their presence to be 

detected by the protocol used. Further studies are warranted, in which later time points 

should be assayed. VAI and VAII are small virally encoded RNA molecules, which have 

dsRNA structure like miRNAs. They form tightly structured stems which confer resistance 

to cellular defense systems150. Throughout infection, they accumulate in the cytoplasm 

where they block expression of specific reporter genes through binding of complementary 

sequences151. Prior studies have demonstrated they are necessary to ensure efficient protein 

synthesis during late adenoviral infection. For instance, VAI itself has been shown to 



 65 

promote an accumulation of its own transcript, which may explain its heightened presence 

in this case152. This evidence may indicate an abundance of VAI and VAII as compared to 

other viral genes, which can represent the reasoning behind their solitary presence in this 

analysis. When comparing the mutants to one another, it was evident that many 

demonstrated similar VAI/VAII expression when compared to the WT virus. However, 

several mutants, notably, dl1101, dl1132 and dl1135 had incredibly low viral gene 

expression, which may indicate they hold important functions in viral gene expression and 

regulation.  

4.4 TRN construction 

In first constructing our original TRN (Figure 5E), which is inclusive of all 

regulatory information from all mutants, two TFs came to light.  

 

4.4.1 PA2G4 

First, while many of the strong regulatory interactions mapped appeared to be 

negative, PA2G4 itself appeared to be a strongly connected regulator, with mostly positive 

interactions. Also known as proliferation-associated G4, PA2G4 encodes an RNA binding 

protein which is involved in growth regulation. It is heavily associated with several cancers, 

with both oncogene and tumour suppressor roles. Additionally, this protein has a predicted 

amphipathic helical domain allowing it to interact directly with DNA and proteins. It holds 

an important role in binding to the E2F1 promoter element, with the help of the Rb protein 

and Sin3A153. It appears that PA2G4 is positively regulating several genes related to cell 

cycle pathways, which may indicate its role could be dampened in a fully functional E1A 

protein, to ensure proper cell cycling according to viral needs. Although there is currently 

no strong association between E1A and PA2G4, the gene has been found to be one of many 
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differentially expressed genes involved in proliferation during the early phase of 

adenovirus infection 154.  

  

4.4.2 PITX1 

Another TF of interest is PITX1, also known as paired-like homeodomain 

transcription factor 1. This TF appears to be similarly involved in TFs constructed for most, 

if not all, mutants, which could indicate either an essential role for this TF throughout E1A, 

or an unimportance. PITX1, as such, has not been associated with adenovirus, or E1A, but 

is hypothesized to play an important role in cancer formation, as a tumour suppressor. It is 

a known repressor of the hTERT gene, which leads to the inhibition of elongation of the 

telomere repeat sequences necessary to cellular immortalization155. In certain cells, PITX1 

has even been reported to increase expression of the p53 gene at both the mRNA and 

protein levels, a gene which negatively regulates cell division, an process which would 

negatively affect the virus156. The seemingly important role of PITX1 in regulating cell 

proliferation may be one of the aspects which makes it so uniformly involved in all TRNs 

constructed here.  

 

4.4.3 EGR1 

The EGR1 gene (early growth response factor 1) was also highlighted in our study 

as being differentially functional in many of the mutant TRNs, with a strong contribution 

when deletions were made from AAs 20-168 and 205-221. Essentially, its behavior 

opposes that of PITX1. EGR1 plays a dual role in different signaling pathways, and has 

also been shown to have an importance in cancer formation. It has been found to regulate 

the attachment and survival of normal cells, but to induce apoptosis in abnormal cells with 
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decreased adhesion157. In several studies, EGR1 has also been shown to increase 

proliferation of tumor cells through modulation of the cell cycle158,159. These roles may 

indicate the importance of EGR1 in the context of E1A, in that E1A fulfills an important 

role in cell cycle function, namely the induction of S phase to allow for virus multiplication. 

The DNA binding region of EGR1 is composed of 3 classical zinc finger motifs and is 

commonly found co-localized with CpG islands throughout the genome. ChIP-chip studies 

have shown that this TF may bind to a variety of promoters of actively transcribed genes 

throughout the genome, and, through its binding, may change the current occupancy of 

these sites by other binding proteins160. This is indicative of the various number of 

functions this TF can enact. EGR1 may interact with several regions of E1A, possible both 

directly and indirectly, to enact many different types of functions, explaining why its 

functions appear to change depending on the mutant region.  

 

4.4.4 dl1101 vs. dl1132 – The downregulated phenotype 

In previous studies, a deletion in dl1101 was shown to decrease the hepatotoxicity 

of adenoviral therapy vectors greatly, indicating an important role in viral replication161. 

This is backed up by viral kinetics studies which have shown dl1101 to have a significantly 

reduced ability to synthesize viral genomes as well as to induce S phase in host cells56. 

Additionally, induction of cell cycle genes in dl1132 was significantly lower than in the 

WT virus116. This evidence aligns with our findings in which both the dl1101 mutant, 

which is a deletion of AAs 4-25, and the dl1132 mutant, which is deletion of AAs 224-238, 

appear to have a visibly downregulated phenotype both in terms of host and viral genes. It 

should not be ignored that both of these mutants also demonstrate a reduced ability to 

induce viral gene expression, as compared to the WT virus56. Thus, it may be possible that 
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the “downregulated” phenotype observed here is simply due to the lack of an ability to 

induce viral gene expression, as opposed to a specific phenotype relating to the cell cycle 

related genes. This caveat should be considered in the rest of this section. When TRNs 

reconstructed for both mutants are compared using the quantitative GED approach, both 

mutant TRNs are markedly closer to one another than they are to the wildtype E1A TRN 

(Figure 6E). However, this is expected given that, as the wildtype E1A TRN includes 

regulatory information from all mutants at once, it is more likely to contain a larger number 

of regulatory interactions which surpass the filtering threshold. As such, it is likely that the 

graph will be less sparse, and thus always largely different from any of the mutants. 

Although both dl1101 and dl1132 demonstrate downregulated phenotypes, the evidence 

present cannot allow us to determine whether they perform similarly within the context of 

E1A regulation. In fact, it is much more likely that, while both sections are important in 

the positive regulation of genes in a normally functioning E1A, they do so in completely 

different ways. In fact, the most prominent TF in the TRN constructed for dl1101 is CUX1, 

which is a TF with four different DNA-binding domains (Figure 6A). Prior studies have 

shown an importance in cancer formation, especially relating to CUX1’s role in cell 

proliferation, differentiation and migration162. Many of CUX1’s downstream target genes 

have also been reported to play a role in cell cycle progression, including CYTH2, which 

is involved in cytoskeletal rearrangement163. As shown previously, the mRNA levels of 

both CYTH2 and CUX1 across all mutants showed an incredibly highly skewed response 

towards dl1101, which may indicate the importance of this N-terminal region of E1A in 

suppressing the activity of this TF.  
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4.4.5 dl1113-dl1116 – The upregulated phenotype 

While both dl1101 and dl1132 demonstrated interestingly downregulated 

phenotypes, dl1113 (∆169-177), dl1114 (∆178-184), dl1115 (∆188-204) and dl1116 

(∆205-221) all showed an upregulated phenotype, more specifically regarding the cell 

cycle related genes. Mutations within this region almost seem to garner a gain of function 

phenotype. It is important to consider that while dl1115-1116 are both found within the 

second exon of the E1A protein, dl1113-1114 are mutations made within the unique region 

of E1A, also known as conserved region 3. These regions may contribute more to this 

overall phenotype, something which is confirmed by abundant interactions present within 

their respective TRNs. This region is only present in the largest protein isoform (13S) and 

has important roles in transactivation, although these roles have been stipulated to extend 

up to AA 204, which would also include dl111596. This may start to explain the closer 

relationship observed between these three graphs in terms of common TFs (Figure 7F). In 

prior kinetics studies, dl1116 mutants have shown viral titers and genome counts 

comparable to that of WT. However, expression of related viral genes was found to be 

downregulated116. It is interesting that a deletion of either of these 4 deletion spots would 

lead to such increased expression of cell cycle related genes, especially given this section 

plays a role in transactivation. This could be related to the virus’ need to slow or dampen 

the cell cycle, to ensure that necessary resources for viral replication are efficiently 

allocated instead of being used for cellular division.  In fact, according to previous studies, 

these mutations have a negative effect on CR3 transactivation, with the exception of 

dl111696. In fact, there is little known about dl1113-1115, as shown in Table 1. On the 

other hand, dl1116 shows a poor ability to induce viral gene expression56. This evidence 

points towards all 4 mutants having downregulatory phenotypes. The exact opposite of this 
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effect is observed within the cell cycle related genes, thus indicating this could be a true 

effect and not simply related to increased viral replicaton (as is seen for dl1101 and dl1132).  

The construction of TRNs here was performed using only RNA-Sequencing data, 

which does incur some caveats. Measuring RNA expression can be incredibly useful as it 

provides information regarding the flow of genomic information through to the mRNA 

state. However, it fails to account for the state of chromatin and the availability of TF 

binding sites on the genome164. This type of information is critical to the proper selection 

of TFs in the reconstruction process. As such, it becomes important to evaluate the results 

obtained from such TRNs critically, and to validate any assumptions with further 

confirmation experiments.  

 

4.5 TF binding to DNA motifs 

When analyzing regulation at the transcriptional level, it becomes important to 

consider not only gene expression, which can give information as to which genes are or are 

not being stimulated, but also to the elements which ensure their regulation. TFs themselves 

bind to discrete sets of DNA sequences, which are referred to as a binding motif165. 

Extracting information about the available DNA binding motifs within a specific condition 

allows for a better estimation of the regulatory interactions occurring. One such enriched 

motif, as per the totality of the genes, is the cell cycle genes homology region (CHR), which 

has been identified as a DNA element with an important role in transcriptional regulation 

of late cell cycle genes (Figure 8A). As the prominent role of E1A in regulation of the cell 

cycle has already been established, this is hardly surprising. There is a large spectrum of 

CHR elements within the genome, with four different variants of the motif known. Of the 

four, one motif, TAGGAA has been found to be functional with an adjacent E2F binding 
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site166. Moreover, several E2F binding domains also appear in the list of enriched domains. 

Of interest is the fact that PA2G4, one of the most highly influential TFs found in our 

original TRN is known to bind to E2F binding motifs as well. This highlights the potential 

importance of this TF in the scope of E1A’s functionality. Of the other enriched motifs 

found in this analysis, it should be noted that there were no other found matches between 

TFs and their motifs, from the TFs selected for TRN reconstruction (Figure 8C). This is 

not altogether surprising given the importance of transcriptional regulation not only 

through cis, or local mechanisms, but also through trans pathways. TFs may bind at the 

promoter regions, as were queried in this motif enrichment analysis, but there also several 

interactions which occur at distal enhancer sites, which are unaccounted for here164.  

 

4.6 Future Directions 

In future works, we look forward to improving upon our established pipeline in 

order to achieve more meaningful results, and to confirm the observations made thus far. 

First, it would be of interest to repeat the reconstruction of TRNs, but with the use of either 

ATAC or ChIP sequencing information. Chromatin accessibility is crucial to ensure gene 

expression and its regulation, and both these techniques represents ways by which this 

accessibility could be queried167. Motif enrichment analysis should then be repeated, to 

detect overrepresented DNA binding motifs found within the accessible regions of the 

human genome. These motifs can then aid in identifying TFs which are more likely to be 

phenotypically relevant. In this case, TFs were chosen based on mRNA expression alone, 

which may not represent their ongoing functionality. In fact, some groups have even started 

using epigenetic data (ChIP-Seq) to better inform the modeling of network relationships. 

These computational methods allows for the detection of events of co-regulation in which 
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two TFs are acting concurrently to enact gene regulation168. This may represent a potential 

avenue for future studies, in which the reconstruction of TRNs can be based on the 

exchange of information between epigenetically accessible motifs. Additionally, our 

current analysis focuses on gene expression at a single time point of adenovirus infection, 

that is 72 hours after infection. In IMR90 cells, as were used here, this represents late 

infection. It would be of interest to collect data at several other time points, such as 24 and 

48 hours. This would allow for a more nuanced understanding of the transcriptional 

regulatory networks which surround E1A’s function, and the way by which they change 

throughout infection. It has been established that E1A has several functions, all of which 

are important at various time points throughout infection, such as activation of viral early 

gene expression, induction of cellular S-phase and immune evasion, to name a few57. As 

such, it is logical that E1A would modify its regulatory interactions to ensure only the 

correct regulatory modules are activated at the precisely correct time to ensure viral 

reproduction. Lastly, this study has identified several putative regulators of E1A induced 

TRNs (CUX1, PA2G4, PITX1, EGR1). However, with the predictive nature of the work 

done here, it gets important to validate such approximations through experimental work. 

The intent is be to repeat the current experimental setup, with cells expressing specific TF 

K/O. This would allow for an analysis of E1A’s function without the presence of a specific 

TF, resulting in a confirmation of our findings.  
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5 – Conclusion  
 
 In this work, we have demonstrated the diversity of interactions and regulatory 

effects which E1A may have within host cells, further cementing its importance as a 

molecular hub protein. We have identified several TFs previously unrelated to the HAdV-

5 E1A protein, that is PITX1, CUX1, EGR1 and PA2G4. Confirmation experiments should 

be performed to solidify the importance of these proteins in adenoviral infection. Lastly, 

important TF binding motifs were identified in the promoter regions of differentially 

regulated genes. These provide a preliminary insight into the DNA binding which occurs 

in these experimental conditions. A deeper analysis using genome accessibility information 

will be required. In the future, this pipeline can be used for a longitudinal time course 

analysis of the infection. This work has opened avenues for studying adenovirus’ E1A 

protein more closely, as well as other viral infections and related proteins, using TRNs. 

The importance of this advancement can be clearly found in the potential of having the 

ability to determine the exact regulatory mechanisms in play during infection.   
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