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Abstract 

In reecnt. years, research in narrow-band digital spI't'dl l'odin!!, lias adlil'\,(,,1 ~llod 

quaJity speech codC'rs at low rates of ,LS ta 8.0 kb/s. This t IH'sis l'X(lIIll1\('~ tilt' Jlld hud 

proposed by W.B. Kleijl1 called prototyp<' wa\,('forl1l interpolatioll (P""I) for l'odill!!, 

the voiced sections of speech cfficiently to achil'v(' a coder l)('low ·I.t: J.. hl s \\' Il tlt' Illel i 1\ 

taining, evel1 impl'oving, the pcrC<'ptual quality of cml'I'nt. co<kl's. 

In examining t.he PWI 111<'t.1Iod, it. was found t.hat é\lth()u~h tll<' 1I\('!'hod N'llt'J­

ally worb very well thcrc are occasional scctions of t.1\(' l'<'colls!,rudl,d voit't'd SPI'I't h 

where audible distortion can 1)(' heard, ('v('n wl)(,11 th, pl'ot.ot.Ypt'S é\1'(' ilOt. ql\,lllt.iz{'11. 

The research undertakcll in this t.!H'sis {m'uses 011 t.hl' flllldélllwllLd prillciplt's l)I'hillt! 

modelling vuiced speech using PWI instead of fOCllsillg 01\ bit, cillocat.ioll for l'll('od­

ing the prototypes. Problems ill the PWI lIH'thod al'I' roul\d t.ha\' lIlily hl' h,I\'(' hl 't'II 

overlooked as encoding crror if full ('ncoding WC'I'C illlplt'IIH'lIkd. 

Kleij n uses PvVI to repl'escn t voiced s('ctiolls of t.!\(' ('xci tctl.iol\ sigllill wh i('h t8 tilt' 

residual obtained artel' the l'emoVet! of shOlt-t.CI'III l'<'dlllltlélllcit's hy él lillt'tll' pl't'dit t.ivt· 

filter. Thc pl'oblcm with this mcthod is t.hat whell t,Jlf' PWI J(·collst,l'lIct,l·d (·xcitat.ioll 

is pdssed through the inverse filtcl' 1.0 syntll('si~<' t.h(· sppech IIl1dPHil'('d {'frl'( t,H O{'{'\II 

due to t.hc time-varying nature of t!\{' filte!'. The J'(·('()nst,rllct.t'd SpI'('1 h \lIclY haVI' 

undesired envelope variations which l'esllit in audible warbl<'. 

This thesis proposes an cncrgy fixup t.o sllloot.hen th(' :-'YIlt.!lt'si,wd Sl)('('( Il ('I\VI'lop<' 

when the interpolation proccdUl'c rails 1.0 providc tilt' SlIlootlt liJwill' J'('sult Util!, iH 

desired. Further investigation, howcver, leads to the fi/Jal proposai in t.ltis t11f':-.is t.h,tI, 

PWI should be perforrncd on the c1ean Sp(I('ch sigllal instc'ad of I.he· ('xe it.al iOIl 1.0 

achieve consistcntly reliable l'csull.s ror ail voiœd fratrlt's. 



Sommaire 

La f('c/WI ('(, ('Il codagp numérique de la parole bande étf(~ite durant les dernières 

anrlc~es a J)/(Hlllit des codeurs de bonne qualité de parole à tes taux aussi bas que 

tj.~ iL 8.0 hb/s. La présente t.h(~se examine la méthode proposée par W. B. Kleijn 

appel(.e int'I polatioTl d'un signal prototype (abrégé PWI pOUl' prototype waveform 

l1lh l'pola 1 UJlI ) pour coder les sections voisées de la parole d'une manière efficace, afin 

dp rf'aliser 1111 ('odpul iL un taux plus bas que 4.8 kb/s tout en maintenant et même 

am(!liorallt 1;\ qllalite~ perccptuelle des codeurs exi~tants. 

J\pl'(>~ ,'eXaITWll dc' la JlIéthodp PWI, il fut conclu que malgré le bon rendement de 

la lIu;UlOde, il c'xistc occasionnellement des sections de parole voisée reconstruite où 

dc's alldible~ distortiolls étaient perçues, mème sans quantification des prototypes. La 

['('('he'I'c1\{' accolllplie dalls cett(· thèse sc concentre sur les principes fondamentaux de 

la IIH)de;li:·mt.ioll dp la parole voisée au lieu de s'acharner sur l'allocation des bits pour 

le codage (/('S prototypes. Des problèmes inhérents à la méthode PWI sont repérés 

qui iHlrétit pli passel' pOlir des erreurs de codages. 

Klc'ijn ut.ilis(' P\VI pour représenter les sections voisées du signal d'excitation, qui 

Cil fait est le résiduel obtenu après l'extraction des redondances à courte-terme dans 

la parole, ~I l'aide d'un filtre de prédiction linéaire. Le problème détecté est que 

qUélud Il' sigllal d'excitation reconstruit par PWI est passé par le filtre inverse afin 

d(' synthe;t,is('r la parole des indésirables effets apparaissent d us au filtrage adaptatif. 

La parole r(,collst.ruit.e peut exhiber unt' enveloppe indésirable dont le résultat est un 

gawuill('llwllt. éludible. 

C('Ue thè>sc propose une compensation d'énergie pour lisser l'enveloppe de la parole 

syllt.hét.is~(' qUéllld la procédure d'interpolation ne produit pas le résultat linéaire 

('(. lisse' qui est. d~siré. De plus profondes investigations sur le sujet conduisent à 

la dC'l'Ili{>re propositioll de cette thèse qui stipule que la méthode PWI devrait être 

appliqu(-(> sm 1(· signal de parole original plutot que sur l'excitation, afin de réaliser 

des r<-suIt.ats consistpnts ct, bien fondés pour toutes les fenêtres voisées. 
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Chapter 1 

Introduction 

In modern commullications syst('IlIS signfds art' sdlllplt'd fll\(1 ('lIcodt'd di.l!,it ,dly IlIto hl 

nary infornu.tion streams for transmission thl'ollgh I.h(' ('h<lIlIl('1 ,lIId tlll'sC' illlollll"tloll 

streams are decoded by the receiver t,o l'Pcollstl'lld th .. éllI,do!!, ..,i.l!,lI,d DI.I!,I!.'" Si1-!,l1.ds 

can be transmitted through a challllel with JlIillilll,d loss III «ualit,v I>y ('Il('odill1-!, 1.111' 

signal with errol' protection which aids t Il<' l't'n'ivc'I' ill lllélkillP; 1.11<' d(·( isi()Il~. 

An analog speech signal for tpl('phollc COllllllllllic,lI,iOTl is h,1I1dlilllit.('d 1H'low ,1 kllz 

by passing il, through a low-pass filtel with ft :U kHII clltofr fW(j1wllcy dlld tll('1I 

sarnpling at an 8 kth Rampling frcqlH'llcy t,o 1'('1)(':'('111, il, clS ;111 illt.qt;(·1 sl.lI·<l1I1. FOI 

terrestrial telephollc TlC'tworks. simplp pulsp-codpd lIIodlllcltioli (PCM) i:-. IIs(ld 1,0 (()II­

vert the informatic illto a 6,1 His (kilo-hits/S('c) hillclry :,1,J(·éllll. J)('spitC' 1.111' Il«'tlvy 

user demand, the terresttial nctwOl k is ahl<' 1,0 accollllllodat(· t1w /ll.llly (il\ Idl/:' :-.i1-!,l1tlls 

by installillg a sufficicnt Ilumb('1 of ll'ansllli:,..,ioll lillPs. 

In mobilecommunication:-., 011 tht' othe!' hand, V('ly low bit l,I1,(' «(ld!'ls ,1I1·d(·..,il(·d 

because of the bandwidth collstraillt..,. In 1 !)89 ail H kbls v('c!,or "11111 ('xcil,('d li 111',11 

prediction (VSELP) [1] speech coder was establi~I){'d ill Uw IS-.-1 s!,c1I1();lId for t111' 

North American digital cellular sy~t('lIl. A half-ratf' 1 khi:, codpr is abo d(':,i/l'd 1.0 

allow the system to accornrnodalC' the gl'owillg WWI dellland [l] AI"o ÎII l'JH!J, il 1,H 

kb/s cocle-excitcd linear prediction (CELP) speech cod('f Wél:, ('.,tclhli~lJ('d i" t!J(' 1 LS 

federal 1016 ~tandard for the IJnited State., D(·paltnH'll1. of J)d(·,,~(, [:~l Ail ('W'1I 
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Figure 1.1: Speech production model 
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lower bit rate is desirable and while the 1016 coder offers highly intelligible speech 

reproduction it is often unnatural sounding and distorted. The research for a high 

qllality ~ kb/~ (or 100V!>r) speech coder thercfore continues. This thesis investigates a 

promisillg llH'thod for achievillg su eh a coder. 

A cod('" ('ompr<'ssf'S t1H' SOI1l'CC data by rcmoving redundant information. The 

r('c('iver J111Ist know t.he compressioll mechanism to decompress the data. eoders in­

t.(lllded Sl)('cifically for speech signaIs employ schemes which mode! the characteristics 

of hUIlHlII slH'ech 1,0 achieve an <,conomical representation of the speech. 

A simple block diagram of a speech production system is shown in Fig. 1.1. Airflow 

frolll tlw ItlIIgs pass('s through the opening between the vocal folds called the glottis. 

The size of the' opming is varied to constrict the airflow and create turbulence. This 

wavc' is call('d t.he glottal excitation. ft excites the vocal tract which shapes the wave 

wit.h a spectral (lllvelope kllOWIl as the formant structure (the formants are the energy 

I)('aks il) Il)(' spectral structure, corresponding to resonances) [4J. Speech coders can 

take advélnt.agf' of the formant. st\'llcture by applying modelling techniques. 

Many low rat.e codcrs, for ('xarnplC', modrl the effects of the vocal tract by a linear 

predictive (LP) filt.er. l'Il<' speech signal can be passed through an LP fil ter to remove 

the formant st l'net 11)'('. This procedure leaves a lower energy residual to be encoded 

alollg with the' fill,('r pardllletcrs. This residual is called the excitation signal for the 

purposes of t his t hesis. 

The model can be furthcr refincd by classifying speech into voiced and unvoiced 

s(·gment.s, with the voic(>d segments having a highly periodic nature such as for vowel 

2 



sounds. Voiced speech has a very high level of redundallcy which can \)(' t'xploit('d 

using, for example, another LP filtel', this til11<' 1,0 mode! t.ht' pt'riodic and illlPlllsi ,'t' 

waveform produced by the glotti", This LP filter wOllld t'mploy IOllp;t'r dt'I"ys t helll 

the previously discussed filter which employs 8hol t ddays. Il is ('alled t.ht' 101/11-11'1"/11 

LP filter or the plfch fil ter while the other is call(·d t.h(' ... 11 0 1'1-1 r 1'1/1 Li> tilt ,'1' or fOI':1/flIl/ 

filter. 

Speech coding methods which cmploy LP filters art' knowlI as lillt'al prt'(lict iV<' 

coding (LPC) rnethods, CELP has proven to be a partinl1arly ('If(,(,t.i\,(' implc'lIlt'nt iI­

tion of LPC coding, Sorne other schcmes which have al. 1.('\11 pt ('(1 1.0 t'fl't,ctiV<'ly <'II('od(' 

voiced speech at low bit rates are single-pulse excitat.ion (SPE) p')] alld sinusoïdal 

coding [6]. 

Traditionally, error criteria callC'd distortion llH'élSUrt'S which compare' tilt' tc'COII­

structed signal sample-by-sample 1,0 the origillal siglled hr\.V(' h('('11 IIS('<1 t.o ('v"llIa.l.<­

coder quality and to optimize the quantizélt.ioll pt'rfortlwd ill ail ('lIcotlin,l!, frrllll('. 

CELP, single-pulse excit.ation, and sinllsoidal eotlers all ('lIIploy SII( Il disto\'t.ioll m(·t!­

sures. At low bit rates, however, such sarnplt'-hy-sarnpl(' signcll-t.o-noiM· \'(\t.io (SN H) 

measures may Ilot reflect weil the perccptual qllalit.y of the rt·( ollstrllct.(·d sl>('('('h, ('W'II 

when so-called perccptual weighting filtcrs are US(·tI 1.0 shape' tlu' ('l'roI, 

A method for coding voiccd speech eallcd protot.ype wav('form illt.(·1 POlilt.ioll (PWI) 

has been recently proposed in [7, 8,9, 10] which ('xploit:-; tilt' Iwriodic IléIt.UJ'(· of il voin'd 

speech frame by extracting and eneoding only a protot.yp<' J't'PIt'sC'llt,ativ(' of 011(' pil.<" 

cycle of the waveform for each update frame, instead of <'llCodillg ('\'('1 y pit,ch />lIls<' 

in the frame, A frame of speech is rccollstructed by int('rpolatillg frolll olle prot.otyP(· 

waveform to the next. The interpolation is allowed to proC<'('d natl1l'ally 1.0 plOdll(,(' 

a smoothly cvolving wavcform. The synthesizcd ~igllal is Ilot fOl ( ('d 1,0 lIlai"taill 

sample- by-sample phase synchrony with the origi flal signal. TlwH'fof(', il sa trIpl('-by­

sample SNR criterion is not imposed on the sYllthe:,ized ~I)('('ch frallw, SI\( Il distortion 

measures are used for encoding the prototypes only, 

The objective of PWI is not only to achieve a lower hit rate over otber cod('rs, 
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but also ta adlicvc higher quality speech reconstruction by preserving fundamental 

charact.eri~lics of voiced speech - ils high level of periodicity and continuously time­

varying l'ad. period. Traditional coders are driven to maximize the weighted SNR 

instead of plcserving the charadcristics of the speech. 

If. has b('('11 slIggcsted that PWI coding can produce high quality voiced speech 

at rat.es bdow 1 kh/s [8], even as low as 2.6 kb/s [9]. The coder must be integrated 

with anotll<'r schcmc for cncoding the unvoiced segments of the speech. An obvious 

candidate is t.he lillear predictive scheme CELP used by the 1016 standard. 

1.1 Overview of Thesis 

This thesis is Ct study of the ncwly proposed prototype waveform interpolation scheme 

proposcd fol' coding speech at low rates below 4 kb/s. Since the current literature on 

PWI com('s only from Hs originator Kleijn, t.he goal of this research is to deterrnine 

some of the dd.ails required to cffcctively irnplement a PWI coder (details that are 

Ilot prcs('lüed in KIC'ijn's papers), to investigate the theoretical soundness of using 

PWI, alld to suggest solutions or improvements to problems found. 

Chapt.cI' 2 pl'ovides a background on sorne of the current low-rate speech coding 

techniques. The crnphasis is on linear predictive coding using CELP because it is 

a currellt st.rlndal'd and because it is the rnethod chosen for integration with PWI 

for coding t.he ullvoiced frames of speech. Furthermore, the coding scherne proposed 

in [7, 8, ~), 10] in fact applics PWI within an LPC frarnework. The speech is first 

filt,cr<'d by tlw short.-term LP fllter (the formant filter) and th en the PWI method is 

appli<'d on t.h<' excit.ation signal instead of the input speech. A brief description of 

t.he sing}e-plIls(' excitation and sinusoidal coding methods is also provided in Chapter 

2. 

ln Chapt.cr 3, the PWI method is explained in detai!. The representation and 

interpolation of prototype waveforms using the discrete Fourier transform (DFT) is 

formalizcd. The int,C'gration of PWI Wit!l CELP is also discussed, followed by an 
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outline of the bit encoding procedure. 

In the course of the research it. \Vas found that pcrforming P\Vl 011 t.hf' excit.at.ion 

signal does not al ways produce the smooth linear interpolat.ion desin'd ill tl\(' n'­

constructed speech. Undesired cllvdope variations may appC'ar in t.!w J'('('()nst.rud('d 

speech which produce audible warble. Chapter -1 analy~es t.his prohlt'Ill and it. is showll 

to be caused by the time-varying nat.ure of the short-t.('rIll LP fi1t.er. A post.-pI'OCt·ssor 

is suggested for reducing the undcsired envelope by smoothing out th(' r<'( ollst.rud.('d 

speech amplitudes. However, the final proposaI in t.he t.!wsis is t.hat. t.1lt' prot.ot.yp<' 

extraction and interpolation procedure should bc performed on t.!U' ullfilt.('r('d Sp('('ch 

in order to achieve a smooth linear recollstructioll of t.he sp('(·ch. 

The conclusion of this thesis is prest'nted in Chapt.er .1. It, sllllllllari~('s t.!w ohj('('­

tives of PWI for achieving a high qualit.y low-rat.e speech cod('\' and 1.1\(' illlprowlIH'IIt.S 

suggested in this thesis. Finally, areas for furthcr rcsearch arC' propo~'i('d. 

,) 



Chapter 2 

A Background on Sorne Low-Rate 

Speech Coders 

Speech coders Lake advantage of general characteristics that are corn mon to all hu­

man spee('h 1.0 achieve efficient encoding. Coding strategies can be viewed from the 

perspective of r(>ll1oving redundant information or from the perspective of preserv­

ing t.ll'~ k<;>y information in the signal. Speech coders operating at very low rates 

must apply thes(' strategies to cxtrcmes to achieve such low bit rates. The goal is 

1.0 achievc rcconstructed speech that has little perceptual distortion to the original 

despit.e the sllbstantial sample-to-sample error which must exist when using very low 

coding rate.,;. 

The three low-rate speech cod ers described in this chapter have received the most 

intt'l'est fol' 8p('('('h coding in the neighbourhood of 4 kb/s. They are CELP, single­

pulse ('xcitat.ion, and sinusoidal coding. 

6 
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Figure 2.1: LPC coding 

2.1 CELP Coding 

2.1.1 Linear Predictive Coding of Speech 

As was mentioned in the Introduction, speech signaIs exhibit. Ct st.l'lIct.me whi('h call 

be modelled and paramet.rized for efficient. encoding. The vo('al tract 1>1'O<l1I(,('S a 

spectral envelope in the speech, called t.he fOl'lllant. St.lllduf(', whidl hélS sho/'I.-t.(·1'1II 

redundancy. Long-term l'cdundancy exists ill t.he quasi-pel iodic voin'd S(·gllH'Ill.s of 

speech. lu !inear predictive coding (LPC) these redundélllci('s arf' r('rnowd hy ('m­

ploying a short-tenn and a long-term LP filtN, called t,Jw formant. filt.(·1' and pitch 

lUter, rf'spectively. Efficient coding is achicvable silice only a 1111(( h slIIall('r l'('sic/llal 

signal needs to be encoded along with the fil ter pararnet,(·rs. A hlock diagrillIl of LP(; 

coding is shown in Fig. 2.1a. The speech is reconstruded by passing th(! <jllanl.iiwd 

residual through the inverse filters corrcsponding to t.he loug-term and shorl.-f.<·rrrl LI> 

filters, as shown in Fig. 2.1 b. 

The formant filter employs short-term de!ays of n = l, ... , Nf sarnpl(!s. For low-
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rate speech coders a filter order of Nf = 10 is commonly used. The speech sample 

.':1 ( k) is prcdicted by a lincar combination of the Nf previous samples as follows, 

NI 

s(k) = L ans(k - n). (2.1) 
n=l 

The rcsulting error signal at this filter output represents the glottal excitation signal 

and is givell by, 
NI 

c(k) = s(k) - L an.~(k - n). (2.2) 
n=l 

In the z-dornain the formant filter is represented by the transfer function A(z), 

NJ 

A(z) = 1 - L anz-n
• (2.3) 

n=l 

The pitch filt.er employs long-t.erm delays of n = Np - D, ... , Np, ... , Np + D 

samples. Np represents t.he pitch period of t.he current speech frame to the nearest 

sample. Pit,c!t filt,eI's achicve high coding gains in the voieed segments of speech sinee 

the CUI'r<'llt ~c\mple is weil predicted by the sample a pitch period hefore. Normally, 

one or threc filt,er taps are used (D = 0 or 1, respectively). Three filter taps provide for 

an int.<'rpolation betwccn samples t.o correspond to a non-integer pitch period. When 

a OI1<'-tap filt.er is employed, acceptable performance is achieved hy interpolating the 

signal to d hip;hcr sampling resolution, su ch as from an 8 kHz to 16 kHz sampling 

resolutioll (an interpolation procedure is explained in Section 3.1.1). Such one-tap 

filters arc called high resolut.ion pitch filters. A high resolution pitch period may he 

needed for 80ll1C coding schemes such as PWI which are integrated with LPe. 

TIl(' sample C(À') is prcdicted by the sample(s) closest to a pitch period previous 

as follows, 
Np+D 

ê(A') = L bne(k - n) (2.4) 
n=Np-D 

and the re8ult.ant error signal is the residual: 

Np+D 

r(k) = e(k) - 2: bne(k - n) (2.5) 
n=Np-D 
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The z-domain transfer function is: 

Np+D 

B(::) = 1 - L bnz-n. (2.fi) 
n=Np-D 

The predictor coefficients a = (ah,," aN,) and b = (bN,,-D' ... ,bNp'" ., bN,. +-/l) 

are chosen to minimize the energy of the respective ermr signaIs c(ld and 1'( k) and 

thus maximize the prediction gain, defined as: 

(2.7) 

which is the ratio of the variance of the original signal over the variance of t.he ('1'1'01' 

signal. In the case of the pitch filter t.he paranH't.er NI) IIlUSt. also he dd,el'lIIilwd. 

There are two common appl'oaches for minimii',ing th(' ('1'1'01' ('n<'l'p;y, t.he illlt()Cor­

relation ffiethod and the covariancc md,hod (laUice mdhods [Il] al'<' ilOt. disClIss('c! 

here). The system for solving the predictol' coefficiellts using t.Il<' itlltocolTdatiol\ and 

covariance methods is formulated bclow fil'st. fol' the forlllant. fill,(·r. 

Denoting t.he length of a data frame hy N silmplps, th(' approdch of t.Jt(' allt.ocor­

relation method is ta limit the speech signal t.o il fiuit.e illt.(~rval 0 ~: k ~ N - 1. This 

is accomplished by mult.iplying the sigllal by il willdow w,,(k) which is IlOIl-i',('I'(J only 

for 0 ~ k ~ N - 1. Typically, t.he window is choSCH to hc 1·('c1.angular 01' lia III IlIÎllg. 

The data frame extracted is thus, 

x(k) = wA~:)s(k) (2.8) 

and the energy to minimize is: 

(2.9) 

The energy is minimized by taking partial derivatives of the cquat.i'H} ahove wit.h 

respect to the parameters an, n = l, ... , Nf, and setting each of the resulting Nf 

equations to zero. Noting that x( k) = 0 for k < 0, the syst.em of equat.Îorls 1.0 ~iOlve is 

N, +00 +00 
LaI L x(k - n)x(k - i) = L x(k)x(k - n), n = l, ... , Nf. (2.10) 
i=l k=n k=n 
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Defining the autocorrelation function of x(k) as 

N-l 

R(n) = L x(k)x(k - n) (2.11) 
k=n 

and noting that R(n) = R( -n) then the system of equations can be expressed in 

rnatrix fonn as 

R(O) R(I) R(N, -1) al R(1) 

R( 1) R(O) R(N, - 2) a2 R(2) 
(2.12) = 

R(Nf - 1) R(N, - 2) R(O) aNJ R(Nf) 

The autùcorrclation mcthod daes not minimize the error energy inside only the 

desired fnunc (k = 0, ... , N - 1). However, it has the very important property that 

the result,ing formallt filter A(z) is minimum phase and consequently the synthesis 

fil1er l/A(z) is stahle [12]. 

The approach of the covariance method is to window the error signal and thus 

minimize the crrar energy for each frame. The energy to minimize is thus 

+00 
€ = L we(k)e 2 (k) (2.13) 

k=-oo 

where we(k) is non-zero fol' only 0 < k < N -1. For a rectangular window the energy 

to mimimi",e is 

N-I[ ~ ]2 
é= E s(k)-~ans(k-n) (2.14) 

Differentiating with respect to an, n = 1, ... , N" gives the equatiolls 

NJ N-l N-I 

La, L .<;(k - n)s(k - i) = L s(k)s(k - n), n = 1, . .. ,N, . (2.15) 
• =1 k=a k=O 

IJcfining the covariance function of s( k) as 

N-l 

4>(i,j) = L s(k - i)s(k - j) (2.16) 
k=O 

10 



..-_------------------------------------------ -----

thell the system of equations can he expressed in matrix form as 

<p(1,1) <p(1,2) <p(1, Nf) al <p(0,1) 

<p(2, 1) <p(2, 2) <p(2, Nf) a2 </>(0,2) 
(2.17) 

<p(Nf ,1) <p(N" 2) <p(Nf , Nf) aN, <p(0, Nf) 

The covariance method minimizes the error t'nergy fOI" t>ach frallu', but. cloes ilOt. 

guarantee that the filter A(z) is minimum phase and tlwI"t'fort> t.1w syntlwsis filt,t'I" 

l/A(z) may be unstahle. 

When the autocorrelation and covariance Ilwthods arc applit'd t.o dt>t,('rlllin(' t.ht' 

parameters of a pitch filter a system of equations similar to (2.11) or (1.17) is oht.aillt'd 

with, of course, the appropriate filter delay valu('s. Tht' parallH't.<'1 N,,, hO\V!'v('l', IlII1St. 

also be determined. The conventional approach is t.o fi!'st. d<'le'l'Illilw NI' disjoillt.ly 

from the predictor coefficients. It is assumcd that the d('lay N,) shollid ('O!Tf'SpOlld t.o 

the pitch period of the speech and this can he dct('rmilwd hy Sf'al< hing for t.!\(' d<,lay 

which provides the maximum normalized correlatioll ill t.he' ('III'1'('IIt. frallH' of t.\\(' illput. 

speech signal 
N-l 

Ls(k).'l(A: - L) 

N k=O 
p = argmax --~~------:1-:-:-/2 

Imtn<I<lmar [N-I N-I 1 
(;s2(k) ~s2(A: - 1) 

(2.1R) 

in which the search is restricted to a range of pitch periods ellc'ollllt.f,('(,d i/l hUIIlé\1I 

speech. A slight variation on (2.18) is to norrnali7,(' t)l<' com'latioJl IIsing lit(, t('rUl 

Ef=c} s2(k - 1) instead of the denominator in (1.18) since this Opt.illli7.ctf,i\/rl provideH 

maximum prediction for a one-tap pitch filtcr [13]. It is important. 1.0 /lOl.f· t.hat. fol' 

pitch filters the autocorrelation method docs no1. guaran1.ee t.ltat n(z) is llIi/lilllllJll 

phase. 

Line Spectral Frequencies 

When a minimum phase formant filter A(z) is obtaincd its pn·dict.or c(H'fficients must 

be quantized for data transmission. It is dcsired that the reslllt.ing filt.er wit.h quaIl-

11 



tized cocfhcients maintain the minimum phase property. The method discussed here 

is to transfol'lTI the predictor copfficients into !ine spectral frequencies (LSF's) and 

perform the quantization in the LSF domain. 

Givcn a minimum phase filter A(z), its corresponding LSF's are defined to be the 

zeros of the polynomials 

P(z) = A(z) + z-(N+l}A(z-l) 

Q(z) = A(z) - z-(N+l}A(z-l) (2.19) 

The LSF domain is uscful for the quantization of the LPC coefficients because of the 

following propcrties [11]: 

J. ail /,:('r08 of P( z) and Q( z) lie on the unit circle 

2. the 7.eros of P(z) and Q(z) are simple and interlaced with each other 

If the LSF's arc quantized such that the above two properties are maintained, then 

t.he quanti7.cd LSF's can bc used t.o wnstruct a minimum p:lase filter (necessary and 

sufficicnt. condit.ions fol' st.ability are provided in [15]). Methods fol' solving the roots 

of P(z) and Q(z) are presented in [16, 17, 18]. 

ln rnany LPC spcech coders t.he LPC filtering is carried out by interpolating the 

pr<·dict.or coefficients bet.w('cn two successive analysis frames into a subframe level 

sl1ch t.hat. a sllloother t.ransition is achieved. The interpolation is performed in the 

LSF domain t.o guarantee the minimum phase property of the resulting filters. The 

rirst. subfrélllH' hegins in t.he middle of the first analysis frame and the last subframe 

cnds in t.he l11iddle of the second analysis frame. For NSI!~ number of subframes, the 

subframe LSF's are determined by interpolating the LSF's ~ and ~ from the analysis 

frames as follows, 

(2.20) 

in which w, arc the weighting fact.)l's for each subframe. In 1016 CELP subframes of 

one quartcr th(' size of the update lellgth are interpolated as shown in Fig. 2.2. 
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Figure 2.2: LSF subframC' structure 

2.1.2 Code-Excited Linear Prediction 

In Section 2.1.1 the open-Ioop structure dcpictcd in Fig. 2.1 was prc'S('III.('<1 fOI' LPC 

coding. The optimal filter coefficients arc first dctcrlllincd and t!tPIl qllilllt.i,wd, 'l'II(' 

filtering operations leave a residual signal to qlldl\ti~e, The pl'obl{,l1l wit.h ail 01>('11-

loop structure is that sinee the sensitivity of the system mode! j () t.I)(' pa ra.met.(·rs is 

not known, the coder is unable to determine which of the available qllant,i~ed valu('s 

provides the best result. This is especially a problcm for low-rat.e sp('cch ('odillg silln' 

coarse quantizatioll can result in significant errol'. 

To overcome the problcm with open-Ioop qllantizal.ion, t.he approéLC'h of CELP is 

to work backwards by starting with a candidate quallti~('d residuétl v(~rt.or and t.hf'll 

pass it through a candidate quantized filtcr(s) to compal'(' the synt!tesi~(·d l'e~mlt 1,0 t.he 

original signal based on a distortion mcasure. The cod(!r therdore perforrns il c1osed­

loop search over aIl the available quantized residual verton;, called t.he coddJook, ail 

the available gain factors for the rcsidual vector, and ail th(> available filter pararrwt('rs 

to select the best set. This closed-Ioop approach is called anfLly.c;ù,-by-.r.,ynlhu;z.c;. 
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The disadvantage of an analysis-by-synthesis approach is, of course, the compu­

tational effort rcquired by the exhaustive search. Even for low-rate speech coding 

in which a VC'ry limited set of quantized parameters is available, the computational 

effort is too great to allow compact real-time implementation. 

In CELP coders sorne of the following simplifications are often made to reduce the 

search cornplexity. The predictor coefficients for the formant fil ter are determined and 

quanti~ed by open-Ioop techniques. Another simplification is to perform the search 

for tlH' optimal pitch fiIter parameters and residual vector disjointly. The sequential 

optimi~atioll is first performed for the pitch filter by assuming a zero residual vector, 

after whi< Il the rcsidual vector is selectcd. In an analysis-by-synthesis structure the 

pitch filter is often rcfem'd to as the "adaptive" codebook since the coder selects from 

a set of candidate Vf~ctors which are constructed from previous samples. If desired, 

the codebook of residual vectors can be orthogonalized to the winning contribution 

frorn the adaptivc codebook to allow a sequential se arch which is optimal. A diagram 

of a CELP cod('1' is shown in Fig. 2.3. 

The filt.<,1' W(:;) in Fig. 2.3 is a perceptual error weighting filter which deemphasizes 

t.he enol' neal' the the formant frequencies since this error is less perceptible to the 

humall ('al' t.hall t.he equivalent am ou nt of error away from the formants. The formants 

are thus said to have a "spectral masking" effect and the erraI' weighting filter allows 

for the' <,rrol' 1,0 be more concentrated near the formants. The error weighting filter is 

d"finC'd as [:J], 
W(z) = A(z) 

A(~/,) 
(2.21 ) 

which in effpd undoes tllP operation of the resynthesis filLer 1/ A( z) and then resyn­

t.hesiz<,s lIsing the filter I/A(::h). The factor 1/, moves the poles of the synthesis 

HUer c1os(,l' to th<, origin t.o deemphasize the formants. Typically" = 0.75 or 0.8 

is lIsed. An addptive postfilter can also be applied on the output speech for further 

spectral shaping [19]. 
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Figure 2.3: CELP cod('\' 

2.2 Single-Pulse Excitation 

Recently, attempts have been madc 1.0 cncodp speech al. ,ll\h/H or IOW('1 IIHill).!, t!1!' 

single-pulse excitation (SPE) mcthod [5]. SPE is appliC'd 011 t.\1<' voi('('d :·wglll<'Ilt.H of 

sp~ech and CELP is applied on the unvoiccd S(·glll<'lItS. TI)(' itHHlllllpt.ioll IH'hilld SPI'; 

is that for voiced speech the excitation signal is a quasi-pc'riodic impulsc' t.raill alld 

therefore only one impulse per pitch period needs 1.0 he ttaIlHllIil.t<-d. For ('ach IIpdat.c· 

frame, the pulse locations and the pulse amplitudes must. 1)(' ellcoc!<·d illollg wit.t. tllC' 

predictor coefficiellts of the LP formant filtcr. Sinc(' SPE iH impl('IJI('Ill,C'd iIlHic\(· illl 

LPC fmmework and is integrated with CELP, il. cali be cOHsicler('d 1.0 b(· ail LP(: ('odf'r 

with a special choice of excit,~~ion vectors which can achieVC' good sJ)('(~('h qllillil.y al. 

very low bit rates. The CELP coder uscd in the 1I11voicc'd frames do('s 1101. ('lllploy 

an adaptive codcbook, but uses only a fixed stochasl,ic codd>ook sinn' tllC' pit.c!t filt.C'r 

docs not contribute much 1.0 the quality in the lITlvoiccc! fraIw·s. A block cliagrarn (Jf ail 

SPE-CELP coder is shown in Fig. 2.4. An exarnple of a voin'd/"Jlvoic ccl da~sirical,ioll 

scheme is described is Section 3.2.1. A three-hit voic:ed/lIllvoin'd c1assificatioJl is usc'cl 

in [5] to allow for a transition to occur al. a subfrarne iTl~idc' UIC' upcl,t1,(· [ralll<!. 
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Figure 2.4: Single-pulse excitation coder 

k) 

The selection of the pulse locations and amplitudes is performed byan analysis­

by-synthesis SNR based approach. Candidate excitation signaIs are passed through 

the formant synthesis filter and the synthesized speech is compared to the original 

by ('omputing an error distance measure. The measure in [5] is a cost function which 

penalizcs a low spcctrally weighted SNR and also inconsistencies between the current 

candidate puls('s and the previous pulses. The inconsistencies are checked using an 

('stimatf' of the aV<'rage pitch period and the pulse amplitudes. 

The SPI<: appl'Oach of modelling a voiced excitation signal by a quasi-periodic 

impulse train is similar t.o t.he approach in artificial speech Sy nthesizers of passing 

an impuls(' train t hrollgh a vocal tract model. It is therefore not surprising that 

SPE ('an sufft'I' [rom an al'tificial huzzy charader that is corn mon to similar speech 

synthesizt'l's. SPE does, nevertheless, pl'ovide very intelligible speech reconstruction 

al very low bit rates. 
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2.3 Sinusoidal Coding 

Another speech coding stratcgy which has rcceived Illuch invest.igat.ioll for coding 

at low rates is sinusoidal coding. The motivation hchind sinusoidal coding is that 

hecause of the periodic nature of voin'cl speech, the speech can he w(·11 l"C.'pn·sPllt(·d hy 

a sum of sinusoids. A frame of speech is represent.cd by a limit.ed 1I1I11ll)('r of simlsoidal 

components whose frequencies, amplitudes, and phases must. Ll(' ('lIcod{·d. A sinusoidal 

coder attempts to extract the key frequellcy componcnts ill a fldmt' of sp{·pch. In 

harmonie coding approaches, the sillusoids are ChOSŒ to 1)(' lIIull.iplt's of t.llt' pitch 

period and therefore the frequencies can he encoded (·fficit'ntly. I(ow('v('r, p;(,Il('ra,li~('d 

frequeney approaches offer t.he flexibilit.y to allow for t.lH' sinusoidal J"(·I)J'(·s{·Ilt.at.ioll 

of unvoiced speech. For the generalized freqm'ncy 1l1Odt'1 th(' 1//h Sp(·(·('h frall\(' is 

modelled by [6], 
L(n) 

8(n) (~.) = E A~n) eJo~n) eJkw~"). (2.22) 
/=1 

The gencralized frequency approach is t.o orst comput.e t.ll<' shorl.-I.illl{· FOlll'i('r 

transform (STFT) of a speech frame using a discrete Fomi('r tJ"allsfol'm (DFT) or a 

fast Fourier transform (FFT) as follows, 

N-t 

S(m) = L w(k)s(k)(eJ27r/Ntkm (2.2:1 ) 
k=O 

in which w(k) is a window. From the STFT an analysis-by-sYlltll<'sis search IS P('I"­

formed to extract a Iimited number of sinusoids whiclt provide f.Jl(' I)('st sl)('(·ch n'colI­

struction based on an SNR critcrion. '1'0 rccollstruct the Sp('('ch f, arn(' 1.11(' siJllIsoid 

parameters are interpolated from one frame to t.he next to avoid disco/ltinuit.it's ai, 

the frame boundaries. The sinusoids must he matched IIp IIsing il frall)('-t,o-frauJ(' 

peak matching algorithm. Such algorithms must allow for t h(· "birth" illld "d('aUI" 

of sinusoids which cannot he matchcd. The amplitwk<; of !JI<' mat,dJed lH'aks cali 1)(' 

linearly interpolated but more sophisticated pl'occd\ll'('s IlIllst 1)(· IIsed to illl.(·rpolate 

the phase and frequency since the frequency is the d('rivative of t1J(~ pha.<;(~ and th(~ 

phase is represented cyclically, modulo-27r. A block diagram of a sinusoidal codillg 
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scheme is shown in Fig. 2.5. 
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Chapter 3 

Prototype Waveform 

Interpolation 

Some speech coders which exploit the periodic nature of voiced speech W('I'(' disclIss(·d 

in the previous chapter. In CELP coding a long-term LP filt.er is us('d to r('('Onstruc\. 

a sam pIe from the previous pitch pulse. In SPE t.he excit.at.ion signal for voi('(·d SI)('('('" 

is represented by only its most important featurc - a single impuls(' pel' pit.c" I)('riod, 

Sinusoidal coding encodes voiced speech effectivcly b('CiUlSC of it.s harmonÏC' lIat.urt . 

While these three methods ccrtainly exploit the pcriodic nature of voi('(·d SI)('(·('II, 

perhaps they do not exploit it weIl enough. They df(,ctiv('ly cornpr('ss alld <lllilllt.iJ'.<' ail 

N sarnple update frame but the periodicity of voiced speech sugg('sts t.hal. not ail N 

samples need to be encoded. SOIlle of t.he samplcs can he gell('ntt,ed hy int.(·, polat.ioll. 

Furthermore, by coarsely quantizing ail N samples of a speech frall\(, ac('ording t.o il 

sample-by-sample SNR criterion, t.he level of periodicity of 1.1)(' voiccd spe('cll may not 

be preserved and therefore the reconstructed speech may not have 1.11<' "voiœdrwss" 

of the original. One pitch cycle of the reconstlucteo spc('ch rnay rlOt. 1)(' Sllffici('utly 

consistent in shape with the next and the differencc rnay Iw audibl(·. For ('xample, 

Fig. 3.1a shows a segment of voiccd speech rcconstruded hy 1.8 kh/s CEL\' aloug 

with the original in Fig. 3.1 b. Sorne of the pitch cycl(!s in Hw recollstrud(·d SP(!(!c:h 

show substantial change from the shape of the previous pitcl, cycl(! when vi(!wed in 
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comparison to the smoothly evolving original waveform. Furthermore, the amplitudes 

of the p(~ak of cach pitch cycle are erratic and do not follow the envelope of the original 

speech. 

Thc rcœntly introduced PWI method for encoding voiced speech offers high qual­

ity speech /,pc<mstrllction at low bit rates. Instead of encoding an entire N sample 

data frame, the PWI method encodes only a one pitch cycle waveform, called the 

prototype waveform, per updatc frame. The signal is reconstructed hy interpolating 

from one prototypP to the next. Because the phase of the interpolated signal can­

not hc maintained sample-hy-sample s}nchronously to the original, an SNR criterion 

cannot he IIscd. I1owevcl', by cncoding the prototypes accurately, the shape of the 

spœch wavcform can hc weil rcpl'oduced and the interpolation procedure allows the 

waveforrn 1.0 cvolve smoothly. This is more important than tl'ying to force the recon-

8trucl.ed 81)('<,("h 1,0 maintain sample-by-sample phase synchrony to the original, which 

is particlIlarly a problcm in applying sinusoidal coding on an arhitrary frame length 

of data. Even in the case when a very low bit rate is uscd such that the quantized 

prototypes do not very accurately represent the original prototype shape, PWI can 

achieve high quality specch since the method allows the level of periodicity in the re­

construded sp<'cch to he controlled and therefore the extent of voicing in the original 

speech can be preserved. 

3.1 Representing Voiced Speech Using PWI 

The basic steps of PWI are to extract a pitch cycle prototype of the original signal, 

represent and quantize the prototype using the discrete Fourier transform (DFT), and 

synthesize !.ll(' signal lIsing the inverse DFT by interpolating from one prototype to 

the IICXt.. The DFT domain is used since it is a convenient domain for interpolating 

both tilt' pitch pcriod and the amplitude of the waveforms. The details of these steps 

is present.cd in the followillg subsections. The PWI method introduced in [7, 8, 9, 10] 

encodcd prot.ot.ypes of t.he excitation signal and passed the reconstructed excitation 

20 



a) original 

b) CELP 

Figure 3.1: Speech reconstructed by 1.8kb/s CELP 
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signal through a formant resynthesis filter to reconstruct the speech. This approach 

is prcsentc'd in this chapter (a discussion on applying PWI in the unfiltered speech 

dornain is prescntcd in Chapter 4). 

3.1.1 Prototype Extraction 

The PWI rrwthod requires that prototype waveforms are extracted which accurately 

represent one pitch cycle of the signal at each update interval. The accuracy that is 

ncedcd is to have a good pitch estimate and to have a sufficiently fine sampling 

resolution to allow for the adjacent prototypes to be weli aligned to each other. 

It is therefor<' rcquircd to have a l'diable pitch estimation algorithm and also to 

douhle the sampling resolution of the signal from the standard 8 kHz rate to 16 

kif", by interpolating in Iwtwcen the samples. A pitch estimation and an upsampling 

procedure arc prC'sented bclow, beginning first with the upsampling procedure. 

Increasing the Sampling Resolution 

The temporal resolution of a sampled signal can be increased by interpolating in 

betweeJl the samples. From sampling theory, it is weil known that filtering a signal 

which was salllpl('d according to the Nyquist criterion at a rate R by an ideallowpass 

flIter with a cutoff frequency R/2 recovers the continuous-time signal. In practice, the 

choice of the int.erpolatioll filter depends on the filter delay and the computational 

cost.. Thc choi('(' here, as ill [13, 20], is to construct a less than ideal lowpass filter by 

windowing the coefficients of an ideallowpass filter. 

A procedlll'(, to in('iease the sampling resolution of a signal s(k) by a factor Mis 

[13]: 

1. Insert (Al - 1) zeros eql1ally spaced in between each adjacent pair of samples 

from s(~·) to produce the signal sz(k), 

{ 

s(k/m) 
sz("') = 

o 
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2. Filter the signal sz( k) with a Iowpass filter. The ideal fiItrr would br an idml 

lowpass filter with a cutoff frequellcy Rj2. Now working in a samplrd domaill 

of rate AI * R, the choice here is a fllter wit h ('odficiell t8, 

h(k) = sin(1l'A'jM) . wll(k) 
1l'kj AI 

in which sin(7rk/AJ)j(1l'k/M) are the coefficients of an idcal IOlvpass filtel' and 

wH(k) are the coefficients of a Hamming window, defilwd by: 

{ 
(1 - 0') - acos(21l'k/ L) , 

wH(k) = 
o 

in which Cl' = 0.46. 

The upsampled signal sM(k) is defined by, 

+L 
sM(k) = L h(l)'~z(k - 1) 

I=-L 

otherwis(' 

(:IA) 

The choice of the window length L is a compromise bct'Neen t.he "id('alll('s8" of t.he 

filter response and the fiIter delay. 

Pitch Estimation 

A variety pitch estimation procedures are available, sorne of which al'(' has('cI on 

locating "pitch markers" (the dominant spike in cach pitch cyclf' of Liu' (·xcitat.ioll 

signal) and some of which are based finding the dclay which aclrieV<'s t.he' maximulII 

auto-correlation in a data frame [21]. A correlation mctllOd is d('se ribed helow. 

Since the delay which achieves the maximum correlat.ioll is t.he de'lélY which I)('sl. 

aligns a signal to its previous sample8, the'n this delay shollld ('or re>spolle! 1.0 HIC' 1)(,8t 

estimate of the pitch period at the givcn sampling ('(·solul.ion. For LPC code'rs, tJ)(' 

correlation is computed ou an arbitrary frame lengt.h sinn' the ohjective' is 1.0 rnaxirni~(> 

the prediction gain on this frame. For PWI, however, the! ohje·ctive is 1.0 df'termin(' 

the pitch period at an arbitrary update timc instant. If, for examplC', the pil.ch period 

at the beginning of a frame i8 70 samples and at the end il. is 7'2 sarnpl('s, thcn for 
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PWI it is desired 1,0 know that the pitch period at the heginning of the frame ia 70 

samplcH and Hot 1.0 know whcther a filter delay of 70, 71, or 72 samples provides the 

maximum pl ('didion gain over the frame. As in [7] the approach taken here is thus 

1,0 compute the correlation on a variable window size of double the candidate pitch 

period, as shown in Fig. 3.2. The pitch estimate at the sampling instant k = 0 is 

therefore, 

p = argmax 1/2 

Imm99mar [l:i-::~s2(k) Ei-::~s2(k -1)] 
Ei:~ s(k)s(k - 1) 

(3.5) 

ID which the denominator is a normalization factor. Note that in evaluating the 

correlation cocfficient for lag 1 only samples inside a window of length 21 are used. 

LeUing Np he the number of samples c10sest 1,0 the true pitch period, the search in 

(3.5) should produce local maxima in the neighbourhoods of Np, 2Np, 3Np (assuming 

N,J' 2Np , :JNp < 'max) and occasionally the global max may occur at 2Np or 3Np 

inst.ead of Np. This "pitch douhling" or "pitch tripling" can sometimes occur because 

of the lirnitcd rcsolution of the sam pied signal. For CÀ .mple, a signal with a truc pitch 

period of 70.5 samplcs may have its global maximum in (3.5) at 141 samples instead 

of 70 or 71. This phcnornenoll may also occur because the signal can occasionally 

exhibit. a gI<'ater diffcrencc hctwcen two adjacent pitch cycles than it does when 

the diffel'('lIccs are averaged over several pitch cycles. For a global maximum of p 

samples the pitch estimation algorithm should also check for local maxima in the 

neighbolll'hood of p/2 and p/3 samples 1,0 avoid pitch doubling or tripling. The local 

maximum should he acccpted if the correlation exceeds sorne threshold factor of the 

global maximum, such as 90%. 

A fondat.ion based pitch estimat.ion algorithm can he applied on the unfiltered 

sp('cch or on thc excitation signal. When the correlation is also used to make a 

voiced/unvoiced dccision il is preferable to determine the correlation sequence on the 

excitation signal. This is further discussed in Section 3.2.1. 
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a) candidate window 

b) winning window 

Figure 3.2: Variable pitch analysis window 
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Remarks on Pitch Extraction for PWI 

Experimental f(~slllts show that using the pitch estimation procedure described above 

on a speech signal whose temporal resolution is doubled to é'.. 16 kHz rate provides 

for rdiable pitch estimation. Without the algorithm checking for pitch doubling or 

tripling, f.ll(' 1 fi kHz rcsolution generally reduces the cases of pitch doublingjtripling 

by 40-50% compared 1,0 performing the pitch estimation on an 8kHz sampled signal. 

When pitch dOllhlingjtripling is dU'cked using a threshold factor of 90% the instances 

of piteh douhlingjtripling are almost eliminated, appearing only a couple of times in 

each of the f('rnale speech sentences tested. Doubling the temporal resolution is there­

fore a good compromise for PWI between extracting accurate prototype waveforms 

and the cost of computation and bit encoding. 

3.1.2 DFT Representation and Synthesis 

The principl(' of PWI is to synthesize a signal by interpnlating from a prototype 

represenl.alive of olle pitch cycle of the waveform to the next prototype an arbitrary 

frame length away. The waveform shape, amplitude, and period must therefore be 

intcrpolatc·d. A COllv('J1icnt domain for performing the interpolation is the DFT do-

malll. 

ln [7, 8, 9, 10] the PWI method is formulated for a continuous-time signal using 

the Fourier Series (FS) for ease of explanation. In practice, an approximation to the 

idcal contilluOliS case must be formulated using the DFT. In the following sections 

the PWl Illdhod is first formulated in continuous-time using the FS, followed by a 

DFT formulation. 

Continuous-time Formulation 

Letting the continuous-lime prototype waveform of the glottal excitation be repre­

scnted al, élll update instant by g( t), 0 5 t ::; Tg where Tg is the pitch period, then 
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this wavefol'm can be represented by a FS as follows, 

Mg 

g(t) = L Gc(m)cos(21rmtjTg) + G~(m)sin(27rmtjTq), 0<1<'1'. - - 9 
(:Ul) 

m=O 

The coefficients Gc(m) and Gs (11l) are determined by, 

l
Tg 

Gc(m) = } g(t) cos(27rmtj7~)dt 
9

1
0

Tg 
Gs(m) = i g(t) sin(27r11ltjTg)(lt 

9 0 

(:1. Î) 

The fini te limit Mg is determined by the pitch period and t.h<' cutorr [n'qu(·lu'y. For 

example, if the signal is bandlimited 1.0 4 kHz and the pitch I)('riod is 10 IIlS ('01'1'('­

sponding to a fundament.al frequency of 100 Hz) t.hell Mq = 40 is 1H'(·d(·d. 

In order to interpolate between the current prototype' ('(·pn·sl'llt.ed hy U, (111) and 

G s( m) and the previous prototype represeuted by fi~( 11/) alld F,( 111 ), él ph<ls(' aJi~n­

ment between the two must be establishcd. Tlw approach is dd('llIlill(' 1.11(' t.iIll<'-shift, 

T on g( t) which maximizes the cross-correlation betw('('11 g( t) and .r(t). This nit('rion 

equivalently finds the shift which minimi7.es tIlP llH'étll-sqUétl'<' ('1'101 IH'tW('('1l !.II(' two 

prototypes. It is convenicnt to perfol'll1 t1H' alignlll<'nt in tll(· FS dOIll,lin sin('(' t.!IP 

(possibly) different pitch periods Tf alld 1~ would rC'CJuin' ét t.iJlH'-scaling ol)(·rat.ion ill 

the temporal domain. The FS represcntation with the gn'at('r 1111 III 1 l('r of t.(·l'ms should 

be truncated to the same number of terms as t.he series witll tl\{' sma.ll<'r Il Il III 1)('1' of 

terms to ignore the higher frequcncy componcnt.s in the aligllllH'nt. TI)(,I'f'fon., using 

a series limit of 

the time-shift is determined by the following optimi~mtion, 

Mm •n 

r = argmax E [Fc(m)Gc(m) + J'~(m)G,(m)] cos(27rrrlr') 
T' m=O (:J.!)) 

+[Fs(m)Gr(m) - 1"c(m)Gs(rn)] sill(21rT/l.r'). 

It is shown in Appendix A that (3.9) is equivalent to rnaximi~illg Ut(' CToss-correlat.ioll 

between f(t) and g(t + r), 
[Tp 

T = arg~ax lt=o f( t )g( t + r' )dt (a.IO) 
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in which the wavcforms are timc-scaled to have the same period Tp (this equivalence 

is IIsed by KI('ijn, but not proveù in his work). 

A problcm with (:3.9) is that the optimization may not produce a reliable tirne­

shift T becallse of the noisy character of the excitation prototypes. It is therefore 

useflll 1.0 put back the formant structure in the waveforms with, if desirêd, sorne 

deemphasi:-, al. the formant frcqumcics. The deernphasis is similar to that applied in 

the error w(·ighting filtc>r of CELP which deemphasizes the error near the formants 

1.0 take advalltage of the spectral masking effect. In the FS domain, the formant 

structure cali be put back into the prototypes by the following procedure using the 

LPC coefficients (O'Q,0'J,ff2,' .. , D'N,) = (1,-al,-a2, ... ,-aN,), 

N, N, 
Gc(m) L,nOn cose7r~nT) + G,,(m)L,nD'n sine1r~nT) 

n=O 9 n=O 9 
Vc(m) = 2 2 

[,; 1'n fin COS( "~: T )] + [~1n". si n( ',;-;;T ) ] 
(3.11) 

in which 'f is the sampling interval used in the LPC analysis. If 'Y = 1 then Vc(m) 

and V,( 111) would rcprcscnt th<, FS of the prototype in the unfiltered speech domain. 

With, < 1 (a factor of 0.75 or 0.8 is t.ypically used) the formants are deernphasized. 

\;;'(m) and Vs(m) can therefore be cOllsidered to be a spectrally weighted FS of the 

excitat.ion. The spectral weight ing of (3.11) is explained in more detail in Appendix 

n. Note that (3.11) is exact for recovering the speech domain prototype only for 

a pel'iodir continuation of the prototype. In pl'actice, the filter rnemory values are 

previolls valut's of t.he ad ual speech which are not a periodic continuation of the speech 

domain protot.ype. The weighting gives a relativcly short effective filter rnemory so 

t.hat. with a quasi-stationary assumption, this procedure in the frequency dornain gives 

rt'sults cquival('llt to a time-domain filtering operation. 
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voiced time-shift (samples) 

frame ll1easured no sp.wt. sp. \\·('ight. 

1 42 3·1 ·12 

2 11 52 11 

3 56 0 5ï 

4 29 52 29 

5 2 ï5 1 

Table 3.1: Prototype Alignment - no spf'ct.raJ weight.ing vs. s(><'d.ral w<'ight.illg ('011\­

pared ta t.he time-shifts measured by visllally cXétlllillillg Ut<' wétv<'forms 

Denoting Vc(m) and Vs(m) as the spcdrally w('ighkd FS for y(l) alld (1 ... (1II) and 

Us(m) for f(t), then these coefficients shollid be IIS('<I ill (:1.9) ill~t.('ad of (" ... (111) éllld 

Gs(m) and Fc(m) and l"s(m) 1.0 determinc t.he' time'-shift T, i.e. 

Alm'n 

T = argmax L [Uc(m)Vc(m) +1J.,(m)V,(m)]cos(271"tIIT') 
T' m=O (:1.12) 

+ [Us ( 111) \;;.( 111) - [!.( 111) Va (HI )] si 11(271"111 T'). 

Experimentat.ion has confirmcd the 11<'('d t.o pe'rfol'm t.1)(' noss-corn·lat.ioll itllillysis 

on the spectrally weighted FS and Ilot dilcctly on tif(' FS r<·J>J'(·s<'nt.atioll of tif{' ('xci­

tation wavcforms. At an upsampled resollltion of l(j kH~ UIC' l'('sllits ill 'l'ahl(':U W('J'(' 

obtained on a sample voiced excitation wav<'fonn. PPI forlllÎng t11<' noss-('oIT('lat.ioIl 

analysis of (3.9) on the unweight<,d rs (actllally a DFT ill 1)I'é1ctic(' S('(' UIC' followinl!; 

section for more details) c1~arIy gave incom,istcllt r('sults wllil<' pp;·ff)lInillg the' anal· 

ysis of (3.12) on the spectl'ally wcighted FS produ('(·d t.illle-sirifts t.hal. are V<'ry c1mw 

to the measured (>Iles. 

Once T is determined, the timc-shift. g'(l) = g(l+r) is p(~/'forJrled ill the FS dOfJIaill 

as follows, 

G~(m) = Gc(m)cos(21rTnT) - G,,(m).<Hn(271"TIlT) 

G~(m) = Gc (m)8in(27rTnr) + n~(rn)co . .,(21fmT). 
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With tlw C'urrcnt prototype aligned to the previous one, prototype waveform inter­

polation can Iw p(~rformcd to synthesize an update frame. The inconsistency between 

the nUITII)('/ of FS t('rmf> Mf and Mg is handled in this case by padding the FS rep­

reseutatioll helvillg t/H' lower nllmher of terms with zero amplitude coefficients (this 

differs from t!J(' rm'violIf> proced me of removing the higher harmonies for alignment 

pl/rposes). By padding with zeros the waveform can thus be warped to lengthen its 

period while presf'rving its harmonie structure. The number of FS coefficients to use 

is tlwrcfor(', 

(3.14) 

The prot.otypf' waveforms ean he interpolated using a function (3(t) which is mono­

t.onically ÎnCI'('élsing from 0 to lover the update interval. For example, if the update 

interval is '/;qnlatc then 13(1) can he chosen to be simply the linear slope 

1 
(J(t) = -1'--' 0:::; t :::; Tupdate. 

updatp 

The interpolated piteh contolll' ovcr the update interval is 

and the phase of the interpolated waveform should follow the contour 

ft 211" 
<p( t) = 4>0 + Jo T

p
( i') dt' 

(3.15) 

(3.16) 

(3.17) 

whcrc <Po is the phas<, at the end of the previous PWI synthesis frame which is now 

t.1\(' starting phase of the cnrrent synthesis frame. In the FS representation, each 

prototype has a normalized period of 271". A phase <p( t) corresponds to the phase at 

<p(l) for the initial prototype in which <Po is set to zero. The update frame is thus 

synthesiz('d Il)' taking an inverse FS transform with continuous interpolation of the 

pitch pel iod and FS cOf'fficients as follows, 

1\/",iU 

e(t) = L 
m=O 

+[(1 - j3(t))F3 (m) + ,B(t)G~(m)l sin (4)0 + fot (l-{J(t;)W,d:{J(tl)T
g

) 

(3.18) 
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Occurrences of pitch doubling or tripling are handled by repcating the (')'c\<.' of 

the prototype of one true pitch pC'riod to mat.ch the Ilumlwl' of true cyc\('S in t he' 

prototype which has a double or triple pitch p<.'riod. TIlt' cycle can 1)(' l'l'peat.ed in 

the FS domain by illserting zeros in bctween t.he FS coefficient.s. 

Discrete-time Formulation 

In the previous section the PWI llH'thod was out.\ined in contillllOllS-t.illlt' IIsing t.he 

Fourier series. In this section a practical impl(,ll1elItat.ion of the PWI n}('thod is 

formulated in discrete-time using the DFT. The discrete-time forlllulation is an ap-

proximation to the continuous-time case'. 

It is important 1.0 note that t.he DFT IS a transfoJ'Jll of ,\Il int.q~c·r Illlllll)('r /, 

temporal samples 1.0 L frequeney components fOI which t.!\C' fu nd,1Il \t'n tél 1 pt'riod IS 

LT, an integer timcs the sampling pcriod. The inv('rs(' DF')' is ll\(,illlt tu transforlll 

the DFT coefficients back 1.0 the L equally spaCt,c1 t<>lIlporal salllplc's. Ca\(' 1II11St. 1)(' 

taken to ensure that the interpolated pararnet.el's are pl'Olwrly 101I1\(1('d t.o ('orn'sJ)()Jul 

1.0 a feasible set of values that. can be used fol' tl\C' phase' of t.!H' inv('l's(, J)FT sin('(' 

the DFT should not be used 1.0 interpolate for sam plc·s in bdw('('11 t1H's(, ph'lS(,S (illl 

interpolation filter, such as the one c!('scribec! in Section :J.l.l, should 1)(' ('lllploye'd 

for such a task). 

In the discrete-time domain the prototype wavefol'Ill is J'C'pn·s('lIt.c·c\ by tilt' /"1-

point sequenceg(k),O::; k S La -1, where /.Ig is the inte~ge'r pit.eh fH'l'iod. Fol' HIC' 

PWI method the prototype is reprcsented in the DFT domaill by the> following DFT 

coefficients, 

Lg-l 

Gc(m) = L g(k) cos(27rmkj L'IL 0::; 1/t ::; L!J - 1 
k=O 
Lg-I 

Gs(m) = ~ g(k) sin(27rmkj Lg), 0 sm::; L" - J 
k=O 

Because of the symmctry properties which re~iIllt when taking a HFT of il. real ~w­

quence, there are ollly La frcp cocfficieuts of t.he 2L'I coefficients in (:U9). The 
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discrete-tirne domain sequence g(k) can be recovered by taking the inverse DFT, 

The DFT coefficients Gc(m), G,,(m) must be modified to correspond to a time­

alignment of g( k) 1,0 the previous prototype J( k). Performing the alignment in the 

DFT domain for the discrete-time case requires more careful consideration than per­

forming tlH' aligmnent in the FS domain for the continuous-time case. The inverse 

OF'!' of (:1.20) is mcant to transform the DFT coefficients back to the Lg temporal 

samples of g(k) at the phases (27rk/ Lg), 0 ~ k ~ Lg - 1. It does not provide for an 

iJlterpo)atioJl al, arbitrary phases in bctween thcsc Lg phases. Therefore, the align­

ment ran he performed in the DFT domain on a restricted set of Lg phases which 

correspond 1,0 time-shifts of an integer number of sampling intervals in the discrete­

time domain. This n'striction is one of the principal reasons why the temporal signal 

is Ilpsamplcd 1,0 a 16 kHz resolution to provide a sufficiently fine resolution. 

Whcn perfonning the alignment of Gc(m),Gs{m) to Fc{m), Fs(m) in the DFT 

domain, if "1 -s; L9 it is not desirable to truncate the Gc(m), Gs(m) to corre­

spond to a pcriod of LI samples and perform the alignment using a phase shift 

of (27r/{r/Ll), Kr = integer. Such a phase-shift l valid for a DFT with a pe­

riod of LI but. not Lg so that the DFT Gc(m), Gs(m) with a period Lg -:f LI can­

not be phase-shifted this amount (unless it is left permanently truncated, i.e. the 

higher order terms cannot be aligned so they are permanently removed, but this is 

undesirable). It is therefore preferable to pad Fc(m),Fs(m) with zero coefficients 

t.o stretch its J>eriod to Lg samples and perform a phase-shift on Gc(m), G,,(m) of 

(27rA'r/l'g), 0 ~ Kr ~ L9 - 1. Not.e that for the DFT the zero coefficients are in-

8('rt('d in t Il{' middle inst.('ad of padded on the end because of its symmetrical structure 

(t.he high f)'('(I'!('ncy component.s are locat.ed in the middle of the DFT such that the 

coefficient.s 1::.(1/1), j~( Hl), 111 = l, . .. LI - 1 exhibit even and odd symmetry, respec­

j,ively, ahont. t.he Illiddl(' LI /2). Using a period of Lg samples the optimal phase­

shi ft is thus dct,crmined by maximizing the cross-correlation between Vc(m), V.,(m) 
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and Uc(m),Ù$(m), which are the spectrally weighted versions of è,.(m),è~(m) and 

Fc{m), F~(m), as follows: 

Kr = argrnax 
O:5k~Lg-l 

Lg-l 

L [Ùc(m )\%(m) + Ù~(m )V,(m)] cos(27rmA'j 1..1/) 
m=O (a.21) 

Note that if Li ~ Lg, the higher order tenus in \%(111), Vs (lII) do Ilot aff(,('t. t.h<, ('ompu­

tation of the cross-correlation anyway ~;nce the corresponding co(,ffjei('nt.s tic ( 111),1\( 111) 

are zero. The spectral weighting procedure is sirnilar to that in (:1.11) wit.h t.he fact.or 

T /Tg replaced by 1/ Lg for the discrete-tirnc formulation, i.(', 

Nf Nf 

Gc(m) L,non cos(27rmn/ Lq) + Gs( 111) L ,n01l Sill(27r11l1/ j Lg) 
Vc(m) = n=O 1I=U 2 

[i=. "rn"n cos(2".mn/ Lg) r + [i=. "r""" Hi n( 2".n", / l,y) 1 
(:1.22) 

The phase-shifting of 27r [(r/ Lg in the DFT domain, which corresponds t.o ft t.ill)('­

shift of Kr samples in the discrete-tirne domain, is performed by lI10difying t.he J)F'I' 

coefficients as follows: 

G~(m) = Gc(m)cos(27rmKr/Lg) - Ôs(rn)sin(27r71lKr/L,,) 

G~(m) = Gc(m) sin(27rm[(r/ Lg) + Gs(m) cos(27rU/ Kr/ LIJ)' 

The DFT coefficients of the aligned prototypes and t.he pitch period I(·llgt.hs .ue 

interpolated to synthesize the update speech frame Ilsing the ÎnVNS(' DFT. 'l'II(' in­

terpolation of the parameters is performed at every sarnpling illt('1 val. For iLlI upda.t(~ 

frame length of Nupdate sarnples, the intcrpolating functiol1 cali \)(' chosPlI to he, 

k 
f3(k) = , 0 ~ k ~ Nupdate - 1. 

Nupdate 
(:1.21 ) 
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The interpolated pitch contour is thus, 

p(k) = (1 - f3(k))Lf + f3(k)Lg. (3.25) 

At cach sampling instant the phase contour is updated by, 

fjJ( k) = 4>( k - 1) + 211" j p( k). (3.26) 

This is an approximation to the continuous-time domain update at a time instant 

t + dt by, 
211" 

fjJ(t + dt) = 4>(t) + Tp(t)dt (3.27) 

as given by (3.17). Note that p(k) has not yet been rounded to an integer pitch period 

in (3.26) to avoid additional error in approximating the continuous-time case. The 

phase in (3.26) cannot, however, be directly used in the inverse DFT sinee a proper 

phase should satisfy the condition, 

fjJ'(k) = 27rC(k)jP(k) (3.28) 

where P(k) is an integer pitch period and C(k) is an integer phase index. The pitch 

period p(k) lI1ust therefore be rounded to an integer pitch period P(k), 

P(k) = int[p(k) + 0.5] (3.29) 

and t.he integer phase index is determined by, 

C(k) = in! [4>(k~:(k) + 0.5]. (3.30) 

Having dctcl'mined P(k) and C(k) a suitable phase is determined by computing (3.28). 

The update frame is synthesized using the inverse DFT to genel'ate the samples, 

1 P(k)-l 

c(~·) = P(k) 1=0 [(1 - f3(k)Fc(m) + f3(k)è~(m)] cos 4>'(k) 

+[(1 - f3(k)FlI(m) + f3(k)è~(m)] sin fjJ'(k) , (3.31) 

o :::; k < Nupdate - 1 
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It is important to note that the phase of the synthesized waveform corresponds 

to a linearly evolving pitch contour (neglect.ing the rounding elTol') and 110 ('ffort 

is made to force the sYllthesized waveform l11aintain samplt'-by-sampl(' synchrony to 

the original. An analysis-by-synthesis technique which lises a sélmpl('-hy-sampl(' SNH 

criterion is not used and instead the synthesized waveforlll is simply allO\\'{'cl (,0 t'volw 

smoothly. At the end of the synthesis frame the synthesized signal may slight Iy I('ad 

or lag the original. 

An example of an excitation frame reconstruct.ed Ly PWI is shown in Fig. :1.:lh. 

The prototypes extracted from the original excitation are shown in Fig. :J.:la. Tt\(' 

speech frame reconstructcd by passing the PWI prodllc<'d t'xcit.at.ion t.hrough Uw 

formant synthesis filter is shown in Fig. 3.4b along wit.h t.hc origillal sp<'('ch ill Fif!;. :J.-Ia. 

The speech has been excellently recon~,truct.ed. 

3.2 Integrating PWI with CELP 

The PWI method of Section 3.1 is uscful for reprcsent.ing only the voiœd segnH'llt.s 

of speech so that another coding methoc\ must he used for reprcst'nt.illg t.he IInvoic('d 

segments. In this section il. is shown how PWI can bc integrcttt'd wit.h CELP. A 

criterion for deciding betwecn the two l11ethods is nœded and th(~ cod('r lIlust ahiO 

handle the transition from one l11ethod to the othcr. 

3.2.1 PWIjCELP Decision 

The PWI methoc\ is suitable for encoding only the frallu's of spC'{'ch which {'xhibit. 

sufficient periodicity. The CELP mcthad, on the oUH'\' hand, is SlIit.dble fo\' ('ncoding 

both unvoiced and voiced segments of speech hllt. il. may Tlot ell< ode t.Il<' voiœd S('g­

ments as weIl as PWI. The coder must thcrefore check fol' !>uffj( iellt J)(,I iodicity in t.he 

signal to use PWI and default 1.0 CELP when PWI is illilppl'Opl iat.('. The JH'riodicit.y 

of the signal can be measured by camputing a suitable corrc'lati(J11 vahH~, aHer which 

this correlation must be compared to an ad hoc threshold I(~vel whiclJ dderrnines if 

35 



a) prototypes cxtracted from original excitation 

b) reconstruded excitation frame 

Figure 3.3: PWI reconstructed excitation with unquantized prototypes 
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, 

a) original frame 

b) reconstructed frame 

Figure 3.4: PWI reconstructed speech with unquantized excitatioll prototypes 
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the levcl of periodicity is sufficient. 

An initial voiccd/unvoiced frame classification can he made hy computing the 

norrnalized correlation in the signal over the update frame of N samples as follows, 

N-l 

RN = max 
Imon <l</mar 

L s(k)s(k - 1) 
k=O 

[~S2(k)~S2(k -1)]'" 
(3.32) 

which il' sirnply the correlation at the opt;mal LPC pitch filter delay 1 = Np from 

(2.18). Note, however, that if the frame is classified as a voiced frame from the 

correlatioll liN, then another correlation, this time over a variable length of two pitch 

pcriods, must be eomputcd anyway in (3 .. 5) to determine the pitch period. Therefore, 

t.he computation id (3.32) carl be omitted if desired and the voiced/unvoiced decision 

ecUl he made lIsing the fol:owing correlation, 

1-1 

Ls(k)s(k -1) 
k=O 

[

/-1 1-1 ]1/2. 
~s2(k)~s2(k - 1) 

(3.33) 

It has bccn found from experimentation that it is more reliable to make the voiced/ 

1I11voiœd dccision on the excitation signal instead of the unfiltered speech sinee the 

spc<,ch sigllal can occasionally exhibit very high correlation in an unvoiced frame. It 

has becn found that thc value 0.7 serves as a good threshold for determining if there 

is suffici<'lIt pcriodicity in the excitation signal to c1assify the frame as voiced. 

III [7,8] it was ChOSCll to use the unfiltered speech for making the voiced/ unvoiced 

classification illstead of the excitation signal as suggested here, however, this difference 

is Ilot of gl'eat. illlponancc since iu the end the PWI/CELP decision must be made 

hy dctcl'mining the cross-correlation hetwecn the two extracted prototypes. The 

voiccd/uuvoiced fl'dll1C classification serves as preliminary decision to use CELP wh en 

the' fl'clIlle is classified as unvoiced. When the frame is classified as voiced the cross-

cOIT{'lation b<'!.ween the t.wo prot.ot.ype's remains to he computed to determine if there 

is suffici{'lIt periodicity to use PWI. A more effective preliminary dedsion simply 
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Figure 3.5: PWIjCELP decision 

reduces sorne needless computation in extrading and aligning prot.ot.ypes wlU'1I \.IH' 

frames may actually he unvoiced. 

As shown in Appendix A, the nonualized cross-condat.ioll Iwt.w{'ell t.llt' t.wo SP('('­

trally weighted excitation prototypes can he cornput('d in t.he DF'I' dOlllaill hy, 

in which the nurnerator has already been comput,ed in (:3.21) for perforllling t.he 

prototype alignment. 

Choosing the threshold to use on the cross-correlation Hx is il wlllprolIIise IH~­

tween encoding with the low-bit rate of PWI and avoiding ail eXCf'ssiv<' nUllIb('r of 

voicedjunvoiced transitions versus the potcntial distortion that lIIay 0('( ur wlU'1l PWI 

is applied on a signal that is not highly periodic. H was foulld that good fI·sult.s an' 

ohtained when the cross-correlation of the spectrally w('ight,('d (·xcit.atioll plOt,ot.ypes 

exceeds a threshold value of, again, 0.7. A block diagralJl of Ul(' PWljCELP d('('iHioll 

process is illustrated in Fig. 3 .. 5. 

To avoid sorne unnecessary transitions from CELP tu PWI iuside ail IJnvoi('(~d 

segment of speech or from PWI to CELP inside a voiœd Hegn)('nt of srH'(!ch, a (ldayNl­

decision algorithm of the kind suggcsted in [22] can be applied 1,0 the prelirninary 
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voiccd/ullvoiced frame classification. If a frame initially classified as voked is in 

hetwecn two unvoited frames, thcn it should be re-classified as unvoiced. If, on 

t.h(! ot,lwr band, a frame inilially classified as unvoiced is in between two frames 

classified as voiced, then the tbreshold can be lowered by 10%, for example, and the 

voiced/unvoiccd dccision can be re-evaluated. If the classification is changed to voiced 

t.hcn a PWI/CELP dccision must be made. 

3.2.2 PWI to CELP Transition 

The transition from a CELP 1.0 PWI coding mode does not impose a problem, how­

cver, the transitioll from PWI to CELP does pose a problem since the PWI method 

syllthcsiiWS a sigllal which is does not maintain sample-by-sample synchrony to the 

original signal whilc the !incar predictive rnethods and the SNR error criterion of 

CELP r('qllircs salllplc-by-sample synchrony. A point of synchrony must therefore be 

re-established heforc the coder can proceed with CELP. 

Whell the PWI decoder synthes!zes Nupdate samples the synthesized signal is likely 

to lead or lag the original by a slight arnount. The coder must send sorne additional 

information 1.0 the dccodel' to allow the decodel' to re-establish a point of synchrony. 

One possibility is for the coder to transmit to the decoder the number of samples 

Nuptiale + 6 that il. should synthesize in order 1.0 end the synthesis at the point that 

is in synchrony t.o the end of the original fram' Another possibility is for the coder 

t.o seraI informat.ion t.o the decoder that allows the decoder to determine how much 

it. is Ollt of synchrony 1.0 the original signal and consequently allow the decoder to 

rc-cst.ablish syllchrolly. This former method is discussed here. 

Whell t.!l<' decockr synthesizes the speech frame il. knows the phase <p(t) at which 

the synt.lH'sis has ended. However, </>(t) can be referenced only to the phase of the 

init.ial prot.ot.ype for the current voiced speech section. ê~(m), ê~(m) are shifted 

versiolls of t.he originally ext.l'acted prototype èc(m), Gs(rn) so the decoder does not 

kllow wh('\,(' t.JH' synt.hesis has ended in relat.ion to the original signal. This problem 

is overcomt' by transmitting to the decoder at the PWI-to-CELP transition the shift 
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Figure 3.6: PWI-to-CELP transition subframe structure 

of KT samples performed on thc last prot.ot.ype. The cost. of trallslIlit.t.ing A'T is eight. 

bits which corresponds to the allowable pitch I)('riod rallg(' at ft I(i kllz salllplillg 

resolution. 

The cost of transmitti ng the cigh t bits for A' T is, how('vpl', ilOt. /\('('('ssill'i Iy 11 1)('/1,\ It.y. 

If the centre of a prototype is taken 1.0 be th(' I){'gilllling of UJ(' IIpd,lt,e' flil/IH' for 

prototype extraction, then the protot.ype cOIlt.aillS a hall' pit.ch cy( 1(· of s,lIl1pl(·s frolll 

the next update frame. The number of sampl<,s at. an 8 klfi.~ n·soll/t.ioll i~ ",,/,1 (wit.h 

allowance for rounding error) wherc L!, is the pitch IW/'iod d,t. fUI 1/ pSél/llple'd J(i Id Iz 

resolution. Therefore, there are Lg/4 samples which the CELP cod('/' d(ws ilOt. hc\'w 

to encode in the PWI to CELP transition frame since they (éllI I){' sY/lt.lJ(·size·d hy ail 

inverse DFT and this leaves Nupdate - Lg/4 sarnples which t.o 1)(' ('lIco(bl hy CELP. 

One approach is to divide the remaining NUIJdatf - L9/~ saTllpl(~s illto 011(' I('ss titan U)(' 

regular number of subfrarnes to allow for a savings in bits (a 101() CELP suhfléUJw 

employs 26 bits for encoding the residual and adaptive codehook paJ',t1IJ<'I,(·J's [:1]). 

Another advantage of synthesizing the half pit.ch cycle and r('-('sf.ahlishing ~ylldJlony 

at the "right hand" end of the prototype is tbat this prodllu's IJ,//~ sillllpl(·s 1.0 1)(' 

used in the pitch filter memory that are syncbrollollf> 1,0 the origillal Sig/lill alld Ilot 

phase warped by the interpolatioll proœss of PWI. This slIbfrallle codillg st.rl/c tl/J(~ 

is illustrated in Fig. 3.6. 
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3.3 Quantization and Bit Allocation for PWI 

The PWI mef.bod allows for an efficient encoding of voiced frames of speech using a 

small number of hits sincc only a prototype representative of one pitch period needs 

lo be encoded instead of the entire update frame. Although quantization has not been 

irnplernented in the course of the rcsearch for this thesis, since this research has been 

focused 011 t1)(' fundamental principles of the interpolation process of PWI for speech 

represeJJtation, a schernc is prescnted here that is based on the scheme proposed in 

[8, 91 for quantizing the excitation prototypes. 

3.3.1 DifferentiaI Encoding of the Prototypes 

Sincc the currcnt prototype is highly correlated to the previous one and has also 

been aligllcd to the previous, then it is efficient to employ differential quantization to 

represent the current prototype as a fador of the previous prototype plus additional 

codebook cOlltributions to encode the difference. In [8, 9] it is suggested to use two 

codebooks t.o encode the difference. The DFT of the cùrrent aligned prototype is thus 

cncoded as, 

(3.35) 

where G' and Fare vectors whose components are the DFT coefficients G~(m),G~(m) 

and F('(m), i~(m) (G' and F are the quantized versions), c!ll and c?l are the winning 

cocl('words i and j from tl\(' codebooks c(1) and C(2), and Ào, Àl' À2 are gain factors. 

Note that t.he previous prototype F has been aligned to the prototype before it but 

the' has bc('n dropp('d in t.he notation. At the beginning of a voiced speech segment, 

a "pr('violls" prototypc can be extracted from the last pitch period number of samples 

synthesized in th<.' previous CELP frame to use for differentially encoding the initial 

protot.yp(' The DFT vectors should have their cosine and sine term::. paired into real 

and imaginary componcnts such that they have the structure, 

(3.36) 
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If LI =1- Lg then F must be truncated or padded with z('ros to hav(' t.he :,al11<' nUlllht'r 

of terms as G' in (3.35). Also, the codebooks must be design('d to allow for variablt' 

length codewords. 

A good choice of codewords fol' the first. code book is 01)(' in which t.he rot!('words 

represent a single pulse in the sarnpled-tirne dOl1lain to allow for an (lCClIlak lllo(It'l1i\l~ 

of the impulsive nature of the excitation waveform. The gain "\U is firsf. opt imized 

assuming a zero contribution from the two codebooks, followed hy an opf.imizat.ion for 

C~l) assumin,'!; a zero contribution from the second codebook. TI\(' S('( ond codel)()ok 

consists of codewords which are stochastically genelat,('d. In [K, 9] if. is :-'I\p,g(·st,t·d t.hat. 

a good choice of codewords are OIH'S wh ich 1'<·\>n·s('II1. spa l'SI' pulst·s i 11 t.1\t' S;II11 1'1('<1-

time domain. If desired, thf' second codf'book cali 1)(' ort.hogollaliz(·d t.o PoF + "IC~I)) 
allow the sequential search t,o he optimal for Ut(' chos('l1 (ode!>ook. 

At each optimization stage, ail errOI CI itf'1 ion lllUSt, 1)(' <'lIlployed. A s»('drally 

weighted mean square error dist.ortion measurp is tl\(' COlllmOIl ('hoin' in coding SP(·(·(·h 

frames in traditional coders and for PWI it. cali he us(·d for ('I)('odillg tlw Prot.ot.YIH's. 

In the case here it is I.(~ccsSdry to imposp t.he SIH'ct.1 rll \\ ·ight.illg 011 prot.ot.ypt's of 

the excitation signal in the DFT domain. The Sl)(·ct.ral w(·ight.ing lls(·d ill (:1.12) fOI 

aligning the prototypes can again he applied hen·. TIH' ~l)(·ct,r(tl w(·ight.ing op('r;üion 

can be represented in matl'ix fonn usillg the following Lg x 1;'1 diagollal lIlat. ix: 

ln = 0, ... , LfJ - 1. (:1.:17) 

The spectral weighting in (3.22) can thus he performed by the (1)('fiÜioll V = WG. 

For two arbitral'y DFT vectors X and Y their spectrally weight,ed distance can be 

evaluated by the following distortion rncaSllI'e, 

It can be easily shown from Parseval's relation that (:C38) is equivalcJlt, to sarnplc'd-
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time dornaill distortion measure 

(3.39) 

in which UI(' rnatrix H reprcsents the spectral weighting in the sampled-time domain. 

The following bit allocation is suggested in [8J. Eight bits are required to encode 

the pitch J)('riou at the upsampled 16 kHz resolution. Similarly, the first code book 

reCfuircs eight bits to encode thc pmsiblc pitch pulses and the second code book is also 

assigned ('ight bits. Each of tl)(' th l'el' gain fadors is allocated five bits. The LSF's for 

the short-t(,1'I1I Li> filler are quantizpd with 24 bits using the split vector quantization 

rnd,hod of [~3J. Lastly, OHe bit is required for the PWIjCELP decision. The total 

J1umber of hits pel' update fl'an}(' is thus 64. This bit allocation scheme is summarized 

in Table ~J.~. At a 20 ms updat(· rate the rate of the PWI coder is 3.2 kbjs. 

A slight variation on this C'lIcoding schemc is presented in [9]. Only seven bits 

instead of eight. ale lIs(·d for the pit.ch period so that. a DFT with a period of an odd 

Humber of srllllpl('s (at 16kHz l'<,solution) must to padded with a zero to have an even 

pcriod. In 01.1)('1' words, the prototype waveform shape is extracted at high resolution 

but ils period is then roundcd to the original rcsolution. Three bits are used in this 

SdlCIl1P fol' the PWIjCELP decision instead of just one, Iikely because the subfrarne 

c1assificatioll 1)!'('s('lüed in [.5] is being used to allow for a transition within an update 

framp. The total number of bits used in this encoding scheme is 65 bits. It was 

applied in [9J Ilsing a 25 ms update rate to achieve a 2.6 kb/s coding rate. 

In compalisoll, 1016 CELP which opcrates at. an update frame rate of 30 ms has 

a 4.8 kb/s rate. I1owcvN, this is not an entirely fair cornparison since there are 

six C'xtra hits used by 1016 CELP which are not accounted for by the PWI coding 

schellle. Thes(' six bits al(, lIsed for syncl-tronization, error correction, and future 

expansion. Fm tht'rmore, t(')) bits can bc removed in 1016 CELP if the 24 bit LSF 

<}uantizat iOll Sc\)(,Ill(, of [23J Îs lIsed, instcad of its current 34 bit scalar quantization 

schclll('. Subtracting t.h('sc sixtecII bits, a fair bit rate to use for 1016 CELP is 4.27 

kbjs whell ('olllparing to the PWI encoding schemes above. 
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Parameter Bits A lIocat.ed 

LSF's 2·1 

pitch period 8 

pitch gain 5 

codcbooks 2 x 8 

codeword gains 2 x 5 

frame classificat.ion 1 

Table 3.2: Bit Allocation fol' PWI 

3.3.2 Controlling the Level of Periodicity 

A problem sometimes associateu with diffcl'<'lItiilJ qUélllti7.ation t('chlliqw's ,tI. Jow hit 

rates is that a quantizeu componcnt from a pn'violl~ updak tillH' r<'lIwiIlS 1,00 .Iolll­

inant in the quantization of successive updatcs. {)sing il very low bit. mt(· for PWI 

would cause the quantized prot.otypes in a voicf'd s('gllwnt to 1)(' Vl'ry si JlI i l,li' t,o t.h(' 

first prototype extracted and quanti:œu. This charad,('l istic i~, hOW('V('I, ilOt. lU'('('S­

sarilya disadvantage fol' encoding voiced speech sinn' il, allows t1w )'('1'1'0<11\('(·<1 sp('('('11 

to maintain its quasi-periodic un-noisy character. This re'sult was ohs('l'w'd ill [211 in 

which the perceptual performance of a low-rate CELP cod('r was ill1provc·d hy 1'('<Iuc­

ing the magnitude of the residual cod{'hook contribut.ion ill t.he !(·(,ollstl'lId(·d Sp('('('h 

to ernphasize the adaptive codcbook cont.rihution. Although this sdH'IIw adli('V('s 

a lower SNR measure than standard CELP, t.1)(' per('(~ptllal qllétlity is irnprov('d IIy 

allowing the synthesizeu signal to have more periodicit.y. A similét, IIJlpl'oV('III(~nt was 

also obtained in [2,5] in which the fecdhack of the rpsidllal cod(·book cOIlf.,ÎblltioJl to 

updating the adaptive codebook was reduced. 

The PWI encoding rnethod lends itself to casily cOlltrol 01(' I('vd of J)(·riodicit.y ill 

the synthesized update frame 80 that the desired level of pf'riodicity cali 1)(> co(Jtroll(~d. 

Too little periodicity results in a noisy charader and too ITIlldl pC'riodicity can IC!Hldt 



in a buzzy dlaractcr [7]. A convenient measure of the periodicity to use for PWI is 

the norrnaliz(~d cross-correlation which can be computed in the DFT domain between 

thc two excitation prototypes. The spectrally weighted cross-correlation between two 

DF'!' vcctors X and Y is: 

(3.40) 

which is the conelation in (3.34) in matrix form. Equivalently, the periodicity can be 

measurcd in terms of the signal-io-change ratio (SCR) defined in [7, 9], 

(3.41) 

The ellcoding procedure is to first measure SCR(G', F), the SeR between the un­

<Juantizcd prototypes, then to quantize G' such that the synthesi.œd speech maintains 

an SCR as close as possible to the original, i.e. SeRCQ', F) ~ SCR(G', F). The SeR 

hetwecn the qualltized prototypes is controlled by adjusting the gains Ào, ÀI, À2 and no 

extra bits art' rcquircd 1,0 be transmitted. The SCR between two update prototypes 

is called the long-tcrTn sen. 
ft was foulld in [7, 9] that a buzziness can sometimes occur in the reconstructed 

voiced sJwcch. At very low bit rates the buzziness was identified t.o be caused by 

pOOl' quantization of the prototypes. When the prototypes are quantized according 

to the hit assignrnent pl'Oposed in Section 3.3.1 it was found that the small amount 

of buzzill(,ss that \Vas still present could be almost completely removed by injecting 

a small amoullt of high frcquency noise (above 2 kHz). The explanation in [7, 9] is 

that. for high pit,('hcd speakers, such as female speakers, there may be several pitch 

cycles wit,hin an updat.e frame and PWI may synthesize a signal that is too periodic 

cven whell the IOllg-ter1l1 SeR is maintained since the variation from cycle-to-cycle 

is Ilot mod('lIed. It. is suggested that. the short-ierm SeR between adjacent pitch 

cycles ('(\11 he 1l1easllred and controlled by injecting a small amount of noise into the 

rcconst,ructed speech and that. a practical solution is to in je ct a standard amount of 

noise abo\'e 2 kHz for ail speakers. 
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In the simulations performed for this thesis with unquantized prot.ot.ypt'S t.h('r(' 

was no buzziness detected in the reconstructed speech. Occasionally, SOI11(' warblt' or 

noise could be heard and, as will be explained in Chapt,t'r ,1. t his is caused by tlU' 

poor speech synthesis that can OCCUI' when the P\VI rt'const,ruct.ed ('xcit.at.ioll is pass('<t 

through the time-varying formant synthesis filter. Whcn PWI is applit'd dilt·rUy on 

the unfiltered speech instead of the excitation, t.h('n thcrc is no audible distort.ioll whell 

the speech domain pitch prototypes are unqualltizC'd. It is t1)('r<'foJ'(' collduded t.hat. 

the theory of needing to maintain the short-term sen is Ilot a rompl('t.(, t'xplanat.ioll 

for the perceptual improvement that occurs in the reconstruded Sp{'('ch wh('11 it. is 

injected with noise and a further investigation into this ph('1l0JlI<'1I01l is )}('(·d(·d. 
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Chapter 4 

Improving PWI 

The ohjcct.ive of PWI is to synthesize a smoothly evolving speech waveform by per­

forrning an interpolation between pitch cycle prototypes and thereby maîntain a high 

Icvcl of pcriodicity in the voiced speech. When a linear interpolating function is used 

thcn it is drsircd that the reconstructed speech also corresponds to a linear interpo­

lat.ion. I1ow('vcr, it was found though expcrimentation that the PWI approach of 

I\lcijn [7, 8,9, 10] <loes Ilot always achicve its objective. PWI can impose undesired 

envelopc variat.ions in the synthesized speech which occasionally results in audible 

warble. This phcnomenon is examined in Section 4.1 and it is found to be a result 

of inconsistellcics which OCClU when passing the PWI synthesized excitation signal 

through t.h<, formant synthesis filter because of the time-varying nature of the filter. 

Methods for improving PWI are discussed in Sections 4.2 and 4.3. The first 

rnetho<l is a post-proccssor which performs an energy fixup to srnoothen the envelope 

imposcd 011 t!H' synthesized speech. The true solution, it is proposed in Section 4.3, is 

to apply the PWI method 011 the unfiltered speech and avoid the time-varying effects 

of the LP formant filter. 
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4.1 Time-varying Effects in PWI 

The LP formant filter has proven 1.0 be very effective for removing J'('dllndancy III 

a speech signal to leave a smaller signal, tlw excitation signal, 1.0 b{· qllélnti;l,('d. III 

an LPC/PWI framework the formant filter relllov('s SOI\lP spectral re<!lIndélncy alld 

leaves prototypes of the excitation signal to be cllcode<! by PWI. \\'hil(' t.lH' forlllallt. 

filter provides for efficient encoding it can producc undesired erf(·ets in the sYllt.hesized 

speech due to its time-varying nature. 

Sorne examples of these effects which may occur III the syntlH'siz('d s(>('('('h (ln' 

shown in Fig. 4.1 and 4.2, in which the DFT prototyp('s of tl1<' ('xcitatioll W('l'(' 1101. 

quantized but quantized LSF's for th(' formant. filt.er weI(' Ils('d. 1\ synt.h(·siï,('d Sp(·(·('h 

frame is shown Fig. 4.1 bill which il. can he SC('IJ t.ha t t.)l(' il III pli 1,11<1(· of t,J)(' syllt.lH'siz(·d 

signal decreases in the middle of the frame compaled t.o t.1H' 01 igillcd Sp(·(·('h showlI ill 

Fig. 4.1a. Fig. 4.2a shows a segment of original speech and Fig. '1.21> shows t.lu· syn­

thesized speech segment in which the Ilon-linear cff('et.s which 0('('111' ill tht' 'HlC('('ssiv(' 

update frames produces an envclope in the iipc('ch whidl n'slllt.s in il. slightly tl,lIdihle 

warble. The perceptibility of the warblc may 1)(' small wlH'J\ (oll1pared 1.0 ot.!1('1' 1>('1'­

ceptual noises which may occur when full cncodillg is appli(·d ill 1.11(' SilllUlclt.ioll (1.1\('11 

again, the quantization is also likely 1.0 increase the aIIIOIlIlt. of war"I<'), hut. IH'caus(' 

this undesired phenomenoll OCClll'S whell the DFTs an' J\ot ('V('II qllélllt.iz(·d t11<'11 this 

a problem in the mode} which warrants investigat.ion. 

Applying PWI on the excitation signal produccs, by cl('firtit.ion of PWI, il synt.lH'­

sized excitation signal which is a linear interpolatioll bet.wc(·11 t.wo prototype' wav('­

forms. However, the LPC parameters of t}H' formant rilt.c'r are ('hanging ('V('ry sub­

frame such that the current and prcviolls prototype al'<' not filu·\'(·cl with tIw Sitllt(' 

LPC parameters. Passing an excitatioIl signal thlough a formant. ~ylltll('si~ filin 

whose LPC coefficients are different from the OIl('S us(·d 1,0 filt,('r UI(' origillal sJ)('(·(·J. 

produces a sub-optimally recollstructed speech signal. T~)('ref()re, for ail Ilpdat.<· fram(~ 

synthesized by the PWI method, thc middlc of tlte frame' is likely 1.0 suff('r t11C' poon~st 
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speech reconstruction sinee the combination of the two prototypes and LPC coeffi­

cients is gf(~atest here. The amplitude of the speech sometimes dips in the middle of 

the frame an(l if this phcnomenon occurs for a few successive frames then a warble in 

the speech is likely to be audible. Increases in amplitude are also possible. In Section 

4.2 a post-proccssor is examined to reduce the non-linear progression of the speech 

amplitude which can OCClU in a frame. 

Whil(~ Ute instances of poor speech reconstruction occur more likely in the middle 

of a frame, Uwy may also occur near the beginning or end of the frame due to subframe 

LSF interpolation. A prototype waveform is an extraction of one pitch cycle of the 

excitation signal and it may have some of its samples which resulted from formant 

filtering the sp('('ch tlsing one set of LPC coefficients while other samples in the same 

prototype resulted from filtering the speech with a different set of coefficients. For 

exalllple, if thl' prototypl' is "xtracted such that the centre of the prototype is located 

at the I)('gillllillg of an up(late frame (this is the case for the simulations performed 

for this th('si~) then the Icft-hand side and the right-hand side of the prototype are 

produccd hy a formant fîltC'ring operation with different LPe coefficients since they 

fall in different sllbframes. If half the pitch period is longer than a subframe length 

then part.s of the prototyp<' extends into further subframes and this would result in 

('ven gn·at.(·l incollsist.enfy in the resynthesis filt.ering. 

Th(' problern of having segments of a prototype excitation derived from different 

LPC coefficients can be partially avoidcd by structuring the prototype extraction such 

that right-hand ('lId of tlw prototype corresponds to the end of an llpdate frame, Le. 

the pl'Ot.otyp<' is completcly to left of the frame boundary, but this approach does not 

avoid the problcIIl when a pitch period is longer than one subframe. Furthermore, the 

previous l'rot otype wou Id be extracted completely from the previous update frame 

and ma)' not Sl'r,,{' as a good excitation signal for synthesizing speech using the LPC 

codficimts of the subframcs in the current update frame. In others words, this 

structUf<' could improve the speech reconstruction near the end of the frame but also 

worsen the reconst.ruction near the beginning of the frame in comparison to extracting 
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the prototypes with the centres of the prototypes located at the franw bOllndari('s. 

When pitch doubling occurs then the extracted prototype of t,wo t.rue pit.ch ("ydes 

carries over iuto even more subframes. The likelihood of poor sp('('ch ('(·const.ruction is 

therefore greatcr. Furthermore, the fad that pitch doubling occurs illlplit's t.hé'" t wo 

successive pitch cycles of the excitation Illay not. be highly ~'Ol n,lat<'d t.o ('(lch o(,II<'r 

and therefore pOOl' predictiûl1 gain may rcsult whcn samp\('-hy-scllllple syllclllOIl)' is 

Ilot maintained. In Fig. 4,3b four successive speech fral1l('s J'('constrndt'd hy PWI an' 

shown in which pitch doubling occurs at one of the updates and pit.ch triplill~ ()('("\Irs 

at another. The original speech is shown in Fig, 4,3a. The recolIst.rud(·tl S(>('('('\I 

shows some incollsisteucy in the amplitudes, <'specially Il<'ar tilt' frall\(, hOIlIH\tu'it's. 

Pitch doubling is, in gCl1cral, a problcm for any coder 1(\('(' it inh('I'('nUy illlplit's 

that there is a lack of correlation betwœn two successiv(' pit.ch cycles. li. is II\OSt. 

certainly a problem for PWI but fOltunat<'iy it does Ilot oe('ur v('ry oft.(·n W\I<'II a higlt 

sampling resolution and a good pitch estimation algorithm is I1S(" 1. 

In summary, the time-varying coefficients of t.he LP fmmant. fiit.('r illt.roduCC' 1111-

desired effed5 in the speech synt.hesizcd by passing t.he PWI sj'lIt.h(·si,wd excit.at.ion 

signal through the formant synthesis filter. The LP filt.er of t('Ilt.h ol'd(·1' is S('J\sitiVt' 

to changes in its parameter values as weil as its previolls fi\t,er memol'y valtJ('s and 

excitation. The procedure of filtcring and rc-sYIlt!wsi;"illg s[)('cch lIsiug SIICIt a. filt.(·!, 

in an open-Ioop manner may produce poor result.s whcn t.he SéLlllpl(·-hY-Séllllplt· ('011-

sistency is not maintained between the excitation salllpl('s and 1.11(' tillH'-varyillg filt.<-r 

coefficients. The PWI rnethod proposed by Kleijn clocs not t.ruly provid(' tI)(' (011(,1'01 

desired over the level of pcriodicity of the reconstrucl.cd spe('ch alld OIlIS cali fail t.(, 

produce a smoothly evolving wavcform. 

4.2 Energy Fixup for PWI 

The non-linear progression of the speech amplitude in a PWI J'(!('oflstru('f,l,d fl'MrJ(' 

Îs often in the form of a dip or increase in the middlc of a PWI synthesizcd frallle 
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a) original 

v V 

\ 

b) reconstruded 

Figure '1.1: PWI reconstructed speech frame exhibiting a drop in amplitude 
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a) original 

b) reconstructed 

Figure 4.2: PWI reconstructed speech exhihiting undesircd cllvelope variatioTlH 
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a) original 

Il) rcconstructcd 

1 

~ ~ ~ ~ n 

il 

t 
tripling doubling 

Figl\l'C 4.3: PWI reconstructed speech under pitch doubling 
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and this can cause an audible warble. In t.his section a post-proc('ssing algorit,hm is 

investigated which smoothens t.he undesired cnvclope. The post.-pl'Oct'SSOI' do<'s ilOt. 

require any extra information bits to be sent by the 80l11'('('. 

The post-processor proposed is an energy fixlIp which l1lt'élSHreS t.ht' t'!\('rgy of a 

pitch cycle at the beginning of a synthesi7.ed spf'cch frame, ai. t.ht' ('Ild of t.ht' fl'.IIII(', 

and in the middle of the frame, and t.hen attcmpts to smoot.hen the t'volut.ioll of Hw 

energy in the frame. The synt.hesized speech frallle' is Illodifi('d hy I\lult,iplying Hw 

samples according to an "energy" curve. The clIrve consist.s of t.wo Hile segment.s 

defined such that the endpoints of the curve an' cOlIst.railH'd t.o a. valut' of uuit.y and 

the centre point of the curve has thc value, 

r = [EH + EE]I/2 
2EM 

(4.1 ) 

in which E B , EE, EM are the cnergies in t.he beginlling, enci, and middle of 1.11<' fl'allH', 

respectively, and using EB for example they ean he comput.('d by, 

1 Lf/2-1 

EB =- L [.qkW 
L,/2 k=O 

in which s( k) are the output synthesizcd speech samplt's and L, /2 sllollld \)(' l'OllIlClf'd 

to an integer to correspond to the pitch period at tht' normal 8 kil;" rcsollltioll. (Jsillg 

an exponent q = 2 corresponds the cllergy of a pitch cycle, huI, il, lIIay be pl'('[('l'al>l(' 

to use a higher exponent, sueh as Cf = :J to emphasi7.e the p('aks ill t\H' pit.('h ('y('h,. 

The energy cllrve for a frame length of N sarnples is defirwd as, 

1+ N/2 ·k , k=O, ... ,N/2-1 

{ 

r-1 

c(k) = r - 1 
1 + N/2 . (N -k) , k= N/2, ... ,N-l 

A typical fiXllp curve is illustrated in Fig. 4.4. 

A synthesized speech frame which suffel's from a dippiIlg ill amplit.ud(' is sbowlI ill 

Fig. 4.5b with the original speech shown in Fig. 4 .. l)a. In Fig. 1.;)c the l'f~consf.l'lId('d 

speech frame has been post-pl'occssed by an energy fixup wit.h q = :J. A longer 

segment of the same speech is shown in Fig. -1.6, illustrating the smootJwning df(!c:t 

of the post-processor. 
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c(k) 

r 
1 

o N/2 N k 

Figure 4.4: Energy Fixup Curve 

The rcconstrllctcd speech segment from Fig. 4.2b which suffers from an undesired 

f'llvclope is again shown in Fig. 4.7a and in Fig. 4.7b it has been post-processed by an 

cncrgy fixup with q = 3. For t.his cxample, the amplitude of the undesired envelope is 

only slightly reducct! and the shape of the envelope remains imposed on the speech. 

ln gencral, tht' post-processor cannot remove warble in the sY'1thesized speech but 

only re'duce the levcl of the warblc by a small amount. Even if a more sophisticated 

fixup algol'it.hm is designcd, it would be able to achieve only limited success. It can 

ollly he helpful whcll the speech reconstruction at the beginning and end of the frame 

is rcliablc sincf' il. attempts to smoothen the evolution of the waveform from the 

bcginning of the frame to the end. When, occasionally, the beginning or the end 

of a frame is not weil reproduced then unfortunatcly the post-processor cannot help 

improve t.he speech. 

4.3 Applying PWI on the Unfiltered Speech 

Carefullistening tests and det.ailed visu al examination of the waveforms reconstructed 

by Klcijll 's PWI method revealed undesired amplitude variations. Distortion in the 
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a) original 

b) reronstruded without fixup 

v v H 

v 

c) reconstruded after fixup 

Figure 4 .. 5: Energy fixup on a PWI frame 
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a) original 

h) no fixup 

c) aft.el' fixup 

Figure 4.6: Energy fixup on a PWI segment 
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" 

a) no fixup 

b) after fixu p 

Figure 4.7: Energy fixup on a PWI segment with little drect 
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voiccd-to-unvoiccd transition and unvoiced frames was removed by making these sam­

pics idcntical to the original samples, allowing for an investigation of solely the PWI 

1TI0delling dreds. ft was speculated that the time-varying nature of the formant filter 

was the source of the problem. This speculation was confirrned by performing the 

prototyp(' extraction and interpolation in the original speech domain. The time-shift 

T for protOLype alignment and the cross-correlation between successive prototypes 

for making the PWIjCELP decision were determined in the excitation domain to 

kcep them <onsistcnt with the previous irnplementation of performing PWI on the 

excitation. Perforrrring PWI in the speech domain did indeed produce the smoothly 

evolving waveform that is dcsired, confirming the speculation that the undesired en­

vclopc variatiolls wcrc causcd by the time-varying nature of the formant filter. 

TlH' simplest way to avoid the problems associated with the time-varying nature 

of the LP formant filter is not to use the filter and apply PWI on the clean speech 

signal. PWI, by definition, prodllces a linearly interpolated waveform when a linear 

interpolatillg fllllction f3(k) is used. However, when a formant fUter is first applied 

OH the speech then the PWI method produces a linearly interpolated excitation but 

falls short. of its objective to synthesize a srnooth linearly evolving speech waveform. 

Applyillg PWI on the unfiltered speech ensures, by definition, that a linearly interpo­

latcd speech wav(·fol'Ill is synthcsized. Furthermore, pitch doubling is not as serious a 

pl'oblem since the successive pitch cycles of speech are likely to be highly correIated 

('ven Hnder pitch doubling. 

Wlwn applyillg PWI dircctly in the speech domain the sarne procedure discussed 

ill Chap\,(>r a is applicable wit.h t.wo modifications. Firstly, prototypes are extracted 

in t.he speech dOlllain so t.h(' DFT is used to represent prototypes of the speech and 

Ilot t.he (·xcitat.ion sigllal. Secondly, the spectral weighting of the DFT coefficients 

in (3.22) must. be Illodified for the prototypes of speech. If formant deemphasis is 

ilOt. d('sin'd t.1)('1I therc is no weighting operation needed. To apply the weighting 

W(.:') = A(.:' )jA(: Il) as in CELP then firstly the DFT coefficients of the prototypes 

in 1 h<> excitai ion signal domain that would be obtained from filtering the speech with 
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the filter A( z) are deterrnined from the DFT coefficients Sc( 111) and S3( 111) of t.ht' 

speech prototypes by: 

Nf Nf 

Gc(m) = Sc(m)"Ep:/cos(21f'ml/Lg ) - S3(m)Lo/sin(27r11l1/Lg ) 

1=0 /=0 

(4..1) 
Nf Nf 

Gs(m) = Sc(m)L:o/sin(21f'ml/Lg ) + S3(71l)Lo/ cos(27rml/ Lg ). 

1=0 /=0 

as shown in Appendix B. Now (3.22) can be applicd to pt'rform the inYt'rsc filt('ring 

operation l/A(z/,) with , < 1 for formant dccmphasis. 

Sorne examples of speech segments synthesized by applying PWI 011 t.1\p Hllfilt.l'r('d 

speech are comparcd to the cqllivalcnt segmmts synt.lU'sized hy applying PWI on 

the excitation in Fig. 4.8 and 4.9. The sampl('s in tll(' nOll- PWI frallH's W('\'(' matif' 

identical to the original speech samples to allow for a <Iin'ct. ('ompal isoll ht't.W('('1I tilt' 

PWI frames of the two approacht's. The speech ~WgIllCIlt. from Fig. (1.2 is again showlI 

in Fig. 4.8 with the undesired envelope sllcccssfully remov<'d hy applying PWI 011 

the speech whereas the energy fixup of Section 4.2 hat! fa i It'd. '1'1)(' sl>l'('ch sq~lIl('nt. 

which suffers from pitch doubling/tripling in Fig. 4.:1 is agaill showlI in Fig. 4.9 in 

which the speech reconstructed applying PWI dircctly in t1lP IInfilt,('J'('d sl'('('('11 dOlflilin 

rnaintains a smooth evolution of the amplitude. There WdS no éluclihlt, dist.ortioll in 

the sarnple speech phrases reconstruded by applying PWI dil'l,ctly ou tilt' IInfi)t('r(,d 

speech when the prototypes were not quantized. 

Although there was no quantization of the prototyP('S ill the simlliations l)t'rfornu'cI 

for this thesis, a brief discussion of the subject is provi(h'd 1)('1'('. WI)('f1 applyillg PWI 

on the (;xcitation signal, the formant fil t.er provides for ail dfici('nt J'('llIoval of r('­

dundancy in the speech but can also prodllcc Illldesired )'('~Illts ill the )'('sYIlUwsi;wd 

speech. Whcn applying PWI on the unfiltered Sp('('ch, t1w prototypf's of t1w 1Il1fil­

tered speech must be quantizcd. 1t is ('xpcct,{'d that an illcf('as('d rlllJrlIH'r of bits is 

not required in comparison to Klcijn's schcrne. Tbe dfiuf'nt ('/lcodillg: offel('(1 by t1w 

formant filter can also be cxploitcd in this case. Th(· formant filt('r ('all 1)(' appli(!(1 

to filter the prototypes only, inst.f:>ad of filtcring an entire Ilptlate franl(!. '1'1)(' f('sid-
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ual of the prototype is differentially encoded as in (3.35) and then the prototype is 

f(~synthe!>i;t,ed by passing the coded residual through the inverse filter. The previous 

prototype ~hollld b(! uscd as past samples for filtering the current prototype sinee the 

decod(!r has Ilot yet synthesizcd the samples in between the prototypes. Using the 

recollstru( t(·d SIH'cc!J prototypes, waveform interpolation is performed in the speech 

dornain to gllal'antec a smoothly evolving speech waveform. This encoding method 

rnayevcn J)(' more efficient thall the case when applying PWI on the excitation sinee 

the LPC élllalysis is performed 011 only a single pitch cycle instead of an entire update 

frame so high(')' IHcdict.ion gain lIlay be achieved. 

Allot.!)('1' qllant.izatioll sdwlIlc tu investigate is to encode the DFT's of the speech 

domaill prot.otype·s dirf'ct.ly \ISing the differential encoding scheme in (3.35). Efficient 

cllcodillg lI1a,)' be achieved sincf' the successive prototypes are highly correlated to 

('ach other. Th(· bits that would have been used for LSF quantization can instead be 

IIsed fol' illcl'C'a8ing the resolution of the gains, increasing the size fo the codebooks, 

and evell illcJ'{·N.;jng the number of codebooks. 

An additiollal problem which requires careful investigation when full encoding 

and full inl('gration to CELP is irnplernented is the performance of the coder in the 

voiced-to-llnvoiC<'d transitions. In particular, when PWI is applied on the unfiltered 

sp<'('('h 0\('1'(' is 110 excitatioll sigllal generatf'd in PWI frames .. \t a voiced-to-unvoiced 

transition t!H' coder mllst t}wrdore produce a sufficient number of past excitation 

samples to 1)('118('(\ by the LP pitch filtcr (or adaptive codebook) of CELP. The method 

chos('11 will prod\lC(, excÏtatioll sarnplC's that slightly differ from those produced by 

applyillg PWI 011 tlH' excit.at.ion. The voiccd-to-unvoiced transition frame will not be 

id('ntical 1,0 that. produced hy KI('ijn's schcme, but is not neccssarily inferior. 
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a) original 

b) PWI on excitation 

c) PWI on speech 

Figure 4.8: PWI applied dircctly on speech 
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a) original 

1 

h) PWI on speech 

Il 

t 
tripling doubling 

Figure 4.9: PWI applied directly ,'1' <;peech under pitch doubling 
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Chapter 5 

Conclusion 

The purpose of this thesis was to examine the implement.atioll and applicat.ioll of 

a recently proposed speech coding met,hod called profot,ypc wavdortll illt,(·rpola.t.ioll 

(PWI) for encoding voiced segments of speech at low bit rates. Th(· oIJjt'ct.iv(· of PWI 

is not only to achieve a Iow bit rate but also to achieve higl\('r quality, 11\01'(' natu raI 

sounding speech than current Iow rate cod ers. 

Voiced speech is characterized by a high levcl of periodicity and a cl(~all, nois('­

free waveform shape. Traditional coders arc drivcn hy wcighted sigllal-to-Iloisc' ra.tio 

(SNR) criteria which do not control the Icvel of perio<licity in the l'econstl'1lct.C'd sp('(·ch 

and therefore this fundamental charaderist,ic of the voiced spc('ch lIlay ilOt. Iw wC'11 

preserved. \\l'hile these coders may shape the cl'/'or hy Ilsing c'rror weighting filt,('f'S 

and adaptive post-filtering, thcy do not provide a cardul cOIlt.1'01 ow'r t/H' l<'v(·1 of 

periodicity. As a result, these coders do Ilot achieve nat,llral sOllnding voÎC'C'd sJ)('('("h 

despite the high SNR scores which they can achieve in t.he voÎr('d frallH's. 

The PWI method encodes only a single pitch cycle prot.ot.ype' of voi('('d sJw(·ch r)Pr 

upda.t p frame (the prototypes, howevcr, must he l'epre~c·J1t.('d al. iLll upsamplc'd I6 kHz 

resolution for good performance) 1.0 achicvc a low coding rate and il. llIaint.aiwi cl, high 

level of periodicity in the reconstructed speech 1.0 achieve high qllalit.y voi('(~d sJ)e('ch 

reconstruction. SNR based error cvaluation techniques ar(~ ilOt. IJsed and sarnplc'- by­

sample phase synchrony is not maintained to allow fol' the spc'ccll t.o b(! rccoTlstl'uct.ed 
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by a smooth interpolation between adjacent prototype waveforms. The interpolation 

maintains a high levcl of periotlicity in the signal which is controlled hy maintaining 

the cross-col'f'dation bctwccn the quantized prototypes to he the same as the cross­

correlation bdween thc unquantized prototypes. 

One of the contributions of this thesis is simply to provide sorne of the details 

needcd to implernent PWI that are not provided in the availahle literature. A practi­

cal implemPlltation of PWI llsing the discrete Fourier transform (DFT) was presented 

which is an approximation to the conceptual PWI formulation in the continuous-time 

dornaill using the Fourier series (FS). The need re-establish sample-hy-sample syn­

chrolly whcll tlte coder switches from PWI to code-excited linear prediction (CELP) 

was explaincd and one method for performing this re-synchronization was presented. 

SOIllC of t!H' details in the implementation of PWI used in this thesis are likely to 

differ from t.he implement.at.ion performed by Kleijn, but t.he principles do not differ. 

The major contribution of this thcsis was the detection of a problem in the PWI 

Illethod and the identification of its source. Performing the interpolation procedure 

betw('('11 IInqllantized prototypes resulted in recoI'3tructed speech which could have an 

IIndesired envclope. While this effect was usually imperceptible, it was occasionally 

perceptible as a warble, especially in long voiced segments. The PWI method was not 

quite achi('ving its objective of producing a smoothly evolving waveform correspond­

ing to a lincar int('rpolation and therefore it was feH that. there was a fundamentai 

problcrn in the PWI model which should he investigated instead of jumping into bit 

cJ1('()ding fol' comparing PWI to other coders. 

The problem in PWI was identified to be caused hy the time-varying nature of the 

shùrt-t.(,l'm lineal' predictive (LP) fiIter, called the formant fiIter. PWI was applied on 

the excitat.ion signal aCter the speech was formant filtered. The PWI process, by def­

init.ion, produc<'d a lin('arly ini.<'rpolated excitation signal but this did not correspond 

t.o a Iil)('ar int.{'rpolatioll in the speech domain aCter the reconstructed excitation was 

passed thwugh t.he t.ime-varying formant resynthesis filter. The scheme proposed by 

Kleijn provides control over the level of periodicity in the reconstructed excitation, but 

66 



this does not correspond to control over the level of periodicit.y in t.he recollst,l'Udt'd 

speech. 

The PWI method proposed by Kleijll was applil'd imide a linear prpdict.i\'{' coding 

(LPC) framework sinee the formant filtcr has b('e11 a popular choi('(' fol' eflicit'nt.ly 

removing redundancy in a spct'ch signal. Traditional ('oders (lel'forlll a c1osed-loop 

analysis-by-synthesis optimization to overcomc as much as possibl(' tilt' st'lIsit,ivit.y of 

the formant filter to errors in tht' excitation signal and in tht, pl't'violls vailles 1\(·('<lt·<I 

for the filter memory. The analysis-by-synthesis approach is Ilot, hOWt'VN, slIitahlt, fol' 

PWI sinee the basic approach of PWI is to construct an interpolat,t'd signal and 110" 

to perform an SNR based optimization se arch Furtht'llllon', oUler low-I'at.(· Spt·(·('h 

cod ers can also suffer from an inconsistent reproduction of t.J1(' sp(,t'ch itmplit.udt, 

envelope despite the "robustncss" of the analysis- by-sYIlt.J\t'sis approclch \)(,("UlS(' of 

the coarse quantization used. 

A post-proeessing algorithm was implen1<'IILed Lo SIr\oot,h out. tI\t' IlIHI('sin'd ('11-

velope in the reconstructed speech using an energy fixup. lJllfol't.1\\Iat,(·ly, tilt' post.­

processor achieves only marginal improvt'Illent,s silice it only \'(·dtH'('S t,Jw alllplit,lId(· of 

the envelope variations but rarcly could removc them and thcn·fol'(· tilt' charadt·\'ist.ic 

of the signal that causes warble was not remow'd. Whil(' more sophist.icat.t'd post.­

processors were contcmplated, in addition to a prototype extractioll p\'O('('(llI\'(' whirh 

tries to avoid as much as possible the time-varyillg natll\'(, of tl1<' forlllant. filt.er, t.lH'se 

approaches do not get Lo the root of the problem. 

The root of the problem is removed by applying the PWI I\\('thod 011 t.h(· input. 

speech without formant filtering. The smooth illt.erpolation dt'sin'c1 ill tht· n'( 01\­

structed speech was achieved. With t.he prototypes I('ft Il/ICluéLnt.iJ',(·d, t.lw\t' WdS 110 

audible distortion in the reconstructed speech, It is prt'ferahle fOI t.l\t~ \'(·«)\Ist.\'ud.etl 

speech to have an amplitude cnvelope whieh is srnoot/I('\, t.hall t.he origillal, rather 

than one which is more varyillg alld cll'atie. 

The PWI coding mcthod proposed by Kleijn rnay achif've good l't'sults compal't·d 1,0 

other speech coders (according to Kleijn's own simulation result.s) and has c:ont.rihut.(!tl 
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substantially to research in speech coding, however, further research on PWI should 

first take a step back and start off on the right foot. Quantization and bit allocation 

for PWI should be approached from the viewpoint of efficiently encoding prototypes of 

the unfiltered speech, not the excitation. The performance of the encoding method in 

the voiœd-to-Ilnvoiccd transitions must also be considered. The method of applying 

first a formant filter and then pcrforming PWI on the excitation signal is one option 

to be compared against others. 

The motivation behind PWI is to produce natural sounding voiced speech by 

preserving fundarnental characteristics of the speech - its level of periodicity and 

continllously evolving pitch period length. These, however, are only two characteris­

tics of the speech. It was argued in this thesis that Kleijn's theory of having excessive 

corrclatioll bct.W(,(,Il successive pitch cycles is not a complete explanation for the im­

provcmellt. oht.aincd in Kleijn's PWI simulations achieved by injecting noise in the 

reconstructed speech. It appears that in order to achieve truly high quality speech 

coding at very low bit rates, a further understanding and modelling of the properties 

of natural speech may be needed. 
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Appendix A 

Cross-correlation Expressed in the 

Fourier Series Domain 

The following is a proof that the normalized cross-correlation !wtwc('J) t.he t.wo WélV('­

forms x(t) and y(t) defined on the interval 0 ::; t ::; T cali he expr<'sse<! in t.t'rms of 

their FS coefficients X and Y as: 

J~:'o x(t)y(t)dt Rc{Xlly} 

[Jt~O x2(t)dt· Jt~O y2(t)dtf/2 = [X/lXylly]I/2 
(A.! ) 

and that the time-shift of r that phase aligns y(t) to .T(t) 1,0 achieve the maximulII 

cross-correlation is determined by: 

M 

r = argmax L [Xc(m)Yc(m) + Xs(m)y,(m)] cos(271"7nr') 
O$T'$T m=O (A.2) 

+[Xs(m)Yc(m) - Xc(m)Y,(m)]sin(21Tmr'). 

Proof of (A.l): 

Let the FS representation for a bandlimitcd signal x( t), 0 ::; l ~ '/' be: 

M 

x(t) = L Xc(m) cos(271"mt/T) + Xs(m) sin(271"mtj'/') (A.:l) 
m=O 

and the vector of FS coefficients be dcfincd as: 

(A.1 ) 
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The (un-normalizcd) cross-correlation between x(t) and y(t) can thus be expressed 

as: 

T T M 

l=ox(t)Y(l )dt = 1=0 I: [Xc ( m) cos(211"mtjT) + Xa(m) sin(211"mtjT)] 
mMO (A.5) 
. I: [Yc( n) cos(21l"ntjT) + Ys( n) sin(211"nt /T)Jdt. 
n=O 

Noting the orthogonality ovcr the interval 0 ~ t :::; T for ''n, #- n between the func­

tions cos(2rrml/1') and cos(2rrntjT), sin(21imtjT) and sin(211"ntjT), and for any m, n 

bclwccn cos{211"mtjT) and sin{211"nljT) then the surviving terms are: 

'J' M T 1=0 :r( t )y(t)dt = 'fo 1=0 Xc(m »)':,( m) cos2 (2rrmtjT) + X s( m)Ys(m) sin2(211"mtjT)dt. 

(A.6) 

Pcrfol'rnillg t.he integration yields: 

i:ox(t)y(t)dt =~ Ë.XAm)Yc(m) + Xs(m)Ys(m) 
m=O 

(A.7) 

Similarly, it can be easily shown that 

fT T 
Jt=o x(t)x(t)dt = 2 (XHX). (A.8) 

The Ilormalizcd cross-correlation can therefore be expressed as: 

Jt~O .r( t )y( t )dt Re{X Hy} 

[ft~o:l.2(t)dt. ft'!:oy2(t) dt f/ 2 - [XHXyHy]1/2' 
(A.9) 

Pl'oof of (A.2): 

The waveforms :r(t) and y(t) can be phase-aligned by time-shifting y(t) by T such 

that t.lw nOl'malized cross-correlation between x(t) and y(t + 7) is maximized. The 
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FS of y(t + r) can be expressed in terms of the FS coefficients of lI(t) by: 

M 

y(t + T) = L }'~(m)cos(27r11l(t + r)/1') + }'~(m)sil1(2rr11/(t + r)/T) 
m=O 

M 

= L [Yc(m)cos(2rrmr/T) - }'~(m)sin(271"17ITjT)]('m;(2rr11lt/,/,) 
m=O 

+[Yc(m) sin(27rmr /T) + Y~( ln) cos(2rrm T /'1')] si n (271"1/1 1 jT) 
(A.\O) 

Therefore, the FS coefficients of Ü(t) = y(t + r) are: 

t(m) = Yc(m)cos(2rrmT/T) - }':.(m)sin(27r1/lr/T) 

Y,(m) = Yc(m)sin(27rmr/T) + }~(m)cos(27r11lr/T). 
(A.ll) 

The time~shift r w hich maximizes the cross-correlation bet W('('11 .1'(1) and üO) is d(·· 

termined by: 

= argmax Re{XHy} 
O~T'$T 

M 

= argmax L [Xc(m)Yc(m) + Xs(m)}"s(m)] cos(27r1l/r') 
O$r'$T m=O 
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Appendix B 

LP Filtering U sing the Fourier 

Series Coefficients 

The following }>l'OVCS a result used by Kleijn that the FS coefficients of an excitation 

waveform ,q(t), 0 ::; t ::; 7' dcrived from LP filtering a speech waveform .s(t), 0 ::;: t ::; 

7' with the filter coefficients {O'o, 0'1, (l'2, ... , (l'N,) = (1, -al, -a2, ... , -aN,) can be 

]'epresented in tenns of the FS ('oefficicnts of the speech waveform by: 

N, N, 
Gc{m) = S'c(m)LO'I cos{27rmID jT) - Ss(m)L(l'1 sin(27rmIDjT) 

1=0 1=0 

(B.I) 
N, N, 

G,,(m) = S'c(m)LO'I sin(27rmIDjT) + S,,(m)L(l'1 cos(27rmIDjT). 
1=0 1=0 

where /) is t.he sampling illtcrval of the LP filter. 

Furt.I)(\l'IHol'C, the FS co('fficients of the speech can be recovered from the FS coef-



ficients of the excitation by: 

(B.2) 

in which the formants can be dcemphasizcd, if d('sir('d, by s(·ttillg 1 < 1. 

Proof of (B.l): 

Consider a speech waveform s(t) on the int.erval 0 ::; t s-; '/'. 'l'Il<' FS l'<'pn'sPlIl.al.ioll 
. 
IS: 

M 

8(t) = L [Sc(m)cos(211'mt/T) + S'~(nl) sin(27l'11It/,/')] (H.:J) 
m=O 

in which the FS coefficients are determined by: 

1 l' 
Sc(m,) = T la s(/) cos(27l'mt/T)dl 

01' 

S8(m) = ~ 10 s(t) sin(27l'mt/T)dt. 
(B ~) 

Filtering the speech with an LP filter with the coefficients (O'o,n),fr2,"" nN,) = 

(1, -al, -a2, ... , -aN,) produces the excitation signal: 

Nf Nf 

g(t) = 8(t) - L:a/s(t -ID) = L:a/ . .,(l - ID). (B.;') 
1=1 1=0 

Substituting the FS reprcsentation in ([LI) for . .,( l) givcs: 

g( t) = ~ QI [ot S,( m) cos(2Km( t - lD)f1') + S,( ln) si U(2KIIt( t - If) fT) J. (lUi) 

Applying the trigonometric identities 

cos(O - ~) = cos Ocos tP + sill 0 sin ~ 

sin(O - ~) = sin Oeos 0 - co.~O ~iJl rP 
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1 

and re-arral~gjllg the terms giver,; 

MI N, N, 

g(t) = 2: Sc(rn)LCitcos(27rrnID/T) - S,,(m)L:Ci/ sin(27rmlDjT) cos(2rrmt/T) 
m=O /=0 /=0 

N, Nf 

+ .5'c(m)LCi/ sin(27rrnID/T) + S,,(m)L:Ci/ cos(27rmlDjT) sin(27rmt/T). 
/=0 /=0 

(B.8) 

The FS coefficients of the excitation in terms of the FS coefficients of the speech are 

thus: 

N, NI 

Gc(m) = Sc(m)LCi/cos(27rmID/T) - S,,(m)L:Ci/ sin(27rmlDjT) 
/=0 /=0 

(B.9) 
N, Nf 

G,(lII) = S'c(m)LCit sin(27rmID/T) + Ss(m)L:Ci/ COS(27r1TtlDjT). 
/=0 /=0 

l'roof of (B.2): 

The FS coefficients Sc(m) and Ss(m) can be recovered from the FS coefficients of 

the excitation using the follwing expression: 

N, Nf 

Gc(m)L:Ci/ cos(27rTID) + Gs(m)L:O'/ sine7rT/D) 
ç; ( ) /=0 /=0 
... c 11l = 2 2 

[~Ci/cos(27rT/T)] + [~o/sin(27r~/T)] 
/=0 1=0 

(B.IO) 
Yf Nf 

-Gc(m)L:Ci/ sinelT';!/D) + G,,(m)L:o/ cose7r~ID) 
S (m) = /=0 /=0 

S [ECi/ cos( 2lT~/D)] 2 + [f:o / sin( 21r';!/D)] 2 
/=0 /=0 

This il' proven bclow by substitution. Consider the numerator for the first expression 

in (B.IO): 

N, '27r11l1 D N, 2rrmiD 
G .. (1Il)Lo/cos( l' ) + Gs(m)L:Ci/sin( )= (B.U) 

/=0 /=0 T 

[ 8,(111) ~crf co,( 2".", ID (1') - S,( ni) ~"f sin(2".mlD (1') 1 È "n cos(2 .. mnD (1') 
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The terms can be rearranged to give: 

(B.12) 

The terms for Ss(n/,) cancel out to leave: 

(B.l:J) 

Dividing by the denominator in (B.lO) recovcrs Sc(m). Silllilarly, t.he exp[('ssion for 

recovering Ss(m) in (B.lO) can be proven by substitutioll. 

Now consider if the LPC coefiicients in (8. JO) an' rnodified such tltat.: 

(B.J.1) 

Then with Î < 1 a deemphasized formant structure is put hack int.o the FS f('J)('('!WIl-



tation by the expression: 

(B.15) 

j'6 
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