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THE CRAIG-SAKAMOTO THEOREM

MYLÈNE FANNY DUl\'IAIS

Abstract

This thesis reviews the works that most inftuenced the progress and the development of the Craig­

Sakamoto Theorem. This important theorem characterizes the independence of two quadratic

forms in normal variables. \Ve begin with a detailed and possibly complete outline of the history

of this theorem, as weIl as several (correct) proofs published over the years. Furthermore. sorne

misleading (or incorrect) proofs are reviewed and their lacunae explained. We conclude with a

comprehensive bibliography on the Craig-Sakamoto Theorem; sorne associated references are also

included.

Résumé

Cette thèse réunit les résultats qui ont le plus influencé l'avancement et le développement du

théorème de Craig et Sakamoto. Ce théorème donne les conditions nécessaires et suffisantes pour

obtenir 1ïndépendence de formes homogènes quadratiques. Dans le but de clarifier certaines croy­

ances, nous débuterons avec une histoire détaillée et complète de ce théorème ainsi que plusieurs

preuves publiées au fil des années. Outre cela, certaines preuves, qui ont été plus ou moins sat­

isfaisantes, sont révisées et les erreurs (s'il y a lieu) qu'elles contiennent y sont expliquées. Fi­

nalement, nous concluons avec une bibliographie contenant plusieurs références sur le théorème de

Craig et Sakamoto ainsi que d'autres sujets reliés à ce théorème.
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Chapter 1

Introduction and Preliminaries

Many papers have been written about the independence of two homogeneous quadratic forms in
normal variables; sorne are misleading (or incorrect), sorne are correct but not easily understood,
and sorne duplicate results published previously.

During the Second World War, Allen Thornton Craig (1904-1978)1 the "Craig" of the famous

book by Hogg and Craig (72), and Heihachi Sakamoto (b. 1914)2 unaware ofeach other's work, both
proposed a characterization for the stochastic independence of two homogeneous quadratic forms
in independent normal variables with ail means zero. This characterization was much simpler
than the one proposed earlier in [30] by Cochran (1934). Craig's paper [35] was published in
The Annals of AJathematical Statistics in 1943, while Sakamoto's paper [196] was presented at a
"Lecture at the Anoual Math-Physics Meeting [in Tokyo, Japan] on July 19, 1943" and published
(in Japanese) in 1944. We will refer to this characterization as the Craig-Sakamoto Theorem. Arter
the Second World War, the Craig-Sakamoto Theorem was extended in various ways and is now

used to characterize the independence of two second-degree polynomials in normal variables not
necessarily mutually independent and with means not necessarily zero.

ln this chapter we review the underlying theorems and lemmas required to understand the
Craig-Sakamoto Theorem. We cover basic information on matrices and on raodom vectors
following a multivariate normal distribution, as weIl as the theorems needed in the different proofs
of the Craig-Sakamoto Theorem. In Chapter 2, we present the views of various authors on the
facts related to the Craig-Sakamoto Theorem, and in Chapter 3 we examine the facts and the
proofs that have been published; in Chapter 4 we cover recent developments. Our thesis builds
upon Chapters 2 and 4 of the 1973 McGill MSc thesis by Scarowsky [203], as weIl as the 1984 MA

thesis [62] by Gundberg and the more recent work by Driscoll and Gundberg [42], Ogawa [165],

and Ogawa and Olkin [166].

1Allen Thomton Craig was born in 5 August 1904 and died in 27 November 19i8. For more biographicaJ
information and a photograph see [227].

2Heihachi Sakamoto was born on 16 August 1914 and elected to membership in the Intemational Statistical
Institute (151) in 1976; a portrait is available in the ISI Portrait Collection, cf. [i9] •
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[n preparation for our discussion of the Craig-Sakamoto Theorem, we first introduce the no­

tation to he used and some preliminary results on matrices. We will denote matrices by capital

letters and column vectors hy lower case letters. Ali our matrices and vectors will be real (unless

stated to the contrary).

The transpose A' of the m x n matrix A is the n x m matrix that has its rows equal to the

corresponding columns of A; row vectors wiU always be primed. If B is an m x p matrix then we

write (A : B) for the m x (n + p) partitioned matrix with .4 placed next to B. The tank of a

matrix .4., denoted by rank(.4), is the dimension of its column space or its row space, while for the

square matrix A we write lAI or det(A.) for its determinant, tr(A) for its trace, and .4.P for its pth

power. A square matrix .4 is said to he symmetric when .'-l = A' and idempotent when .4 = .4.2
;

an idempotent matrix need not be symmetric.

If there exists a matrix B such that AB = BA = ln, the n x n identity matrix, then A is square

and said to be nonsingular and B is its inverse denoted 04- 1 • If A is an n x n matrix, then A being

nonsingular (or invertible) is equivalent to having rank(A) =n. The square matrix P is said to be
orthogonal when P' = P- 1•

The set of eigenvalues {ch(A)} of a square matrix A is the set of scalars {À} such that .-lx =Àx;

the associated nonnull vectors x are called eigenvectors and IÀln - .'-ll is called the characteristic

polynomial, with its coots equal to the eigenvalues of A. If A. is an n x n symmetric matrix, then ail

its eigenvalues are real, and we write chj(A) for the ith largest eigenvalue. For any n x n symmetric

matrix.4. with rank(A) = r S n, there exists an orthogonal matrix P such that P'A.? = D, an

n x n diagonal matrix containing the r nonzero eigenvalues on its diagonal and ail other elements

zero.

\Ve also have the following fundamental equalities:

n

tr(A) = L chj(A)
j=1

n

det(A) = lAI = II chj(A).
j=l

Let A be an m x n matrix and let 8 be n x m, so the products 048 and BA are both defined.
Then:

{nonzero ch(.4B)} = {nonzero ch(BA)}

tr(AB) = tr(B.4)

Ilm - ABI = lIn - 8.41·

A symmetric matrix A is positive definite (pd) when x'Ax > 0 for aIl x i= 0, and nonnegative

definite (nnd) when x'.4.x ~ 0 for aU x. A symmetric matrix A is positive definite if and only if ail

of its eigenvalues are strictly positive, and nonnegative definite if and only if ail of its eigenvalues

are nonnegative. If the n x n symmetric matrix A is nonnegative definite with rank r, then there

exists an n x r matrix T of full column rank r, so that A =TT'. Since the trace tr(A) = tr(TT')

equals the sum of squares of the elements in T, we see that tr(A) = tr(TT') = 0 <=> T == 0 <=> A = O.

2



• We now introduee in detail our main topie ofinterest. Let x = (Xl, ..• ,xn )' be a random vector

that follows a multivariate normal distribution. Then the quadratie expression q = .x'Ax is a

--quadratie form in normal variables"; here A = {aij} is an n x n nonrandom matrix. Another way

to write q is:
n n

q =x'Ax =L ~ aijXiXj'

i=l j=l

(l.1 )

We (may and will) always ehoose the matrix A to be symmetrie, sinee q = .x'.4.x = (.x' .4x)' =
xlA'x = x/{t(A + A/)}x. and the matrix t(A + A') is symmetric.

The quadratie form is called nonhomogeneous if its quadratic expansion contains quadratie,

linear, and constant terms sueh as the polynomial x'Az + 6'X + c. A bilinear form is the sum of

erossproducts between two distinct random vectors: x' By; here x is m x 1. y is n xl, and B is
m x n.

The n x l random vector x follows a multivariate normal distribution with mean vector E(.x) =
p = {pa} and nonnegative definite dispersion matrix D(x) = V = {Vij} whenever the scalar

produet a'.x follows a univariate normal distribution with mean a' x and variance a'Va. for every

n x 1 vector a. We then write x '" N(p, V) and have the following results:

Xj N(lJj,ujj); i=1, ... ,n;

E {exp(sxj)} = exp {slJj - ts2 Vjj} ;

E {exp(t'x)} = exp {t'JL - tt'Vt}.

\Vhen the dispersion matrix V is positive definite (and thus nonsingular) then we have the

following probability density funetions:

pdf(xj) =
(x. - p.)2 }J J •

2vjj , j = 1, .. . ,n.

Our first theorem gives the characteristic function of a homogeneous quadratic form; we believe

this version \Vas first established in 1966 by Miikeliiinen [130]. To prove this theorem we note that

if the moment generating funetion lUeS) = E{exp(sy)} of a random variable y exists in the region

[si :s E, \Vith c > 0, then the characteristic function ifl(s) = 1\;/(is) for aIl real s, cf. e.g., Lukacs

[123). p. 11 and §7.1; here i = Fï.

Tbeorem 1 (The cbaracteristic function of .x' .4x) If A is a real symmetric n x n nonrandom

matrix and x '" N(p, V), with V nonnegative definite, then .t"'Ax has the charaeteristic function:

E{ ( . I,\)} exp{isJL'(l- 2;sA\/)-1 AJA}
exp ISX ."1X = 1/- 2isAV1 1/ 2 •

( 1.2)

•
To prove this theorem, we follow the presentation in Chapter 2 of Scarowsky [203] and use the

following lemmas:

3



• Lemma 2 If x -- Nn(p,1/), then for any real m x n matTir H, the m x 1 vector Hz ­
Nm(HJJ,HVH').

The proof follows immediately from the definition of the multivariate normal distribution.

Lemma 3 Let the mndom variable =- N(O, 1). Then the joint moment genemting junclion of =2

and = is:

( 1.3)

Proof. \Ve have

E{exp(s=2 + t=)} 1 100
{ __2 }

)l/2 exp --- + s=2 + t= d=
(211" -00 2

1 100 {l") }(211")l/2 -00 exp -2" (=-(1-2s) -2t=) d=.

Now let us put w = =(1 - 2s)I/2 - t(1 - 2s)-1/2, with s < 1/2 (and so w is real). Then w2 =
=2( 1 - 2s) + (!(l - 2s)-1 - 2=1 so that

=
exp{~}.

(1 - 2s)1/2 '

since the integral here is the integral of the probability density function from -00 to ,Je, of the
standard (univariate) normal distribution and so is equal to 1. Our proof is complete. 0

Lemma 4 If Band C are two m x n matrices such that ln - C'B is nonsingular. then lm - Be'

is nonsingular, and

( LA)

•

Proof. \Ve have. with 1 denoting either lm or In, that

(1 - BC'HI + B(l- C' B)-IC'] 1 - BC' + (I - BC')B(l- C' B)-IC'

= 1 - BC' + B(l- e'BHI - C' B)-IC'

= 1 - Be' + BC' = l,

and our proof is complete. 0

Our next lemma can be found in the classic book by Anderson [4] (First Edition: pp. 25-26;
Second Edition: pp. 31-33).

Lemma 5 Let the n x 1 mndom veetor z -- N(JJ, 1/), where 1/ is n x n. Ifrank(1/) =r, then there

exists an r x 1 random vector y - N(O, Ir) such that z =Ty + JL and TT' = V.

4



• Proof. Sioce V is symmetric we may write V == V' == PDpl, where P is orthogonal and D
diagonal, and

(

Dr
V == PDp' == (Pl : P2) 0

where P == (Pl : Pû and Dr is an r x r positive definite diagonal matrix. Here Pl is n x ,. and P2
is n x (n - r).

We introduce the nonsingular matrix

(

D;:01/2
G== o ) p'

I n - r

Then

(
Ir 0)

GVG' == 0 0 .

We now let w =Gx; then by Lemma 2, W =Gx - N(GIl, GVG'). Write w' =(w~ : w~), where Wl

is r x 1 and W2 is (n - r) x 1 and write v' = (GIl)' == (vf : v2), with vf and v2 having the same

dimensions as w~ and w;. respectively. Theo WI - Nr(Vl, Ir) and W2 =V2 with probability 1. Let

G-l=(T:S),

where T is n x ,. and S is n x (n - r). Hence

x = G-lw

= T( Wl - vIl + TVI + SV2

= T(WI - VI) + G-lv

= TY+Il,

where y = Wl - VI - Nr(O, 1). It follows that

v == (
Ir 0) (Ir

G-
I

0 0 C-
l
' == (T : S) 0

and the lemma is proved. 0

Proof of Theorem 1. Since x - N(Il, V}, there exists (cf. Lemma 5) an ,. x 1 random vector

y - N(O, Ir) such that X == Ty + Il and TT' = V. Thus

X'A.r = (Ty + Il)'A(Ty + Il) = y'T'ATy + 2JJ'ATy + Jl'·4.Il· (1.5)

•
Since T'AT is symmetric, it may be expressed as Q~Q', where Q is orthogonal and ~ is diagonal

with the eigenvalues of T' AT on the diagonal. (We note that the matrices T'AT, .4TT' and .4V

5



• ail have the same nonzero eigenvalues.) Substituting and using QQ' = 1 in the second term of
(1.5), we obtain

z'Ar = y'QdQ'y + 2/J'ATQQ'y + p.' Ap. (1.6)

From L~mma2, we see that Q'y - N(O, Ir), since Q is orthogonal. We now let Q'y = :: and replace

2p.' .4.TQ by 1/' and p'.4p by 0 to obtain

r r

x'Ar =:;'ô:: + v':: + 0 =L lSj::J + L VjZj + o.
j=l j=l

\\~e now use (1.7) to find the moment generating of x' .4z.

E[exp(sx'Ax)] = E [exp {s (~cij=J+~ Vj=j +0) }]

= e,aE [exp {s (~ciA + Vj=j) }]

,.
= eSQ II E[exp{s(lSj::J + I/j =j)}].

j=l

in view of the independence of the Zj 's. Using Lemma 3, we now obtain:

(1.7)

( 1.8)

( 1.9)

provided sdj < 1/2 for aH j = l, ...• r; if at least one dj > 0 then this condition is equivalent to

s < 1f(2dmax ), where dmax = max(dj).

Looking at the denominator of (1.9), we see that the product 0.i=1(L - 2sdj)1 / 2 involves the

product of eigenvalues and we know that the product of eigenvalues of a matrix equals its deter­
minant. and so:

•

,.
II(L - 2sdj) 1/2

j=l

r

= II chj(l- 2sT'AT) 1/2

j=l

1/2

= [fI chj(l- 2SATT')]
;=1

= II - 2sATT'1 1/2

Il - 2sAV1 1/2
.

6

(l.1O)

(1.11)



• Now, a11 that is left is the numerator of the right-hand side of (1.9):

= exp {s; v'(1 - 2s~)-lV}.

Since T'A.T = Q~Q', we have:

Using v' = 2Jl'ATQ and Q(l- 2sA)-lQ' = [1- 2sT'AT]-l, we obtain:
.,

s-
2v'(I - 2s.:l)-I v =2s2Jl'.4T[I - 2sT'AT]- I T'.4' Jl.

And so, with the help of Lemma 4, it follows that:

exp(sa) il exp { 2( 1s~1Sd' ) } = exp {2s2 Jl' AT[1 - 2sT'AT] -1T' A'Jl + SJl' AJl }
J=l J

= exp {SJl' (2sAT(J - 2sT' .-lT] -1 T' + l)AJl }

= exp {SJl'(I - 2sA.TT')-1 A.Jl}

= exp {SJl'(l- 2s.4V)-l AJl} .

( L.12)

( L.13)

(1.14)

Hence by replacing the numerator and the denominator and recalling that the characteristic func­

tion I(s) = m(is), where m(s) is the moment-generating function (mgr), Theorem 1 is established.
o

Lemma 6 If the eigenualues of a square matrix are allless than 1 in absolute value then

00

(l - C) -1 = L Ch.
h=O

Proof. See. e.g., Mirsky [142, p. 332]. 0

(L.15)

•

Lemma 7 If the eigenvalues rh of a square matrix are ail real and less than in absolute value
then

00 1
10g(II- CI) = - L -:tr(c;i). (1.16)

j=I)

Proof. \Ve have

log(l/- GI)

n

= L 10g(1 - rh)
h=l

7



•
and the lemma is established. 0

= t[-t~]
h=l j=l J

00 l[n ]-L-: L~
i=l J h=l

00 1
= - L -:tr(Gi),

j=l J
( l.17)

We end this chapter with the cumulant generating function and the cumulants of the quadratic

form x' ."lx. We believe that Dieulefait (1951) and Lancaster (1954) were the first to obtain inde­

pendently this re~mlt for x ...... N(O, 1). We present the cumulant generating function as stated by

Khatri (L963), and then by Rohde, Urquhart, and Searle (1966), for x ...... N(/-l, V), with V possibly
singuLar.

Theorem 8 (The cumulant generating function of x' .4x) If x follows a muitivariate normal

distribution with mean p. and dispersion matrix V, with V possibly singular and if A lS a symmelric

matrix; then the cumulant genemting function of x'Ax is

Proof. \Ve follow Scarowsky [203, Theorem 2.2]. lising Theorem 1, we express ",,(s) as

4>(8) :::: Log[E(exp{sx'Ax})] = sp.'(l - 2sAV)-1 Ap. - t log II - 2s.4. VI·

( 1.18)

(1.L9)

Il is possible to find a positive number ê, such that for aU Isi < ê we have [ch (s.4. V) 1< 1. Usillg

Lemma 6 and Lemma 7 gives

( l.20)

and our proof is complete. 0

It follO\\'s at once From Theorem 8 that the jth cumulant of x' Ax is

•
(l.21)

8
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Chapter 2

Historical Points of Vievv

The history of the Craig-Sakamoto Theorem has often been a source of disagreement among statis­
ticians. Since so many papers were published in the 1940s. 1950s, and the 1960s in various places
and in various languages, it was difficult for researchers to consult aIl the work that had been done

on the topic before publishing their own results. Therefore, there exist many instances of duplica­

tion, variation, misconception, and lacunae, such as inevitably lead scholars to attempt to darify
the facts. To illustrate this, we present different versions of the development of the Craig-Sakamoto

Theorem in this chapter.

ln 1934. \V. G. Cochran [30] introduced sorne corollaries on the chi-squareness and the inde­
pendence of quadratic forms and proved the following result.

Theorem 9 (Cochran 1934 [30]) If a random uecior x is distributed as N(O. I) and if A =
A', B = B' are nonrandom, then the quadratic forms x'Ax and x' Bx are stochastically independent
if and only if

II - sA - tBI = Il - sAI ·11 - tBI V real sand t. (2.1 )

Based on this result, Craig [34] noticed in 1938 that if x' Ax and x'Bx are independent, then

rank(A + B) = rank(A) + rank(B), (2.2)

•

with rank identifying the number of associated independent variables. Cochran [30] proved his
finding by showing that if the joint moment generating function of x' ..lx and x'Bx factorizes as
the product of the moment generating functions of x' Ax and of x' BoX, then independence was

obtained and vice versa. Nevertheless, these two conditions were difficult to apply. Consequently,
the challenge was to discover a nice and simple condition for independence that would make
independence easy to verify. In 1943 Craig [35] and in 1944 Sakamoto [196] asserted that (2.1)
holds if and only if AB =0; their proofs, however, were incomplete.

ACter the discovery of this result, many researchers then tried to produce a complete proof for
the simple central case with dispersion matrix [ and then for the general case N(p, V), first with V

9
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•

positive definite and then with \l possibly singular. On several occasions, various scholars tried to
distinguish the correct proofs from the misleadingones. The first survey was Scarowsky's 19ï3 MSc

thesis entitled Quadratic Forms in Normal variables [203]. His work includes the characteristic

function of a quadratic form, the conditions for chi-squaredness and independence. With respect
to the Craig-Sakamoto Theorem, Scarowsky noted that

• Craig (1943), Sakamoto (1944), Hotelling (1944), and Ogawa (1946) were unable to provide
a complete proof of the Craig-Sakamoto Theorem.

• The first to provide a complete proof was Matusita (1949) followed by Aitken (1950); both
praofs covered the case where the dispersion matrix V is positive definite.

• Carpenter (1950) and Ogawa (1950) were the first to extend the result ta the non-central
case.

Moreover, Scarowsky's thesis cantains Ogasawara and Takahashi's (1951) proofs for the simplest

case \Vith ,x ..... N(O,l) and the most general case with x ..... N(Il, V), with V possibly singular.

Scarowsky also included proofs for the independence af bilinear forms and the mutual independence
of more than t\Vo quadratic forms, and he listed more than a hundred references on the subject.

ln 1984, \ViIliam R. Gundberg Jr. completed a Master's thesis [62] entitled .4. History of Results
on lndependence of Quadmtic Forms in Normal ~'ariates and in 1986 published a paper [42] on

his findings \Vith his thesis adviser Michael F. Driscoll. Apparently not satisfied "\'ith the praofs
available to them, they wanted to pravide a more complete proof and a further description of the

history of the Craig-Sakamoto Theorem. Driscoll and Gundberg [42] also stated several problems
one may encounter in various treatments of the theorem.

As Driscoll and Gundberg [42, p. 65] noted,

-The history of Craig's theorem is not a happy one. The authors of the earlier articles

in the literature tended to make errors of a linear-algebraic nature. Authors of more
recently published textbooks have given incorrect or misleadingly incamplete coverage
of Craig's theorem and its prooC."

DriscoH and Gundberg [42] reviewed aH possible cases from the simplest case \Vith x ..... N(O, l)

to the most general case with x ,...., N(Il, \l'), \Vith \1' possibly singular, and observed the fallowing:

• for the N(O, l) case:

- Cochran (1934) [[1 - 2sAI·11 - 2tBI = Il - 2sA - 2tBI]

- Craig (1938) [first to observe rank additivity: rank(A + B) = rank(.:l) + rank(B)]

- Craig (1943) [first to state AB =0, but proof incamplete]

- Hotelling (1944) [incomplete praof (subtle gap)]

- Craig (l94ï) [proved that two bilinear forms are independent iff AB =0]

- Lancaster (1954) [correct linear-algebraic proof]

10
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•

• for the N(O, Y) case:

- Ogawa (1949) [first correct linear-algebraic proof]

Aitken (1950) [first to transform x -+ y-l/:!x]

Ogasawara and Takahashi (1951) [first (complete) treatment with V possibly singular]

- Lancaster (1954)

• for the N(p, 1) and the N(p, V) case

- Carpenter (1950) [used x -+ y-l/:2X, but his proof of N(p, I) is incomplete]

- Ogasawara and Takahashi (1951) [first (complete) treatment with V possibly singular]

- Laha (1956) ["Laha's Lemma" stated but not proved]

- Searle (1984) [partially completes Laha's proor].

AU in ail, Driscoll and Gundberg (1986) claimed they found no source that contained a correct,
complete and detailed proof of the general case, and they observed that the information in the ex­

isting textbooks on the proof or on the history of the Craig-Sakamoto Theorem is often inadequate.
Finally, they offered recommendatioDs to future authors on how to treat the subject.

Two years later, Reid and Driscoll (1988) [192] revised the 1986 paper of Driscoll and Gundberg
[42], fol1owing sorne research done by Reid (1986). According to Reid and Driscoll (1988)

• the independence of x'Ax and x'Bx does not imply AVB = 0 for aIl P. only for J.l = O. Krafft
(19i8) shows that it implies that AVB is only skew-symmetric.

• Krafft's proof can be considerably shortened using Zielinski's (1985) argument.

• Laha's proof and Driscoll's supplement both appear in Ogawa (1950).

• the daim of necessity can be proved using cov(x'Ax, x' Bx) =0 which implies independence
when Il = 0 and A and B are nonnegative definite, as proposed by Matérn (1949) and Kawada
(1950) .

Furthermore, Reid and Driscoll (1988) induded an elegant proof of the general case using
cumulants which \...·ill be discussed in Chapter 3.

Even if these two last papers give a good historical review on the past events, the absence of
references to the papers by Sakamoto [19i, 200], Matusita [138], Ogasawara and Takahashi [l5i].
and other Japanese statisticians who have produced key papers on this theorem is regrettable. To

resolve this matter, Ogawa (1993) [165] presellted

,.. a fair description of the development of Craig-Sakamoto's theorem ... giving due

credits to Japanese authors who have been overlooked by Western authors of papers
and textbooks."

Ogawa had written three papers in 1946 [159], 1949 [162], and 1950 [164] on this topic; and in
1993, he expressed much disappointment in general about other authors' misunderstanding. [n an
effort to achieve the same aims as Driscoll and Gundberg (1986), Ogawa (1993) gave a complete
listing of the Japanese accomplishments which he compared with those of other statisticians. The
following is Ogawa's summary:

Il



•

•

• The N(O, l) case

- was conjectured by Craig (1943) and Sakamoto (1944).

was proved by Matusita (1949), Ogasawara and Takahashi (l951), Lancaster (1954),

and Mathai and Provost (1992).

- was not cornpletely proved by Craig (1943), Hotelling (1944). and Aitken (1950).

• The N(/l, V) case

- was proved by Ogawa (1950), Laha (1956) [incomplete}, Driscoll and Gundberg (1986).

and Reid and Driscoll (1988).

- was not completely proved by Carpenter (1950), Ogasawara and Takahashi (1951),
Kendall and Stuart (1969), Johnson and Kotz (1970), Searle (1971), Mathai and Provost

(1992).

• The proofs given by Ogawa (1949) and Kawada (1950) were different from the ones listed
abO\'e, but they are complete. However, the ones proposed by Ogawa (1946) and Zielinski

( 1985) are incornplete in reasoning.

Ogawa (199;1) also presented four different proofs, ail by Japanese statisticians, for the central

case,

• Matusita (1949) l

• Ogasawara and Takahashi (1951)

• Kawada (1950)

• an improvement of Nabeya's 1949 proor.

Moreover, Ogawa [165] criticized "Western statisticians" for overlooking the Japanese contribu­
tions ta the developrnent of the Craig-Sakamoto Theorem. Ogawa confirmed that Matusita (1949)

was the first to give a full and correct prooe. and not Lancaster (1954), as implied by Hogg and
Craig [72]. In the description of the theorem by Johnson and Kotz (1970), Ogawa noticed that
there was no mention at ail of any Japanese involvement. Then, he reviewed Hotelling's 1944
proof and maintained that it is incomplete. Finally, he pointed out sorne lacunae in Mathai and

Provost's 1992 book Quadratic Forms in Random Variables [135].

ln 1997. in ajoint paper [166] in English, Ogawa and Olkin critically examined the literature and
revised sorne ofOgawa's 1993 opinions. BeCore presenting proofs for N(O, 1), they now declared that
(contrary to Ogawa's beLief in 1993) Aitken (1950) gave the third correct proof after Matusita and
Ogawa, and that it is this proof which was given by Lancaster (1954). Concerning the description

of the historical and mathematical facts, Ogawa and Olkin [166] maintained that the historical
accounts provided in the books by Hogg and Craig [72], Searle [209], Guttman [65], and Hocking
[70] were limited. Ogawa and Olkin considered that while the 1992 book by Mathai and Provost
[135] rnay give many more details on the topic, they still round the proof of the non-central case and

IOgawa (1993) c1aimed that Lancaster's 1954 proo( is the same as Matusita's.

2Published in the paper by Ogawa [162].
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•

the history to be unsatisfactory. Ogawa referred to Scarowsky (1973) and Driscoll and Gundberg
(1986) as accurate sources for historical details, even if he considered them to be incomplete in
other respects.

Then, Ogawa and Olkin [166] treated the central case with the dispersion matrix V being

different from 1 and gave historical details. To the ones already listed, they added the works of
Good (1963, 1966), Shanbhag (1966), and Nagase and Banerjee (1976). Moreover, they explained
three proofs for the general case: Ogawa (1950) and Laha (1956), Reid and Driscoll (1988) and

Driscoll and Krasnicka (1995), and Olkin (1997). Furthermore, they discussed the general case for
the second degree polynomial, bilinear forms and for multivariate versions.

13



•
Chapter 3

The Craig-Sakamoto Theorern:

1943-1996

Now, with ail the documents we have at hand, we introduce the proofs and present the historical

facts surrounding the Craig-Sakamoto Theorem. \Ve attempt to discuss the proofs as provided
chronologically, explaining them and pointing out their lacunae (if any) and to clarify the whole

situation.

3.1. From 1943 to 1949

3.1.1. Craig (1943), Hotelling (1944)

[n 1943, after studying quadratic and bilinear forms. Craig [35] was the first to state a condition

for their independence other than the one found in 1934 by Cochran [30], cf. (3.1).

Theorem 10 (Craig 1943) Let x be a random vector that follows a multivan"ate normal distri­
bution with mean zero and dispersion matrix J. If x'A.x and x'Bx are two quadratic forms with A
and B symmetric, then these quadratic forms are independent if and only if AB = O.

Proof of sufficiency.

•
Assuming from the right-hand side of equation (2.1) that A.B = 0, we obtain

Il - sA - t BI = 1J - sA - tB + 8t.4B1 = 1J - s.41 . 1J - tB 1.

14
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• Hence, by Theorem 9, x'Ax and x'Bx are independent .

The difficulty in proving Theorem 10 is to show that if there is independence then AB = O.
Cochran had already observed in 1934 tbat two distributions were independent if and only if their
joint moment generating function (mgf) is equal to the product of the two marginal mgf's, and

this is a key step in many proofs that followed in the literature. Hence, assuming independence
and that s could be put equal to t without loss of generality, Craig (1943) expressed the mgf's as
products involving the characteristic roots of A, B, and A + B:

Il-sA/ = (l-sod···(I-so a )

II - sBI = (l-sJJr)·· ·(1 - S~b)

II - s(A + B) 1 = (1 - s-yd ... (1 - s'"Yc) ,

(3.2)

(3.3)

(3.4)

where Qi, ;Ji, ik are the nonzero eigenvalues of A, B, and A + B, respectively. Thus a + b = c and
since the matrices are ail real and symmetric we must have rank additivity:

c =rank(A + B) = rank(A) + rank(B) = a + b. (3.5)

By Theorem 9, Craig noted that the product of (3.2) and (3.3) was equal to (3.4) and hence, each
term '"Yk could be paired with either the term Qi orthe term ~i fork = 1. ... ,c;i= 1, ...,a;j = 1, ... ,b.
Next, he defined an orthogonal matrix L to diagonalize A and B simultaneouslyl. Craig claimed

that

L1ALL1BL=(DA 0) (0 0) =0
o 0 0 DB

(3.6)

and so AB = 0; that DA and DB have no overlapping nonzero eigenvalues follows at once from
the rank additivity (3.5). Hence it follows that the set of ail eigenvalues of .4. + B is the union of

the set of eigenvalues of A. and of B.

Hotelling (1944) [73], commenting on Craig's proof. observed that:

'"The proof given that the condition is sufficient is adequate, but Craig's treatment of

its necessity consists essential1y in its assertion" .

Observing that Theorem 10 could have a "wide Ilseful1ness", Hotelling induded a proof in his

paper. ACter sufficiency was shown, he assumed the independence of x'.4x and x' Bx. As Craig [35]

did. Hatelling [73] used an orthogonal matrix P to diaganalize .4 and he was careful ta mention
that P did not necessarily diagonalize B. He set

(

DA 0)
p' .4P =D = 0 0 ' (3.7)

•
where DAis the diagonal matrix containing the nonzero eigenvalues oC .4, and he set P' B P = Al.

Then he showed that

1/- sAI = IP(l- sD)P'1 = IPI·II - sDI·IP'1 = IPp'I·II - sDI = Il - sDI. (3.8)

1Such an orthogonal matrix exists only if A and B commute.
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• and similarly

II-tBI = Il-tlwl

II-sA-tBI = II-sD-tA-/1

for B and A + B, respectively. Hence, by Theorem 9 he obtained

Il - sDI ·11 - tAt[ = Il - sD - tAt/I·

Next, he split the matrix Atl = l\-'ft + Nf'2 where

(3.9)

(3.10)

(3.11 )

•

and where E has the sarne rank as A. Letting =' = x' P', he set QI = x'Ax = =' PAP'=. Q'2 =
x' Bx = =' PBP'= = ='(Alt + j\t!'2)= = ='J'lt= + ='~\-I'2= = Q3 + Q;. Because it was obvious that
D~\-I'2 = 0, ail that \Vas left to show was that Dl\t!1 = O. He daimed that in this case. the three

quadratic forms QI. Q3, Q~ are independent by this argument. Since QI and Q; do not have any
variates in common and are independent, then QI and Q; are independent. Moreover, if QI and

Q'2 are independent by assumption, it then follows that QI is independent of Q'2 - Q3 = Q3.

Therefore, D1U =0 and PDM P' = PDPP'l\t! P' = AB =O.

Unfortunately, this proof did not satisfy many~ sorne would daim that the argument was faIse.

As Driscoll and Gundberg (1986) expIained,

....... Hotelling's proof contains not a faIsity, but a subtle gap. ... By reIying on a

later correct proof of [the Craig-Sakamoto Theorem], it can be shown that there are no
counterexamples to HoteIling's statement .,. , but this leaves open the question of how

this independence might be proved to salvage Hotelling's proof '2."

[t was shown by Baksalary and Hauke (1984) that a requirement for QI and Q'2 to be inde­

pendent is that QI must be independent of the pair (Q'2 + Q3, Q3). However, Ogawa (1949, 199:3)
and Ogawa and Olkin (1997) claimed that this argument does not hold. 50 DJ\t!I = 0 could not
be shown. To support this, Ogawa referred to a counterexample by Bernstein3

.

Meanwhile, Sakamoto (1944), made the same observation independent.ly of Craig (1943) and
published his result that covered not only the N(O, /) case but aIso the N(O, V) case where V is
positive definite.

3.1.2. Sakamoto (1944), Ogawa (1946), Craig (1947)

Theorem Il (Sakamoto 1944) Let x '" N(O, V). where V is a positive definite matrix, and let
A and B be symmetric matrices. The quadratic forms x'Ax and x'Bx are independent if and only

if .:lF B =O.

2 Cf. Driscoll and Gundberg [42]. p. 66.

3Cf. Kolmogoroff (1933), Section 5 "Unabhëingigkeit". pp. 8-11; foot note, p. 10.
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• Sakamoto was the first to propose that the N(O, V) case could be reduced to the N(O, I) case
using a transformation. However, in his attempt to show the N(O, I) case, Sakamoto made the
sarne rnistake as Craig (1943) did by diagonalizing A and B simultaneously. Although, the Craig­

Sakarnoto Theorem remained technically unproven at this point, it is interesting to notice that

sorne statisticians, such as Kac (1945), were using this result.

In 1946, a totally different proof was proposed by Ogawa [159]. He considered A and B to be

linear transformations in a linear vector space .c where the nullspace is the set NA ={xlAx =O}.
Then, he diagonalized A and notOO that the dimension of the set •.\If = {xlAx 'f; O} is equal to the

number of nonzero eigenvalues of A and dim(JVA ) is the number of the eigenvalues equal to zero

and similarly for B. Then using Theorem 9, he set s = t = l/A to obtain

(3.12)

•

Ogawa (1946) then claimed that

dim(JVA ) + dim(NB) = n + p,

where pis the multiplieityofthe zero eigenvalue of A+B. Unfortunately, sueh a result requires that

the set of llonzero eigenvalues of A + B be equal to the union of the sets of nonzero eigenvalues of
.4 and B where these sets are disjoint. These conditions on the sets of eigenvalues are the key step
to prove the Craig-Sakamoto Theorem. However, Ogawa (1946) continued his argument without

proving his daim. Furthermore, S. Nabeya pointed out sorne errors in Ogawa's prooe, about which
he communicated with Ogawa4 .

\Vhile Craig (1947) published a paper on bilinear forms, making a mistake in proving their inde­

pendence, Ogawa and Sakamoto were working on this topie with three other Japanese reseachers:

Nabeya (mentioned earHer), Matusita and Sugawara. [n 1949, three acticles by Matusita [138],
Ogawa [162], and Sakamoto [200] \Vere aH published in the Annals of the !nstitute of Slatistical

l1r1athemalics Tokyo, "received" respectively on June 2, June 10, and June 30. 19485 .

Matusita (1949) gave the first correct proof of the Craig-Sakamoto Theorem for the N(O, V)

case with V = ! as a special case. [n a footnoté, Matusita (1949) wrote:

.o[ had this result in 1943, independently of A. T. Craig when H. Sakamoto asked me

about the independence of quadratic forms, and informed it to him. He and sorne other

colleagues of mine have searched for other proofs of this theorem (esp. M. Sugawara
and S. Nabeya) or applied it to various problems. On seeing these recent investigations

and those of sorne others, it seems to me of some use to publish my proof at this stage:'

-1 "'e are unaware of any publication by S. Nabeya about this matter 01" on any topic l''elated to the Craig-Sakamoto
Theol"em.

5The papers by Ogawa and by Sakamoto were published ol"iginally in Japanese, l''espectively in 1948 and 1946,
in the Re8earch .\.femoir8 of the ln$titute of Stati$tical ,\-fathematic8 Tokyo. A history of the Institute of Statistical
Mathematics Tokyo by Kameo Matusita appears in [139].

60n page 82 of [138]
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• 3.1.3. Matusita's 1949 Proof for N(O, V), with v~ Positive Definite

Let x = (Xl, ... , x n )' be a vector of random variables from an n-variate normal population with
dispersion matrix V positive definite. There exists an orthogonal matrix P such that P'V P = D2,

where D is a real diagonal matrix with nonnegative components and let V =TT'. Then, it follows
at once from Theorem 1 that the quadratic form x'Ax has its moment generating function equal

to

fez) = Il - 2sAï- l
/

2
,

where 1 is the n x n identity matrix and A- = P'T' ATP is symmetric. So the independence of

x'Ax and x' Bx is equivalent to the equation:

Il - (sA- + tB-)1 = 11- sA-I· 11- tB-' V real sand t. (3.13)

where sand tare independent variables, and A.- and B- represent the matrices P'T'A.TP and

P'T' BTP, respectively. Obviously the equation (3.13) holds when AVB = 0 and thus it is a

sufficient condition.

Assuming that the two quadratic forms x'Ax and x'Bx are independent, then equation (:3.13)

holds. Now let 01, "',Or and Pl, ... ,lir' be the nonzero eigenvalues of .4- and B-, respectively.
There exists an orthogonal matrix U such that U'A-U = diag(ol, .... 0r,O' ...• 0) = DA., say.

Writing the leCt-hand side of equation (3.13) gives the following:

1 - SOl - tell

1 - SOr - lCrr

-lCr+l,r

-lcnr

-tcr, r+ 1

1 - tCr+l.r+l

-tCn,r+l

(3.14)

where {Cjj} denotes the matrix U' B-U =C. The coefficient of sr is

al" 'Or

1 - tCr+l.r+l

1 - Cn,r+l 1 - tCnn

= (_l)rOl .. 'Orll- tC2:d.

say. and it must he equal to (-lrol" ·Qrll-tBï for equation (3.13) to hold. From this we can

infer that the nonzero eigenvalues of

• (

C
r
+ l.:.r+l cr~.l,n )

C22 =

Cn,r+l Cnn

18
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• are /JI, ..., Pr" that is, the same nonzero eigenvalues as B·. Diagonalizing C22 using an (n - r) x
(n - r) orthogonal matrix VI, we then set

(3.17)

Putting ~V =UV2 gives

(3.18)

and

o

13r l

o o

Now looking at the norm of B- which we may choose as the square root of the trace of B-' B·, we

notice that
r' r'

L Ibij l2 + L lf3d 2 =L l.ad:!,
i=1 i=1

(3.20)

where L' represents the summation running on (ij) where either i ~ r or j ~ r, since the norm
is invariant under the unitary transformation. We must, therefore, have aH bij with i ~ r or j ~ r
equal to zero. Thus,

This implies that A· B- = 0 and hence

.4- B· = P'T'.4TPP'T' BTP =O.

Therefore, we obtain .4TT' B = .4.V B = O. 0

3.1.4. Ogawa's 1949 Proof for N(O,/)

(3.21)

(3.22)

•
Ogawa (1949) explained in depth the algebraic conditions needed for his proof and introduced two
key lemmas due to Nabeya. whom he thanked in his paper for his help'.

7[n a footnote (on page lOi of [162]) Ogawa writes: ..{ am indebted to Ml". M. Sugawara and Ml". S. Nabeya of
the [nstitute of Statistical Mathematics fOl" advices and criticism while this paper was being prepared." \\Te are not
aware of any papers by eithel" M. Sugawara or S. Nabeya on the Craig-Sakamoto Theorem.
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• Lemma 12 (Nabeya's First Lemma) Let A and B be two n x n reaL symmetric matrices and

let their mnks he a and h, respectively, and furthermore, let the rnnk of C = A + B be rc. If the
mnk-additivity relation a + b = c holds, then the subspace of C generated by its eigenvectors is

the direct sum of the subspaces of A. and B which ;s generated by the eigenr.rectors of A and B.
Atloreover, ife is idempotent, then AB = BA = 0 and A. and B are idempotent themselues.

The last part of Lemma 12 was already proved by Cochran (l934) and is the special case of
"'Cochran's Theorem" for two matrices8 .

Lemma 13 (Nabeya's Second Lemma) Let the non::ero eigenvalues of real symmetric n x n

matrices A, B, and C = A + B be QI, ... , Qa, /31 , ... , Pb and Tl, ... , Tc, respectively. If the relations

c=a+6

and

cab

II Tk =II Qi II,Bj
k=l i=1 j=l

hold. then .4B = B.4 = O.

Ogawa [162] put s = t = l/À in (2.1), which then becomes, cf. (3.12) above,

IÀln - AI·IÀln - BI =ÀnlÀln - A - BI;

(3.23)

(:3.24)

•

this shows that the set of the nonzero eigenvalues of A + B is equal ta the union of the sets of

the nonzero eigenvalues of A and B. 50 this does fuI fi Il the conditions of Lemma 13, and hence

AB = BA = 0 is obtained. This praof is the second complete one for the N(D.l} case.

In 1949 Sakarnoto [200] did not provide another praof, but gave sorne applications to ordinary

least-squares; and he considered sorne ,,2 and F tests. The only inaccuracy in the paper by

Sakarnoto [200], regarding the Craig-Sakamoto Theorem, appears to be the author's daim that he

had proved it in his 1944 paper [196]. In a footnote, Sakamoto [200] referred the reader to the

1949 paper by Matusita [138] confirrning the communication they had in 19439 •

3.2. From 1949 ta 1959

3.2.1. Matérn (1949) and Uncorrelatedness

Meanwhile, the Swedish statistician Bertil Matérn [134] proved the following in 1949:

ace. e.g.• Anderson and Styan (1982) [il.
9Sa kamoto [200] wrote on page 122: "The praof of the fundamental lemma concerning the necessary condition

of Theorem [ [The Craig-Sakamoto Thearem] was found ta be not rigorous, and 1 remembered that K. Matushita
(sic) had given an elegant proof of the lemma for me."
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• Theorem 14 (Matérn 1949) If two nonnegative quadratic Jorms in nonnally correlated vari­
ables with zero means are uncorrelated, then the two fonns are independent.

The converse of this theorem is obviously true, and hence, we can say that two nonnegative
quadratic forms are independent if and only if they are uncorrelated. Furthermore, it is of interest
that this result due to Matérn still holds when the dispersion matrix V is singular.

ln 1950 Yukiyosi Kawada [87] extended Theorem 14 to the implication of A.B = 0 by proving
the following theorem and corollaries in 1950.

3.2.2. Kawada's 1950 Results for N(O, 1) and "Kawada's Trace Lemma"

Theorem 15 (Kawada 1950) Consider two quadratic forms QI = x'Ax and Q2 = x'Bx, where
A and B are real symmetric matrices not necessarily nonnegative definite and E is normally dis­
tributed with mean vector ::ero and dispersion mairix J. If QI and Q2 satisfy the following condi­

tions

then AB = O.

(i,j = 1,2), (3.25)

Corollary 16 (Kawada's First Corollary) IfQI and Q'2 satisfy the four conditions in Equation

(3.25), then QI and Q2 are independent.

Corollary 11 (Kawada's Second Corollary) A necessary (and sufficient) condition for the in­

dependence of QI and Q'2 is AB = O.

Kawada (1950) notOO that for Xk distributed N(O, 1),

E(xi) = 0, i = 1,3,5,7, ...

E{x~) = 1

E(xZ) = 3

E(x%) = 15

E(x:) = 105,

where k = 1, ... , n. Therefore, with F(i,j) defined as in (3.25), we have

From the above equations, Kawada (1950) obtained•

F(l.l)

F(l,2) =

F(2.1) =

F(2.2) =

2tr(AB) =0

8tr(AB'2) + 4tr(AB)tr(B) = 0

8tr(A'2 B) + 4tr(AB)tr(.o4) = 0

32tr( ..f!8 2 ) + 16tr( (.048)2) + 16tr(AB2 )tr(A)

+ 16tr(.42B)tr(B) + 8tr(.o4B)tr(A)tr(B) + 8tr«.4B)2) ;: O.
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• and hence,

[t then follows at once from the following lemma that AB =O. 0

LeJnDla 18 (Kawada's Trace LeJnDla) Let A and B he real symmetric matrices and let k he a

nonnegative sea/ar. Then

(3.2ï)

•

Equality holds in (3.2ï) if and only if

• AB = -B.4 when k =0

• AB = 0 when k > O.

Proof. \Ve expand

(l + k)tr(A 2 B:!) + tr(AB)2) = ~tr(AB + B.4)' (.4B + BA) + ktr(AB)' A.B ~ 0,

and our proof is complete. 0

Kawada's 1950 paper [87] is the first of many important papers published in the first half of

the 1950s. ln 1950 alone, these four publications appeared:

• Aitken (1950) [3]

• Carpenter (1950) [27]

• Kawada (1950) [87]

• Ogawa (1950) [164].

Carpenter's article [27] contains the conditions for a quadratic form to be distributed as chi­

square and conditions for the independence oftwo quadratic Corms in the N(IJ, I) case. This appears
to be the first treatment of the noncentral case where the mean IJ is not necessarily o.

Carpenter's proof for the Craig-Sakamoto Theorem goes as follows. First, he presented the mo­
ment generating functions C(s, t), C(s, 0), and C(O, i) of x'(A+ B)x, x'Ar, and x' Bx, respectively;
and he showed that C(s, i) =C(t, 0) . G(O, s) holds when AB = O. Unfortunately, to demonstrate
the necessity part, he referred to Hotelling (1944) and Craig (1943), which as we have already
noted. are both unsatisfactory proofs. Moreover he did not establish the necessary Laha's Lemma,
cf. Lemma 20 below. However, Aitken [3] and Ogawa [162] both presented correct proofs. Aitken's

1950 praof in [3] is similar to Ogawa's 1949 proof in [162] published a year earlier.
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• 3.2.3. Aitken's 1950 Proof for N(O, V), with V Positive Definite

Assuming independence, Aitken in 1950 noticed [3J that

(3.28)

cf. (3.12). but unlike Ogawa (1946), Aitken (1950) obtained (3.28) not by putting s = t = 1/>" in
(2.1), but because

..... the latent roots of the matrix pendl sA + tB are the latent roots of sA. together
\Vith those of tB, with the useful corollary that the rank of sA + tB is the sum of the

ranks of sA. and tB [for aIl real s and il."

To prove his daim, he diagonalized A into AlI and without lost of generality, he applied an

orthogonal transformation to sA + t Band showed that if

SAil + tBu tB12 SAil

= (;3.29)

•

then B 12 = 0, and the submatrices Au and 8 22 , which are the upper left and the lower right

submatrix, respectively, of the diagonalized A and B, are disjoint. Therefore A.B = O.

ln this same paper, Aitken (1950) introduced the transformation y = lt.-L/2x that produced

uncorrelated variates and referring to the proof he gave for the N(O, l) case, he extended the result

to AVB = 0 for the N(O, V) case with V being positive definite. We observe that though Aitken

was almost certainly not aware of the Japanese work on this topic, his ideas and results are similar

to those proposed by Sakamoto (1944) and the proof of the Craig-Sakamoto Theorem given by

Ogawa (1949) using Nabeya's lemmas.

3.2.4. Ogawa's 1950 Proof for N(Jl,I)

The L950 paper by Ogawa [164} contains the first correct proof for the noncentral case N(Il, 1), and
is, therefore. the most important development since the first complete proof of the Craig-Sakamoto

Theorem by Matusita (in 1949 in [138]). Ogawa [L64] proved the following:

Theorem 19 (The Craig-Sakamoto Theorem with x "'" N(p. l) Let A and B be symmetric
matrices and x"'" N(Il, 1) with mean uector p and dispersion matrix J. Then x'Ax and x'Bx are
independent if and onLy if AB = O.

Unfortunately, as for Matusita (1949), Ogawa's 1950 paper did not receive the recogmtlon

it should have had al the time. After proving sufficiency, Ogawa converted the assumption of

independence into an equation involving the moment generating functions of the quadratic forms
x'Ax, x'Bx, and x' (A + B)x to obtain a ratio of characteristic equations that is equal to the
exponent of a ratio of polynomials. Then, he stated-and proved-the following lemma, which is
the version for real variables of what is now known as "'Laha's Lemma", cf. Lemma 22 below.
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• Lemma 20 (Laha's Lemma for Real Variables) If P(tL Q(t), R(t), and Set) are reaL poly­
nomials in t and

exp{P(t)/Q(t)} =R(t}/S(t)

then both P(t}/Q(t) and R(t)/S(t) are constants.

(3.30)

Hence, Ogawa (1950) proved the necessity of the Craig-Sakamoto Theorem. We notice that if

we reduce the N(O, V) case to N(O, I)-as proposed by Sakamoto (1944) and Aitken (1950)-then

we obtain a proof for the general case of the Craig-Sakamoto Theorem. Ogawa's proof is induded
below as Ogawa and Laha's proof (subsection 3.2.7) for the general case with V being positive

definite.

ln 1951, Ogasawara and Takahashi published a paper [157] on the independence of quadratic

forms and the conditions they must satisfy to obtain a chi-squared distribution. This 1951 paper
[157] contains a nice and simple proof of the N(0, l) case using determinants, traces, and series
expansions. Moreover, it is the first paper to establish (completely and correctly) necessary and

sufficient conditions for independence oftwo quadratic forms when the underlying dispersion matrix

is not necessarily nonsingular.

3.2.5. Ogasawara and Takahashi's 1951 Proof for N(O, 1)

Ogasawara and Takahashi [L57] showed that:

AB =° <=> II - sA - tBI = II - sAI· II - tBI 'V real sand t. (3.31)

Hence, by Theorem 9, it follows Crom the above statement that ;r' A..e and .e'Bx are independent.

As we ha\'e already noted, it is obvious that the first equation implies the second. To show the

converse we use Lemma 7 in Chapter 1. Assuming that

11- sA - tBI = 11- sAI· 11- tBI TI real sand t (3.32)

holds, Ogasawara and Takahashi [157} multiplied both sides of the (3.32) by IKj, where 1'; =
(l - sA) - 1. and obtained:

1/- 8.1/- 1 ·11 - sAI· Il - tBI

II-tBI

Taking logarithms and using Lemma 7, gives

= Il - sAI- 1 ·If - sA - tBI

= Il - tl.; BI. (3.33)

00 li . 00 t i .L -:-tr(BJ) = L -:-t'L(K B)3
i=l J j=l J

(3.34)

•
for ail real (s,t) sufficiently near (0,0). \Ve notice that ail the crossproducts in sand t on the
right-hand side must be zero. Setting j = 4 and after sorne algebraic manipulation, we find that
the coefficient of s2t 2 is

(3.35)
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(3.40)

• and 50 AB = 0 follows at once from Kawada's Trace Lemma (our Lemma 18 above) .

Ogasawara and Takahashi [157] extended the above result to cover the case where V is non­
negative definite. This appears to be first complete correct treatment for this most general case of
N(p, V), with ~. possibly singular.

3.2.6. Ogasawara and Takahashi 's 1951 Proof with ",r Possibly Singular

Theorem 21 (The Craig-Sakamoto Theorem for the N(p, V) case) Let z ...., N(/l, V) with

V possibly singular, and let .4, B be symmetric matrices. Then x'.4x and z'Bx are independent if

and only if the following conditions hold

V.4.VBV = 0 (3.36)

VAVBp = 0 (3.37)

VBVAp = 0 (3.38)

/l'AVBp = O. (3.39)

Ogasawara and Takahashi [157] used the "symmetrized form" of the moment-generating func­

tian of .x'A.c, cf. Theorem 110 above:

E( { , 4 }) _ exp{Jl'(sA + 2t 2 AU(l- 2sUAU)-lUA)/l)}
exp sx. x - Il _ 2sUAU1 1/ 2 '

where U == [T'and U 2 = v.
Assuming independence, equating the product of the moment generating functions of .x'Ax and

x' Bx with the moment generating function of x'(A + B)x yields, using Laha's Lemma and arter

some algebraic manipulations, for ail real sand t:

and

II - 2sAd ·11 - 2tBd = II - 2sA l - 2t81 1

/l' (s2 AU(I - 2sAd- 1UA + t2 BU(l- 2tBd- 1U B)p.

= /l' «sA + tB)U(I - 2S.lh - 2tBd- 1U(sA + tB) )p,

(:1.41)

(3.42)

•

where Al = UAU and B l = UBU. Ogasawaraand Takahashi [157] then showed that (3.41) implies
AlBI = a and thus FAVBF = 0, i.e., (3.36), in a way similar to Kawada (1950), cf. Kawada's
Trace Lemma (our Lemma 18 above).

\Ve now use Lemma 7 and substitute the geometric series expansions for the inverses in (3.42)
to obtain:

p' {S,.4U (~(2S.4dh) UA + t'BU l~(2SBd') UB} p

= p' {((SA + tBJU (~(2SAI + 2tBd') U(sA + tB)} p .

10 Theorem l gives the characte-ristic function of x'Ar which is equal to the moment-generating function of ix' .-lx.
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•

•

Equating the coefficient of st equal ta 0 yields

JlA V B p. + /J'B V A.1l = O.

But /J'A. \1" Bp. is a scalar and 50 equals (p.'AV B/Jl' = /J' BV.4/J. Thus Il'AVB/J = 0 as in (3.39).

Equating the coefficient of s2{l equal to 0 yields

/J' AVAVBVBil + ,./.4\/· B\I"AVBp. + p.'AVBVBVAIL + Il'BV.4.V.4VB/J

+p.'BV.4VBVA/J + /J' BVBVAVAp = O. (3.44)

Substituting VAVBV =0 =VBV.:lv" from (3.15) yields the two middle terms of (3.44)

Il'AVBVavAp. + p'BV.4 \/.4 \1" Bp = O.

But

with equality if and only if (3.37) and (3.38) hold. Our proof is complete. 0

Ogasawara and Takahashi's paper [157] appears ta be the last one written by Japanese re­

searchers on the Craig-Sakamoto Theorem until the 19805. It would take more than thirty years
before the publication in Japan of a generalization of Ogasawara and Takahashi 's results to the

\Vishart distribution by Hyakutake and Siotani (1985).

Meanwhile, researchers in the United States, who were unaware of the progress made in Japan,
were still trying to find a complete proof of the characterization they cal1ed Craig's Theorem.

In 1951, Nelder [153] and in 1952, Lukacs [122] published papers related to the independence of
quadratic forms. but they did not explicitly cover the Craig-Sakamoto Theorem. However, in 1954,
Lancaster [11:3] presented a proof for the simple case N(O. I) that is similar to Aitken (1950) and ta

Matusita (1949). but Lancaster used traces and cumulants. Furthermore. in his historical account
Lancaster [113] mentioned that Hotelling (1944) had questioned the validity of the theorem and

that Ogawa (1949) had drawn attention to the lacuna in Hotelling's (1944) proof; Lancaster [113]

also commented on the results by Matérn (1949) and Kawada (1950) on the relation between the
covariance between and the independence of two quadratic forms.

3.2.7. Proof by Laha (1956) for N(p, 1) and "Laha's Lemma"

In 1956 Laha [110] introduced a different proof of the Craig-Sakamoto Theorem for the N(Il, l)

case. and he extended the result to second-degree polynomials (or bilinear forms). In his proof, he

stated the fol1owing lemma:

LeDlDla 22 (Laba's LelIlDla for Complex Variables) If the relation

(3.46)

holds for aIl real t land t2, wherei = '.!=T and P, Q, R. and S are polynomials in t land t2, then

the rational funetions are constants.
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• The prooC then Collows easily. Unfortunately, Laha omitted a prooC Cor this Lemma 22. Later

Searle [208], Gundberg [62], Driscoll and Gundberg [42], among others, became interested in this
result which has been reCerred to by many as "Laha's Lemma". However, a similar prooC had

already been published in L950 by Ogawa [164], which Cew had noticed at the time. Moreover,

in 1956 Laha [UO] omitted the Cacts that the Craig-Sakamoto Theorem was not correctly proved
by Craig (L943), nor by Sakamoto (1944), nor by Hotelling (1944). Nevertheless, Laha did reCer
to the papers of Matusita (1949) and Ogawa (1949) Cor a correct proof, and Laha's proof of the
Craig-Sakamoto Theorem, providing that Laha's Lemma holds, was nice and attracted attention.

Theorem 23 (The Craig-Sakamoto Theorem with z,..., N(p, V) Let A and B he symmetric
matrices and x,..., N(p, V) with mcan veetor p and positive definite dispersion matrix V, then x'Az

and x'Bx are independent if and only if AVB =O.

Using the transformation z -+ V 1/2y , one reduces this case to the N (p.!) case. \Ve know by

Theorem L that the moment generating function of x'Ax cao be expressed in the following way:

which reduces to

C( 0) = E( . { ,',. )}) = exp[sp'(l-2sAF)-lAp]
s, exp sz .-lx II _ 2sAvï 1/2 (:3.47)

exp{sp'(l- 2s.4)-1.4p]}
cP(s) = II - 2sAp/2

when 1 is the dispersion matrix. ACter some calculations using the moment generation functions

C(s, 0), C(O, t) and C(s, t) as given in Theorem 1 with V = l, we have

1

(
II - 2s.:1.1 1/21/- 2tB11/2) ï

II - 2sA - 2tBI1/2

exp{Jl[s(I - 2sA)-1 A + t(I - 2tB)-1 B - st(l - 2sA - 2tB)-1 (sA + t B)]p} (3.48)

if and only if C(s. 0) . C(O. t) = C(s, t).

Proof of Suffi.ciency. Assume that AB =0, then we obtain

II - 2sAIII - 21BI = II - 2sA - 2tBI ~
II - 2sAIII - 2t81
.:.-_-....:....;..--~ = 1.

II - 2sA - 2tBI
(3.49)

Now. since the left-hand side of equation (3.48) is equal to 1. it follows that the expression in the
exponent on the right-hand side is zero. So we have

p'(sA + tB)p p'(st(sA + tB))p
II - 2sAI 1/ 2 1I - 2t81 1/2 = II - 2s.4 - 2t81 1/2 ·

(3.50)

•

And hence, since the numerators and the denominators of equation (3.48) are equal, equality holds
and independence is shown. 0

Proof of Necessity. Assuming independence and letting the numerator and the clenomina­
tor of the left-hand sicle of (3.48) equal R(t) and Set), respectively, and the numerator and the
denominator of the right-hand side of (3.48) equal P(t) and Q(t), respective1y, we obtain that

exp(P(t)jQ(t)) = R(t)jS(t) is constant.
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•

•

This result alone became famous, since Laha's 1956 proof of the Craig-Sakamoto Theorem did
not include a proof of Laha's Lemma (our Lemma 22). At the time, few were aware of the research
published in Japan and it was thought that Laha's Lemma, which involved complex analysis, was

the only way to prove the Craig-Sakamoto Theorem. Fortunately, a function-theoretic proof in

the complex plane was already given by Ogawa [164] in 1950. Ogawa [164] assumed that 151 < e
and III < e, he fixed 5 50 that the polynomials P, R, 5, and Tare only in l, and he proved by
contradiction that P(t)/Q(l) ilad to he constant.

We now rephrase Laha's Lemma (our Lemma 22 above) as follows:

Lemma 24 (Laha's Lemma for Complex Variables: Alternate Version) Suppose that q

and r are rational funetions (quotients of polynomials) and thal

exp{q(u)} = r(u)

for ail values of the real scalar u in sorne non-empty region in IR. Then q and r are constant.

Proofll. \\'e use the standard classification of isolated singularities of analytic functions. There

are three kinds of such singularites, cf. e.g., Rudin [195, pp. 210-211]:

( l) Removable singularities-singularities that are really not there at all

(2) Poles

(;3) Essential singularities.

Rational functions have only removable singularities and poles. The other key racts are:

(a) If q(u) has a removablesingularity at =then exp{q(u)} also has a removable singularity there.

(b) If q(u) has a pole at =then exp{q(u)} has an essential singularity at =.

50, by analytic continuation, we extend q and r to the Riemann sphere minus the finite set of
(necessarily) isolated singularities. The relation eq(u) = r(u) continues to hold on this set. But
,.( u) has only removable singularities and poles and eq(u) has only removable singularities and

essential singularities. Therefore, aIl singularities are removable. But a rational function with only
removable singularities on the Riemann sphere is necessarily constant. Hence q and,. are constant.
Our proof is complete. 0

Hence, R(t)/S(l} must be constant and equal to 1 by assumption of independence and this

equality implies that 1/-2so4ll/-2t81 = 1/-25.4-2t81 in the N(p, l) case, which in turo implies
that A.B = 0, and in the N (/-l, V) case using the transformation V-l/2 y ~ x with {/ positive

definite. we obtain AVB = O.

1 t 1 am very grateful to Professol" S. W. Dl"ury (McGiII UnivCl"Sity) fol" giving me this praof.
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• 3.2.8. Proof by Taussky (1958) using Matrices with Property L

Another important paper on the Craig-Sakamoto Theorem, and weil worth attention, is the 1958

paper by Olga Taussky [231] . She exp[ained very c1ear[y the conditions in which the Craig­

Sakamoto Theorem ho[ds, using matrices with the so-called property L, which was introduced

in 1952 by Motzkin and Taussky [148]. The square complex matrices .4 and B are said to have

property L whenever the eigenvalues of sA + tB are equal to sai + tPi for a1l values of sand t and

for a certain fixed pairing of the eigenva[ues ai of A and Pi of B. Then Taussky [231] noted (in

paragraph 1 on page 139) that -A pair of hermitian matrices with property L is commutative,"

referring to the 1952 paper by Motzkin and Taussky [148] for a proof. Moreover Taussky goes on to

note that -This is even true for normal matrices." Taussky [231] proved that if the real symmetric

matrices A and B satisfy

(3.51)

cf. (:3.28). then A and B have property L.

See a[so the proof discussed above by Aitken [:3] and the new proof in Theorem 32 be[ow by Li

and Styan [li8] in our Chapter 4.

3.3. From 1960 to 1979

•

After the publication of the proof by Ogawa (1950) and Laha (1956), efforts were made to find

further results and correct proofs of the Craig-Sakamoto Theorem. [n 1960, Laha and Lukacs [Ill]
extellted Kawada's (1950) result to the following:

TheoreUl 25 (Laha and Lukaes 1960) Let.x '" N(O, l). If Q = E'.-\E + b'E and L = C'E are

uncorrelated of order (2.2), that is E(Qi Li) = E(Qi)E(Li) for i = 1,2 and j = 1. 2. then c'A = 0

and e'b = O.

From this theorem, they then deduced that Q and Lare independent if and only if they are

uncorre[ated of order (2, 2).

3.3.1. Pao-Lu Hsu's 1962 Lecture

According to Fang and Zhang (1990) [52, Lemma 2.8.3, pp. 77-79]12 Pao-Lu Hsu presented in a

1962lecturel3 [74] the following theorem l4 :

TheoreUl 26 (Pao-Lu Hsu 1962) Let.4 and B be reaJ symmetric matrices with al •... , Oa and

.dl , ... , I3b being the non=ero eigenvalues of A. and B respective/y, with a = rank(A) and b = rank( B)­

If the non::ero eigenvalues of.4 + B are Q l, ... , 0a, 131, ... , ,ab. then AB = BA = O.

12See also Zhang and Fang [24ï. Lemma 2.8.3, pp. 123-125].

13 Apparently not published by Pao-Lu Hsu.

14 [ am very grateful to Chang·Yu Lu and Baa.Xue Zhang for bringing this to my attention. and to Ka Lak Chu
and Professar Kai-Tang Fang (Hong Kong Baptist University) for providing me with a copy of Zhang and Fang
[24ï].
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• Proof. First, assume that a + b = n so that A + B is of full rank. Since we can diagonalize A,
then without loss of genera1ity, let

_ (Da 0)A- ,
o 0

(3.52)

where Da = diag(Ql, ... , Qa)' Since B is symmetric, there exists an orthogonal matrix P such that

P'BP= (0 0)
o Db '

where Db = diag(.Bl, ... , f3b)' We now partition the matrix P similarly to .4 and P' BP,

P= (C F),
E G

with C is a x a and C is b x b. Then

B= (C F) (0 0) (C' E' ) (1 F) (0 0) (1 0)
ECO Db F' C' 0 G 0 Db F' C'

ft is easy to see that,

A= (1 F) (Da 0) (l 0)
o C 0 0 F' C'

Therefore,

.4 + B= (l F) (Da 0) (l 0)
o G 0 Db F' C'

(3.53)

(3.54)

(3.55)

(3 ..56)

(3.57)

5ince the set of nonzero eigenvalues of XY is the same as the set of nonzero eigenvalues of }" X for

any pair of conformable matrices X and Y, it follows that the set of nonzero eigenvalues of A. + B
equals the set of nonzero eigenvalues of

•

Since P is orthogonal we have F' F + G'G = 1. 50,

H = (Da 0) (l F).
o Db F' 1

Since these determinants are equal:
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• J F
= II - F' FI.

F' J

we obtain

(3.60)

r

IIai II j3j = 1·4 + BI = 1H 1=
i=l j=l

Da 0 1 F a b

= IIai II ,13j ll- F' FI,
F' 1 i=L j=l

~ IJ- F' FI = l

~ F'F = 0 ~ F = O. (3.61 )

The implication (3.61) foUows from the fact that the eigenvalues of F' F are aU nonegative and at

rnost equal to 1, since F' F + C'C = J. Hence C'C = 1 and so

(3.62)

•

and A.B = BA = O. Moreover, it can easily be proven that the theorem hoIds in the case where

r + s < n by a sirnilar argument. 0

[n the same year, Bhat (1962) [21] showed that a quadratic form Q is independent of the sum

of a finite number of nonnegative definite quadratic forrns QI +Q:! + .. ·+Qn if it is independent of
each of them separately. During the years 1962 and 1963 in India, the late C. G. Khatri in [93] and

[94] established necessary and sufficient conditions for second-degree polynomials in normal vectors
to be independently distributed or to follow Wishart distributions. Moreover, he extended Bhat 's

results and showed that Rao's result (1962) on quadratic forms, when B is singular, is faIse if it is
not specified that the degrees of freedorn of the chi-square distribution were equal to the rank of

V. As for the conditions he gave for the independence of second-degree rnatrix polynomials, they
are equivalent to the ones found by Ogasawara and Takahashi (1951) for quadratic forms 15 .

[n the following year, Good (1963) [56] presented a series of results that immediately follow from
the Craig-Sakamoto Theorern and that cover both quadratic and linear forms. His first Theorems l

and Le are equivalent to the case where x - N(O, V) with V being non-singular in Theorem Land
V' being possibly singular in Theorem lC. The conditions Good found are the same as stated by
Sakamoto [L96), Matusita [138], and Ogasawara and Takahashi [157]. [n addition, Good presented

two other theorems (his Theorems 2 and 3) on the independence of x'Ax + a'x and x' Bx + b'x

and on the independence of more titan two quadratic forms. Although Good (1963) contains sorne
lacunas that were noticed by Shanbhag (1966) [218], these were easily corrected by Good (1966)

[56]. For his part, Shanbhag (1966) showed that for .4 being nonnegative definite, the conditions

for independence are reduced ta AVBF =0 and .4F Bil =0; and if bath A and B are nonnegative

definite then AVB = 0 is necessary and sufficient for independence.

The Craig-Sakamoto Theorem was gaining in popularity and appeared in four books:

15See also Styan (19ïO) [225]
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• • The .4dvanced Theory of Statistics, Vol. 1: Distribution Theory, by Kendall and Stuart [89];

• Continuous Univariate Distributions, by Johnson and Kotz [83];

• Introduction to Afathematical Statistics, by Hogg and Craig [72]; and

• Linear l\;lodels, by Searle [209].

However, many found that the information available in these books was insufficient.

3.3.2. Searle's Linear i\llodels Proof for N(/l, \/)

As noticed by Nagase and Banerjee (1973) [150), Searle (1984) [208], Provost (1994) [175] and

others, the proof given in the well-known Linear l\tlodels book by Searle [209, Th. 4, pp. 59-60] is

incomplete. Searle stated that with .x '- N(p, V), with F possibly singular, then ..t \/ B = 0 if and

only if J:' A.x and ,E' Bx are independent. To prove this, he proceeded as follows: Independence of

x'Ax and x' Bx implies that their covariance is equal to zero. Hence,

var(x'A.x + x'Bx) - var(x'.4x) - var(x' Bx) = 0

2tr[(.4. + B)Vf + 4Jl'(A + B)V(A. + B)p - 2tr(.4V) - 4Jl'.4\/.41l- 2tr(BV)2 - 4Jl'B\/ BJl = 0

and

tr(AVB\/) +2Jl'.4VBJl = O. (3.63)

50 far. the argument is correct. Searle, however, then claimed that (3.63) holds for ail JI. and

therefore

then tr(.4FBV) = tr(B) = 0 but .4VB = B ::f; O.

When A and B are both nonnegative definite, however, the implication does hold-we may now

write .4 =S5' and B =TT' and•

tr(A \/BV) = 0;

but (:J.6:J) holds only for the specified JJ = E(x), and (3.64) alone does not imply

(:) AYB(F :1') =0.

Searle also daimed that

tr(A.V BV) = 0 ~ AVB = 0;

but this implication does not hold in general for if A = V = 1 and

B=C ~J

(:3.64)

(3.66)

(3.67)
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• tr(.4.VBV) = tr(SS' VTT' V) = tr(S' VTT' V S) = tr[S'VT(S'VT)1 ~ 0

with equality if and only if S'VT =0 {::> AVB =O.

(3.68)

[n the early 1970s, several researchers tried to clarify various aspects of the development of the
Craig-SakamotoTheorem. Scarowsky's MSc thesis (1973) [203] gave agood review of the conditions
required for independence for quadratic, tinear, and bilinear forms. His thesis is a reliable source
of correct proofs and the history of the theorem. It contains one of the most complete lists of
references available, and the bibliography in the present thesis was built on it.

Two extensions to Laha's result (1956) [110] (one in 1973 and the other in 1976) and a counter­

example to Searle's proof were presented by Nagase and 8anerjee [150, 152]. A nice historical
account of the Craig-Sakamoto Theorem was presented in a 1974 lecture by Rayner [189]. Moreover,

a 1977 paper by Tan [230] filled in more details, and in 1978 Krafft [108] presented a different proof.

3.3.3. Krafft's 1978 Proof

foHowing the proof by Searle in his Linear Afodels book as just discussed, in 1978 Krafft [108]
started by noting that independence implies that the covariance cov(.r;' ."te, x'Bx) = 0 and 50 he
obtained

tr(AVBV) + 21l'.4VBIl = o. (~t69)

Krafft [108] then claimed that (3.69) implies that Il'AI/ Bit = 0 for aH Il. Setting u + U = Il we
obtain

(u' + v')AV B(u + 1') = 0

u'AVBu + v'A.V Bv + u'AV Bv + v'_-\V Bu = O.

Thus u'AVBu = 0 and u'.4VBu =0; and knowing that (AVB)' = BVA., we obtain

(:1.70)

u'(AVa + aV.4)v = 0 'V u, v. (:l.71)

Letting u and u be. in turu, the columns of an identity matrix, (3.71) yields

AVB+ BVA = 0 => AVB = -BVA.

To show that this implies AVa = 0, Krafft [108] now put s = t in the equation

II - sAI· II - tBI = 1/- sA - tBI,

(3.72)

(3.73)

which must hold under the assumption of independence. Then, letting TT' = F. T'AT =A and
T' BT = Ë3, equation (3.73) becomes

Since ..i and È3 are symmetric and the numbers oftheir nonzero eigenvalues are equal to their ranks,
the determinants on the left-hand side of (3.74) are polynomials in t, of order rank(.4) for the first•

Il - t.41 ·1/ - tBI = Il - t(,4 + B)I. (3.74)
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• term and rank(B) for the second; and the determinant on the right-hand side is a polynomial of
order rank(A + B). Thus we have rank additivity:

rank(A) + rank(B) = rank(A + B).

Diagonalizing A with the orthogonal matrix U yields

(3.75)

(3.76)

where the diagonal matrix D is a x a and nonsingular, with a =rank(À) =rank(A). We write

(
GIl G12)

U'BU =G= ,
Gb G22

where G ll is a x a. Multiplying these two matrices yields

U'AUU'BU = (D 0) (Gll GI2).

o 0 G'l2 G'22

Since U is orthogonal and TT' = V, T'AT = A, T' BT = ÉJ, this becomes

(3.77)

(3.78)

(

DGII
U'T'.4V BTU = 0

Similarly for -BVA,

(3.79)

(
Gll

-U'BUU'AU = -U'T' BVATU =-
Gb

Since AVB = -BVA, we have

G12) (D 0) _(GllD 0).
G 22 0 0 GbD 0

(3.80)

DGl'2) =_ (GllD 0).
o G~2D 0

•

For this equality to be true, Gl2 must be the zero matrix. Thus

(
DGOll 0

0

),U'T'AVBTU =

and 50

(Gll 0).u'BU =
o G22

Adding U'Au and U'BU, we have
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• (

D+GU
U'AU+U'BU = 0 (3.84)

Now, one can see that rank(A + B) = rank(D + Gu) + rank(G:!:!) =rank(A) + rank(B) and that
diagonalizing .4 implies rank(.4.) = rank(D), sa that rank(B) = rank(Gll) + rank(G2:!}, givillg

rank(D + Gu) = rank(D) + rank(G ll ) ~ rank(D) =a.

since the a x a matrix D has fuH rank and rank(G ll ) ~ O. Hence G ll =0 and thus

u'BU = (0 0)
o G22 .

Therefore, [T'T'A V" BTU = 0 and .4.V B = O.

\Vhile this proof by Krafft [108] does correctly show that

A V B = - B V.4. and II - tA 1 . II - t BI = Il - t.4. - t BI ~ ilV B = O.

the assertion that independence of x'Ax and x'Bx implies that

tr(.4 V B\-') + 2Jl'.4. \-," Bp = 0

must hold for aH Jl is dearly false, cf. Searle's proof above 16 .

(3.85)

(3.86)

(3.8i)

(:J.88 )

3.4. From 1980 to 1996

•

During the eighties and early nineties, research on the Craig-Sakamoto Theorem focused on distin­

guishing the correct proofs from the unsatisfactory ones, on completing the incomplete ones, and

bringing to light sorne proofs that were considered to deserve more recognition.

The L985 paper written by Zielinski [248] mentions a very short proof and may leave the reader

confused because of its lack of explanations. One should understand that Zielinski's goal \Vas
to shorten Oga\\,"a's 1949 [162] proof for the N(O, l) case which, in this article [248], he called
"Nabeya's" proof. Zielinski daimed that "his proof was shorter than the one presented by Rao
and Mitra (Hlil) [185] and that there was no need to rely on convergence in Banach spaces·'.

3.4.1. Zielinski's 1985 Proof

Using Lemma 1;1, in 1985 Zielinski [248] let al • ... ,ar ; b1.· .. ,b ll ; 91, ".,gt be orthonormal systems of
eigenvectors of .4, B, and C, respectively, and each of these vectors are related to the eigenvalues

CtI, ... ,Ctr; ;31, ... ,411; "'tl""'lt ofeigenvectors of .4, B, and C. Since C =.-1. + B, then the vectors

16See subsection 3.3.2 of this Chapter.
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• al, ... ,ar ; bl , .•. ,bs form a basis for R(G). Then, Zielinski [248] stated that by comparison of the
matrix representations of the linear operator A + B : 1l(C) ~ 'R(G) at the given bases, the
corresponding Gramian determinants coincide. However, as Ogawa (1993) [165] showed, this is

only true when IL'LI = 1, where L and L'are the matrices that diagonalize il and B. Therefore,
the vectors al, ... , a r ; bl , ... , bs are orthogonal. In others words, Zielinski claimed that this argument
is necessary and sufficient to show that for each Ck there corresponds a unique ai or bj for ail i. j, k
or that this correspondence is isomorphic. Therefore, 0' 1 ••.•• Or' 131 . '" . i3s = ""(1 .••.• ""(t and t =s + r

which implies A.B = O.

The next proof was first published in 1988 by Reid and Driscoll [192] and revised in L995 by
Driscoll and Krasnicka [43].

3.4.2. Surveys by Reid & Driscoll [192] and Driscoll & Krasnicka [43]

In this proof, the general case of the Craig-Sakamoto Theorem is shown by using cumulants, but
first, let us recall sorne facts about them. A cumulant generating function is equaL to the natural
Logarithm of the moment generating function of a variable y and we will denote the hth cumulant
by Ii:h(Y). Moreover Ii:h(SY) = Shli:h(Y) for any constant s and the two random variables YI and

Y2 are independent if and only if Ii:h(SYl + tY2) :::: li:h(syr) + ~h(tY2) for aIl integers h and ail real
numbers sand t. As shown at the end ofChapter 2. the jth cumulant of the quadratic form ~'C.z:.

where .x -- N(p, V), is:

Ii:j(Clp, V) = 2h- l (h - l)!tr(CV)" h + np'C( VC)h-1 p. (:t89)

To prove the necessity part of the Craig-Sakamoto Theorem, Driscoll and his co-authors used

a system of homogeneous linear equations Av :::: 0 involving the eigenvaIues of sA. V. t BV. and
(sA + t B) V. with A the matrix of coefficients and v, the vector of unknowns.

Let sand t be fixed, but arbitrary, and let {Al .... , Ad denote the union set of nonzero eigenval­
ues belonging to either sA.V. tB\l, or (sl'l+t B)V. Let C represent either sA F, tBV, or (sA+t B) F.
then the multiplicity of Ai being an eigenvaIue of CV is denoted as mi,e, the projection matrix as

Pi,e and we write pi,e = p'CPi,eJ.l and (CV)h :::: Li A{ Pi,e. So the hth cumulant of the quadratic
form J:'Cx becomes

k

li:j (CIJ.l, F) =2h
-

1(h - l)! L ;\~ mi,e + jA?-lPi,e·
i:: l

(3.90)

By the assumption ofindependence, Ii:h(SY1 +ty:d = Ii:h(SYI )+~h(ty::d, where YI and Y2 are random
variables; then equation (3.90) becomes

•

k k

L A?mi,sAHB - mi,sA - mi,tB +L hA?-lpi,SAHB - Pi,s.-\ - J1.i,tB = 0
i::l i::1

for ail h. The first 2k of these equations have the matrix form

Av:::: 0,
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• where A is a 2k x 2k matrix with elements Ai,i = À} and Ai,k+i = iÀ} for i = 1, ... , 2k and

j = 1, ... , k; and where v is a 2k-vector with elements Vi = Tni.sA+tB - mi.~A - mi,tB and Vk+i =
~i,$A+tB - Pi,sA - ~i.tB for i = 1, ... , k.

To prove that the vector v = 0, we will show that the matrix Ais nonsingular and thus the only

solution to this system of equations would be v =O. First, we multiply columns k + 1, k + 2, ...• 2k

of A by À 1, '\2, ... , Àk respectively and permute rows and columns ta obtain

Ài
k 2kÀik À:?k 2kÀ~kk

Lk(À l , ••.• Àk ) = (3.93)

Ài 2kÀI À~ 2k..\k

À l 2kÀ l Àk 2kÀ"

The determinant is found by mathematical induction and proved to be equal ta

IL"I = (-1)" II ,\~ II(Ài - Ài )4
i<j

By direct computation. we find

i = 1, ... ,k. (3.94)

ILd = -À~; (3.95)

Assume that (3.94) holds for Lk - 1 with the above equalities for ILd and IL2 1 establishing the
induction base. Let k ::; 3 and 1 ~ m ~ k where m is fixed but arbitrary. By permutation of

columns 1 and 2m - 1 and then columns 2 and 2m, the matrix is then partitioned between the
second and third rows and the second and third columns as

(:3.96)

say. where Dis the matrix Lk-dÀ:?, ... ,Àm-l,Àl.'\m+l, ... ,Àk)' By hypothesis, Dis nonsingular
and we have

.-\ B

C D
= IDI·IA - CD- l BI = 1.4 - CD- 1Bl(-I)" II À~ II (À i - Àj )4.

i#m i<j, i#m,i#m

(3.97)

•

Since m was fixed but arbitrary, it foHows that ILkf has the factors (-I)k-l.Àf for 1::;; ~ k, and

(À i - Àj) for 1 ::; i < j :5 k. The power of the determinant of Lk-l is 4( k - L) by hypothesis, and if

we add the powers of the above factors, we obtain 3 +4(k - 1) =4k - L. In addition, we know that
jL k 1 has degree 4(k - 1) as a polynomial in any À i because that is the largest exponent attainable

by multiplying elements in the different rows and columns. Hence, the only factor in ILkl missing
must be a constant, let us cali it Ck. If m = 1 we get

(3.98)
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• The coefficient oC À1k
-

1 on the right-hand side oC (3.98) is -1. Hence Ck = -1 and we have proven
(3.94). Because ail Ài are distinct and nonzero, the matrix Lk is nonsingular and we conclude by

equation (3.90) that mi,..A+tB - mi, .. A - mi,tB = 0 and /li, ..A+tB -/li,sA - /-li,tB = 0 Cor i = 1. ..., k.
ThereCore

/li,sA+tB = /-li,sA -lli,tB

and we obtain the following equalities

(3.99)

(3.100)

tr(sA + tB) Vh

/l'(sA + tB) V(sA + tB}h-l ll

shtr(AV)h + thtr(BV)h

= sn Il'A(VA)h-1 Il + th /l' B( F B)h-l Il

(:l.IDl)

(3.102)

Cor aIl h and, because they were arbitrary, Cor aIl sand t. Expanding the coefficient of s:?(! in

(3.101), using h = 4, and writing V =TT', we have lï

tr(.4VBV + BVAV)2 + 2tr(AVBV)(AVBV)'

tr(AVBTT' + BVATT'):? + 2tr(AVBTT')(AV BTT')'

tr(T'AV BT + T'.4 V BT) 2 + 2tr(T'AV BT) (T'.4 V BT)'

= 0

- 0

= O. (3.103)

•

80th terms on the leCt-hand side oC (3.103) are in general nonnegative, and since they are here

required to add up to 0 they must each be equal to o. Hence T'AV BT =0 and VA V BV = o. ft

follows Crom this and from (3.102) using h = 4 that

(T'AV BIl)'(T'AVB/-l) + (T' BVA/l)'(T' BVA/-l) =0, (3.104)

and hence V AVBp = 0 and V BVAp = o. Finally, setting h =2 one has p' AVBp =o. 0

\-Vith this proof, Driscoll and Krasnicka (1995) updated their account of the development of the
Craig-Sakamoto Theorem and added a section on the conditions found by Kawada (1950) [87]18
which are weaker than independence.

Then in 1992, Mathai and Provost [135] devoted an entire book to the distribution of quadratic
forrns in normal variables and provided valuable details concerning the independence of two
quadratic forms. The proof presented there for the N(O, l) case is similar that by Ogasawara
and Takahashi (1951); the proofs by Kawada (l950), Aitken (1950) and Lancaster (1954) are also
mentioned. To show the case where the dispersion matrix V '# 1 but positive definite, they used
the same transformation introduced by Aitken (1950). In the case where V is only nonnegative
definite, they let V =TT' and symmetrized the moment generating function obtaining the form

/1- 2sT'AT - 2tT'BTI- 1/ 2 = 11- 2sT'ATrl/2 ·11 - 2tT'BTI-I/:?

to adapt it to their proof for N(O, 1). To show that the theorem holds for V positive definite and

x "" N(p, V), Mathai and Provost [135J presented a very short version of the proofs by Ogawa

17 Cr. Ogasawara and Takahashi's proof for the N(O, l) case, subsection 3.2.5, and Kawada's Trace Lemma (our
Lemma 18 above).

18Cf. Kawada's proof in subsection 3.2.2 of this Chapter.
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• (1950) and by Laha (1956), but without proving Laha's Lemma (our Lemma 18 above). As for
the general case with V nonnegative definite, they used the very same lemma to demonstrate that
the independence of quadratic forros is equivalent to the conditions obtained by Ogasarawa and

Takahashi (1951). These two last proofs are short and again omit a proof of Laha's Lemma. See
also the proofs by Provost (1994, 1996) which we will discuss below in Section 3.4.4.

Our next proof was published in 1993 by Ogawa [165p9.

3.4.3. Proof by Ogawa (1993)

We will show that if for real symmetric matrices A and B, cf. (2.1) in Chapter 2,

11- 5.4 - tBI = /1- sAI· 11- tBI

then AB = o.
If we put s = t = À in (3.105), then we obtain

'fi real s and t, (3.105)

cf. (3.12) in Chapter 3, while if we put s = -t =..\ in (3.105), then we have

(3.106)

(3.107)

From (3.106) we see that the set of nonzero eigenvalues of A + B is the union of the sets of nonzero

eigenvalues of A and nonzero eigenvalues of B, while from (3.107) we see that the set of nonzero
eigenvalues of A. - B is the union of the sets of nonzero eigenvalues of A. and of nonzero eigenvalues
of -B. Henee

and so

Hence

4tr(A2 B 2
) + 4tr(A3 B) + 2tr(ABAB) + 4tr(AB3 ) =

4tr( ...t=? B 2
) - 4tr(A3 B) + 2tr(:\BAB) - 4tr(AB3

) = o.

4tr(A2 B 2
) + 2tr(ABAB) = 0,

(3.108)

(3.109)

•

and AB = 0 follows at once from Kawada's Trace Lemma (Lemma 18 in our Chapter 3) and our
proof is complete. 0

Our next proof is by Provost [175, 176] and uses diagonalization and properties of determinants.

19 1 am very grateful to Professor Junjiro Ogawa for drawing this proof to my attention .
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• 3.4.4. Proofs by Provost (1994, 1996)

To show that if for real symmetric matrices A and B, cf. (3.105) above,

Il - s.4 - tBI = Il - sAI· Il - tBI V real s and t, (3.110)

then .4B = 0, Provost [175, 176] chose S 50 that Ich(sA)1 < 1 and hence 1 - sA is nonsingular. He
then substituted K = (1- S.4.)-l in (3.110), which then becomes

II - tKBI = Il - tBI V real t. (3.111)

Let C be an orthonormal matrix such that G' AG = D = diag(Gl, ... , 0a, 0, .... 0), where a is the
rank of A and al,"" Ga are the nonzero eigenvalues of A. Then, using the geometric series
expansion for K = (1 - sA) -l, cf. Lemma 7 in our Chapter l, we obtain

00

IC'I·II - L(s.4)k tGC'BI'IGI == IC'I·II - tBI·ICI·
k=O

\Ve set

(3.112)

(

H11

C'BC = H =
Hb

where H 11 is a a x a. \Ve now observe that

(3.LL:l)

C'AkC =C'ACG'ACC' . - ·CC'AG = (G' .4C)k = diag(07, ... , 0:,0, ... ,0).

and 50, using Lemma 6 in Chapter 1, we see that

::0 00

G'(l- s.f-\)-lG = C' L(sA)kC = L skG'AkG
k=O k=O

k = l, ... (3.114)

00

= 1 + Lsk diag(07, .... G:,O •... ,O) = diag(f(l), _... f a
• 1, .. _,1). (3.115)

k=l

h f U) ""N ( )k' 1 W .. H C'BG b'w ere = ~k=O SGj • J = , ... , a. rltlng = . we 0 tam

II - tHdiag(f(l), ... , f{a). l, ... , 1)1 == Il - tHI.

50 by partitioning H is terms of H 11, H 1"2, H~"2' and H"2"2' we have

(3.LL6)

-tH12 [la - tH111

tHb

(3.117)

•
or equivalently

II -lH221·II - tH11 diag(f{l}, ... , /(a») - tH12(1 - tH:!2)-ltH~2diag(f(l) . ... , j(a»)1

== Il - tH221·I(I- tH ll ) - tH12(1- tH22)-ltH~"2I· (3.118)
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• Assuming that Itl is small enough 50 that. 1 - tH2:! > 0, we may cancel Il - tH2:!1 on both sides of
(3.11S). Postmultiplying by the determinant of Da =diag(l - tG'l, ...,1- toa), and writing

00

W =tHu + tH12 E(tH22)ktH~2'
k=O

we have
a

IDa - W[ =1/- W[ II(I- taj).
j=l

Comparing the coefficients of f(a). we obtain

(3.119)

(3.120)

a

Il(-taj) =
i=L

The coefficient of t 2 is

a

Il - ~VI Il(-toi)
j=L

-log II - ~VI =f: tr(~h) =O.
h=L

(3.121 )

(3.122)

found by letting h = 2 in (3.121) and by letting h :::: 1 in (3.121) and k = 0 in (3.119). This

coefficient must be 0 and 50 both H 11 and H 12 are zer020 . Therefore

2G'BG:; (0 0)
o H22

(3.123)

and C' BGG' AC = 0, so G' BAG = 0 and BA = 0 which is equivalent to A.B = O. This completes

Provost's proof. 0

In 1994 Provost [175] also showed that the proofs by Searle [2091 and Krafft [lOS] were not
correct: he showed that p'AVBII :; 0 holds for a specifie Il and not for ail p. In addition, Provost
[1 ï5J gave another proof based on sorne properties of the trace. In 1996 Provost [1 ï6] gave proofs

for the simple case N(O, l), the general case N(Il, V), with V positive definite, and for linear forms
with x "- N(O, l).

3.5. Overview: 1943-1996

•

ln conclusion we believe that:

• The Craig-Sakamoto Theorem was first stated in 1943 by Craig [35J for N(O, l) and in 1944
by Sakamoto [196] for N(O, Il), with [i positive definite

• In 1944 Hotelling [ï3], attempting to complete the proof by Craig [35], made a -subtle gap"

as exp!ained by Driscoll and Gundberg (19S6); see also Ogawa (1949, 1993) and Ogawa and
Olkin (1997)

20 As seen in man)' earlier proofs the trace of a nonnegative definite matrix is always nonnegative and zero if and
only if the matrix itself is zero.
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•

•

• The 1946 proof by Ogawa [158] for N(O,I) is incomplete as pointed out by S. Nabeya; see
also Ogawa (1949, 1993) and Ogawa and Olkin (1997)

• The 1949 proof by Matusita [138] is the first complete proof of the Craig-Sakamoto Theorem
and is for N(O, V) with V positive definite

• The 1949 proof by Ogawa [162] for N(O, 1) is complete

• In 1950 Kawada [87] gives a new complete prooe of independence using results by Matérn
(1949) on uncorrelatedness and presents a useful "Trace Lernma"

• The 1950 proof by Carpenter [27] for N(p, I) refers to Craig (1943) and Hotelling (1944) for
N(O, I) and sa the necessity part is incomplete; the proofof '4Laha's Lemma" is adequat~

also Ogawa (1950, 1993) and Ogawa and Olkin (1997)

• The 1950 proof by Aitken [3] for N(O, V), with V positive definite, is complete

• The 1950 proof by Ogawa [164] for N(p, V), with V positive definite, is complete (and includes
a complete proof of ""Laha's Lemma" for real variables)

• In 1951 Ogasawara and Takahashi [157] gives first complete proof for the most general case
N(p, V), with V possibly singular; in addition, a relatively short praof is given for N(O, I)

• In 1956 Laha [110] introduced a different proof of the Craig-Sakamoto Theorem for N(p, 1),
and extended the result to second-degree polynomials and to bilinear forms; presents "Laha's
Lemma" (for complex variables), but without proof

• In 1958 Taussky [231] used pairs of matrices with property L to prove the necessity part of
the Craig-Sakamoto Theorem for N(O, l) and observed that the result still holds when the
matrices are complex normal

• In a 1962 lecture Pao-Lu "su [74] presented a theorem on eigenvalues that is useful in proving
the necessity part of the Craig-Sakamoto Theorem for N(O, I)

• The 19i1 proof for N(p, V), with V possibly singular, in Searle's Linear AJodels book is
incomplete, but is completed in Searle's 1984 detailed class notes [208].

• The 1978 proof by Krafft [108] for N(p, V), with V possibly singular, is incomplete

• The 1985 proof by Zielinski [248] for N(p, V), with V possibly singular, is short but not
completely clear

• The surveys by Reid and Driscoll (1988) and by Driscoll and Krasnicka (1995) include com­
plete proofs for N(p, V), with V possibly singular

• New proofs by Ogawa (1993) and by Provost (1994, 1996) for N(p, V), with V possibly
singular appear to be complete.
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•
Chapter 4

Recent Developlllents: 1997-2000

ln this last chapter. we introduce new proofs presented in the last few years. Sorne of these proofs
are unpublished; to complete the current picture on the Craig-Sakamoto Theorem, however, we

believe that they should appear in this thesis.

A very different proof ta the ones already in existence was published in 1997 by Harville and
Kempthorne [69] for second-degree polynomials (nonhomogeneous quadratic forms) in the most

general case with nonzero mean vector p and with dispersion matrix F possibly singular. This

proof requires a lemma similar to Lahaos Lemma but uses ooly polynomials in one variable instead
of two as in Laha Os Lemma and thus confirms the validity of the Craig-Sakamoto Theorem for

quadratic forms and second-degree polynomials.

4.1. Proof by Harville and Kempthorne (1997)

Theorem 27 (Two second-degree polynomials with F possibly singular) Let.r: be an n x
l random vector whose distribution is N(p l F), with V being of rank r $ n, and let q l = 2a'x +.r:'Ax

and q2 = 2b'.r:+x'Bx, where a and b are n x 1 nonrandom vectors and.4 and B are n x n nonrandom

symmetric matrices and a- =a + Ap and b- = b + Bp. Then, ql and q2 are independent if and
only if

FAFBV 0 (4.1)

VAVb- - 0 (4.2)

F BVa- - 0 (4.3)

a-'Vb- = 0 (4.4)

• are satisfied.
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• Proof of Sufficiency. Suppose that the above equalities hold. Since V is nonnegative definite,

we may write V =L' L, where L is r x n, with r =rank(V) $ n. It then follows easily (using e.g.,

Lemma 3 in Chapter 1 of Searle [209]), that (4.1)-(4.3) are equivalent to

LA\/BL'=O, LAVb- =0, and LBVa- =O. (4.5)

Using Lemma 5 in Chapter 1, there exists an r x 1 vector =-- N(O, I) such that x = Il + L'=. Let

us write 9 = La-, h =Lb-, G = LAL', and H = LBL'. The (r + 1) x 1 vectors

and (4.6)

are uncorrelated if and only if they are independent. The cross-covariance matrix of =1 and =2 is

(
9'h g' H) (a-'Vb-

H)= =
Ch CH LA.Vb-

a-'VBL')
-0

LA.VBL'

and this is equivalent to (4.5) and (4.4) and thus to (4.1)-(4.4). Let

Since

qi =2g'z + ='G= and q; = 2h'= + z' H=. (4.7)

q1 =2a'x + x' Ax = 2a'(1l + L'=) + (Il + L'=)'A(p + L'=) = 2a'Il + Il' Ap + qi (4.8)

q2 = 2b'x + x'Bx = 2b'(p + L'=) + (JI + L'=)'B(p. + L'=) = 2b'p + p' Bp + q2' (4.9)

it follows that q1 and q2 are independent if and only if qi and q; are independent.

We may, however, express qi and q; as (homogeneous) quadratic forms in =1 and =2:

(
0 g'G-)

qi = =~ =1
C-g C-

(4.10)

where C- and H- denote, respectively, symmetric generalized inverses of C and H. sa that

GC-G = Gand H H- H = H. Hence independence of =1 and Z2 implies independence of qi and

q;, and our proof of sufficiency is complete. 0

Proof of Necessity. In this part of the proof, we need the fol1owing result:

Lemma 28 Lelrdx)' sdx) and S2(X) represent polynomiaLs (with real coefficients) in a real vari­
able x. Let

(4.11 )

(4.12)

•

where k is a nonnegalive integer, ml, ... , mk are aU integers strictly greater than :::ero. A, "# 0, and

'\1, ... , Àk are reaL numbers. Assume that

log sdx) = rdx )
52(X) r2(x)

for ail but the raots of S2(X) and r2(x). Then there exists a reaL number 0' such that ri (x) =nr2(x)

and sdor) =eQs2(X) for ail x.
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• A proof of this lemma is given by Harville and Kempthorne [69] but will be omitted here.

To prove necessity we note that ql and q'2 are independent if and only if qi and q; are indepen­

dent, where qi and q; are as defined in (4.7) above. Let m(·,·) be the joint moment generating

function of qi and q;. Let c and d be positive scalars such that 1 - 2tG - 2uH is positive definite

for any t and u where Itl < c and lui < d, thus implying that 1 - 2tG is positive definite for any

t where Itl < c, and 1 - 2uH is positive definite for any u where lui < d. Hence, with Itl < c and

1ul < d, the moment generating function becomes:

<,')(t, u) = II - 2tG - 2uHI- I
/

2 exp{2(tg + uh)'(I - 2tG - 2uH)-1(tg + uh)}. (4.13)

(4.14)

Now, assuming that ql and q2 are independent, then qi and q; are independent as well implying

that <,')(t, u) = <,')(t, 0)4>(0, u) and so,

II - 2tG - 2uHI {(tg + uh)'(tg + uh) (Jg'g u2hlh}
log II - 2tGIII - 2uHI = 4 II - 2tG - 2uHII - (II - 2tGI) - (II - 2uHI) .

We know that
r

II - 2tGI =II(-"ï)(t - ";1),
i=l

(4.15)

where '\1, ... , "r are the nonzero eigenvalues of2G. We set (l-2uH)-1 = P' P, P being nonsingular

and Tl • ... , T r the nonzero eigenvalues of 2PGP'; we have

r

II - 2tG - 2uHI = II - 2uHI II(-Ti)(l - Ti- l
).

i=l

(4.16)

With u fixed, the determinants II - 2tGI, II - 2uHI, and Il - 2tG - 2uHI are polynomials in l

only. Since every element of the inverse of a matrix can be expressed as the ratio of a cofactor and

the determinant. we have
10 Il - 2tG - 2uHI _ Idt. u) _)

g 11-2tGIII-2uHI- 12(t,u), (4.1/

where Idt, u) is a polynomial in t and h(t, u) = Il -2tGIII -2uHIII-2tG-2uHI. Thus applying

Lemma 28 \Vith J: = t, sdt) = II - 2tG - 2uHI, S2(t) = II - 2tGIII- 2uHI, rdt) = fI (t,u), and

r2(t) = h(t. u). yields Idl, u) = ah(t, u) and that

•

11- 2tG - 2uH/ = eall - 2tGIII- 2uH[.

Now. setting a = 0 in (4.18). we have eQ = 1 and hence

II - 2tC - 2uHI =II - 2tGIII - 2uHI

and I(t, u) = O. So CH = 0, which implies that VAVBV = L'GH L = O.

It can be shown that

and that
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(4.18)

(4.19)

(4.20)

(4.21)



• Thus, we obtain g'h =O,Gh =0, Hg =0, and conclude that

a-Vb- =a- L' Lb- =g'h =0

V.4Vb- = L' LAL'Lb- = L'Gh =0

V BVa- = L' LBL' La- = L' Hg = 0,

and our proof is complete. 0

(4.22)

(4.23)

(4.24)

4.2. Olkin's 1997 Praof using Determinants

Also in 1997, a very different proof for the simplest case was provided by Olkin [169] using properties
of determinants and the following result due to Sylvester, cf. e.g., Aitken [2, p. 87]. See also Marcus

[L32].

LeDlma 29 (Sylvester's Result) Let C(il, "', ik) denote the determinant of a principal subma­
trix of C n xn with rows and columns il, ... , ik and let D = diag(xI, ... , ,cn) be a diagonal matrix.
Then

ID+CI= ICI+ Lx 1C(2, ... ,n)+ L XIX:!C(3, ... ,n)+ ... + LXI···Xn-IC(n) + II Xi

(4.25)

holds.

Pl'OOr, Assuming inciependence and, without loss in generality, that .4 = Da = diag(al, .... an) is
diagonal, and replacing ail the negative signs by positive signs in II - sA - tBI = II - sAIiI - tBI.
we get

Il + sA + tBI = Il + sAllI + tBI.

Let Xi == L + sai and C == tB; then using Lemma 29, we obtain

(4.26)

•

[Da + Cl = ICI + L x I C(2, ·"1 n) + L x1,c:!C(3, "', n) + ... + L Xl·' ·xn_IC(n) + IIXi.

(4.27)

where L,c1, ... ,XkC(k, ... ,n)= Li<jXl, ... ,XkC(k, .... n). Putting (4.27) into (4.26) gives

t n IBI + t n- l L x 1B(2, ... , n) + ... + t L Xl, ..• , xn-lbnn
n

= II Xi (tnlBI + tn- 1 L B(2, ... , n) + '" + tL bnn) , (4.28)
1

which holds for ail sand t. Rearranging (4.28) yields

t
n

1BI (* X; - l) + ln -. L B(2, ..., n) (* Xi - Xl) + ... + 1Lb".. (* Xi -1J X;) =O.
(4.29)
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• Examining (4.29), we find that

(4.30)

and

(4.31 )

(4.32)

We know that
m m

IIZi = 1 + s LaI + 8
2 L ala2 + ... + sm II ai;

l l

and that for each r = 1,2, ...n - 1, n~ Zi - n~ Zi is a polynomial in s of the forro sdl + s2d2 +
... + s"dn , where the coefficients are funetions of al, ... , an and depend on r. For example,

Sa we obtain

(4.:l3 )

o (4.:34)

" n-2

IIXi - II Zi = O.
1

(4.:l5 )

\Ve notice that the left-hand sides of (4.34) and (4.35) are polynomials in sand vanish for aH s.

Henee each sum of products of the ai on the right-hand side of (4.33) must be zero. In the case

where each al = ... = a rl = 0, we have Da B = 0 and therefore AB = O. If this is not the case,
then there must exist a set of ai such that

al 1= o....,ar # 0, ar+l =... = an = 0, 1 ::5 r < n. (4.36)

Hence ~r+l = ... = orn = 1 and we let A = {l, ... , r} and 8 = {r + 1, ... , N}. For any subset of B
we get

r r

II Xi IIXj = IIXi.
l iEB l

(4.37)

The coefficients of sm in (4.30) vanish for mE B. For m = r aH ai vanish ifthey are in B. and the

coefficients of bll • ... , brr are respectively al, ... , a r , which yields

•

r

(6 11 + ... + brr ) IIai = 0;
1

hence b11 + ... + 6rr = O. As for (4.31), the term

(
n n r)2: B(l,j) + ... + 2: B(r,j) + L L B(i,j)

r+l r+l i<j
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• does not vanish giving

LLB(i,j) + LL8(i,j) =0.
jeSieA jeAieS

\Vith the following lemma, our proof is complete.

LeOlma 30 (DeterminantaJ Result) Ifb 11 + ... + brr = 0 and

L L B(i,j) + L L B(i,j) = 0
jeBieA jeAieÂ

then

and, therefore, DaB = AB = O.

(4.40)

(4.41 )

(4.42)

4.3. Praof by Drury, Dumais and Styan (1999)

This proof by Drury, Dumais and Styan (1999) is unpublished 1 • We believe that this proof is

new; it is shorter than similar proofs given by Ogasawara and Takahashi (1951), Scarowsky (1973).

Scarowsky and Styan (1982), and Ogawa (1993).

Let l\ = (l- s.4)-1 for those s so that 1 - sA is invertible and A = lit. t #- O. Then We may
write

as

1/- s.4 - tBI = II - sA·I·II - tBI

lAI - /\'BI = IA/- BI

(4.43)

(4.44)

for aIl real A. The characteristic polynomials of I{ Band B must, therefore, coincide and 50 their
eigenvalues are equal. Hence, using the power series expansion of a matrix geometric series, (cf.
our Lemma 6 in Chapter 1),

00

l\ = (l- sA)-1 = L(sA)i
j=O

(4.45)

•
l Presented by Dumais at The Eighth International Workshop on Matrices and Statistics, Tampere. Finland, 6-7

August 1999, and by Styan in the "Special Session on the Interaction Between Statistics and Matrix Theory" at the
Annual Meeting of the Statistical Society of Canada. Regina, Saskatchewan, 7-8 June 1999 and at the Conference
on Functional Analysis and Linear Algebra, [ndian Statisticallnstitute-Delhi Centre, 3-; January 2000.
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• it follows that

for ail real s in an interval around O. Since trB2 does not involve s, it follows that the coefficient
of s2 on the right-hand side of (4.46) must be zero. Putting (h,k) = (2,0), (1,1) and (0,2) yields

(4.4i)

From Kawada's Trace Lemma (our Lemma 18 in Chapter 3), it follows at once that .4.B = 0, and
our proof is complete. 0

4.4. Proof by Li (2000)

This new proof by Chi-Kwong Li in the paper [11iF depends only on the following well-known

faet:

LeDlma 31 Suppose C = (cii) is an n x n real symmetric matrix with the largest eigenl'alue equal

to À 1 • Then Cii ::; À 1 for aU i = l, .... , n. If Cii = À 1 , then Cij = 0 = Cji for aLt j =j:. i.

For the sake of completeness, we give a short proof.

Proof. Suppose C satisfies the hypothesis of the lemma and the largest eigenvalue of C has
multiplicity m with 1 :::; m ::; n. Then there is an orthonormal basis {l'!, ... , vn } for Rn such tha.t

CVi = À j Vi with À 1 = .... = Àm > À m+1 ~ .,. ~ À n . Let {el"", en} be the standard basis for Rn.
For any i with 1 ::; i ::; n, there exist t l, ... , ln E IR with 2:.J=l tJ = 1 such that fi = 2:.;=1 ti Vj

and Cij = e~Cei = 2:.}=1 tJÀj ::; À l. The equality holds if and only if t m+1 = ..... = ln =0, i.e.. fi is
an eigenvector of C corresponding to the largest eigenvalue. Thus, CCi = À1ei, and hence Cii = À l

is the only nonzero entry in the ith eolumn. Since C is symmetric, Cii is also the only nonzero
entry in the ith row. 0

\Ve are now ready to present our proof of

Theorem 32 (The Craig-Sakamoto Theorem) Two n x n real symmetric matrices ..-1. and B

satisfy .4.B = 0 if and only if

Il - sA - tBI = Il - s.4.1·11 - tBI 'ri real sand t. (4.48)

•
Proof. The (<=) part is clear. \Ve prove the converse by induction on n. The result is clear

if n = 1. Suppose n > 1 and the result is true for symmetric matrices of sizes smaller than

n. Let A. and B be nonzero n x n real symmetric matrices satisfying (4.48). Denote by pCC)
the spectral radius of a square matrix C. Replacing A by ±Alp(A) and B by Blp{B), we may

2To be published in 2000. Reprinted here with the kind permission of Chi-Kwong Li.
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• assume that 1 = p(A) = p(B) is the largest eigenvalue of A. Let Q be an orthogonal matrix

such that QAQt = lm Ef) diag(am+l," ., an) with 1 > am+l ~ ... ~ an. We shall show that

(QAQ')(QBQ') = 0 and hence AB =O.

For simplieity, we assume that Q = 1. Let t = ±l. If r > 1, then both .4./r and tB/r have

eigenvalues in the open interval (-1,1). Thus, 1- A/r and 1- tB/r are invertible, and

Il - .4./r - tB/ri = II - A/ri· II - tB/ri "# o.

Moreover. since

Il -.4 - tBI = Il - 041·11 - tBI = 0,

we see that 1 is the largest eigenvalue of the matrix A + tB fOf t = ±l.
Next, we show that B i5 of the fOfm am EB B'2' Note that ail the first m diagonal entries of A

are equal to the largest eigenvalue of A ± B. If the first m diagonal entries of B are not ail 0, then

the matrix A + B or A - B will have a diagonal entry larger than 1, contradicting Lemma 31. 50.
ail the first m diagonal entries of the matrix A + B equal the largest eigenvalue. By Lemma 31

again, A + B must be of the form lm $ C2. Henee, B is of the form am $ B 2 , as asserted.

Now. let A == lm EB 04 2 . Then for any real numbers sand t with s "# 1, we have

lIn - sA - tBJ lIn - sAI· lIn - tBI
11n-m - sA2 - tB2 ! = Il 1 = Il _ l 1 = IIn- m - sA2 1'1 1n-m - tB2 1·

m - sIm m S m

By continuity, we cao remove the restriction that s "# 1. Using the induction assumption, we see

that .42 B2 = O. Hence, we have .4.B = 0 as desired. 0

4.5. Extension by Li and Styan (2000) for Normal Matrices

•

Our last proof of the Craig-Sakamoto Theorem, by Li and Styan [118]3, assumes that A and B
are complex normal matrices. Taussky [231] pointed out already in 1958 that the Craig-Sakamoto

Theorem could be extended to complex normal matrices; her proof, however. relied on the 50­

called property L of a pair of (normal) matrices. Here, we show that such an extension can be
done without using property L. We begin with the following extension to complex normal matrices

of Hsu's Theorem (our Theorem 26 in Chapter 3).

Lemma 33 Let A and B be n x n comp/ex normal matrices. Suppose A, Band A+B halTe non::ero

eigenvalues (counting multiplicitiesj al, ... ,O'a, 131, ... , Pb, and al, ... , aa, 131, ... ,Pb. respective/y.

Then A.B = O.

Proof. Let DI = diag(O'I, ... ,O'a) and D 2 = diag(Jh, ... ,,8b ). \Ve may assume that A. = Dl ifî

On-a. Otherwise, replace A and B by U· .4.U and U· BU for a suitable unitary U. Let

v=(:
\/7

3Unpublished. Reproduced here with permission or Chi-Kwong Li and George P. H. Styan .
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• he unitary so that VI is a x a, Vs is b x band

Consider o

Vs

o
Then A. + B == S" DS with D == Dl $ D 2 $ On-a-b. Note that the eigenvalues of X}," and Y X are

the same for two square matrices X and Y. Thus the eigenvalues of .4 + B == S· DS are the same

as those of

(

la

D5S" = D :

o
: ).

On-a-b

Let m == a + b. Then the sum of aH the m x m principal submatrices of A + B is equal to the rnth

elementary symmetric function of the eigenvalues of A + B, which is nj=l O:j n~=l ~k" Using the
same arguments for DSS· and the fact that the only nonzero m x m principal submatrix of DSS·
is the leading one, we condude that

Hence Vi \;4 == Oa and thus

•

ft follows that AB = o. 0

Note that if ni == n, our proof is basicaily the same as that of Hsu's Theorem (our Theorem 26

in Chapter 3).

\Ve are now ready to state and prove our main theorem.

Theorelll 34 Let the complex n x n normal matrices A and B have non=ero eigenvalues (counting

m ultiplicities) 0 l, ... , 0a, and ;JI, ... ,.sb, respectively. The following conditions are equivalent.

(a) AB =O.

(b) There is a unitary matrix II such that U· AU == diag(ol,"'" O:a, 0, ... ,0) and

(c) There are infinite sets 5, T ç ([; such that for any (s, t) ES x T, it fol/ows that

II - s.4 - tBI = II - sAI ·If - tBI·
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• (d) There enst non.=ero s, t E ([; such that sA + tB has eigenvalues

SOI, •.. , SOa, t;31" .. , t{3b, 0, ... , O.

Proof. (a) => (h): Suppose that .4.B = O. Let U be unitary sa that U· .4.U =diag(ol •... , Oa) +
On-a. Suppose

U- BU = (BI BO)).
B3 B4

Since AB = 0, we see that BI and B2 are zero blocks. Since BB- = B· B, we see that B3 is also

a zero block. Suppose V is unitary such that V· B4V =diag({31, ... , {3b) 87 On-a-b. Replace U by

U(la $ V). Then U· AU and U· BU are of the forms specified in (b).

(b) => (c): Immediate.

(c) => (d): Note that

1.,\1 - sA. - tBI .,\nlI - (5/"\).4 - (l/"\)BI

.,\nlI - (5/"\).41 ·11 - (t/"\)BI
a b

= ",n-a-b n(À - SOi) TI (À - lJ3k)
j=1 k=l

•

for ail (5/ À, l/À) E R x S. Thus, the polynomial

a b

1.,\1 - sA. - tBI == À
n

-
a

-
bII (À - SOj) II (À - t,l3k).

j=1 k=1

and condition (d) follows.

(d) => (a): Apply Lemma 33 to the matrices 5.4 and tB to conclude that ..lB = O. and our

proof is complete. 0

Several remarks are in arder. The proof of (c) => (d) actually reveals that .-\. and B satisfy

property L. One may then conclude that A.B = BA and prove that (d) => (a) as in Taussky [231].

If A. and B are real. then one may assume that U is orthogonal in condition (b), and that s, t E IR

in conditions (c) and (d) .
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