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ABSTRACT:

The overview of the history of quantitative x-ray microanalysis shows the effi-
ciency of the use of standards to achieve the most reliable quantification. State-of-
the-art cold field emission gun scanning electron microscopes offer excellent resolution
but lack a sufficient level of beam current stability essential for reliable quantitative
microanalysis. The purpose of this work is to devlop a new method for quantitative
x-ray microanalysis adapted to unstable beam current conditions.

In the Cliff and Lorimer method, which was developed for the analytical trans-
mission electron microscope, the composition was calculated from the ratio of the
characteristic x-ray intensities of two elements in the same spectrum. In this work,
this ratio method is applied to bulk specimens in a scanning electron microscope
(SEM). In order to reduce the amplitude of error propagation, the proposed ratio
for SEM quantitative microanalysis is the intensity of a x-ray divided by the sum
of intensities of one or more characteristic lines of each of the elements found in the
specimen. Moreover, the calculated x-ray intensities are corrected for the effects of
absorption, fluorescence and Coster-Kronig yields, and other physical factors nor-
mally considered in microbeam analysis. Uncertainties in physical parameters and
models, due to the lack of exhaustive measurements as well as their scattering, re-

vealed by a disagrement between the measured and calculated ratios, are minimized
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by the use of a calibration factor inserted into the ratio. This calibration factor is de-
termined using a standard for a given element. It can be used as often as needed and
allows for the correction of uncertainties in the x-ray detector efficiency. In order to
quantify the specimen, the measured experimental ratio is compared to a simulated
ratio with the appropriate calibration factor. The composition is interpolated from
the theoretical ratio curves. Two methods of calculation of emitted x-ray intensity
are proposed, by analytical calculations using the Pouchou and Pichoir model or by
an in-house developed Monte Carlo simulation program. Two sets of National Bu-
reau of Standards (NBS) microanalysis standard reference materials, AuCu (SRM
482) and AuAg (SRM 481), are used to validate this method.

The comparison of calculated composition with the nominal one underlines the
need for a beam-energy-dependent calibration factor, particularly because of ioniza-
tion cross-section uncertainties. The use of high energy characteristic x-ray lines
(above 5 keV) permits accuracy around 3 % with a beam-energy-dependent cali-
bration factor. The effects of beam energy, ionization cross-section models, mass-
absorption coefficients and x-ray generation methods are compensated by the appro-
priate calibration factor. The change of the family of characteristic lines affects the
accuracy. Finally, as in any quantitative microanalysis, the use of a filter to extract
the characteristic intensity causes errors for low energy peaks. The analysis of the
effect of calibration factors and mass-absorption coefficient enhances the need for
refining the x-ray generation and emission parameters.

The orror propagation is less important than if using the classical Cliff and

Lorimer method in a SEM. However, the use of appropriate calibration factors and



pair of lines offers promising accuracy in almost any conditions. This method is inde-
pendent of the beam current, which is the purpose of this work. Despite many uncer-
tainties of physical parameters, fhis method offers an efficient and reliable alternative
to quantitative x-ray microanalysis with any electron microscope. Although devel-
oped for a binary material, the method can be extended to heterogeneous, rough,
multiple-component materials, inasmuch as it can be simulated with a Monte Carlo

program or any other method that computes characteristic x-ray lines intensities.
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ABREGE
L'utilisation de standards pour effectuer une microanalyse quantitative par rayons

X sc révele Stre la méthode la plus efficace pour obtenir des valeurs siires et précises.
Un parametre essentiel est la stabilité du courant de sonde. Or les microscopes a effet
de champ les plus modernes, qui offrent une résolution sptatiale optimale, produisent
des variations de courant nuisibles a la qualité de la quantification par rayons X. Ce
projet propose donc de développer une nouvelle méthode de microanalyse quantita-
tive par rayons X indépendante des variations de courant de la source.

" La méthode de Cliff et Lorimer a été élaborée pour le microscope électronique
analytique a transmission et pour des films minces. La composition est calculée
a partir du ratio des intensités de raie caractéristiques de deux éléments dans le
méme spectre. Cette méthode est appliquée ici & des matériaux massifs dans un
microscope électronique a balayage. Afin de réduire l'effet de la propagation des
erreurs de mesure, le ratio est modifié sous la forme de lintensité d’une rale ca-
ractéristique divisée par des intensités d’une raie caractéristique de chaque élément
de 1'échantillon. L’effet d’absorption, de la fluorescence et des transitions de Coster-
Kronig sont ajoutds a l'équation de base du modéle d’intensité des rayons X, L’in-
certitude de détermination des parametres physiques d'émission des rayons X, due
au manque de mesures expérimentales exhaustives, est compensée par l'introduc-

tion d'un facteur de calibration dans le ratio. Le facteur de calibration, déterminé a
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partir d'un standard, peut étre réutilisé aussi souvent que possible et corrige aussi
I'incertitude de détermination de 'efficacité du détecteur. Dans la procédure de quan-
tification, le ratio mesuré & partir d’un spectre expérimental est comparé a la courbe
décrite par les ratios calculés en fonction de la composition par un programme de
génération de rayons X et calibrés. La composition est déterminée par interpolation.
Detix méthodes de calcul des ratios sont proposées, soit avec le modele analytique de
Pouchou et Pichoir, soit avec un programme de simulation de Monte Carlo développé
pour ce projet. Pour valider la méthode, deux groupes de quatre échantillons stan-
dards du National Bureau of Standards (NBS) sont utilisés : AuCu (SRM 482) et
AuAg (SRM 481).

La comparaison entre les compositions calculées par cette méthode et les valeurs
nominales révele que le facteur de calibration doit varier en fonction de 'énergie du
faisceau d'électrons afin d'optimiser la précision, notamment & cause de la connais-
sance trés incomplete des sections efficaces d’ionisation. Cependant, avec un fac-
teur de calibration adéquat, les ratios déterminés avec des raies caractéristiques a
haute énergie permettent d’obtenir une précision de 97 % environ. L’influence des
incertitudes sur les parameétres physiques comme les sections efficaces d’ionisation,
le coefficient d’absorption et le modele de génération des rayons X est corrigé par
Putilisation d'un facteur de calibration approprié. L’application du ratio a différentes
familles de raies caractéristiques modifie la précision. D’autre part, comme pour toute
microanalyse quantitative, 'utilisation d’un filtre pour extraire l'intensité des raies

caractéristiques augmente los errcurs expérimentales. L'étude de limpact du facteur
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de calibration et du coefficient d’absorption massique souligne le besoin d’améliorer
la connaissance des paramctres de génération de rayons X,

La propagation des erreurs est moins importante qu’en utilisant 1’équation de
Cliff et Lorimer. L'utilisation de facteurs de calibration appropriés permet de com-
penser ces incertitudes. Cette méthode se révele indépendante des variations du cou-
rant de sonde. En dépit de beaucoup d'incertitudes sur les parametres physiques,
cette méthode offre une alternative efficace pour effectuer des micronalyses quan-
titatives avee tout type de microscope électronique, ¢t particulicrement a effet de
champ. Elle a été développée pour des échantillons binaires, mais peut étre étendue
a des matériaux hétérogenes, rugueux ou a composants multiples, dans la mesure ou
ils pcuvent étre simulés par un programme de Monte Carlo ou tout autre méthode

qui calcule l'intensité des raies caractéristiques de rayons X.
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Chapter 1
Introduction

In recent decades, electron microscopy has changed materials science, and intro-
duced scientists to the inside secrets of matter. Today, state-of-the-art field emission
gun scanning electron microscopes (FEG-SEM) are found in many materials lab-
oratories and offer outstanding imaging capabilitics. By collecting and analyzing
photons emitted by electron-matter interaction, x-ray microanalysis can characterize
the chemical composition of the irradiated volume with an excellent accuracy, better
in the case of smaller probe size, as offered by a FEG-SEM.

| Quantitative microanalysis was developped from the statement that the ratio
of characteristic x-ray intensities is equal to the ratio of concentration, in the ideal
world [13]. Therefore, the use of a standard material of known composition permits
the determination of the composition of the unknown specimen. The use of real
standards is the most accurate rﬁethod [37, 79] but this method is costly (standards
may be expensive and even not available), and time-consuming (microanalysis of
standards). The use of standards requires the analyst to microanalyze standards
containing each element [37, chapter 9]. While considering real materials, the ratio
of x-ray intensities must be corrected to calculate the concentrations. Thus, the ratio
of intensity of the characteristic x-ray of the same element in the specimen and in

the standard, named the k-ratio, is equal to the ratio of concentrations multiplied
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by a correction term, usually called ZAF, which takes account of the atomic num-
ber, absorption and fluorescence effects occuring in the material. This method was
specially developed for wavelength dispersive spectrometers (WDS) which analyze a
limited number of elements at the same time and give an accuracy better than 5 % in
95 % of studied cases [44]. Later, when energy dispersive spectrometers (EDS) pro-
vided the analyst with full spectrum measurements, standardless microanalysis was
developed {79] on the basis of interelement correction rather than corrections based
on k-ratio measurements. However, two major aspects, neglilible for wavelength dis-
persive spectrometers, are essential in energy dispersive spectrometry: background
subtraction and peak deconvolution [63)].

To go faster with an EDS, the standardless method scems appropriate but offers
uncertain accuracy. Standardless quantitative microanalysis, which uses calculated
or tabulated characteristic x-ray intensities as the standard, is now included in every
EDS software package sold [72]. This method provides questionable results with
doubtful reliability according to Newbury [72]. The other drawback of standardless
microanalysis is the fact that there is no way of estimating the error of quantifi-
cation. Moreover, there are intrinsic errors [72] due to variables that influence the
analytical procedure, such as the class of material, the specimen shape, the choice
of standard and the matrix correction, and they must be carefully evaluated before
the microanalysis. Szalmlbki et al. [107] established quite a comprehensive statement
of methods and knowledges in x-ray spectrometry, including x-ray microanalysis.

Moreover, the requirement for accurate x-ray quantitative microanalysis is, by

definition, the conservation of microanalysis conditions, particularly the stability of



the beam current during the microanalysis, in order to keep constant the rate of x-ray
generation. Thermal emitters (electron guns with tungsten filament) and Schottky
emitters offer appropriate beam current stability, with less than 1% of variation per
hour [37, chapter 2]. In order to improve imaging capabilities, cold field emission
electron microscopes were developed in the 70’s and they produce excellent quality
of imaging, especially below 5 keV, because of higher brightness and lower chromatic
aberration [29]. They permit the user to obtain very good spatial resolution, due
to their performance at low beam energy [59]. However, beam current instability
increases to around 5 % per hour [37, chapter 2]. And since FEG-SEMs produce
low beam currents, the live times of the microanalyses must be increased, therefore,
beam current fluctuation effects are amplified [37, chapter 2]. This instability is not
eliminated with the ZAF or ¢(pz) quantification with standards. Moreover, the use
of standards and the measurement with a Faraday cup of the beam current in some
microscopes complicate the quantification process, because they add extra steps in
the process.

Hence, the purpase of this work consists of the development of a quantifica-
tion process adapted to FEG-SEM beam current variations, without the systematic
use of standards and the need for stable beam current. It introduces an innovative
approach that can be applied for quantitative x-ray microanalysis. Based on the
principle of the so-called Cliff and Lorimer method [20], developed for the analytical
electron microscope, this work aims at determining the composition of a specimen
independently of the beam current and by the calculation of theoretical character-

istic x-ray intensities. However, it must be kept in mind that, whatever the used



method for quantitative x-ray microanalysis is, Heinrich reminded that this tech-
nique is definitely limited by a certain number of factors [46], such as uncertaintics
of x-ray measurements, chemical shifts, uncertainties in physical parameters used in
the correction procedure, limitations in the type of standards, uncertainties in the
standards specifications and effect of standard preparation.

The method introduced here can provide fast and accurate quantification. Dif-
ferently to the Cliff and Lorimer method, the ratio is the intensity of a characteristic
line of an element to the sum of the intensities of a characteristic line of each ele-
ment. Calculations or simulations link this ratio to the compositon of the specimen.
Since the x-ray intensljities come from the same spectrum, the beam current can-
cels out. The most important point is however the determination of the physical
parameters of x-ray generation which do not ca'ncel, contrary to the ZAF process.
Moreover, calibration is needed in order to adjust the ratio method to the microscope

characteristics as well as to correct uncertainties in the models.



Chapter 2
History and principles of electron microscopy and x-ray microanalysis

2.1 Review of electron microscopy

The discovery of the wave property of matter in 1923 by L. de Broglie raised
the idea that all particles, and particularly electrons, can behave as waves. This
is the basic principle of the first trasmission electron microscope built in 1931 by
the German researchers E. Ruska and M. Knoll, who replaced the light source by an
electron gun and glass lenses by electromagnetic fields. The specimen was sliced a few
hundreds of nanometers thick, in order to allow the electron beam to travel through
the material. The electron and x-ray detectors were located below the specimen. The
electron gun was a heated tungsten filament. A very high electric field extracted free
electrons from the tip. Then, a series of apertures and electromagnetic condenser
lenses concentrated the electron flux in the beam and reduced its diameter. The
first scanning electron microscope was elaborated by Manfred von Ardenne in 1939,
in Germany. This microscope allowed the observation of a bulk specimen by the
detection of backscattered and emitted signals from the top surface of the specimen.
The working principle was the irradiation of a specimen by a focused electron beam
which scanned over a specified area of the sample surface. Further work showed
that the best results were produced by the smallest beam diameter with the highest

current density, meaning the higher brightness.



The typical column of a scanning electron r'nicroscope, shown in figure 21, is
not so different from the first to the last state-of-the-art electron microscope. The
specimen chamber can be located either below the column of optics or between the
second condenser lens and the objective lens (or final lens). The objective lens makes
the‘ electron beam focus on the specimen surface and the scan coils make it scan the
surface. The apertures and the condenser lenses make the electrons concentrate in

the beam and the beam diameter reduce.
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Figure 2-1: Schematic drawing of a typical SEM column, with the electron optics
(from Goldstein [37])

2.2 Particle emission and detection
The interaction of the electrons with the atoms of the lattice generates a cer-
tain number of particles, such as secondary (SE I and SE II), backscattered (BSE)

or Auger electrons (AE), characteristic and continuum photons, depending on the



chemical composition and the morphology of the material as shown in figure 2-2,
which present the interaction volume of the electron in the matter and the main
emitted particles used in an electron microscope.

Electron beam Electron beam

Auger
clectron

SEI SEII BSE
x-ray
A
T
"t

) O

Figure 2-2: Electron simulation of the interaction volume (Win X-ray [36] pure Cu
at 15 keV, 10 000 electrons) and the main emitted particles (SE I, SE 1I, BSE
and x-rays [37]) '

When an incident electron interacts with the atoms, elastic and inelastic inter-
actions occur. Elastic scattering essentially changes the electron trajectory, while
inelastic scattering causes a transfer of the electron energy to the orbital electrons of
the material. When the incident electron travels back through the specimen surface,
it is called a backscattered electron (BSE) and the number of BSEs is dependent
on the average atomic number of the material and its topography. When the inci-
dent electron interacts inelastically with the orbital atoms, a part of its energy is
transferred to the orbital electrons. The excited atom then frees an electron, called
a secondary electron. The secondary electron emitted by the incident electron is
called an SE I and by a BSE is called an SE II. The de-excitation of the atom causes

the emission of an Auger electron or a characteristic x-ray. The wavelength of the
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characteristic photon depends on the shell transition in a specific atom. The number
of generated characteristic photons is proportional to the concentration of this atom.

In order to collect secondary electrons, the lower detector (as shown in figure 2—-
1) is typically the Everhart-Thornley detector for secondary electrons. The Upper
Detector is a more recent version of electron detector and detects the secondary
electrons and the backscattered electrons within the solid angle of the objective
aperture. In some cases, a backscattered electron detector is added as a disk below
the objective aperture with a central hole for passage of the electron beam. The EDS
detector collects the xlrays emitted by the material in the solid angle of detection of
the detector window.

BSEs and SEs are composition-dependent b;lt do not directly provide informa-
tion about the different species and their weight fraction, because they depend of
the average atomic number in the material. Characteristic x-ray microanalysis is
thq most reliable method to characterize the chemical composition of a material by
electron microscopy, as Castaing demonstrated in his thesis in the late 40’s [13]. He
proposed linking the characteristic x-ray energy to the elements in the material and
its intensity to the chemical composition [14]. This was the first x-ray microanalysis.
2.3 From x-ray generation to quantitative microanalysis

Quantitative x-ray microanalysis is based on the principle that the generated
characteristic x-ray intensity of an element is dependent on its concentration, among
other physical parameters. X-ray generation is initiated by inner-shell ionization for

the characteristic x-rays and by continuous interaction for the bremsstrahlung. When

a vacancy is formed by inner-shell ionization according to a probability described by



the ionization cross-section (see section 4.1), the excited atom regains its stable state
by an electron jumping from an outer shell until the atom reaches a stable state.
To do so, it will lose a certain amount of energy in the form of an ejected internal
electron, such as an Auger electron or a characteristic photon according a fraction
called the fluorescence yield (see section 4.2). The energy of the emitted photon is
equal to the difference in energy of the two shells. This is the basic mechanism of
characteristic photon generation.

For the generation of a characteristic x-ray, when an electron from an outer shell

of energy, for example E;;;, jumps to an inner-shell of energy Ex (Ex >Ep/), a

photon is emitted and it is called a K, x-ray as shown in figure 2-3.

Ejected orbital
electron

Incident electron

Kol x-ray or
Auger electron

Figure 2-3: X-ray generation process by an atom ionized by an incident electron



The generated x-ray energy is:
Ex,, =Ex — Ernr (2.1)

Since the energy level of each subshell is unique to a specific element, when a shell
electron moves from an upper to a lower shell, the energy that the atom loses is
characteristic of the atomic number. According to the example, the energy Ex., and
therefore the wavelength A, of the emitted photon are equal to the energy lost in the

electron jumps as shown in:

he 124
g (keV)=hy = — = —— 2.
Fx, (keV) = hv NN (2.2)

where h denotes Planck’s constant and c the speed of light. The energy of transi-
tion between the different shells is tabulated [4] from experimental measurements or
calculated [24] but are not exhaustive. For each element, many sub-shell transitions
are possible, depending on the number of subshells, but some are more probable
than others, according to the x-ray transition probability (see section 4.2). Thus the
number of occurrences of a transition depends of this probability.

If an emitted photon is detected and if its energy is determined, it is possible
to determine the chemical components of the material (qualitative microanalysis)
and also their proportion (quantitative microanalysis). Since some fundamental pa-
rameters of x-ray generation were not accurately known at that time, Castaing [13]
proposed using the ratio of characteristic x-ray intensities of the same element, in or-
der to cancel out most of them. The quantification process consists of microanalyzing

under exactly the same conditions an unknown material and a standard containing
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the same elements (or different standards, containing at least one of the elements). If
the fluorescence and absorption effects are very small, and the atomic numner close,
the ratio of measured intensities of standard and specimen is roughly proportional
to the ratio of weight fraction of the emitting element ¢ [13, 14] as Castaing’s first
hypothesis stated:

C I;

Z’%’ == k; (2.3)

i
where C; and C? are the concentrations of the element i in the specimen and the
standard respectively, and [; and I? are the x-ray intensities of the same peak of the
same element. In order to determine the emitted intensity, the need for a correction
factor depending on the material arose quite early.

In fact, equation 2.3 is particularly appropriate for thin foils. ”Thin” means
that the thickness is small with respect to the elastic mean free path of the electron;
therefore it can pass through the specimen without significant deflection and energy
loss. In this simplest case, the number n; of generated photons per incident electron

in a film of thickness Az and for the element 7 is:

_ N4Ci

1 a,v,wiPi(l + TCK,i)pAZ (2-4)

g

where N4 is the Avogadro number, C; the weight fraction of element 7, A; the
atomic weight, o; the ionization cross-section, w; the fluorescence yield, F; the line
fraction (see section 4.2), Teg s the Coster-Kronig transition cocfficient (detailed in
section 4.2, equation 4.19) and p is the material weight density. The ionization

cross-section parameterizes the probability of emission of a characteristic x-ray and
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depends on the incident electron energy. The fluorescence yield estimates the prob-
ability of generating a x-ray or an Auger electron by the excited atom. The physical
models of the parameterization of characteristic x-ray generation are mostly very
difficult to measure because of their interdependence.

When the target is thick, the electron backscattering through elastic collisions
and the energy loss through inelastic collisions are no longer negligible. Moreover,
the absorption effect is also rarely negligible and the emitted x-ray intensity I is
expressed from the generated x-ray intensity [y at the mass-depth pz in the slice of
thickness Apz as:

713 =e o (2.5)

where u/p is the mass-absorption coefficient and t is the distance traveled by the
photon in the material as shown in figure 2—4, which presents a schematic diagram
of absorption calculation. In order to generate the depth distribution of generated
x-ray, the interaction volume is sliced as in figure 2-4 and the intensity of x-ray
geﬁerated and emitted in each slice is calculated as in equations 2.4 and 2.5. The
emitting element can also be fluoresced by a photon emitted by a different element.
This phenomenon is the fluorcscence effeet. In that case, the relationship between
the concentration and the charz;cteristic x-ray intensity is more complex.

After escaping from the surface, the photon flies through the vacuum to the
detector, Only the fraction of photons emitted in the solid angle of the detector (the
base of the cone is the disk of the detector hole and the tip is located at the exit point

of the photon) are collected as shown in figure 2-5. Then, the photon flies through
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Specimen Free standing film

Figure 2-4: Schematic diagram for the calculation of absorption of photons and
genration of the ¢(pz) curve

Electron beam

Figurc 2-5: Definition of the detector take-off angle ¢ and fractional solid angle of
detection Q/4m
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the different layers of the detector semi-conductor crystal as shown in figure 2-6 and

described by Tsoulfanidis [110, chapter 6] and briefly in appendix A.

Au Comact"‘

Dead Layer

-Window Auger Eﬁectron

M photo-
Electron

y A XN
ri 1% : / & V" 4 \a
s * 7% Hole-Electron
\;w SiKof SiKa {(3.8eV / Pair)

»

Figure 2-6: Schematic of the energy dispersive spectrometer window [37]

The x-ray intensity measured by the detector is the product of many parameters,
as shown in the next equation for a bulk, flat and homogeneous specimen (from {37,
67)):

I=ng— Ci ——¢;0:@mi Pi(1 + 6;)(1 + Tek.:) / d(pz)e X" d(pz) (2.6)

dr  A;

where ng is the number of incident electrons, Q/ 47 the fractional solid angle of the
detector, ¢; the detector efficiency and 4; the fluorescence effect. ¢(pz) describes the

generated x-ray intensity with depth (without absorption). ng is calculated from the
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beam current ¢p and the live time 7 of microanalysis:

_ 18T
ng = . (27)

where e is the electron charge (1.6 - 107!° Coulombs). The absorption parameter y;

is defined by:

spec

csc (2.8)

1

i=

i

spec

where 1) is the take-off angle of the detector and u/p]i™* is the mass-absorption
coefficient of element i in the specimen as explained by Goldstein [37] (see chapter 9):

spec j=

o (2.9)

J
i

~ p
5 P

p .

i j=

spec
is the mass-absorption coeflicient

where n is the total number of elements and % i
of element i by element j.

The ¢(pz) function describes the generation of x-rays as a normalized generated
x-ray intensity which varies with the depth as su.ggested by Castaing [13]. The term
pz is the mass-depth and allows the comparison of different ¢(pz) curves for materials
of different density. The normalizing term is the intensity generated in a free standing
layer of thickness Apz where no elastic scattering occurs as shown in figure 2-4. For

cach layer of thickness Apz at the mass-depth pz, the definitions of the generated

#(pz) (without absorption) and emitted p{pz) (with absorption) functions are:

— [O
¢lpz) = I
wlpz) = %e""”t (2.10)
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where j is the generated intensity in the embedded film and /; in the free standing
film.

The layer can be |either of the same average composition as the specimen or a
pure element. The most important point is to keep the same layer thickness, density
and composition for all calculations, Typical curves for Cu LIII (¢(pz), without

absorption) and CuLa (p(pz), with absorption) are shown in figure 2-7 (Monte Carlo

simulations, 10 000 electrons, 20 keV, AugCugp). The noise observed in the curves

3.0~ . —— CuLlll

2.5
2.0

154,

¢ (p2)

1.0

0.5

0.0

-T

8 200 400 600 800 1000
Depth (um)

Figure 2-7: Calculated p(pz) curves for Cu LIII and Cu Le in the AugoCuso standard
alloy at 20 keV

is due to the statistical process of x-ray intensity generation. In order to reduce

this noise, the number of calculated electron trajectories could be increased (10 000

16



electrons here) but it is time consuming (around 30 minutes for 10 000 electrons at 15
keV in an AuCu alloy). This phenomenon is important in the p(pz) curves because
the signal is divided into the number of slices usefl to calculate the depth distribution
of x-ray generation, therefore the number of calculated photons in each slice is small
and then creating statistical noise. But when the curve is integrated to determine
the characteristic x-ray intensity, this statistical noise is much reduced, and usually
negligible. When an electron enters the specimen, the deflection of the trajectory
increases the clectron fly in the layers close to the surface. Morcover, backscattered
electrons also ionize atoms and produce x-rays. Thus, the x-ray production close to
the surface increases with the depth until the maximum R,,. At greater depth, the
x-ray generation slows down because of backscattering, which reduces the number
of available electrons and also because of energy loss, which decreases the electron’s
power of ionization. Finally, at depth R,, the electron energy is below the ionization
energy of the subshell and the curve has an horizontal tangent. The value for (pz) = 0
is called g and is the surface layer production of x-rays. This value is always larger
than 1 in a bulk specimen, because of the backscattering effect, if the film and the
bulk specimen have the same composition. The ¢(pz) shape is mostly influenced by
the beam energy Ey and the average atomic number p of the specimen [37]. ¢ (pz)
describes the emission of x-rays within the depth as shown in figure 2-8. The area
below the curve is related to the intensity of the generated or emitted x-ray, to be

multiplied by parameters as shown in equation 2.6. For further simplification, the
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Figure 2-8: Typical ¢ (pz) curve with main parameters
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parameter v; for element i (see equation 2.6) is defined as:

Vi =/0 bi(pz) - e7X"d (pz) (2.11)

For a thin film, ¢{pz) = 1, hence if %]f”“ is low, v; and a correction absorption is
readily obtained.
With the analytical description of characteristic x-ray intensity in equation 2.6,

the Castaing ratio is formulated for characteristic line intensities I; and I;, where i

and j indicate two characteristic lines :

L _ T{E(Q/‘lﬂ)i/ljﬁimwipi(l +6:)(1+ Toxa)vi Ci (2.12)
I np(Q/4m)iAiejozom; P(1 + 8;) (1 + Tox,i)v; Ci

Characteristic x-rays are emitted relative to the ionization cross-sections o, the
fluorescence yield w, the transition probability P, are modified by Coster-Kronig
transition Tck,; and fluorescence correction § and are absorbed according to the
mass-absorption coefficient x (through the calculation of y). Most of these physical
models are essentially described by empirical, semi-empirical or theoretical equa-
tions for which the accuracy has not been systematically verified by experimental
measurements, because no measurement was ever made in some cases (for the M
shell ionization cross-section for instance). Moreover, the intensity of the collected
x-rays is dependent on the x-ray detector parameters (window type, thickness and
size, Au film thickness, detector efliciency and solid angle of detection see appen-
dix A) which are not always known. Because of all these uncertainties, the best
method for quantitative microanalysis consists of correcting the ratio empirically

with standards.
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2.4 Matrix correction in quantification

In the case of microanalysis with standards, in equation 2.12, i and j are the
same element in the specimen and in the standard respectively. This theoretically
makes the ratio dependent on beam current fluctuations. However, at the time of the
beginning of microanalysis, the thermal ficld emitters offered stable beam current, so
the ratio of current intensity was expected to cancel out. Because of this formulation,
the ionization cross-section o, fluorescence yield’ w, Coster-Kronig factor Tox and
line fraction P cancel because they depend only on the element, as well as the detector

efficiency € and solid angle Q2 (identical microanalysis conditions):

]1; (1 -+ (Sz) Yi C,;
7= T8 70 (2.13)

The fluorescence correction (1 +4) and the absorption term v do not cancel because
they depend on the composition of the material, which is not the same for the stan-
dard and the specimen. The conditions of the microanalysis must be rigorously the
same for both standard and specimen, particularly beam current, but also specimen
surface, electron beam energy. working distance and take-off angle. The microanaly-
ses must also be done in the same microscope, since the detector efficiency ratio is
also expected to be cancelled out. In order to make accurate quantification with
the Castaing equation 2.3, a correction must be applied to the ratio according to
equation 2.13 [37]. Then the equation 2.3 is rewritten as:

C;

I;

1 [l
= [ZAF);k (2.14)
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where ZAF is the most common correction and k; as shown in equation 2.3. In fact,
as explained above, the path of electrons, and cor'lsequently the generation volume of
x-rays in the material, are modified by the other elements in the specimen. In com-
parison with the standard, there may also occur fluorescence. This matrix effect is
conveniently divided into three dominant effects: the atomic number Z, the absorp-
tion A and the fluorescence effect F. The ZAF correction is the basis of quantitative
x-ray microanalysis, and includes the § and v parameters of equation 2.13.

The correction terms Z, A and F are classically given by different sets of equa-
tions taking into account the estimated composition and density, as well as the atomic
numbers of the elements as explained by Goldstein et al. [37] (see chapter 4). The
atomic number cffect Z is parameterized by Duncumb and Reed [26):

Eo
Z; = % (2.15)
tJE. §
where RY and R; are the backscattering correction factors for the standard and
specimen respectively. R is the fraction of ionization remaining in a target after
the loss due to the backscattering of the beam electrons. ¢ is the ionization cross-
section and S the stopping power (—1/p)(dE/dz). The absorption correction A was
first formulated by Castaing [13]. The emitted intensity is then calculated from the

generated intensity:

o S (xi)
A= (2.16)

where fO(x) and f (x) are the absorption terms [76] which is the ratio of the emitted

intensity by the absorbed intensities in the standard and the specimen:
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N — Iy #ilpz)ex%d(pz)
fxa) = IREXOIS

Finally the fluorescence correction F is based on the work of Reed [84] (see sec-

tion 4.4).

(2.17)

To obtain the atomic number and absorption correction, a different expression
of the matrix effect is proposed by the ¢(pz) method. The atomic number and
absorption cffcct are determined as follows:

I ¢ (pz) e XP2dpz

AR

Yi
= 2.18
¥} (2.18)

[ZAl;

where ¢; (pz) and ¢? (pz) are the functions describing the depth distribution of x-
ray generation (Withoﬁt absorption), x is the mass-absorption coeflicient equal to
w/pescy (equation 2.8) and 9 is the detector take-off angle.

The ¢(pz) or ¢(pz) curve have been paraméterized by many researchers. Con-
veniently, ¢ will later signify both generated and emitted curves, for simplication,
unless specified differently. One interesting description was gven by Brown and Pack-
wood [9] who described the curve as Gaussian:

o (pz) = v~ ) [1 - (1;7@0_)) c"ﬁpz] (2.19)

where v, o and 3 are parameters which depend on the target composition and the
beam energy. (0) is the value of the ¢ (pz) at the surface. That equation does

not work for targets of low average atomic number and low values of the parameter
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v because this parameterization does not permit the adjustment of the curve with
a maximum far from the surface (for low atomic number elements) [78]. Another
analytical calculation of ¢ (pz) curves has been made by Pouchou and Pichoir {77
(PAP model) as described in section 5.2. Merlet [68] also worked on a double partial
Gaussian correction. dontinuing Merlet’s work, Bastin et al. [3] proposed a modified
Gaussian approach, in their program Proza96, as the sum of two Gaussian curves on

each side of the maximum ¢, of the ¢ (pz) curve maximum at pzn,:

v (pz) = c,ome“ﬂz(”z“”z"‘)2 for 0<p2< pzm
or(pz) = e (pz=pmm)? for  pzm < pz € (2.20)

(2.21)

where o and § are mathematical parameters of the Gaussian shape.

However, they are limited to homogeneous and multilayered materials. Another
approach for the calculation of ¢ (pz) is the Monte Carlo simulation, which can
be-adapted to any geometry in any conditions, without changing anything but the
conditions of simulation. The Monte Carlo simulation program developed for this
project is described in section 5.1.

In order to avoid the use of standards, most EDS manufacturers propose the
standardless feature. Instead of using a real standard, it calculates a theoretical
value of standard intensity as shown in equation 2.13 or uses a hidden standard.
The reliability of this tool is however questionable as Newbury criticized [72].

When the method for quantitative microanalysis has to be chosen, the ZAF or

¢ (pz) methods with standards, as explained above, are the best choice. However, this
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does not offer the same accuracy in the FEG-SEM as in the microprobe, because of
the beam current fluctuations. Figure 2-9 shows the frequency distribution of heam
current fluctuations in the cold FE-SEM S-4700, in percentage of the beam current
before the microanalysis, for 235 microanalyses of 100s livetime. One out of three
microanalyses suffer a beam current variation larger than +1%.

235 microanalyses, 100s each

[0}
o
1

[e2]
o
i

Number of microanalyses
N H
o (e ]
1] |

o
!

40 5 0 5 10 15 20
Beam current fluctuation in 100 s in %

Figure 2-9: Beam current fluctuations for 235 microanalysis of 100 s livetime, in the
Fe-SEM 54700

For all these reasons, this work proposes a method that in independent of the

beam current fluctuations. However, the question of model accuracy arises again.



2.5 CIliff and Lorimer method for the analytical electron microscope

The method proposed here is an adaptation of the Cliff and Lorimer method [20,
15], first developed for x-ray microanalysis in a transmission electron microscope. For
a target containing elements A and B, the ratio of the x-ray intensities /4 and Ig
can be converted into a ratio of concentration by multiplying a proportionality factor
K4_p, tabulated or calculated for the couple A-B, the so-called Cliff and Lorimer
factor:

" Cy I

- = K4_p - — 2.22
Ca A-B T (2.22)

This is deduced from equation 2.12 where elements i and j are two different elements
in the same spectrum, where the beam current cancels because it is the same for the
two lines. For a very thin specimen, some assumptions can be made; the energy loss
of the electrons is very small [35], so the ionization cross-section can be considered
as constant and the absorption of the photons is negligible. In most cases, using
K-shel characteristic x-rays, fluorescence offect can be neglected. The K 4_p factor
is independent of the composition. Moreover, because of the high energy of the
electron beam, most of time the user can work with K shell x-rays, and then there is
no Coster-Kronig transition. With these simplifications, the Cliff and Lorimer factor

is expressed from equation 2.12:

O'BCUBPBEBAA

Kip= (2.23)

cawaPacaAp

The ratio y4/vp are equal to one because of the characteristic of thin films. There
is no absorption, therefore e=X?* ~ 1 because pz ~ 0. Moreover, ¢(pz) = ¢, and

because there is no backscattering (thin free standing film), ¢ = 1.
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The following section will present how the Cliff and Lorimer ratio can be applied

to bulk materials in an electron microscope.
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Chapter 3
New quantification method for x-ray microanalysis

3.1 Development of the method

The Cliff and Lorimer method described in the previous section can be applied
to a scanning electron microscope and bulk materials by introducing the effects
of absorption, Coster-Kronig transitions and fluorescence in x-ray generation. The
Coster-Kronig factor is added for L and M families of lines. The ratio of the net

intensities of elements A and B can therefore be written according to the equation:

Ia _ UAWAPAﬁAAB(l-I-TCK‘A)(l+5A>l,i§i
Ip O'BwBPBCBAA(l+TCK‘B)(1+(SB)’)/B(}B

(3.1)

The Cliff and Lorimer equation can then be expressed in relation to equation 3.1:

_C_A — UBCUBPBGBAA(l-I-TCK'B)(l+(5B)’_y£_[_,4_
Cs cawaPacaAp(l+Tok,a)(1+84) 74 C
Fp(1+TckB) VB 14

= Ky p-BliTIoKBIYE LA
-5, (1+Tck,a) va Is

(3.2)

where I{4_p is defined in equation 2.23. When the intensity of the element B is close
to 0, the ratio increases rapidly and tends to diverge. In this work, another expression
is proposed in order to prevent this problem. It consists of the normalization of the
ratio between 0 and 1, as follows for a binary system A and B:

T4
Ia+1Ip

fa
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I8 = Ta+t 15 (3.3)

This method assumes that C4 + Cp = 1 as in the Cliff and Lorimer method [15].

The ratio in equation 3.3 can be simply linked to the Cliff and Lorimer expression

as.
1
fa =
1+
1
= 3.4)
Fp (14+T, )y C (
L+ Kas 7 titcrcn) a Ca

where v is defined by equation 2.18 and F; describes the fluorescence effect, most
often according the Reed relation [84] and described by Goldstein et al. [37]. It can

be shown that equation ?7 can be reduced to equation 2.22:

Fg(1+TckB)y
Fa(l4+Texa)v
Ca fa K Fp (1+ Tok,5)
Co  1-fa *“"Fa(l+Tcxa) 74
Fg(1+TeokB) VB 1a (3.5)

T AP U+ Toka) va Ts

Cs

1 = fa(l+ Kaop— T

VB
YA
VB

If there is no absorption, in a thin film for instance, if the Coster-Kronig transition
can be neglected and if there is no fluorescence, or if vF product is equal to 1 and the
equation simplifies into the Cliff and Lorimer equation. In some cases, simplifications
can be made to equation 3.4, for instance if there is no absorption (high x-ray energy),
no Coster-Kronig transitions (K lines), no fluorescence (the difference between the
energy of the characteristic x-ray and the ionization energy of a subshell of the other
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element is large) or if the product of all these terms is equal to 1. In that case:

Fg(1+Tck,8) VB
Kjyp——n——"""t — =1 3.6
AP Fa (14 Tek,a) va (3.6)

and the ratio can be written as :

1
fA=l+QQ_=CA (3.7)
Ca

because C4 + Cp = 1 as in the Cliff and Lorimer model [15]. There is no correction

nceded. If there is no absorption, no Coster-Kronig transition, no fluorescence,

1
P T
1+ KA—BE%
1
1+ KA—B——'(IZSA)
Ca
Ca(l = Kp-p)+ Ka-s

fa =

and if K4_g =~ 1, then
CA jod 1\’A—-BfA (3.9)

Then, the ratio is proportional to the concentration of the element and the Cliff and

Lorimer factor. On the other hand, if C4 — 0, then equation 3.4 is rewritten :
CaKap2fa (3.10)
YA

Once again, the ratio is proportional to the concentration, but the absorption effect
must be included. The system can be solved in many ways, in cases of specific

materials. The point is that it can be linked to the concentrations of the elements.
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Figure 3-1 compares the line ratio and the k-ratio according to Castaing’s prin-
ciple. The standard is a pure Au specimen and the microanalyses are done at 4, 5,
10 and 15 keV, using four NIST standards, AuCu alloys (SRM 482). The straight
line is the ideal trend where K 4_p is equal to 1. The ratio proposed here presents

curves almost parallel to the straight ideal line, while the k-ratio do not.

Line ratio
1.24 —8—4 keV
1 —eo— 10 keV je
1.0 - —A— 15 keV
4+ Castaing k-ratio A
1 o-dkeV A
081 o 10kev
w0 15 keV
© 0.6+
©
0.4 -
0.2
0.0 4= . . : —_—
0.0 . 0.8 1.0

Au weight fraction

Figure 3-1: Comparison of the intensity ratio auns/(Laum + Icur) With the k-ratio
Launta/ I8 upre 0 @ pure Au standard

Another aspect is the calculation of errors propagated by this method. There are
many possible causes of errors, some are intrinsic to the method, some are dependent

on microanalysis techniques and are found in any quantification method [46]. The
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statistical error is directly related to the nature of x-rays. The measurement error
is related to the inaccuracy of the electronics and counting process. The extraction
error is caused by the method used to subtract the background. These three errors
are difficult to evalua’;e independently, because they cannot be avoided. Only the
statistical error {37, section 9.9] can be evaluated mathematically. The number of
generated x-rays is completely random with time‘but has a fixed average value. The
distribution of the number of measurements follows a Gaussian distribution with a
certain standard deviation equal to v/ where I is the mean value. The standard
deviation results from fluctuations that cannot be eliminated and therefore has a

predictable and irreducible minimum. Thus the statistical error in percentage of

total counts can be given as :

300
Al = — 3.11
7T (3:11)

where [ is the measured signal at 99 % confidence level. Figure 3-2 shows an example
of x-ray intensity of the AuM «a and CuL« lines, as well as the statistical error on the
signal. The bars indicate the statistical error calculated from equation 3.11. When
an element has a low concentration and high absorption, then, usually, it emits low
characteristic x-ray intensity, and the statistical error increases, as demonstrated in
figure 3-2. For instance, at 30 keV, the M« peak of Au produces low intensity, and
the statistical error goes up to 4 % for 40 % of Au. Therefore, the lower signal is
related to higher beam energy (in relation to the ionization cross-section) and the

smaller weight fraction.

t
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Figure 3-2: Extracted yintensity of Au (Ma + M) at 2.12 keV and Cu (Kal + Ka2)
at 8.05 keV lines with the weight fraction of Au at 15 and 30 keV, statistical error
300 / +/T on the right hand scale
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Another source, and the main, of error, which cannot be completely erased is
the error due to background subtraction as explained in section 5.4 and detailed by
Statham [106]. The deconvolution of overlapped peaks can also cause errors. The
theoretical width, center, and relative height of the different peaks, may differ from
the real values, and then introduce errors in deconvolution. Other types of errors are
directly related to the method, and are due to the uncertainties in the physical models
that affect the value of the ratio, such as the ionization cross-section, fluorescence
yield, line ratio, mass-absorption cocflicient that are not very well known for L-
and M- subshells. Therefore any differences in the nominal values may affect the
accuracy of the quantification. These last errors are not calculated in this work, so
the analysis will be focused on the statistical error. Any error in the measurement
of characteristic x-ray intensity is propagated to the determination of the calibration
factor, and furthermore to the calculation of weight fraction. The derivative of the
ratio permits the analysis of the propagation of errors from measured x-ray intensity

through the equation f(z) = z/(z + y):

_of of
Af = 8xdx—l—8—ydy
Y x
= dx — d
C+9r  wryr Y
1

For the Cliff and Lorimer ratio, for the function g(z) = z/y:

1
Ag = = (ydr — zdy) (3.13)
Y
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It is clear that when y, that is to say one of the characteristic x-ray intensities,
decreases to 0, the propagated error diverges for the Cliff and Lorimer ratio, contrary
to the line ratio in this work. The propagation of error is calculated as Af/f, then :

Af 1

7= m(yAm — zAy) (3.14)

This equation shows that conditions may exist where the error reaches an optimum.
Although this relation is developed for a continuous function which describes a phe-
nomenon, it is used later to roughly estimate the propagation of the errors, estimated
from the standard deviation of measurements, as recommended by Heinrich [45].

Equation 3.13 applied to statistical error is given by:

Af 300 (1 I,
f LL+L) VL \/_

And applied to the Cliff and Lorimer ratio, equation 3.13 with the statistical error

(3.15)

is:

Af 300 4y I
f LL VL \/_

In a scanning electron microscope, using an energy dispersive spectrometer,

(3.16)

the peak-to-background ratio is lower than in a transmission electron microscope.
Therefore, the probability of introducing error in the evaluation of the characteristic
x-ray is higher in a SEM. The formulation of this ratios thus permits the reduc-

tion of the propagation of error to the calculation of the composition as shown
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in figure 3-3, which compares the propagation of the statistical error to the ra-
tios AuLa/(AuLa+CuKa) (according to equation 3.15) and AuLa/CuKa (equa-
tion 3.16), in a cold field emission scanning electron microscope at 15 keV, for the

AuCu standard alloy SRM482. The error, calculated by derivation of the ratio func-

4+ AuL-CuK, 15 keV, simulated
—— This work
Cliff-Lorimer

Error (a.u)
(@]

-2

-4 T T T T T T ) .
0.0 0.2 04 0.6 0.8 1.0
Au weight fraction

Figure 3-3: Comparison of the propagation of statistical error to the calculation of
the ratio with the Cliff-Lorimer ratio and this work

tion, is consistently smaller in this work, especially at low concentration of the Cu.
The error studied here is the statistical error, but the trend is valid for all errors in

the process.
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3.2 Insertion of a calibration factor in the ratio

As shown in section 2.4, ZAF correction cancels the fundamental parameters
(equation 2.13), and therefore reduces the uncertainties about these parameters. In
the method introduced here, some uncertainties remain, particularly concerning the
detector efficicncy and the accuracy of the fundamental parameters concerning x-ray
generation. A calibration factof A is introduced into the definition of the ratio as
follows, for a binary system:

Y
I+ Aa_plo
Aa_plth

[‘E‘h 4 AA_.B]tBh

18
= "B 1
TF T hp_al} (8.17)

fa =

where f is the calculated ratio. The calibration factors Aa_p and Ap_4 are related:

(Ap-a)(Aa-p) =1 (3.18)

This A4_p factor depends only on the physical parameters of the x-ray emission of the

element and on the detector efficiency. In order to calculate A4_p, & microanalysis

is done on a binary specimen of known composition with two elements A and B. The

experimental ratios f57 and fg7 are calculated with measured x-ray characteristic

intensities 57 and I5" as in equation 3.3. In order to estimate the calibration

factor, the theoretical intensities of emitted x-rays /{* and /%'are calculated with a
th

model of x-ray generation. The theoretical ratio f4* and f4' are calculated without a

calibration factor, according equation 3.3. The calibration factor A 4-p is determined
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IeZP Ith,
erp _ - A
A Ie'sp + ]ezp ,tc\h' + AA—BItB!L
\ 1
o= T T (3.19)

Finally, the correction factor can then be expressed as the combirfation of the com-

puted and measured x-ray characteristic intensities:

9 Ig®
AA"B = [th IESGP
| fa 11— f37
= 1—Afzh A (8:20)

The As-p factor for this binary system is calculated and used in any microanalysis
involving the A-B system. The error of estimation of this factor is directly dependent
on the error of determination of the intensities of the characteristic lines used for

calibration:

B f ezp( fez'p AfeTp> 01
AAA—B - _/ ferp gil'p feTp (3 )

Thus, the error of measurement of the intensity of lines linearly propagates to the
calculation of the calibration factor. Special care must be taken for the estimation of
this factor. However, since this factor is intended to correct uncertainties in physical
models and microscope parameters, it can be calculated for any element periodically.
This is one interesting feature of this method, which has the advantage of using

real standards, to correct theoretical uncertainties, and the ease of the standardless
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method, since the standards do not need to be analyzed for each quantitative x-ray
microanalysis.

The correction factor was alleged to depend only on the microscope parameters
and the characteristic energy of the photons involved. This is based on the hypothesis
that the correction of the models is independent of the beam energy. The calibration

factor can be related to the intensity ratio as follows :

i 1
I:'zp - AA-BEE )
Fp(14+T C
= AA-BKA—-B—B‘( ox.z) B2 (3.22)

Fa(1+Tck,a)vaCa

Since all the parameters, except for the fluorescence correction F, the absorption
term ~ and the ionization cross-section, exclusively depend on the atomic numbers

of elements A and B, and not on the beam energy, this equation can be rewritten as:

Ig* NpoaFvsCB
Is7 _ o\, HBoaFeysCs 3.23
5T APy 04 FavaCa (329

where IT is a calculated parameter and is equal to:

= wje (1+Tek) (3.24)

and depends exclusively on the element and the excited line. The other term of
the right hand side of the equation is dependent on the material and conditions of
microanalysis. The A4_p is exclusively dependent on the ratio of physical parameters
of elements A and B only if there is no fluorescence in the specimen and if the

@(pz) curve is independent of the specimen (low mass-absorption coefficient and

density) or if it is known accurately. The ionization cross-section depends on the
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beam energy, therefore if the theoretical shape is not accurate, the calibration factor
may depend on the beam energy. A typical calibration element, Cu for instance,
can be chosen to calculate the calibration factors for different elements. Standards
with known concentrations of elements A and Cu and B and Cu are needed but the
microanalysis can be done periodically, for example if icing of the EDS detector is
suépected. The microanalyses are ideally performed at the same beam energy for all
the specimens, in order to reduce the possible beam dependency of the factor. The
energy of the characteristic lines can be chosen between 10 and 15 keV, typically
when the detector efficiency is close to 1 or constant, above 1 keV (see figure 3—4).

The calibration is unique for each microscope, since it includes uncertainties about

1.0 -
> C Ku
3 081 ;
(28
L
i
2 0.6-
38
8 Window estimated
0.4 1 composition
fC =0.75
024 fO =0.17
fN =(.08
0.0 v T d T Y T v T v T
0.0 0.2 04 0.6 0.8 1.0

E (keV)

Figure 3—4: Calculated detector efficiency with current specifications
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the detector efficiency, particularly for characteristic lines of energy below 3 keV
approximately.

Thus, if the product F'y = 1 or is specimen independent, the calibration fac-
tor can be calculated for each element with respect to a common standard or a

combination of elements which establishes the ratio for each couple :

Asa-c (3.25)

Ai_p =
A-B Apoo

where the two specimens are (A-C) and (B-C). The condition for v to be specimen
independent is that the difference in mass-absorption coefficient of C in (A-C) and
in (B-C) are not very different, as well as the density.
3.3 Extension of the method to real materials

This method can be applied to any type of material, heterogeneous, rough,
multilayers and particles in as much as there is a way to calculate the emitted x-ray
intensities in these materials, for instance by Monte Carlo simulation which can treat
almost all cases.

The method to calculate concentration can be either interpolation or iteration.
Interpolation is easy for a binary system, since there is only one independent vari-
able. For more than 2 elements, it may be more complicated. Another approach is
iteration. From equations 3.3 and 3.4, the ratio for binary systems can be rewritten

for the j** iteration as: ~

; . Fe(1+Texp)vs) ™
o= - Y —_—— 3.26
CA (CA+(1 CA)AA_BFA (1+TCK,A) ’YA> fa ( )

40



For a multiple-component material, a calibration factor is needed for each component
and the ratio is calculated:

I;

[i=
Lt 3 Nicj I

(3.27)

where A;-; is the calibration factor for the pair i-j.
In the case of a ternary material, for instance, there are three components A, B

and C and three calibrations factors:

f 1
A =
1+ AA_B% + AA_C%
fo = 1
B 1+AB_A%+AB_0%
1
fe = (3.28)

L+ Ac-att + Ac_piE
with AggAg-a = 1, Ap_cAc-4 = 1 and Ac_sAp_c = 1 in best conditions as
explained in equation 3.25. This means that equa:tions 3.28 are linked in the case that
equation 3.25 is true. Moreover, it can be explained by the fact that fa+ fs+ fo =1

as explained by equation 3.25. Then:
(3.29)

For more than two elements, it is also suggested to proceed by calculations of a set
of conditions, for a gradient of concentration of each component. Then, a surface
can be obtained by interpolation, and the composition determined by a least square

calculation. Another approach is the iterative determination of concentration. For

41



instance, the starting concentration is set as 1/n, where n is the number of elements

and calculations similar to equation 3.27 are iterated.
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Chapter 4
Calculation of theoretical emitted x-ray intensity

The emitted characteristic x-ray intensity for element i is calculated as follows

(see equation 2.6):

I = nE-——————ieio’iwiPi(l +0:)(1 + Toxas) / w(pz)e™XP*d(pz) (4.1)
4 A, 0

The physical parameters that must be evaluated from literature are the ion-
ization cross-section o; (see section 4.1), the fluorescence yield w;, the line fraction
P;, the fluorescence correction (1 + 4;) and the Coster-Kronig correction coefficient
(1+Tck.i) (see section 4.2). The p(pz) curve is calculated with all these parameters,
as explained in section 4.5.

4.1 Ionization cross-section

Most of the characteristic x-rays are generated by interaction with the incident
electrons. This is described essentially by the ionization cross-section o;(E) which is
related to the probabillity of ionizing a certain inner-shell of an atom.

In fact, there are many obstacles in the determination of ionization cross-sections
either by experimental measurements or calculations, particularly for conditions close
to the ionization edge [67] because the plane-wave Born approximation is no longer
valid. Near the threshold, the atomic field causes distortion of the wave function of
the electron. There are many semi-empirical models but they usually depend on the

system and method of measurement. On the other hand, the completely theoretical
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approach is very time-consuming. For instance, Rez calculated the ionization cross-
section with the plane wave Born approximations modified by the Ochkur expression
for exchange [87, 88, 89]. The many different approximations cause a large scatter-
ing of results. In some cases the uncertainties can reach 50% and the cross-section
discrepancies are of the order of the cross-section values [60]. Moreover, the experi-
mental measurement of cross-section has been continuously ongoing for decades, and
the database is not yet complete, particularly for the L- and M- shells. For instance,
only values of the L-shell ionization cross-sections of Ar, Kr, Xe, Ge, Au, W and
Pt [67] were reported in 2004, and this is worse for the M-shell. In 2001, Joy [55)]
found no measurements for M-shell ionization cross-sections. Therefore the amount
of data available for the other generation parameters is small for K-shells, negligible
for the L-shells, and all but non-existent for the M- and higher shells. Furthermore,
even extremely careful measurements cannot be expected to give accuracy better
than 10 % for the K-shell ionization cross-section [60], and it is worse for higher-level
shells. However, the discrepancy of measurements is usually much larger than this
ideal minimum.

The ionization cross-section depends on the atomic number and the energy of
the incident electron, as Bethe established in the 30's {7, 8]. ¢(E) is the ionization

cross-section in (em?) given by:

o(E) = 6.51 x 10-205’%% Ing(csU) (4.2)

where n; is the number of electrons in a shell or subshell, b; and ¢, are constants

for a particular shell, E, is the critical ionization energy and U is the overvoltage.
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The overvoltage is defined as the ratio of the instantaneous beam energy E and the
ionization energy of the shell F.:

U== (4.3)

Powell [80, 81] noted that, even if many models have been developped and measure-
ments made for the K-line ionisation cross-section, discrepancies are important. He
recommended that for the K line, b = 0.9 and cx = 0.65 for the overvoltage range
4 < U < 25. It appears to be very difficult to estimate a general formula that would
be convenient for any peak family and any atomic number and any overvoltage. In
order to have a better approximation of the cross-section, it has been suggested that

it depends on a power of the overvoltage:

In(U)

The main difficulty is the evaluation of the constant m, which may or may not be
dependent on the atomic number.

Another used formulae has been given by Gryzinski [40]:

ouE) = 2 G 20 1y ooy (4.5)
NTTET U 3V Ty '

where gg = 6.561074eV2cm? and z,; the number of ionization of the ionized | shell.
The ionization cross-section are systematically lower than experimental measure-
ments by 10 to 15 % [80)

The most used semi-empirical model for ionization cross-section was developed
by Casnati et al. in 1982 {12] for the K-shell. This was a semi-empirical expression

based on the Bethe expression and experiment for atomic numbers between 6 an 79
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and an overvoltage between 1 and 20. The cross-section is expressed as follows:

I InU
ox = ngalR (ﬁ) w¢—"U—

I do+dy /U +dg/U?
Y o= (=
<10>

6 = bpeltih (4.6)
where ng is the number of electrons in the subshell and with:

do

-0.0317,d; = 0.3160, d; = —0.1135

bp = 10.57,b; = -1.736, by = 0.317 (4.7)

defermined from tabulated measured values for Ko peaks. Compared to Auger Elec-
tron Spectroscopy measurements, the Casnati model was proven to give consistent
results for K, L and M lines ionization at high overvoltage [100]. Therefore n, is
changed as in table 4-1 to apply Casnati ionization cross-sections to L- and M-shells

ionization.

Table 4-1: Table of electron subshells

Name line | Number of free electrons
K 2
LI
LII
LIII
MI
MI
MIII
MIV
MV

O i N ] DD N
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More recently, Salvat et al. [93] have developed a new model for ionization cross-
section for their Monte Carlo program Penelope) based on the atomic generalized
oscillator strength df;(W, Q)/dW (GOS) (W is the energy loss due to the inelastic in-
teraction and Q the recoil energy), which completely determines the effect of inelastic
interactions on the projectile, within the Born approximation. The recoil energy is
equal to the energy of an electron in which the GOS can be represented as a surface
over the (Q, W) plane, and which is called the Bethe surface. The physics of inelastic
collisions is determined by only a few features of the Bethe surface. Therefore rela-
tively simple GOS models descfibe quite realistically the inelastic interactions [91].
The inner-shell ionization is considered as an independent interaction process that
does not affect the state of the incident electron. For the simulation of the K-, L-
and M-subshells (with ionization energies above 200 eV), the total ionization cross-
section is obtained from an optical-data model of the GOS (see Mayol et al. [64]).
The GOS is related to the photoelectric cross-section opni(Z, W) as follows:

afs(W)  mec |
dw 27r2c32f10’°h’z

(Z,W) (4.8)

where m. is the electron mass, c the velocity of light, e the electron charge and 7 the
Planck’s constant. Z is the number of electrons in ground state in the target. W is
the energy loss of the electron. In order to compute the inner-shell ionization os;

for electron of energy E, the differential cross-section is first calculated as :

doii, amet [ dfi(W) 1 W Q_ + 2m.c? 1 .
aw (B) = mev? { aw W [ln <_Q__-W+2mec2) +1n<1—62> _6]

w [
dfi(W") N\ 1 oy }
+(ZT+.U,., Lo AW ) s FE(B, W)
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XO(W — U))O (Wi — Us) (4.9)

where v is the electron velocity, () is the minimum recoil energy, § is equal to (v/c)?,

Z, is calculated from the number of electrons in the active shell Z;:

I o AU
Z. =2, /U Tawr (4.10)
FCYE, W)Y is the Moller factor:
w2 W W w?
(-) = - LA A
FOUR,W) 1+(E__W> E—W+“(E—W+E2> (4.11)

F&(E, W) is the Bhabha factor:

FO(E,W) = 1= b % 4 by b

= )® + ba(

%%
= )* (4.12)

| 5

where a and b; factors are functions of the v = /1 — (v)? factor of relativity. O(z)
is the step function.

Salvat et al. [93] tabulated the ionization cross-sections and made them avail-
able with their Penelope program for K and L lines. Figure 4-1 compares the Salvat
K-shell ionization cross-section with Casnati’s model [12], which agree quite accu-
rately with the experimental measurements as shown by the comparison with a set
of values collected in the literature by David C. Joy [54] and shown in figure 4-1.
The scattering of experimental measurements makes hazardous the choice of the best
model.

During this project, a method was proposed to estimate the ionization cross-
section for the L lines. Llovet et al. [61] recently proposed a general formula for the

relative subshells ionization cross-section since its shape is alleged to be independent
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Figure 4-1: Comparison of Casnati [12], Salvat [93] and measured [54] ionization
cross-section for pure Cu K shell
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of the atomic number:

= (a+ %) —in(V) (4.13)

Tmazx

where U is the overvoltage, a; = 2.56, a; = 0.14 and a3 = 0.97 are parameters
determined from a numerical fit of all the measured data. For the L subshells,
Scofleld ionization cross-sections [99] are interpolated by an exponential fit. Then
the ionization cross-section at 50 keV (high over-voltage and lower value given by
Scoficld) is calculated. Then, from cquation 4.13 the maximum @,z is calculated.
Absolute ionization cross-sections are calculated from this value and equation 4.13.
Values for LIII subshells are drawn in figure 4-2 which compare the ionization
cross-section for AuLIIl with the present work, Casnati [12] and Salvat [93] models.
Joy [55] made an exhaustive review of measurements of x-ray ionization cross-section
presented by the symbols. For. AuLIII, he noted five different series of measure-
ments [90, 38, 22, 39, 96]. The scattering of experimental data reaches 400 % at the
maximum, therefore it is difficult to predict the most accurate model, particularly
at the beam energy concerned in a scanning electron microscope, below 30 keV. The
model developped in this work overestimates the ionization cross-section above 20
keV, probably due to the inaccuracy of Scofield ionization cross-section at 50 keV.
Salvat’s model was preferred since it is developped for L-subshells contrary to Cas-
nati's equations. The shape of Casnati and Salvat ionization cross-section is not the

same in respect with the photon energy.
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Figure 4-2: Compared ionization cross-section for Au LIII by this work, Casnati’s [12]
and Salvat’s [93] models, and with measurement collected in Joy’s database [54]
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Figure 4-3 shows the difference between the Casnati and Salvat models for the
MV subshells of Au. Future works should include Salvat M-shells ionization cross-
sections, which are in preparation. It is however interesting to observe the 25 % of
error, which is not so bad, between the Casnati and Salvat ionization cross-sections
for M shells, when it is remembered that the Casnati model is a semi-empirical model

developed for K-shell ionization.

—— M5 Casnati
2.5+ ---- M5 Salvat

-20

lonisation cross-section (10 sz)

O-O M ¥ ' ¥ M ¥ M 1 T H
0 20 40 60 80 100

Beam energy (keV)

Figure 4-3: Compared ionization cross-sections for Au MV by Casnati’s [12] and
Salvat’s [93] models '

Different ionization cross-sections are used here to evaluate the independency of

the method regarding the different models used. That is why two different methods

have been arbitrarily chosen, one semi-empirical with a proven reliability (Casnati)
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Table 4-2: Table of generated x-ray transitions and characteristic lines names

Line name | Transitions || Line name { Transitions
Kal K-L3 Lal L3-M5
Ka2 K-L2 La?2 L3-M4
KpB1 K-M3 L2 L3-N4,5
K32 K-N2,N3 L35 L3-04,5
K33 K-M2 L6 L3-N1
LE3 L1-M3 Ll L3-M1
Lp4 L1-M2 M~ M3-N5
L~3 L1-N3 M3N1 M3-N1
L4 L1-02,3 M3N4 M3-N4
Lgt L2-M4 M304 M3-04
1 L2-N4 M305 M3-05

L2N1 L2-N1 Mpg M4-N6
L~6 L2-N1 Mo M5-N6,7
Ln L2-M1 M M5-N3

and the other one which is new and completely calculated according the most recent
knowledge (Salvat).

In this work, nine subshells are simulated : K, LI, LII, LIII, MI, MII, MIII, MIV
and MV. Most of the characteristic lines are represented by these subshells as shown
in table 4-2. The choice has been made to use the Salvat ionization cross-section [93]
for the K and L lines, and the Césnati [12] K-shell semi-empirical model adapted for

the M lines, which was the only one available at this time.
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4.2 Main x-ray emission parameters

As explained at the beginning of the section, there is no exhaustive description
of any of the physical parameters, which are empirical, semi-empirical or totally
theoretical. Since the systematic errors are corrected by a calibration factor in the
method presented here, these parameters need to follow a correct shape but not
necessarily have the exact absolute value. Moreover, the only way to estimate the
different parameters consists of measuring the characteristic x-ray intensity, and then
using values for all the parameters except the one to be determined, from equation

4.14:

N /4 o0 .
I = e M4 P (14 6)(1+ Tox) / S0 d(pz)  (414)
i JO

The multiplication of the different parameters makes the separation of the parameters
difficult. That is why experimental determination of these parameters usually shows
wide discrepancy, depending on the methodology and the parameters used.

One of the first parameters is the fluorescence yield w which determines the
probability of generating a characteristic photon or an Auger electron. Many arti-
cles present different values of fluorescence yields, from purely theoretical to com-
pletely empirical. The first author to establish a complete review was Bambynek in
1972 [2] who compared theoretical and experimental values for fluorescence yield and
Coster-Kronig transition probabilities. He proposed tables of recommended values,
by refinement of theoretical approaches and comparison of experimental techniques.
Experimental information is confined mostly to the K and L subshells. Some other

authors recalculated the values later. In particular, Krause [57] made semi-empirical
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calculations. Chen [17] worked on a Dirac-Hartree-Slater model. Puri [82] made
Dirac-Hartree-Slater calculations for fluorescence yield and Coster-Kronig transition
factors. Tawara [108] and Hubbel [51] worked on average L subshells fluorescence
yield, not useful for this work. Fluorescence yields were measured for some ele-
ments [65, 75, 28, 11] and produced variable agreement with each other. In the most
recent work, Campbell [11] compared the semi-empirical tabulation by Krause [57)
and calculations by Dirac-Hartree-Slater predictions [82]. His recommended values
are used in this work, for the three L subshells. Since any method of measurements
has its own drawbacks, Campbell’s database was chosen, however the differences
were not huge, from 10 to 15 %, compared with the other measurements as shown
in figurc 4-4 which comparcs the fluorcscence yield for the L3 subshell of Au for
different authors.

For the M subshells, the only exhaustive values found in the literature were in
a paper by McGuire [6‘56] for the five M-subshells and by Chen et al. [18] for the MI,
MII and MIII subshells. McGuire used an approximate Hartree-Slater wave function
while Chen gave values calculated by the relativistic theory (Dirac-Hartree-Slater
wave functions) for ten elements with atomic numbers 67 < Z < 95. Puri [83]
compared these two methods with his experimental results and showed that the
average fluorescence yields are both in quite good agreement with the measurements
for' 71 < Z < 92 as shown in figure 4-5. Values tabulated by Chen (18] were chosen
for this work for the MI, MII and MIII subshells, and by McGuire for the MIV and
MV subshells.
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Figure 4-4; Comparison of different Auorescence yields for the LIII subshell: Ertu-
grul (28], Krause [57], Chen [17], Puri [82], Campbell [11]
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Figure 4-5: Comparison of average fluorescence yields for the M-subshells : experi-
mental measurements [83], and calculations by Chen [18] and McGuire [66]
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The x-ray transition probabilities are related to the emission of a specific line
when a subshell is ionized, for instance the probability of emitting an La photon
when the L3 subshell is ionized (see table 4-2). For the K lines, the values are taken
from the work of Schreiber et al. {97]. For the L lines, Scofield [98] established a
theoretical list of transition probabilities. In order to take into account all the possible
atomic numbers (21 atomic numbers tabulated from Argon (18) to Plutonium (94)),
polynomial or exponential interpolation of 1°* to 5 orders have been done. The
line transition probabilities are given relative to the major line for each subshell, as
Lal for the L3 subshell, LA1 for L2 and LA3 for L1. Depending on the shape of
the curve, the type and order of the interpolation has been chosen in order to get
the lowest R? correlation coefficient with the best accuracy. Figure 4-6 shows an

example of interpolation for the La2 line ratio with respect to the Lal, for the LIII

subshells. The ratio is then equal to :

1
Pre
bed L+ fraz + franvi + fri+ frge + frson
Praa = Jro2 (4.15)

1+ fraz + franvy + fu+ free + frsor

where [ are here the absolute rate of line transition.
The calculated values are interpolated by a third order polynomial with a de-

termination factor R?:

Pros = 0.11933 — 2.73128 x 107*Z 4 3.88028 x 107522 — 1.66989 x 10787®

R, = 0.97181 (4.16)
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Figure 4-6: Calculated and interpolated probabilities of radiative transition (98] for
the La?2 line in fraction of Lal line
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For the M lines, the transition probabilities have been calculated from the work
of Chen et al. [19] who gave the calculated probability of radiative transition of filling
a subshell from another subshell. These values (in atomic units) are given for 10
atomic numbers ranging from Cadmium (48) to Uranium (92) and the interpolations
have been done as for the L lines described above. However only polynomial fit up

to the third order has been needed as shown in figure 4-7, for the Ma line (transition

MV-NVI). |
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Figure 4-7: Calculated and interpolated probabilities of radiative transition [19] in
atomic units for the M« line (MV-NVI)
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The symbols are the calculated values with Dirac-Fock wave functions., The line

is the interpolated 3™ order function with the coefficient of determination R*:

)

P(Z) = 0.02224 — 7.87076 x 1074Z + 7.67378 x 107%2% — 1.15275 x 107823

R = 0.99962 (4.17)

| The main emitted line for each subshell is M« for the MV subshell, Mg for
the MIV and M~ for the MIIIL. No line is calculated for the MII and MI subshells,
because of the low fraction of lines, below 0.01 % of the Ma line [19)].

In certain cases, a non-negligible fraction of the characteristic x-rays is generated
by other mechanisms, such as Coster Kronig radiationless transition or fluorescence.
These transitions are radiationless and occur when a vacancy jumps between the
sub-shells of a specific shell and emit an x-ray. For instance, an LI vacancy can jump
to the LIII subshell and the de-excitation energy may free a MIV electron. Coster-

Kronig transition occurs on L and M shells only. For this transition to be possible,

the ejected electron must obey the following for the previous case {85]:
E(Lg) = E(Ly) > E(M,) (4.18)

where E is the energy of the x, y and z subshells. In the above example, ., = LI,
Ly = LII] and M, = MIV. That means a vacancy from the x level jumps to
the y level, emitting a photon from the z level. The probability of transition is
given by the so-called Coster-Kronig yield. Both analytical [69] and emiprical [2]

methods have been proposed to estimate these values. To that effect, the possibility
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of intershell transitions is added, as shown by Merlet [67}]. Most of time, the Coster-
Kronig transition factor is calculated with the fluorescence yield, since these two
elements are intimately related. For instance, to calculate the intensity emitted by
LIII subshell ionization, the emission is calculated as follows:

o o o
Tox = nirs— + (fis + fiafos) == + fag—2 (4.19)
arL3 oL3 oL3

where ng 3 is the intershell probability of the line K to ionize the lines LIII, the
fi; terms are Coster-Kronig transition factors for the different L-subshells and o,
or1, oz and opg are the subshell ionization cross-sections. As for all the other
physical parameters, there are few exhaustive lists of values for Coster-Kronig fac-
tors. For this work, the intershell probabilities for K, L and M lines are taken from
Bambynek [2] who calculated these values for all concerned atomic numbers. The
Coster-Kronig transition factors for L lines and all elements are taken from the work
of Campbell [11] who presented a complete table for all concerned atomic numbers
as shown in figure 4-8 for the f1o parameter of the AuL3 subshell. The scattering
of the measured data complicates the choice of a reference database. However, to
ensure continuity of the values, the theoretical values recommended by Campbell
(Dirac-Hatree-Fock method) were used in this work.

For the M lines, the only exhaustive work was done by Chen et al. [18] for the
MI, MII and MIIl-subshells and by McGuire [66] for the MIV and MV-subshells.
The values for all the atomic numbers are obtained by polynomial interpolation of
10 caleulated values as shown in figure 4-9 for the fi5 Coster-Kronig cocefficient from

McGuire,
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Figure 4-8: Measured and calculated values [11] of fi2 for the AuL3 subshell
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Figure 4-9: Interpolation of the Coster-Kronig factor [66] f45 for the M-subshell
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The polynomial regression is done to the fifth order with a determination factor

R? of 0.89006:

Y = 1938.82613 — 131.580617 + 3.5430522 — 0.047312° (4.20)

+ 3.13309 x 107%2* — 8.23559 x 1077 Z°
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4.3 X-ray mass-absorption coefficient

Another physical parameter is the mass-absorption coefficient. This function is
dependent on the energy of the photon and the density (and atomic number) of the
material. There are a large uncertainty on mass-absorption coefficient for low energy

x-rays, typically below 1 keV [52] as shown in table 4-3.

Table 4-3: Estimated uncertainties in photoionization cross-section component in
SEM conditions [52]

Photon energy range

Estimated error (%)

10 eV - 100 eV 1000
100 eV- 0.5 keV 100-200
0.5 keV- 1 keV 10-20

1 keV- 5 keV 5

5 keV - 100 keV 2

Heinrich [41], [44] and [42] established different tabulated values of absorption
coefficients. Henke [47] noticed problems for low energy photons and proposed cor-
rected tables as compared in figure 4-10 for the M« line of Au. Moreover, large
uncertainties due to old measurements and calculations with rudimentary comput-
ers [52, 50] would require the use of a completely reviewed database.

Table 4-4 presents the coefficient for Au, Cu and Ag used as standards in the
validation of the method from the database established by Golstein et al. [37). Mass-
absorption coefficients are higher for low energy x-ray characteristic peaks, so the
effect is more important for these lines as shown in figure 4-11. The effect of mass-
absorption cocfficient is calculated from a small layer. The clemental generated x-ray

intensity dI is absorbed in the small layer of thickness dx according to the equation:

dl = —uldx
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Figure 4-10: Comparison of mass-absorption coefficient for Au by Heinrich [44] and
Henke [47] '

Tablc 4-4: Goldstein [37] mass-absorption cocfficient (¢cm?/g) of Au and main char-
acteristic x-ray lines in the AuCu and AuAg alloys

Au Cu Ag

Au Lo | 127.3 ] 238.9 | 131.3
AuMea | 1145 | 1955 | 1225
Cu Ko | 52.4 |209.3
Culo {5774 | 1582
Ag La | 2141 6517
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| I = Ipe s (4.21)

The absorption parameter in figure 4-11 is multiplied by the x-ray generated intensity
Igenerated(z) to obtain the emitted intensity. This parameter is given by Beer’s law

at a given depth z:
[emitted(z) = generated(z) e xpE (422)

where  is defined in section 2.3.
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Figure 4-11: Mass-absorption coefficient effect on the x-ray emission in AuzoCluso
standard at 500 nm of depth with a take-off angle of 30 degrees
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From figure 4-11, the higher is the mass-absorption coefficient, the lower is the
parameter, therefore the emitted intensity is much lower than the generated intensity.
High absorption coefficient is due to high average atomic number.

The geometry used for the energy dispersive spectrometer is given in appendix A.
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4.4 X-ray fluorescence correction

If an x-ray traveling in the material has an energy higher than any critical ion-
ization energy of an atom, it may cause fluorescence, that is to say ionize an atom
making it emit another x-ray. There are two types of fluorescence, caused either
by a characteristic photon or by bremsstrahlung. Typically, the most significant is
the characteristic fluorescence which is modeled here. Fluorescence significantly oc-
curs when the energy of the photon is close to the ionization energy of the subshell.
Reed [84] proposed a simple and efficient modeling. When fluorescence occurs, the
effect is calculated from the total intensity emitted by the atom B that fluoresces
a subshell of element A. The intensity of radiation of element A produced by fluo-
rescence by element Brl j,f 5 is linked to the electron-generated intensity of radiation
from element A I, [37):

As <UB - 1>1'67. (u/p)a Ta—1
Ap \Ua-1 (u/p)s  7a

Iy =05-Cs- ~ws - 1alg(z) + g(y)] (4.23)

where C is the concentration of the atom A, (11/p)5 the mass-absorption coefficient
of the element A for the B radiation, (u/p)p the absorption of the specimen for the

B radiation, g(x) and g(y) describe the absorption of the fluoresced x-ray.

In{l+u)

g(u) = ———— (4.24)
u
The variables x and y are:
(w/p)a
r = ————CsCcy
(1/p)B
o
y = ——— (4.25)
Y (u/p)B
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where (11/p) 4 is the absorption of the specimen for the A radiation and ¢ the Lenard
absorption coefficient [37]. If only a line of a family excites another subshell, equa-
tion 4.23 must be multiplied by the transition probability of this line.

The fraction absorbed by element A is Ca((11/p)5/(11/p)B)- From this intensity,
a fraction (r4—1)/r 4 is'absorbed by shell ionization of atom A, where r4 characterizes
the jump at the aborption edge of the mass-absorption coefficient. The absorption
edge can be approximated as 0.88 for a K line and 0.75 for a L line although it slightly
depends of the atomic number [1] And finally a fraction @ produces a characteristic
x-ray. This is a simple approach for the modeling of the fluorescence effect. In
fact, fluorescence is much more complex because it a cascade phenomenon. The
most comprehensive method of calculation is a cascade tridimensional model, but it
generates many calculations and is even uncontrolable.

The coefficient § in equation 2.6 is equal to:

1/
§ = 4B (4.26)
A

Then if there is fluorescence of the K shell of A by the K81 x-ray of B, for instance,

the Kal x-ray emitted is computed as follows:

[;;:al(A) = [Kal(A)(l + 5Clma.ra.cter1§.stic + 6Contimmm) (427)

where Py, is the fraction of Kol emission. Emitted values (including absorption
effect) are used, since the A and B and fluorescence are supposed to have been

generated at the same location.
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The fluorescence due to the continuum, which may have a consequent effect in
the case of high energy characteristic x-rays and if f(x) < 0 (equation 2.17). The
bremsstrahlung fluoerescence can be approximated by an equation similar to the

characteristic fluorescence for the element A:

I 1zrmay, 7.6 (4.28)
IA TA \
where
o =4.34.107° (4.29)
for Ka line,
o= 3311078 (4.30)
for Lo line, and
(/)2 In(1 + wly)
G=FE/(A)- z 4,31
SO 7 A (4:31)

Z is the average atomic number, (j¢/p). is the mass absorption coefficient of
element A on the high energy side of the absorption edge, (;1/p)Z is in pure element
A, (u/p)e in the specimen.

w is an integration factor:

_ Wwipa
Y= Taloy (4.82)

If there is peaks between the line A and the beam energy, G must be calculated

for each energy interval between E.(A) and Ej:



4.5 Calculation of the p(pz) curves
4.5.1 Electron-matter interaction
In order to determine the composition using the proposed method, the calcu-
lation of the ratio must be computed in order to compare it with the experimental
results. The next chapter will present a brief overview of the electron-matter in-
teraction models. The electron scattering in a material results in changes in the
electron direction and energy due to the interaction of the incident electron with the
atoms one by one. The most important concept of electron-particle interaction is
the cross-section Q. It can be seen as a quantity proportional to the probability of a
particle to enter the interaction field of another particle, and then to scatter it.
The most general definition for the cross-section for any event involving particle

interaction [37] is:
N
ning

(4.33)

in cm?, where N is the‘ number of events of a certain type per unit volume, n; is the
number of incident particles per unit area and n, is the number of target sites per
unit area. The cross-section may be understood as the effective size of the scattering
process of an coffective atom. The probability of interaction on a infinitesimal path

Az of density p is linked to the cross-section by :

_ QNapAx

d A

(4.34)
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For instance, the elastic cross-section is related to the electron mean free path, the

average length an electron travels between events of the same type, by:

A

A=
NapQ

(4.35)

When an electron impinges on a material, it suffers interactions with the atoms
which can be separated into two types: inelastic and elastic scattering [37]. Elastic
scattering represents the interaction between the incident electron and the atomic
nucleus. The small mass of the incident electron with respect to the mass of the
atom makes the energ)‘f transfer extremely low. However, a fraction of the incident
electrons suffers scattering through non negligible angles. Hence elastic scattering
produces significant electron trajectory deviation but low encrgy loss. In practice,
the energy loss is considered nil. Inelastic scattering is responsible for the transfer
of energy from the incident electron to the specimen and then causes the generation
of secondary electrons, characteristic x-rays, Auger electrons and bremsstrahlung
x-rays essentially as well as intrabond transitions, plasmons and thermally diffuse
phonons. Inelastic scattering causes energy loss and low angular deviation. The
modeled inelastic interaction is in practice only described by an energy loss. In
that case, the direction of the electron trajectory is essentially determined by elastic
scattering.

Usually the cross-section depends on the incident electron energy, the scattering
angle of its deviation and the energy of the secondary product created by the in-

clastic interaction. The differential cross-section is expressed in terms of a derivative
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function, for example the scattering solid angle:

_,dQ(6)
where n is the number of electrons from the flux J deflected in the angle 6, represented
by the solid angle .

d = sin{6)dfds (4.37)

where ¢ is the azimuthal angle. The integration with respect to 8 of the partial

elastic cross-section o (in cm?) gives the total cross-section or:

o = 2 / %sm(e)d(a) (4.38)

4.5.2 Electron trajectory and elastic cross-section

The oldest model of elastic cross-section relies on Rutherford’s theory presented
in 1911, after the famous experiment of scattering alpha particles through thin Au
foil. The model suggested the mass of the atom is concentrated in a very small
nucleus and is based on the particulate theory of electrons. Rutherford derived his
equation from the equation of movement of a negatively charged electron in the
positive electric field of the nucleus, according the rules of classical mechanics. Up
to 50 keV, the relativistic effect can be ignored, causing an error less than 1 % in the
cross-section, This expression was later improved, starting from quantum physics
and including the effect of screening (effect of the atomic electrons in reducing the

effective potential of the nucleus). The partial cross-section is related to the angular
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distribution of scattering, the solid angle Q and is given by Newbury et al. [71]:

etZ? 1
4(4mz0)?E? (sin® (9/2) + a)2

do.el _ 2
=10 =

(4.39)

where [ (f) is the resulting scattering amplitude depending on the scattering angle
g, e the electron charge, Z the atomic number of the scatter element, E the energy
of the incident electron, ¢q the dielectric constant and « the screening parameter,

related to the effect of the atomic electrons on the net potential of the atom:

(4.40)

]SS

where 6, is linked to the screening parameter of Wentzel a = axZ~'/3 by the relation
0o = 2)\/4ma, A = h/mv and ay is the Bohr radius. The total screened elastic cross-

section is given by integration:

7 do'el A 47
T = 27r/ i = 5.21 1021——————— 4.41
o a0 sinfdf = 5 X o2 (l ) ( )

Rutherford’s formula is only valid for a very low scattering angle, at high energy and
for low atomic number elements [27], when the electron wave can be approximated
as a plane wave after elastic scattering (known as the first Born approximation),
usually between 10 to 50 keV for targets of low to intermediate atomic number.
If the atom is too large, the wave shift becomes no longer negligible, because the
interaction deforms the wave that becomes spherical [30]. Therefore, the Rutherford

elastic cross-section is no longer valid if:

1/ Z\?
F« 5 <T§?) me? (4.42)
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where E' is the non-relativistic kinetic energy of the particle, m the particle mass
and ¢ the speed of light.

In fact this equation does not take into account the electron spin and the spin-
orbit coupling in diffusion. A more accurate cross-section was later calculated from
the iterative resolution of the Pauli-Dirac equation, based on quantum mechanics,
in order to take into account spin and relativistic effect. The partial cross-section is

established for a unpolarized electron beam:

do
— = [f0.P+1g6, )
d§2a,x
" eikr
fr = e+ [(0) -
eikr

where f (6, x) is the scattering amplitude and g (8, x) is the spin-flip amplitude re-
lated to the effect on the second spin director, both functions dependent on the
azimuth angle y [86]. The solution of these equations produces the so-called Mott
cross-sections, which cannot be expressed by a simple analytical formula like the
Rutherford elastic cross-section. The comparison between the Rutherford and Mott
cross-sections shows important discrepancy for ‘high atomic number elements and
low acceleration voltage. But independently of the model, the elastic cross-section
inc;ease with the atomc number and backscattering increases with the beam energy
because do/d{2 o< Z*/E®.
These equations were numerically solved to get tabulated elastic cross-sections |70,

21]. Because equations are simpler to manipulate, analytical fitting was developed by

Gauvin et al. [34] and Browning et al. [10]. The total Mott-Browning cross-sections
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were found to fit with the function:

Z'% +0.0222 1
T ~18
=47x10 .
? X B 0.01552 %05 1 - 0.022056 (144)
in cm? and with
u=log,, (8EZ%) (4.45)

The Mott-Browning model is based on the idea that a portion of the scattered elec-
trons is Rutherford-like and another portion is scattered isotropically. The ratio
of the Rutherford and isotropic cross-section is evaluated and it is then possible to

determine a new scattering angle.

Z_ :
Oruther ford _ 300 - E‘1 2000 Z(5

O'isotropic Z 3 x 10°E (446)

Mott-Browning elastic cross-sections show quite a good agreement with calculated
and measured values, such as Mott's tables; they are easy to use [25]. Nevertheless,
this model underestimates backscattered yields'for high-Z elements at low energy,
and needs adjustment to produce a better correlation with experimental results.
4.5.3 Inelastic electron interaction

This scattering mode is a consequence of the interaction with inner or outer
shéll electrons [40]. Inelastic interactions are represented by energy loss AE and
very small trajectory deviation because of the low weight of the particle. When
the clectron enters the Coulombic field around the atomn, it transfers cnergy to the
electrons of the atom. It is common to assume that electrons lose energy in straight
lines between elastic collisions. Usually inelastic scattering events are modeled as

a continuous rate of energy loss since the inelastic cross-sections are not accurately
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known. The mean energy loss on the trajectory segment s is given by the equation:

_ pNaZ /" do
dE,, = g ds‘e. e de (4.47)

Since 1930, all inelastic effects have been included in the classical Bethe equa-

tion [8]:

- )4 n .7 4/
dr 2me*pNy ciZi In <_1_l§_6_1:> (4.48)

dS " (dreo) E = A Ji
where p is the specimen density, ¢; and A; are respectively the concentration and the
atomic weight of the element 7 and J; is the mean ionization potential of element i.
This last expression is only valid when E > 6J. Below 6Z, J becomes dependent on
the electron energy and the atomic number of the element. In that case, J can be
roughly expressed as 0.115Z (in keV) but a more exact empirical formula is given by
Berger et al. [6]:
J(keV) = (9.76Z + 58.527°1) x 107° (4.49)

Joy and Luo [53] developed a fitting of the Bethe stopping power function, by using
the modified mean ionization potential .J* in order to improve the modelling of the

potential J shown in equation 4.50:

(4.50)

They introduced a variation of J with E in order to take into account the fact that
with an energy below the K shell critical energy, the electron does not have enough

energy to ionize it and J decrcases. Gauvin et al. [32] also cstablished a fitting from
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the published values of Joy and Luo for the k term:
k= 0.7344 . 709367 (4.51)

The continuous energy loss rate includes the generation of secondary electrons as well
as all inelastic events. It has been proved to be quite a good approach for electron-
matter interaction, particularly with the comparison of simulated backscattered yield
of pure homogeneous materials with experimental results [49]. On the other hand,
energy fluctuation is neglected, because, in reality, the electron discretely loses energy
as demonstrated by Ferndndez-Varea et al. [30]. The calculated energy loss on a
path of length L, given by AE = (dE/ds) - L is an average. When the distance
between elastic scattering events L becomes too small, statistical effects are no longer
negligible and may have an important effect on total electron path and local electron
energy loss, but this is not the case for most materials, except in the case of the

microelectronics industry, where the features may be a few nanometers in size.
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~ Chapter 5
Calculation and processing of spectrum

5.1 Monte Carlo simulation

Much work has been done on the calculation of the emitted x-ray intensity. The
analytical methods like the p(pz) models introduced in section 2.4 have the advantage
of speed and ease. However, they are mostly limited to homogeneous materials, or
limited geometry. The most versatile method is the single-scattering Monte Carlo
method, which describes the electron-matter interaction as a statistical process. The
interaction of the electron beam with the matter is reduced to the simulation of
multiple trajectories of electrons, one by one, and reproduced thousands of time in
order to ensure statistical stability. Then the calculations are repeated thousands of
times, with the help of random numbers to describe the real phenomenon, Finally,
the values are estimated with the average over all the simulated trajectories. Usually,
a few thousand trajectories are sufficient to reach good statistical stability. In the
present work, new models for the x-ray generation parameters are used as described
in section 4, full spectrum with bremsstrahlung simulation. Moreover, new models
ha‘ve been implemented, more characteristic lines and the Coster-Kronig phenomenon
have been added.

In a single-scattering Monte Carlo simulation, many individual electron trajec-

tories are independently computed until each electron either exits the sample or is
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completely absorbed in the material. Kyser et al. [58], Newbury et al. [71], Gau-
vin [33, 48, 25, 49] and Shimizu et al. {102, 101] have developed classical Monte
Carlo programs by single-scattering trajectory simulation. Salvat et al. [94], [92] de-
veloped a more sophisticated program, where each scattering event is simulated one
by one and by using a discrete energy loss model. The energy loss model is essen-
tial in the definition of a Monte Carlo model, because the discrete model considers
elements separately while the continuous model makes an average. This method, if
expected to give more accurate results, is extremely time consuming. Therefore, the
continuous energy loss model is used in the prese’nt single-scattering program. It can
be run on a personal computer and gives results in a reasonable amount of time.

The interaction of an incident electron with the material is computed when the
total elastic or inelastic cross-section shows that it experiences an interaction with a
lattice atom, by computing the mean free path of the electron. The occurrence of the
event is calculated with a random number, allowing quite good representation of the
real distribution of physical values. Statistical averages are calculated to compute
output signals (secondary and backscattered electron yields, x-ray spectrum) as well
as quantities that cannot be directly measured (distribution of energy loss in the
sample, various spatial distributions).

An essential equation of Monte Carlo simulation is the distribution equation 5.1 [86]

where P(X) is given as a probability of a specific event.

fm}f p(z)de
Py = [ip(z)da (5:1)
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where p (z) dz is the probability that this event occurs between z and z + dz and
is defined on [z1;22]. In the case of Monte Carlo simulation, P(X) is generated
as a random number R in the range [0;1] and X is calculated as a solution of the
equation 5.1, which needs then to be inverted to extract the parameter X related to
the probability /°(X). In some cases, an analytical function permits computation of
the value of X, but in most cases a numerical s?lution must be used. The electron

scattering is modeled and shown in figure 5-1.

Figure 5-1: Theory of elastic collision of an electron in Monte Carlo simulation

L; is the distance between the two collisions or elastic interactions Fi) and
Pri+1), 0 is the polar angle and ¢ is the azimuthal angle of the new electron direction
after the scattering. Each of these parameters is computed independently, with
random numbers and distribution equations. The developed Monte Carlo program

is based on classical and proven physical principles [71, 33, 36].

'
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Elastic scattering represents the interaction between the incident electron and
the atomic nucleus. Elastic scattering is modeled by electron trajectory deviation
(f,¢) and no energy loss. Inelastic scattering causes energy loss AF and small
trajectory deviation. The first step consists of calculating the distance L to the next
elastic scattering event:

= —Aln Rl (52)

where Ry is a random number in [0; 1], the probability of the electron to travel the

path L to the next elastic collision and A is the electron elastic mean free path:

P (5.3)

i CipNy s
4 A; ’

i=1
(; and A; being respectively the concentration and the atomic weight of the element
i, p the density of the material and N4 the Avogrado’s number. The next step
consists of computing the deviation angle of the electron trajectory, with respect to
its previous direction. An azimuthal angle ¢, of probability R, uniformly distributed

from 0 to 2w, is needed:

@ =2mRy (5.4)

as well as a polar angle 8, distributed between 0 and =, according a distribution

determined by the probability R related to the partial elastic cross-section:

fc do _.:
Rs = Jo_ 4§ sin 90 (5.5)

T do ¢
Tz gingdf
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Equation 5.5 can be inverted with the Rutherford cross-section model for scattering

of a charged particle by a nucleus of charge Ze [6]:

dor Z2%4
dQ p2v? (1 — cos 6)* (5:6)

where p is the momentum and v the electron velocity. But an analytical inversion is
impossible using Mott cross-sections; then, numerical solutions give tabulated Mott
cross-sections.

The element 7 concerned in the elastic interaction is chosen with the help of

another random number R4. The element ¢ is chosen when N;_; < R4 < N;, where:

i CiQANA O,el
i k3
Ny = I (5.7)
‘ Z CiQANA O'fl
=1

with Ny = 0. .

The energy loss of the electron is then calculated by computing the inelastic
events occurring between two elastic interactions. In a very thin sample, since the
electron travels only a very short distance, the inelastic interactions are negligible, as
happens in the transmission electron microscope. But, samples for scanning electron

microscopes are mostly bulk. Energy loss AFE is no longer low. The energy E’ of the

incident electron at the next elastic event can be calculated:

E'=FE+AE (5.8)
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where AFE is negative. The computation of AF can be perfomed in two different

ways, the continuous energy loss rate and the discrete model. In the first case,

dE
AE=—=L (5.9)

assuming that d/7/dS is the average energy loss given by the Bethe continuous stop-
ping power and that the electron travels in straight lines between elastic interactions.
In the case of the discrete model, the energy loss AFE is directly computed from the
integration of a complex partial cross-section. '

The Monte Carlo program calculates generated ¢(pz) values for each slice of
thickness Apz at depth z in the interaction volume of the specimen. For each element
and x-ray characteristic line, the function is normalized by a slice containing the pure
element. The absorption is also calculated for each thickness, then the emitted ¢(pz)
curve is computed and integrated. In order to produce the generated and emitted
intensities, this last value is multiplied by all the physical parameters as shown in
equation 2.6. The obtained intensity is convoluted with a Gaussian distribution in
order to achieve the shape of a real x-ray spectrum.

Finally, the complete simulated spectrum can be compared with an experimentally-

obtained spectrum as in figures 5-3 and 5-2.

Figure



AuAg,, 10 keV

1000
03 n normalized at 5 keV

Measurement
-~ = - This work

10004

Counts (photons)

AuMa Aglal

100 T T T T r T T T T T T 1
1.0 1.5 2.0 2.5 3.0 3.5 4.0
Photon energy (keV)

Figure 5-2: Comparison of complete simulated and experimental spectra of the
AugoClugo alloy at 15 lfeV
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Figure 5-3: Comparison of complete simulated and experimental spectra of the
AugoCugo alloy at 15 keV
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Figure 5-4: Comparison of complete simulated and experimental spectra with back-
ground subtraction of the AugClug alloy at 15 keV
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5.2 Pouchou and Pichoir model
Pouchou and Pichoir (PAP) described the ¢(pz) curve as the sum of two par-
abolic functions [77]. They first identified the area F below the ¢(pz) curve as the

number of ionizations:

F= <§> ?chbB") (5.10)

where R is the backscattering coefficient, describing the ionization loss due to backscat-
tered electrons, S is the stopping power and o the ionization cross-section. R is
expressed as a function of the mean backscatter coefficient and the mean reduced

enérgy of the backscattered electron W:
R=1- W[l -G (5.11)

where the needed parameters are explained in the paper [77]. Then they developed

the parameterization description of the function:

01(pz) = A (pz—Rm)*+ By for 0<pz< R, (5.12)

02(pz) =  Ay(pz— Ry)® for R.<pz< Ry (5.13)

where A,, B; and A, are parameters, and R,, is the mass depth where the curve
reaches a maximum, R, where the two curves are equal and R, where the tangent
is horizontal. The description of the distribution at pz = 0, pz = R, and pz = R,
allows the solution of the equation 5.13 and to get the root R,

1/2
3 * Lo ! 3 (Rm - Rm)
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)

d = (Ro—R) [F - @o%ﬁ} . [(Rx —Ru)-F -0 Ra (Rm + %)](5.14)

Using this root and the form parameters R,, R., and R. of the distribution, the

parameters of the parabolic functions are obtained:

Al = SOO
Rm (Rc - Ra:(};; - 1))
By = @o— AR
Re — R
R.— R,

Ay = A (5.15)

where ¢q, R, and R,, are given in paper [77].

In order to validate the Monte Carlo simulation for the generation of x-rays,
some (pz) curves were compared with the PAP model. The chosen material is
one of the standards used for the validation of the method, a AusCuso alloy, at 20
keV. Figures 5-5 and 5-6 present the ¢(pz) curves for the main subshells of Cu and
Au respectively. Despite the fact that the modeling (particularly for the ionization
cross-section) is completely different, the curves show a good agreement, except for
the CuK curve. The maxima of the curves are not identical, due to the different

modeling of the ionization cross-section.
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Figure 5-5: Comparison of Cu K and Cu LIII PAP and Monte Carlo generated
©(pz), for the AugCuso standard at 20 keV
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Figure 5-6: Comparison of AuL3 and AuM5 PAP and Monte Carlo generated ¢ (pz),
for the AugoCugo standard at 20 keV
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5.3 Bremsstrahlung generation

The incident electrons may also be decelerated in the Coulombic field of a nu-
cleus. This can result in the emission of a background x-ray. This is the same process
as for elastic scattering, but the energy transfer is not sufficient to deviate the elec-
tron trajectory because of the low probability of the event. Then an x-ray quantum
of energy E, is generated and the incident electron energy is decreased by E;. The
rate of deceleration of the electron is statistically spread between 0 and the electron
cnérgy. The atomic number of the atoms affects the bremsstrahlung intensity, espe-
cially at the position of the ionization edge. Bremsstrahlung ionization generates a
photon of which the energy is proportional to the energy loss, therefore to the mean
atomic number of the specimen. This phenomenon generates background x-rays,
distributed in the energy range from 0 to the incident beam energy. The generated
background intensity is approximately proportional to 1/E in the largest part of the
spectrum. Its typical shape is energy dependent, because x-ray absorption varies
with x-ray energy, and the intensity of generated x-rays depends on the energy.

The most used cross-section has been fitted by Kirkpatrick et al. [56] from cal-
culations made with the non-relativistic Sommerfeld theory, which was corrected
with an approximate correction for retardation and an approximate screening cor-
rection. Despite a problem noted for high atomic number and low electron energy,
Chapman et al. [16] concluded that the comparison of various models precludes
the recommendation of the use of one model or another, and moreover, due to the
lack of a relevant and easy-to-use model, the Kirkpartick-Wiedman model for total

bremsstrahlung cross-section ¢ (in millibarn by steradian) is implemented according
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to the equations:

sin® 6, cos? 8y
= 0837¢ [ ——m————— ‘ —
7 { T(1 = Bycosby)* +1 [1+ (l—,@ocos%)“]} (5.16)

where

o= 0252+ c (£ —0138) —en (X o135 (5.17)
z . .1 TO . 2 To . .

¢, = 1.47C, - 0.507C; — 0.833 (5.18)
¢z = 1.70C; — 1.09C, — 0.627 (5.19)
C, = T (5.20)
Cy = e F _ 89 (5.21)
V = 1703T, (5.22)

d3
I, = —dy+ 5.23
! TE L (5.23)
_ —0.214D; + 1.21D, — Dy
= Tan, — 243D, + Ds (5.24)
dy = (142d1)D; —2(1+d:)Ds (5.25)
d3 = (1+di)(Ds+dy) (5.26)
Dy = 0.220[1 — 0.390e~%9%7] (5.27)
0.023
Dy = 0067+ o 5.28
’ 2 +0.75 (5.28)
0.00776

Dy = -0.00259 + 5.29
’ ¥ +0.116 (5:29)

where 6y is the angle between the initial momentum of the incident electron and

the momemtum of the emitted photon, fy is the ratio between the initial velocity of
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the incident electron and the velocity of light, Ty is the initial kinetic energy of the

electron and k is the Boltzman constant.
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5.4 Background subtraction

Many different methods exist to extract the peak intensity with different typed
of filter, introducing extraction and deconvolution errors [5, 106]. Calculated spectra
can also be used, if tHe models of bremsstrahlung generation are accurate enough.
In order to separate the background and the characteristic peaks, the user can draw
the background by himself, by a linear extrapolation of the background under the

peak as shown in figure 5-7 where the function baseline of the software Origin™was

used.

4000 ~
CuKa
ﬁ )

30004 —— Measured spectrum
2 v b e baseline
‘B
[and
5]
£ 2000
>
©
N

1000 4

Photon energy (keV)

Figure 5-7: Example of baseline for background subtraction, AugCu4o at 20 keV,
FEG-SEM Hitachi 4700, Oxford EDS detector
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It is time-consurﬁing to manually perform this on many spectra. Morevoer,
this analytical extraction produces generally goo.d accuracy above 3 keV, where the
background shape is linear. Below this threshold, the results should be treated with
caution. Because it does not account for the absorption discontinuities at low voltage,
this empirical method does not provide excellent accuracy. The best choice is the
subtraction of a calculated background, which should be more representative of the
true background shape. The principal condition is the knowledge of the background
generation parameters, which is not the case as it is shown in figures 5-3 and 54 for
low photon energy. The simplest approach is the mathematical filtering, which con-
siders the spectrum as an electronic signal, rather than a physical phenomenon. This
method consists of using a band filter which averages a certain number of weighted
channels. However, it does not account for the discontinuities in the background at
low photon energy, at the absorption edges. Anomalies are partially compensated
in the case of the Castaing ratio method [5]. In this work, the background is sub-
tracted by the "top-hat” filter method, as proposed by Schamber [95] and applied
by Statham [105]. This offers a good compromise between statistical accuracy, sen-
sitivity to background shape and possible errors in peak models. There is no need to
determine the continuum shape. The filter proposed by Statham is represented as
three weighted squares, the central lobe (upper width) being weighted with a positive
coefficient and the 10w<|ar lobes containing negative coefficients as shown in figure 5-8.

As an example, a measured spectrum of the AuggCugy standard, microanalyzed
at 20 keV (shown in figure 5-9) is filtered. When this filter is applied to a spectrum

consisting of the sum of a Gaussian peak and a linear background, the straight line
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Figure 5-8: Top-hat filter for bremsstrahlung subtraction [105)

is suppressed and only the peak remains, with negative values on both sides. When
the slope is low, the filter produces a null value. As soon as there is a change in the
slope (sides of peaks), the resulting intensity is negative. The main part of the peak
is positive as shown in figure 5-10. The program find the parameters of a filtered
Gaussian function by fitting the filtered spectrum by the same Top-Hat filter. From
these parameters, it computes a Gaussian function and then calculates the x-ray
intensity by its integra}tion as developped by Demers [23]. Figures 5-11 and 5-12
show the results for the peaks centered around the L and M« peaks of Cu and Au
respectively. In figure 5-11, the non-linear shape of the background is due to the
overlapping of main Cu lines of the L family (Lal, La2, LG1, LG4 and Ln+Ll1). The
effect is similar in figure 5-12 due to the overlapping of lines AuMa and AuMg of
Au.
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Figure 5-9: Measured spectrum of the AugnCuso standard alloy at 20 keV, 100 s live
time
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Figure 5-10: Spectrum of figure 5-9 filtered by the top-hat filter [105], zoom on the
CuLa and AuMa peaks
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Figure 5-11: Extracted peak centered at 0.93 keV around the CuLal characteristic
peak
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Chapter 6
Validation of the quantification method

6.1 Experimental procedure

This qua,ntiﬁca,tio;x method was then applied to some standards of known com-
position, in order to validate the methodology. For that purpose, binary standards
for microanalysis from the NIST were chosen. The first step consisted of determin-
ing the calibration factors. Afterwards, the concentration was calculated with the
simulated and microanalyzed x-ray intensities. The behavior of the calibration fac-
tor with different parameters -such as beam cnergy and clement concentration - was
studied in order to evaluate the stability of the method.

The validation of the method was carrie(i out on gold-copper standard al-
loys (SRM 482 [74], from NIST standards for the microprobe, mounted by Geller
MicroAnalytical Laboratory, Inc. in a silver matrix) and gold-silver standards (SRM
481 (73], same manufacturer and mounting as SRM482) of 20, 40, 60 and 80 % of
gold. Figures 6-1 and 6-1 present the official certificates of the standards [104, 103].
Heinrich et al. [43] described the preparation and evaluation of these standards for
microanalysis.

The nominal compositions of the standards are not exactly as the measured,
as shown by the certificates of the alloys in figures 6-1 and 6-2 (the last pages are

shown in the appendix B). For the calculations, the real values indicated on the

certificate have been used. Furthermore Windsor et al. {111] observed copper oxide
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Bhania

"RVES meorf ,’@eriifita'tfe of Analgﬁiﬁ

~ STANDARD REFERENCE MATERIAL 482
- Gold-Copper Wires for Microprobe Analysis

These standard ref . materials are designed for wse in quuntitative ol 1 microprobe
analysis. Although the selection of this parti i system was ibed by the requi L
of standard relerence muterials for electron probe microanalysis, the materials will be equally
useful for other micro i -Accurate chemical ¢ ization and the schisvement of

homogeneity on o microscopic scale were given speciul emphayis,

5RM 482 Celor Nominal Cominco 1.5, Bureau Average
wire code  composition  American®  of the Mim® NBS® valued
Au Av  Cao Au  Ci Auw Cu
Percent by weight .
A Gold Aulo0 - - - - - 100.0, -

B Gray A8 - Cu20 80.10 80.13 19.81 80.21 19.85 8O, s 108
C Blue AuG —~ Cudd 60.30 60.37 30.66 60.41 39.62 60.3; 39.64
n Yellow  Aud0 ~ Cu0 40.12 40,06 59.88 4011 5997 40.1 59,9,
E Red Au20 - Co80 2004 0,12 79.84 20,21 79.86  2nly 798¢
® Copper  Cul0D - - - - - - 100.04

—————————————

*The fire assuy method was empioyed far the determination of Auby Cominco American.

At the U.S. Buresu of the Mint, Au was determined by fire asssy and Cu way determined by
electrodeposition.

cAt NBS, Au was determined by precipitation from solution; Cu was determined by cleetro.
“deposttion,

$The results of individusl laboratories agree within a rangs of % 0.1% absolute from the average
valuss. The agreement between tesults by the ditferent methods and andysts, and the ssmmation
of results close to 100% for each binary alloy, indicate that the averages ure free from significant
bias,

The set of standard reference materials, SRM 482, consists of six wires each having a dinmeter
of approximately 0.5 mm and a length of ap{\mximntuly 5 em, For identification, the four alloy
wires were covered with an easily removable colored coating,

The overall divection und coordination of technical measurements lending to certification were
prrformed under the chairmanship of B, I Scribner.

The technical and support aspects involved in the prepuration, certification, and jssmance of
these standards were coordinated through the Office of Standard Reference Materials by
R. Y. Michaelis.

Washington, D, C. 20234 W. Wayne Meinke, Chief
June 6, 1969 (ovet) Office of Standard Reference Materiola
OVeY .

Figure 6-1: First page of certificate of analysis for the AuCu standards, SRM
482 [104]
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SRM 481 Colar . Nominnl Cominco U,8. Buraou Average
wire. codder comgp American® of the Mint» NB§¢ Valge®
' Au Au AR Au Ag Au AR
Percent by weight
A Gold  AulO0 e e e 1000 e
B Gray  AuB0-Agdd 8000 80.02 20.00 80.13 10.93  80.0, = -19.9,

> Yelow Aubll-Agd0 . 6001 60,11 39.85 60.04 39.98 60.0, 9.9,
D Blue  Aud0-ApS) 309 4003 3900 40.06 59.96 400, 59.9,
B Red Au20-Ag80 22.42 22.42 Y159 2246 7.5 2244 175
- Silver - AglO0 e e winve e e OO0

o The fire assay wethod was smployed for the determination of Au by Cominco American.

b Atthe U8, Buireau of the Mint, Au was determined by fire sy and Ag was determined
by titration as AgCl, R ’ '

© At NHS, Au was ditermined from the residue after treatinent of the alloys with HNO,.
The Au residue was dissolved in aqua regia, filternd, the An precipitated by silfurous acid,
and weighed, Ag was dnlurmim::s gravimetrically as AgCloin alt four alloys, and also
conlometrically in the B0 pereent Ag alloy,

4 The results of individunl laboratories agros within s range of ¥ 0.1, porcon) absolute from
the aveenge vadues, The agreement between esults by the different methods and analysts,
and the summation of résalts close o 100 peecent for each binary alloy, indicate thal the
averages are free from significant bias,

The et of. standard reference materials, SHM 481, consists of six wires each having a
dismeter of approximately 0.5 mm and 3 length of approximitely 5 cm. For identification,
the four alloy wires were Covered witly areasily removabile colorad coating,

The.overall dirvetion and cosrdination of technieal t4 leading 1o vertifica.

tion ware performed under the chairmasiship of B, F. Seribner.

The tEchoicel and support asprets involved in the preparation, cortification,. and
ce of these stundards were coordi }-through the Office of Standard Reference
Materials by R. E. Michaelis, ‘

Washington, D C. 20234 W, Wayne Meinke, Chief
Fehruary 14, 1969 fovey  Offibe of Standard Referenee Malerials

Figure 6-2: First page of certificate of analysis for the AuAg standards, SRM
481 [103]
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precipitates in all of the standards of SRM 482 (AuCu). The largest are in the
AugoCugy wire with sizes up to 2 um in diameter. The authors estimate that their
occurrence depends on the specimen surface preparation. However, these precipitates
have a low concentration (less than 1 % in area). In the case of microanalysis in a
ficld emission scanning electron microscope, where the probe diameter is of few nm,
the heterogeneity effect may affect the accuracy of the microanalysis since the beam
may be hitting a precipitate.

The specimens are wire cross-sections inserted into a pure Ag matrix, in a steel
specimen holder. They were microanalyzed at 5, 10, 15, 20, 25 and 30 keV, four
times for each condition, with a live time of 100 seconds and a beam current ranging
from 0.1 to 1 nA, in the Hitachi S-4700 cold FEG-SEM. Different beam cnergies
were used, in order to evaluate its effect on the accuracy of the method. The beam
current was measured with a Faraday cup inserted into the specimen chamber before
and after each microanalysis. The calibration of. the detector was regularly verified
with a nickel specimen which would also detect icing problems. Where ice is present,
the Ni Lo peak is lowered due to the absorption edge of the oxygen present in the
ice and no longer has the same height as the Ni K« peak.

The families of lines produced by the two types of standards are very complex,
as shown in figure 6-3 for the AugoCugy alloy with many overlapped characteristic
peaks of different families as shown in table 6-1.

The x-ray peak intensities were extracted from the spectrum by the top-hat
filter as explained in section 5.4. The theoretical calculations of x-ray emission

were made with our Monte Carlo program, which is described in section 5.1. Since
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Figure 6-3: Full spectrum of the AusgCug alloy at 20 keV

*

there are some overlapped peaks as shown in table 6-1, because of the typical low
resolution of the EDS detector, the calculation of the ratio was done on the sum of the
overlapped peaks in order to reduce the error introduced by peak deconvolution [106].
In table 6-1, the values were extracted from the Desktop Spectrum Analyzer (DTSA)
program elaborated by the National Institute of Standards (NIST) available in their
website [31]. These values were used a indicator of the absolute fraction of each
characteristic lines, in order to determine which one must be computed.

The use of deconvolution programs adds errors, therefore it seemed interesting
to check if it could be avoided. For simplification, that which is named the CuK
line is the sum of Kol and Ko?2 for Cu. For the same element, the Cul line in
this work is Cu(Lal+La2+LA1+LG4+Ln+Ll), AulL is Au(Lal + La2) and AgL is
Ag(Lal + La?2). Finally, AuM is for Au(Ma + Mf). The number of lines included
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Table 6-1: Table of computed characteristic x-rays [31]

| Element | Subshell | Energy (keV) | Fraction | Subshell | Energy (keV) | Fraction |
Au Ma 2.12 1.0 Mb 2.20 0.60
Ag Lal 2.98 1.0 La2 2.98 0.11

Cu Kal | 8.05 1.0 Ka2  |8.03 050 |
Cu Lal 0.93 1.0 La2 0.93 0.12
Cu Lbl 0.95 0.17 Lb4 1.02 0.02
Cu Le 0.83 0.03 Ll 0.81 0.04

in the sum is determined by the difference in energy of the characteristic peaks, if
it is included in the resolution of the EDS detector (around 150 eV) or not and as
evaluated from measured spetra of the standards. The characteristic peaks of lower

energy overlapped more x-rays lines than at higher energy. For instance:

f= AuMa + AuM B
T AuMa+ AuMp + CuKal + CuKa?2

(6.1)

Since the M« line is generated by MV-subshell ionization, the M3 line by MIV
ionization and the K«al and the K«2 lines by K-shell ionization, the calibration

factor for this system can be rewritten according equation 3.22:

[émf ZpeakCu [UCuwCuPCu€Cu.FCu.'YCu] Asu Ceu

= A4
€T, u—-Cu
[AJ) Zpea,kAu [O'AuwAu.PAu,fAuFAu(l + TCK,AU»)'YAU.] AC’u CA'u.

(6.2)

where Zpeak is the sum of emitted x-ray intensities of the overlapped peaks. The
calibration factor Aa,_cu accounts for the uncertainties of the parameters.
Figure 6-4 compares the ratio calculated with the theoretical line intensity and

sum of line intensities as shown above. The vertical scale Y is the relative difference
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between the ratios, for instance for AuM-CuK:

Y = fline "' fpea,k:

fpeak:

fl' _ ]AuMa
J e -

l/\uM(x + [(71LK(_y1

_ Lawma + Laumm

.fpeak -

Lpuma + LTaumpr + Loukal + Lok a2

(6.3)

0.4+ —— 15 keV

L-Kpair e 30 keV

Relative difference of ratio
(line - peak) / peak

00 02 04 08 08 10
Au weight fraction

Figure 6—4: Calculated effect of the use of the overlapped peaks for the AuCu alloy,
with respect to the composition and the electron beam energy, with theoretical ratios

In figure 6-4, the difference between 15 and 30 keV for the AuM-CuL and
AuM-CuK pairs is negligible, while it progressively increases for the AuL-CuL pair

for Au weight fraction above 50 % and is important for the AuL-CuK pair. The
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minimum beam energy for each case is determine by the capability of extracting
the characteristic x-ray intensity (10 keV for the lines below 5 keV and 15 keV for
the higher energy lines). The beam energy effect due to the use of overlapped lines
is negligible for the AuM-CuL and AuM-CuK pairs of lines. In order to reduce
beam-energy dependency of the method, peak deconvolution should not therefore be
necessary for the AuM-CuL and AuM-CuK pairs, while the use of the sum of the
overlapped peaks instead of the deconvoluted characteristic lines is compensated by
the calibration factor for the two other pairs.

Figure 6-5 shows the resolution flow-chart of the method. The first step is the
qualitative microanalysis, in order to determine the elements in the materials. Then,
the microanalysis conditions, such as the beam energy used for quantification, as well
as the pair of lines to be used are determined, as well as the needed standards. Then
calibration factors can be calculated. This can be done once, for a given material or
element, or pair of element, and when needed. The theoretical calculations can be
done also once for a certain material, with the same elements, in the case of binary
systems. Then, the composition can be calculated using the calibration factor, the
measured and calculated ratios.

With the different calibration factors calculated above, concentrations were cal-
culated for the eight specimens at each beam energy. First, emitted x-ray intensities
were calculated with the calculation program, either Monte Carlo or PAP, and for
compositions ranging from 5 to 95 % of Au, with 5 % steps. Then, calibrated the-

oretical ratios were determined with the calculated x-ray intensities and with the
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Figure 6-5: Resolution flow-chart of the method

calibration factor A:
I

th __
7= T4+ Alg

(6.4)

Then, the new theoretical calibrated ratios were compared with the experimental

ratios, for each case, as in figure 6-6, in order to determine the Au weight fraction:
ey = fe (6.5)

to calculate C by linear interpolation of the curve. f¢*? is the calculated ratio. C is
the researched weight fraction. If the ratio f{*(C)) < f* < fi(C;), where 1 and 2
are two points in the calculated curve of the ratio versus the concentration, then:

_ [ (G- o) - (501 - F1C)

i

C

(6.6)
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considering that the curve is almost linear between C; and Cy, which must be close
enough to respect this condition. Some calculation have been made with polynomial
interpolation of the curves, and the calculated concentrations were found close to the

value calculated with a linear interpolation.

34

N
1

Interpolated Au wt%

Calculated calibrated ratio

00 02 04 06 08 1.0
Au weight fraction

Figure 6-6: Interpolation of calculated theoretical ratios curve to determine the
composition from an experimental measured ratio

113



6.2 Results

By default, and if not defined differently, x-ray intensities are caleulated with
the Monte Carlo program introduced in section 5.1. The fluorescence correction was
not calculated. In appendix C, calculated weight fraction using the Monte Carlo
program and the Salvat ionization cross-section for the L-shell ionization are shown.
In appendix 77, the experimentlal characteristic intensities are presented.

In order to determine the effects of the beam energy, the composition of the
standard and the type of x-ray characteristic lines, the calibration factors were cal-
culated for the eight standards of AuCu and AuAg at different beam energies. The
Au weight fraction was calculated with two types of calibration. The first set of cal-
ibration factors were the average of the calibration factors determined at each beam
energy and for each standard. The second group of results used an energy-dependent
calibration factor evaluated for one standard, AusCugo, because the use of only one
standard is more practical and more realistic. Calibration factors are presented in
section 6.2.4. !

6.2.1 Relative error of estimation of the weight fraction
In the next tables, the average error € is presented. The parameters are the

beam energy, the energy of the peak used in the measurements and calculations:

=3l (67)

where n is the number of beam energies and ¢; is the relative error calculated for each
beam energy and each standard calculated as in equation 6.8. For each measurement,

the relative error g; was calculated with respect to the nominal Au weight fraction
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and is given as the label above each column as:

calculated nominal
I £ = (CAH. - CAuv )
P =

(6.8)

Cnominal
Au

Tables 6-2 and 6~3 show the comparison of the accuracy of the method in regard
to the different possible pairs of peaks for the AuCu and AuAg alloys, as well as the
Casnati [12] and the Salvat [93] models for the Cu K-shell ionization cross-sections.
The composition was calculated with an average calibration factor, calculated from

all the specimens at all the beam energies. The definition of the ratios is as follow:

Aul

Aul, — CuK = fayp = Aul + CuK

(6.9)

All the ratios are similarly defined, depending of the pair of lines.

Table 6-2: Average total error of calculated Au weight fraction in AuCu with average
calibration factors (S=Salvat, C=Casnati ionization cross-section)

AuL-CuK [ AuL-CuK | AuL-CuL | AuM-CuK | AuM-CuL
(5-5) (S-C) (S-5) (C-S) (C-9)
20% Au [ 9.68% [ 1876 % |1556% |25.1% 10.96 %
0%Au[692% [1306% |1273% (1847 % |17.67 %
60% Au|5.92% |977 % |7.98 % |1268% | 1656 %
[80% Aul262% |458% |373% [518% 9.56 %

Table 6-3: Average total error of calculated Au weight fraction in AuAg with average
calibration factors (S=Salvat, C=Casnati ionization cross-section)

AuL-AgL (5-S) | AuM-AgL (C-S)
20% Au | 11.75 % 12.14 %
10 % Au | 5.02 % 816 %
60 % Au | 4.06 % 7.07 %
80 % Au | 3.92 % 174 %
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Tables 6-4 and 6-6 present the compared éverage total error of estimation of
the Au weight fraction with beam-dependent calibration factors, calculated with the
AugoCugo alloy for thelz AuCu standards and the AugyAgyo for the AuAg standards,
because it is more experimentaly more practical to use one standard.

Table 6-4: Average total error of calculated Au weight fraction in AuCu with
beam-energy-dependent calibration factors using Monte Carlo simulation (S=Salvat,
C=Casnati ionization cross-section)

AuL-CuK | AuL-CuL | AuM-CuK | AuM-CuL
(5-S) (S-S) (C-5) (C-8)
20% Au [ 285 % - |9.01 % 6.70 % 15.27 %
60 % Au | 2.15 % 7.24 % 7.42 % 6.23 %
80 % Au | 0.83 % 3.58 % 5.95 % 5.52 %

Table 6-5: Average total error of calculated Au weight fraction in AuCu with
beam-energy-dependent calibration factors using the Pouchou and Pichoir model
(S=Salvat, C=Casnati ionization cross-section)

AuL-CuK | AuL-CuL | AuM-CuK | AuM-CuL
(S-S) (5-5) (C-5) (C-S)
20% Au | 2.81 % 14.09 % 811 % 20.60 %
60 % Au | 2.62 % 773 % 8.22 % 8.03 %
80 % Au | 5.84 % 4.60 % 6.74 % 6.90 %

Table 6-6: Average total error of calculated Au weight fraction in AuAg with beam-
energy-dependent calibration factors (S=Salvat, C=Casnati ionization cross-section)

AuL-AgL (5-5) | AuM-AgL (C-5)
30 % Au | 15.92 % 17.76 %
0% Au | 3.24 % 958 %
S0 % Au | 232 % 3.43 %

The next tables presents the relative error to nominal composition of calculated

Au weight fraction for the different pairs of lines, the AuCu and AgAg alloys, with
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and without the continuum and characteristic fluorescence effect, with a constant
and a beam-energy dependent calibration factor

Table 6-7: Relative error of calculated Au weight fraction using AuL-CuK pair of
lines with average calibration factors without fluorescence correction

15 keV |20 keV | 25 keV | 30 keV
20 % Au {2052 % | -0.50 % | -1.41 % | -13.31 %
40 % Au | 11.28 % | -1.28% | -5.42 % | -9.68 %
60 % Au | 13.39 % | -0.89% | -3.59 % | -5.81 %
80 % Au | 551 % |-049% |-1.93% |-295%

Table 6-8: Relative error of calculated Au weight fraction using the AuL-CuK pair
of lines with an average calibration factor and with the fluorescence correction

15 keV | 20 keV | 25 keV | 30 keV
20 % Au [ 1892 % [-2.78 % | -7.09 % | -15.85 %
40 % Au | 889 % |-2.35% |-9.41 % |-13.87 %
60 % Au [ 843 % |-3.27% |-8.24 % | -10.90 %
80 % Au|399% |-2.78% |-5.88% |-7.52%

Table 6-9: Relative error of calculated Au weight fraction using the AuL-Cul pair
of lines with an average calibration factor and without the fluorescence correction

15 keV 20 keV 25 keV | 30 keV
20 % Au | -13.60 % | -27.39 % | 4.42% 16.29%
40 % Au | -9.53 % | -14.90 % | 12.91 % | 23.58%
60 % Au [-0.12% |-893% |-3.40% | 19.47%
80 % Au | 1.10 % -2.47% 0.33% 11.01%
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Table 6-10: Relative error of calculated Au weight fraction using the AuL-Cul pair
of lines with an average calibration factor and with the fluorescence correction

15keV | 20 keV | 25 keV | 30 keV
20 % Au | -14.45 % [ -29.19 % | 1.58% | 12.22%
40 % Au | -10.87 % | -17.52 % | 6.71 % | 17.07%
60 % Au | -2.06 % |-12.56% |-3.56% | 2.64%
80 % Au | 0.07 % |-548% |-1.01% | 1.54%

Table 6-11: Relative error of calculated Au weight fraction using the AuM-CuK pair
of lines with an average calibration factor and without the fluorescence correction

15 keV | 20keV | 25 keV | 30 keV
20 % Au | 18.73 % | 23.64 % | -24.38 % | -33.65 %
40 % Au | 16.42 % | 20.05 % | -15.87 % | -21.55 %
60 % Au | 1244 % | 1442 % | 1213 % | -11.76 %
80 % Au | -1.14% [807% [714% |-4.38%

Table 6-12: Relative error of calculated Au weight fraction using the AuM-CuK pair
of lines with an average calibration factor and with the fluorescence correction

15 keV

20 keV

25 keV

30 keV

20 % Au

17.05 %

20.53 %

-26.10 %

-35.27 %

40 % Au

14.07 %

15.28 %

-19.19 %

-24.59 %

60 % Au

10.04 %

9.97 %

5.28 %

120 %

80 % Au

-2.87 %

5.36 %

3.05 %

0.38 %

Table 6-13: Relative error of calculated Au weight fraction using the AuM-CuL pair
of lines with an average calibration factor

10keV | 15keV |20 keV |25 keV | 30 keV
20 % Au | -11.47 % | 7.33% [ 1533 % | 748 % | 1318 %
40 % Au | 082 % 14.61 % | 20.96 % | 20.98 % | 30.96 %
60 % Au | 2.95 % 1321 % | 17.54 % | 26.76 % | 31.31 %
80 % Au|[263% |7.95% |10.60% | 13.78 % | 15.13 %
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Table 6-14: Relative error of calculated Au weight fraction using the AuM-AgL pair
of lines with an average calibration factor

10 keV 15 keV | 20 keV 25 keV | 30 keV
20 % Au |-16.28% | -7.48 % |-19.11 % | -8.64 % | -9.21 %
40 % Au | -17.40 % | -11.92 % | -4.31 % [ 1.96% |-5.22%
60 % Au | -20.13% | -1.83% 2.83 % 353 % | 657 %
80 % Au | -4.73% -1.29% [4.53 % 5.83 % [6.93%

Table 6-15: Relative error of calculated Au weight fraction using the AuL-AgL pair
of lines with an average calibration factor and without the fluorescence correction

15 keV | 20 keV | 25 keV | 30 keV
20 % Au | -22.67 % | -1821% [ 3.01 % | 3.11 %
40% Au | -6.02% [1.656% |451% |7.90%
60 % Au|081% [369% [533% |643%
80 % Au | -0.83% (291% |[544% [349%

Table 6-16: Relative error of calculated Au weight fraction using the AuL-AgL pair
of lines with an average calibration factor and with the fluorescence correction

15keV | 20 keV | 25 keV | 30 keV
20 % Au | -28.15 % | -22.19 % | -1.41 % | -0.33 %
40 % Au | 2053 % |-218% [1.32% |584 %
60 % Au [-343% [092% [282% |445%
80 % Au |-273% [1656% |433% |559%

Table 6-17: Relative error of calculated Au weight fraction using the AuL-CuK pair
of lines with a heam-energy-dependent calibration factor and without the fluorescence

correction

15 keV | 20 keV | 25 keV | 30 keV
20 % Au {538 % [-245% [ 278 % | 0.81 %
60 % Aul7.29% |000% [0.15% | 1.16 %
80 % Au | 2.56 % | 0.08% |0.04 % | 0.65%
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Table 6-18: Relative error of calculated Au weight fraction using the AuL-CuK pair
of lines with a beam-energy-dependent calibration factor and with the fluorescence

correction
15 keV | 20 keV | 25 keV | 30 keV
20% Au [ 545 % [-361% [ 11% |-241%
60 % Au | 7.52% [ 0.82% |1.39% | 2.69 %
80 % Au | 2.78 % | 1.04 % |1.42% | 2.28%

Table 6-19: Relative error of calculated Au weight fraction using the AuL-CuL pair of
lines with a beam-energy-dependent calibration factor and without the fluorescence

correction

Table 6-20: Relative error of calculated Au weight fraction using the AuL-CuL pair
of lines with a beam-energy-dependent calibration factor and with the fluorescence

15 keV | 20 keV | 25 keV | 30 keV
20 % Au | 009 % |-11.24 % }9.13% 15.59 %
60 % Au | 10.38 % {219 % |-11.19 % | -5.22%
80 % Au [ 381 % |2.76% 311 % |-4.64%

correction
15 keV | 20 keV 25 keV | 30 keV
20% Au | 002 % |-11.51 % 1 9.3 % 3.4 %
60 % Au | 9.3 % 2.16 % -6.06 % | -7.82%
80% Au [ 34 % 2.65% -1.04 % | -1.77T %

Table 6-21: Relative error of calculated Au weight fraction using the AuM-CuK pair
of lines with a heam-energy-dependent calibration factor and without the fluorescence

correction '
15 keV | 20 keV | 25 keV | 30 keV
20% Au | -4.19% {-2.94 % { -5.74 % | -10.94 %
60 % Au | 3.14% 1256 % {2142 % | 2.58 %
0% Au|-69% |274% | 11.00% | 3.18%
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Table 6-22: Relative error of calculated Au weight fraction using the AuM-CuK pair
of lines with a beam-energy-dependent calibration factor and with the fluorescence

correction

15 keV

20 keV

25 keV

30 keV

20 % Au

-5.37 %

-5.31 %

-8.67 %

-13.84 %

60 % Au

3.98 %

412 %

24.08 %

4.90 %

80 % Au

-5.90 %

4.47 %

12.61 %

5.56 %

Table 6-23: Relative error of calculated Au weight fraction using the AuM-Cul pair

of lines with a beam-energy-dependent calibration factor

10keV | 15 keV | 20 keV | 25 keV | 30 keV
20 % Au | -12.52 % | -9.34 % | -11.72 % | -17.43 % | -25.35 %
60 % Au | 237% [483% |4.83% 1244 % | 6.68 %
80% Aul235% [44% |54% 853 % |6.94%

Table 6-24: Relative error of calculated Au weight fraction using the AuM-AgL pair

of lines with a beam-energy-dependent calibration factor

10keV | 15keV |20 keV |25 keV |30 keV
20 % Au | 2397 % [ -3.95% | -24.14 % | -15.23 % | -24.54 %
40% Au | 1153 % 1 9.17% | -840 % |-3.38% |-1541%
80 % Au [ 4.98 % |-0.31% | 3.24% 4.25 % 4.36 %

Table 6-25: Relative error of calculated Au weight fraction using the AuL-AgL pair of
lines with a beam-energy-dependent calibration factor and without the fluorescence

correction

15 keV | 20keV | 25 keV | 30 keV
20 % Au | -23.94 % | -23.67 % | -6.92 % | -9.40 %
40% Au |509% |[-369% |-275% |-143%
80 % Au [-1.32% [125% [3.12% |3.60%
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Table 6-26: Relative error of calculated Au weight fraction using the AuL-AgL pair
of lines with a beam-energy-dependent calibration factor and with the fluorescence
correction

15 keV | 20 keV 25 keV | 30 keV
20 % Au | -23.59 % | -23.53 % | -6.66 % | -9.11 %
40 % Au | 3484 % |-359% |-228% |-1.31%
80 % Au |-134% |1.23% 3.08% |3.56 %
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6.2.2 Calculated weight fraction with the Monte Carlo method

The following section presents the calculated Au weight fraction for different
conditions and for the eight alloys.

AuL-CuK pair for the AuCu standards

The AuL-CuK pa'ir of lines (Lal is centered around 9.71 keV and CuK«al 8.05
keV respectively) were used to calculate the Au weight fraction. This is shown in
figure 6-7 with the Salvat ionization cross-section for both K and L lines. In order
to observe the effect of the choice of ionization cross-section model on the accuracy,
another set of results was computed with the Casnati ionization cross-section [12] for
the K line and the Salvat cross-section [93] for the L lines (figure 6-8). Both were
calculated with a constant calibration factor. Figure 6-9 presents the Au weight
fraction computed with a beam-energy-dependent calibration factor. In this last,

the relative estimation error ranges below 3 %, except at 15 keV.
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Figure 6-7: Calculated weight fraction of Au in the AuCu alloys for the pair Aul-
CuK using the Salvat ionization cross-section [93] for the K and L lines, with an
average calibration factor
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Figure 6-8: Calculated weight fraction of Au in the AuCu alloys for the pair AuL-
CuK with the Casnati ionization cross-section {12] for the K line, and the Salvat
ionization cross-section [93] for the L line, with an average calibration factor
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Figure 6-9: Calculated weight fraction of Au in the AuCu alloys for the pair AuL-
CuK calibrated using the Aw4Cugy standard with a beam-energy-dependent cali-
bration factor
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AuL-CulL pair for the AuCu standards

Figure 6-10 presents the calculated Au weight fraction using the AuL-CuL pair
(centered at 9,71 and 0.93 keV, respectively) in the AuCu alloys, with a constant
calibration as in table 6-27. The percentage of Au is generally underestimated except
at 30 keV. The errors of estimation are much larger than for the AuL-CuK pair and

are also scattered from -27 % to +24 %.
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Figure 6-10; Calculated weight fraction of Au in the AuCu alloys for the pair AuL-
CuL using an average calibration factor
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Figure 6-11: Calculated weight fraction of Au in the AuCu alloys for the pair Aul-
Cul calibrated using the AusoCugg standard with a beam-energy-dependent calibra-
tion factor

Figure 6-11 presents the results for the Aul,-Cull pair calculated with a beam-
energy-dependent calibration factor. The relative error is higher than for the AuL-
CuK pair, but below 12 % in most cases. The relative error of the Au weight fraction

is much better than with a constant calibration factor, but inconsistency is observed

at 15 keV for 60 and 80 % of Au.
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AuM-CuK pair for the AuCu standards

The Au composition calculated using the Ma centered peak of Au (2.13 keV)
and Kal centered peak of Cu (8.04 keV), with the CuK Salvat ionization cross-
section [93] and an average calibration factor is shown in figure 6-12. Figure 6-
13 shows the calculated Au fraction for the AuM-CuK pair with a beam-energy-

dependent calibration factor.
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Figure 6-12: Calculated weight fraction of Au in the AuCu alloys for the pair AuM-
CuK using the Casnati ionization cross-section [12] for the AuM line and Salvat
ionization cross-section [93] for the CuK line, with an average calibration factor
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Figure 6-13: Calculated weight fraction of Au in the AuCu alloys for the pair AuM-
CuK calibrated using the AusCugo standard and with a beam-energy-dependent
calibration factor
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AuM-CulL pair for the AuCu standards

Figure 6-14 presents the calculated weight fraction of Au using the AuM-CuL

pair. In this figure, the calibration factor is constant for all energies and specimens.

Finally, figure 6-15 shows the results for the AuM-Cul, pair with a beam-energy-

dependent calibration factor.
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Figure 6-14: Calculated weight fraction of Au in the AuCu alloys for the pair AuM-

CulL using an average calibration factor
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Figure 6-15: Calculated weight fraction of Au in the AuCu alloys for the pair AuM-
CuL calibrated using the AugoCugo standard with a beam-energy-dependent calibra-
tion factor
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AulL-AgL pair for the AuAg standards

Figure 6-16 presents the calculated Au weight fraction for the Aul-AgL pair
of lines with a constant calibration factor. The beam-energy-dependent calibration
factor was used to calculate the Au weight fraction in figure 6-17. The analysis of
the measured peak intensities in the AuAg spectra showed large discrepancies in the
measured ratios. In order to ensure statistical stability, seventeen values of the AuM
or AgL peak intensities were taken out (from eighty spectra), where the ratios were
lower than half and higher than twice the average value. Except for 20 % of Au
weight fraction at 10 and 15 keV, one value maximum was eliminated (out of four

measurements).
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Figure 6-16: Calculated weight fraction of Au in the AuAg alloys for the pair AulL-
AgL using an average calibration factor
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Figure 6-17: Calculated weight fraction of Au in the AuAg alloys for the pair AulL-
AgL calibrated using the AugyAgqo standard with a beam-energy-dependent calibra-
tion factor
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AuM-AgL pair for the AuAg standards

Figure 6-18 displays the Au fraction calculated using the AuM-AgL pair with an
average calibration. The calibration factor dependent on the beam energy is used to
calculate the Au fraction for the results shown in figure 6-19. Seventeen values of the
AuM or AgL peak intensities were taken out {(from eighty spectra) if the measured
ratio was lower than half and higher than twice the average value. Except for 20 % of

Au weight fraction, one value at maximum among four measurements was discarded.
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Figure 6-18: Calculated weight fraction of Au in the AuAg alloys for the pair AuM-
Agl, using an average calibration
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Figure 6-19: Calculated weight fraction of Au in the AuAg alloys for the pair AuM-
AgL calibrated using the AugpAgso standard with a beam-energy-dependent calibra-

tion factor
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6.2.3 Calculated weight fraction with the Pouchou and Pichoir model
In the next figures, the theoretical ratio watq calculated with the Pouchou and

Pichoir model {77] as described in section 5.2. Figures 6-20, 6-21, 6-22 and 6-23

present the Au weight fraction calculated with a beam-energy-dependent calibration

factor.

AuL-CuK pair for the AuCu standards

AN 15 keV

1.0

B 20 keV £ et

E== 25 keV 3288

S 0.8 4 DIDI]3OKGV e K‘OO‘—

5 AL

© ©CnHoOM —
= <o°’.°°.§ =
— oo =
-5)0.6- - —
D AR = =
=R =R=) = ]
2 ©839 = =
044 SEErE =1 NKE
2R e R - — =
° XS = = =
g 12355 NEE s =
o P o = = =
5 0.2- — - — —
.Q — — — —
(T - [ . -
@) - ] N K -
OO l—— Y T Y r— T
0.2 0.4 0.6 0.8

Nominal Au weight fraction

Figure 6-20: Calculated weight fraction of Au in the AuCu alloys for the pair AuL-
CuK calibrated using the AuyoCugg standard with the PAP model and with a beam-
energy-dependent calibration factor
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AuL-CulL pair for the AuCu standards
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Figure 6-21: Calculated weight fraction of Au in the AuCu alloys for the pair AuL-
CuL calibrated using the AugoCug standard with the PAP model with a beam-
energy-dependent calibration factor
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AuM-CuK pair for the AuCu standards
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Figure 6-22: Calculated weight fraction of Au in the AuCu alloys for the pair AuM-
CuK calibrated using the AugoCug standard with the PAP model with a beam-
energy-dependent calibration factor

140



AuM-CulL pair for the AuCu standards
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Figure 6-23: Calculated weight fraction of Au in the AuCu alloys for the pair AuM-
CuL calibrated using the AugqCug standard with the PAP model with a beam-
energy-dependent calibration factor
6.2.4 Calculated calibration factors

As explained above, the Au weight fraction was calculated with a constant and
a variable calibration factor. Table 6-27 shows the average value of the calculated
calibration factors for all the beam energies and the standards. The estimated ab-
solute error is the standard deviation of the calculated ratios for all conditions. The
evaluation of the relative error of the Au weight fraction permits the evaluation of the

trend of the accuracy. Three decimal places are given for clarity, while four are used
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in calculations. Table 6-28 shows another set of calibration factors, calculated for

Table 6-27: Average calibration factors for the AuCu and AuAg alloys with the
absolute error range (standard deviation of the measurements)

t

AuCu alloys

Calibration factor

AuM-CuK | 3.235 £ 1.152
AuM-CuL | 0.472 £+ 0.134
AuL-CuK 0.646 + 0.105
AuL-CuL 0.092 £ 0.026
AuAg alloys | Calibration factor
AuL-AgL 1.252 4 0.227
AuM-AgL 0.393 £ 0.093

each beam energy and calculated for the AugoCugy and AuggAgao alloys, respectively.

Table 6-28: Beam-energy-dependent calibration factors for AusCuge and AugygAgao

respectively
AuggCugo | 10 keV 15 keV 20 keV 25 keV 30 keV
AuM-CuK 2.510 £0.025 | 2,34740.025 | 4.23540.090 | 4.690+0.091
AuM-CuL | 0.63940.012 | 0.51940.005 | 0.4534 0.021 | 0.45940.011 | 0.38540.008
AuL-CuK 0.5384:0.032 | 0.630+0.011 | 0.710+0.015 | 0.771+0.013
Aul-CuL 0.11140.007 | 0.121+0.004 | 0.077£0.001 | 0.063=£0.002
AugoAgso | 10 keV 15 keV 20 keV 25 keV 30 keV
Aul-AgL ' 0.385+0.042 | 0.357+0.019 | 0.34540.024 | 0.331+0.034
AuM-AgL | 2.06240.518 | 1.315+0.047 | 1.162+0.061 | 1.138+0.033 | 1.0424:0.084

The calculated factors for the AuCu alloys are shown in figure 6-24 for the pairs

AuL-CuK, figure 6-25 for the pairs Aul-Cul, figure 6-26 for the pairs AuM-CuK

and figure 6-27 for the pairs AuM-CulL. Figures 6-28 and 6-29 show the calibration

factors for the AuAg alloys, for the AuL-AgL and AuM-AgL pairs respectively.
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The error bars are calculated using the formula presented in equation 3.21. The
value of A is the standard déviation of the experimental ratio, calculated with
the four experimental spectra obtained for each condition because the exact value
cannot be properly evaluated. The necessary data to determine the experimental
error (from the equipment) arc not available, thercfore it is difficult to estimate the
real error. The standard deviation permits the estimation of a range of confidence for
the calibration factor. Measurement, extraction and statistical errors are included

in a function g that may not be linear:

Af = g (e(measurement), e(extraction), e(statistics)) (6.10)
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AuL-CuK pair for AuCu standards

The error bars for the AuL-CuK lines overlap in figure 6~24. The calibration
factor for the AuL-CuK lines seéms quite independent of the standard composition,
except at 15 keV, since the range of confidence of the calibration factor includes all

the values.
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Figure 6-24: Calibration factors for the four AuCu alloys for the pairs AuL-CuK
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AuL-CulL pair for the AuCu standards
Calibration factors for the AuL-CuL lines in figure 6-25 are smaller than 1 and
indicate a maximum at 20 keV. Moreover, the curves shows a slight dependence on

the weight fraction of Au. Some error bars at 25 keV overlap.

0.2+ —LL 20 %
""""" LL 40 %
-------------- LL 60 %
JE—— LL 80 O/o
@
2
Q
g
.5_ 0.1
©
2
©
O
0-0 ¥ M ) ' ! N 1
15 20 25 30
Beam energy (keV)

Figure 6-25: Calibration factors for the four AuCu alloys for the pairs AuL-CuL
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1

AuM-CuK pair for the AuCu standards
* The calibration factors for the AuM-CuK pair of lines in figure 6-26 are signif-
icantly above 1 and present large discontinuities at 25 keV. Once again, the error
bars are large at 15 keV. The composition effect globally increases with beam energy.
This calibration factor presents a minimum at 20 keV and 25 keV for 60 % and 80
% of Au. |
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Figure 6-26: Calibration factors for the four AuCu alloys for the pairs AuM-CuK
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AuM-CulL pair for the AuCu standards

The calibration factors for the AuM-Cul lines in figure 6-27 show a continuous
decrease with the beam energy, with a clear dependence on the Au weight fraction.
The trend shows a correlation between the different calibration factors which follow

a similar slope. Once again, a clear difference in the trend is observed at 25 keV.
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Figure 6-27: Calibration factors for the four AuCu alloys for the AuM-Cul pair
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AuL-AgL pair for the AuAg standards

The error bars indicate wide discrepancies of the values of extracted intensities
in figure 6-28, pa,rticullarly at 15 keV. For the AuL-AgL pair, the composition de-
pendence is weak, contrary to what happens in the AuCu alloys, and seems constant

with the beam energy.
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Figure 6-28: Calibration factors for the four AuAg alloys for the Aul-AgL pair
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AuM-AgL pair for the AuAg standards

The composition effect is more important for the M-L pair as shown in figure 6-
29, but increases with the beam energy. The error bars mainly overlap, therefore the
composition effect coqld be caused by experimental scattering of measurements at

15 and 20 keV.
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Figure 6-29: Calibration factors for the four AuAg alloys for the AuM-AgL pair
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6.3 Interpretation of the results
6.3.1 Effect of the beam energy

A first study of beam energy dependence on the quantification was carried out
with the AuAg alloys at 10 and 30 keV. Constant calibration factors were deter-
mined at 10 and 30 keV, and the specimen compositions were quantified at these
two beam energies with the two different calibration factors. Figure 6-30 shows the
calculated Au weight fraction for these four conditions. The straight line shows the
ideal position of the points, where the calculated weight fraction is equal to the nom-
inal one. The coefficient of determination R? decreases when the beam energy of
the microanalysis is different from the beam energy of the calibration. However, the
quality of the composition evaluation remains quite acceptable, since the coeflicient
of determination stays above 0.97.

This graph also enhances the dependence of the accuracy on the beam energy.
Optimum conditions must be determined, with a cautiously chosen calibration factor
and an adequate beam energy. Otherwise, a beam-energy-dependent calibration
factor is proposed. However, it must be kept in mind that an increase in the beam
voltage causes a loss in spatial resolution, but an increase in the number of counts
and therefore statistical stability for high energy beaks, and a decrease for low-energy
characteristic x-rays.

Almost all calibration factors show a dependence on the beam energy, probably
linked with the inaccuracies of the physical models of x-ray generation (particularly

the ionization cross-sections and the mass-absorption cocfficient) which are more

significant for low energy characteristic lines.
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Calibrated at 10 keV
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Figure 6-30: Comparison of the calculated ratio at 10 and 30 keV for the AuAg alloy

Nominal Au fraction
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The accuracy is much improved with variable calibration factors. Results are
excellent for the AuL-ICuK pair with below 3 % of estimation error, below 10 %
for the pairs AuL-CuL and AuM-CuK containing each at least one high energy
characteristic peak and between 5 and 15 % for the AuM-CuL pair. Inaccuracy
increases for lower energy characteristic lines, due to problems with the physical x-
ray generation parameters, but also with the extraction of the characteristic peaks as
explained in section 5.4. Absorption edges are important but not accounted for by
the method of peak filtering used here. For the AuAg standards, the beam-encrgy-
dependent calibration factor does not improve the accuracy as clearly, due to the
scattering of the experimental x-ray intensities and ratios, that reduces the accuracy
in the determination of the appropriate calibration factor.

For the AuL-CuL pair, the estimation error of Au weight fraction presents a
minimum with beam energy as illustrated in ﬁg\ire 6-31. The relative error shows a
minimum with the beam energy at 20 keV in correlation with the maximum shown
by the calibration factor in figure 6-25. The dependencon on the beam energy is not
monotonic in the case of the Aul.-Cul ratio. The Au and Cu characteristic peaks of
the two elements are from the same family, therefore some systematic inaccuracies
of the model are expected to be cancelled out by the ratio of the ionization cross-
sections, at least partially. Moreover, the composition effect in figure 6-31 reveals a
possible problem with the mass-absorption coefficient and also underlines the possible
need for peak deconvolution. On the other hand, when a beam-energy-dependent
calibration factor is used, the composition effect is much less clear, and the relative

estimation error is globally divided by two for the AuCu alloy.
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Figure 6-31: Relative error of estimated Au weight fraction for the AuL-CulL pair,
with a constant calibration factor with regard to the beam energy
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Figure 6-32: Relative error of estimated Au weight fraction for the AuL-CulL pair,
with a beam-energy-dependent calibration
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Figure 6-33 compares the relative error obtained with the Casnati and Salvat
lonization cross-sections for the K-shell in the AuM-CuK pair. The error generated
by the two models follows the same trend versus the beam energy and is very similar
for the two models. The effect of the model chosen in regard to the beam energy is

cancelled out by the calibration factor.
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Figure 6-33: Relative error of estimated Au weight fraction for the AuM-CuK pair,
with a beam-energy-dependent calibration and with the CuK Casnati [12] and Sal-
vat [93] ionization cross-sections

Even with a beam-energy-dependent calibration factor, figure 6-34 reveals a
strong dependence of the error on estimation of the Au weight fraction. The discrep-
ancy between real and calculated Au weight fraction continuously increases from

15 to 30 keV. The AuMa and Cula lines are low energy peaks, so are not very
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well known. Moreover, the background discontinuities at low photon energy are not
accounted for. Both of these factors can be the origin of these discrepancies. The
correction of the ratio with a beam-energy-dependent calibration factor is not suffi-
cient in the case of large inaccuracies in the models of x-ray generation, as expected

for low energy characteristic lines, such as AuMa and CuLal.

—u—20 % Au
1697 —e—40% Au

10 1 —4—60% Au
1 —v—80%Au v
54 X

R . #/‘

= 04 r——o—e . L
e 54

o ]

(] ]

S -10

ﬁ j l/ \l

T -15- \

x .

-20- \
-25 - u

¥ Y ¥ M i M ¥ v T

10 16 20 25 30
Beam energy (keV)

Figure 6-34: Relative error of estimated Au weight fraction for the AuM-CuL pair,
with a beam-energy-dependent calibration
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Furthermore, in the case of the AuAg alloys, figure 6-35 shows the estimation
error with regard to the beam energy for the AuL-AgL pair and with a beam-energy-
dependent calibration factor. The relative error is mostly independent of the spec-
imen composition except for the AugyAusg at 15 and 20 keV. Thus this calibration

factor provides an accuracy independent of the specimen weight fraction.
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Figure 6-35: Relative error of estimated Au weight fraction for the AuL-AgL pair,
with a beam-energy-dependent calibration

Figure 6-36 displays the relative error of Au weight fraction for the AuM-AgL
pair in the AuAg alloys with a constant calibration factor. For 60 and 80 % of Au,
the error varies within 10 %. The calculation accuracy is also dependent on the

composition and the beam energy and is also scattered from -20 to 10 %. From that
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figure, it can be deduced that the calculations for the alloys with 20 % of Au causes
large error in the composition calculations, probably due to experimental errors,
either from the collection of photons or from the background subtraction filtering.

The errors are more monotonously increasing for the 60 and 80 % of Au.
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Figure 6-36: Relative error of estimated Au weight fraction for the AuM-AgL pair,
with a beam-energy-dependent calibration

These last figures ShOW that in most cases, the determination and the use of
a beam-energy-dependent calibration factor largely improve the accuracy of quan-
tification. However, in the case of low energy characteristic x-ray peaks, the gain
in accuracy is reduced and the need for better physical models of x-ray generation

arises,
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6.3.2 Effect of the calibration factor

The comparison of calculated and measured calibration factors for the AugCugg
and AuggCugo alloys in figure 6-37 confirms the increase in the values of the cali-
bration factors with the beam energy. Variable calibration signifies that the beam-
cnergy-dependent calibration factor defined in figure 6-24 is used. These ratios
are drawn without calibration factor and with constant averaged and beam-energy-
dependent calibration factors calculated using the AusoCugo standard. As shown in
figurc 6-24, the corrected ratio is quite insensitive to concentration, since the cal-
ibration factor is only weakly dependent on the Au weight fraction. As shown in
figure 4-2, the Au LIII ionization cross-section lies within the scattered measured

values. This confirms the trend of the calibration factor below 1 with the AuL line.
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Figure 6-37: Comparison of e)iperimental and simulated ratios for the AuL-CuK
pair
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The use of a beam-energy-dependent calibration factor improves the correlation
between the calculated and measured calibrated ratios. The need for a beam-energy-
dependent calibration is confirmed in the following figures. In figure 6-38, ratios for
40 and 60 % of Au do not follow the general trends at 25 keV. Variable calibration
means that the beam-energy-dependent calibration factor defined in figure 6-26 is
used. The composition effect is more important for the AuM-CuL than for the
AuM-CuK pair, as shown in the calibration factors of figure 6-26. Despite the wide
variation in the calibration factors for the AuM-CuK pair with the beam energy, the

results are surprisingly good; most relative errors of estimation range below 20 %.
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Figure 6-38: Comparison of experimental and simulated ratios for the AuM-CuK
pair
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The experimental curve for the AuM-CuL pair is similar to the AuL-CuK pair.
This is shown in figure 6-39 which compares the experimental ratios and the the-
oretical ratios with and without calibration factors for the AuM-Cul pairs (vari-
able calibration means with the beam-energy-dependent calibration factor defined
in figure 6-27). The nced for a calibration is confirmed hy the observation of the
discrepancy between the theory and the experimental values. The calibration factor
is calculated at each beam energy, for the AuqoCugo standard. The corrected ratio is
sensitive to the specimen concentration. The error of the method should be higher

than with the AuL-CuK ratio.
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Figure 6-39: Comparison of experimental and simulated ratios for the AuM-CuL
pair
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The use of an average calibration factor allows minimization of the error due to
experimental scattering. However, the effect of inaccuracies in the models, revealed in
the composition and beam energy effect, is enhanced. The choice of the calibration
factor is very important to optimize the accuracy of the method. However, this
would also underline the difficulty of obtained an universal calibration factor, since
it is dependent of the detector efficiency and the beam energy of the simulation, as
well as the used pair of lines and the materials.

6.3.3 Effect of the ionization cross-section model

The ionization cross-section is the main parameter of x-ray emission. Both
relative values with respect to the ionization cross-sections of other subshells and the
dependence on the beam energy are essential in the calculation of x-ray generation.
For instance, the calibration factor for the AuM-CuK pair of lines is greater than 1.
From equation 3.22, this means either the AuM line intensity is overestimated or
the CuK line intensityl is underestimated, as confirmed by figure 4-1 with the Salvat
ionization cross-section compared to experimental measurements. M-shell ionization
cross-sections are not available for verification. However, increase of x-ray intensity
may also be due to fluorescence. As noticed by Heinrich et al. 43}, fluorescence due
to the continuum (which is not simulated in this work) is significant for the intensity
of CuK«a and AuLa emission. Finally, the CuKe line is enhanced by fluorescence
due to the AuLa line, Therefore the true CuKa intensity is surely larger than the
theoretical calculations due to fluorescence. This trend is confirmed by the value of
the calibration factor. In order to evaluate the cffect of the ionization cross-section

model on the x-ray generated intensity, figure 6-40 depicts CuK generated ¢(pz)
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curves with Salvat and Casnati ionization cross-sections for the AuggCugy standard.
The film used in the ¢(pz) calculation is a pure Cu film. With the Casnati cross-
section, the ¢(pz) is overestimated in comparison with the Salvat ionization cross-
section. The difference of x-ray intensity is due to the difference of absolute value and

shape of ionization cross-section in regard to the beam energy, as shown in figure 4-1.

2.54 ——— Casnati
--------- Salvat

o(pz)

0.0

0 500 ' 1000
107pz (glom?)

Figure 6-40: Cu Kal ¢(pz) curve with the Casnati [12] and Salvat [93] ionization
cross-sections for the AugaCugg standard at 20 keV

The comparison of the Au weight fraction estimation error with respect to the
model of ionization cross-section is drawn in figure 6-41 for the AuL-CuK pair.
The trends are similar, with a decrease at 15 keV and an increase at 30 keV. The

intermediate beam energies are localized between the curves for 15 and 30 keV.
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Salvat’s ionization cross-section produces a relative error systematically smaller than
the one produced by Casnati ionization cross-section for K-shell. In both cases, the
L-shell ionization cross-section is calculated by Salvat method, therefore the use of

Ca§nati model for the K-shell may enhance the difference between the two models

and then produce larger difference.
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Figure 6-41: Relative error in estimated Au weight fraction for the AuL-CuK pair,
with a constant calibration, using Casnati [12] and Salvat [93] Cu K-shell ionization
cross-sections

The trends of figure 6-41 are confirmed in figure 6-42 which represents the same
result but for the AuM-CuK pair of lines. Both curves converge to 0 % of error at

30 keV.
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Figure 6-42: Relative ‘error in estimated Au weight fraction for the AuM-CuK pair,
with a constant calibration, using Casnati [12] and Salvat [93] Cu K-shell ionization
cross-sections
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Calculation produces very similar accuracy for the AuL-CuK pair results (fig-
ure 6-43) with beam-energy-dependent calibration factors and the two ionization
cross-section models. The composition effect is almost identical in the two curves,
meaning that it is now weakly related to the uncertainty of ionization cross-section

models.
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Figure 6-43: Relative error in estimated Au weight fraction for the AuL-CuK pair,
with beam-energy-dependent calibration, with Casnati [12] and Salvat [93] Cu K-
shell ionization cross-section

In table 6-2, the accuracy is clearly better with the Salvat ionization cross-
section for the K-shell than with the Casnati model. The comparison between the
different pairs of lines emphasizes the interest of using higher energy lines, such as

the AuL-CuK pairs, which are better known and therefore give a better knowledge of
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the x-ray generation parameters. The accuracies for the AuL-Cul, AuM-CuK and

AuM-CuL pairs are very similar.
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6.3.4 Effect of the fluorescence correction

Fluorescence due to the continuum affects the higher cnergy lines, such as AuL
ané CuK, while characteristic fluorescence may change the x-ray intensity of the CuK
line [43]. The dependency of the calibration to the composition and the beam energy
may also be caused by the fluorescence due to the characteristic x-ray for the CuKa
line by the AuLa line and due to the contiunuum for the high energy lines CuKa
and AuLa. A factor of correction for the fluorescence has been calculated as shown
in scction 4.4. The table 6-29 presents the caracteristic fluorescence correction &
in % of the characteristic x-ray intensity of the CuKe line, calculated as shown in
equation 4.23, using the total emitted calculated x-ray intensity.

Table 6-29: Characteristic fluorescence correction for the CuK line

15 keV | 30 keV
20 % Au | 0.66 % | 2.04 %
40 % Au | 1.51 % | 4.54 %
60 % Au | 2.62% | 7.75 %
80 % Au | 4.16 % | 12.05 %

The fluorescence due to the contiuum was also calculated as shown in table 6—
30. From table 6-29, the characteristic fluorescence may have a consequent effect

Table 6—30: Continuum fluorescence correction

AuL CuK
15 keV {30 keV | 15 keV | 30 keV
20 % Au | 534 % |367% {0.40% |3.05%
40% Au | 7.04% {491 % | 0.58 % | 4.45%
60 % Au | 8.84 % [6.28% [0.82% |6.41%
80 % Au {1077 % | 780 % | 1.18 % | 9.38 %

at high beam energy, for high concentration of Au. Continuum fluorescence also
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has composition effect and decreases with the beam energy. Figures 6-44 and 6-45
compare the calculated ratios for the AuL-Cul and AuM-CuK pairs of lines, with

and without the effect of fluorescence (characteristic and bremsstrahlung) included.

Without F
0.54 —u—20 % Au
v —o—40 % Au
o —A—60%Au
o 041 D0 —v—280 % Au
-l ' 7 With F
2 - o- 20 % Au
© 0.3+ - 0~ 40 % Au
2 A TS 60 % Au
ko T -8 - - 80 % Au
o i A=
-8- 0.2 : 4 /
) ]
0.1 =1 A O/O
] O/U —{] |
YR = e
15 20 25 30

Beam energy (keV)

Figure 6-44: Comparison of the ratio of the AuL-CuK pair with and without the
fluorescence effect I

New calibration factors were recalculated using the fluorescence correction as:

1
.ffluo = - (611)

1+ &LF

5

where F is the fluorescence correction for the pairs of lines, as explained in table 6-31.

Corrected calibration factors are shown in figure 6-46 for the AuL-CuK pair,

in figure 6-47 for the AuL-CuL pair, in figure 6-48 for the AuL-AgL pair and in
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Figure 6-45: Comparison of the ratio of the AuM-CuK pair with and without the
fluorescence effect F

Table 6-31:  Fluorescence correction for ratios (C= characteristicc B =
bremsstrahlung)

Fluorescence factor F
AuL-CuK | (L+ 08,5 + 0%ur)/ (1 +65.1)
AuM-CuK | 1+ 658, x + 05,k

AuL-Cul | 1/(1+6%..)

Aul-AgL | 1/(1+65,;.)
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figure 6-49 for the AuM-CuK pair of lines. For the AuL-CuK pair, the fluorescence
effect slightly increases the composition dependency of the the calibration factor.
For the other pairs of lines, the effect does not seems to be significant except for the

AuL-AgL pair of lines.
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Figure 6-46: Comparison of the calibration factor for the AuL-CuK pair with and
without fluorescence correction F

Then, Au weight fractions were recalculated with the new calibration factor and
calculated ratios. Figure 6-50 shows the results using the AuL-CuK pair of lines
and a constant calibration factor as explained above. The effect of fluorescence does

not change significantly the accuracy, while this figure is compared with figure 6-7.

A beam-energy-dependent calibration factor is still needed to improve accuracy, as
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Figure 6-47: Comparison of the calibration factor for the AuL-CuL pair with and
without fluorescence correction F
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Figure 6-49: Comparison of the calibration factor for the AuM-CuK pair with and
without fluorescence correction F
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shown in figure 6-51. The error on the determinatio of Au weight fraction is not

consistently changed.
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Figure 6-50: Calculated Au weight fraction using the AuL-CuK pair of lines, the
constant calibration factor and including the fluorescence effect

Figure 6-52 compares the relative error of calculated Au weight fraction, with
and without fluorescence effect. Any improvement can not be clearly observed from
this figure, showing that the fluorescence is probably not the main cause of error in
the calculations althoug it slightly improves accuracy.

Finally, figures 6-53, 6-54 and 6-55 compares the relative error of calculated Au
weight fraction, for the AuCu alloy with and without the approximated fluorescence

effect and using a beam-energy-dependent calibration factor. The most important
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Figure 6-51: Calculated Au weight fraction using the AuL-CuK pair of lines, the
beam-energy-dependent calibration factor and including the fluorescence effect
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effect is for the AuL-CI‘uK and AuL-Cul pair, which may mean that the continuum
fluorescence of the Aul line may consequently change the values of the calculated
ratios. However, it must be reminded that the models used here are only approxima-
tion, and that fluorescence generated other lines that AuLal are neglected, as; well

as continuum fluorescence for other lines than AuLal and CuKeal is not accounted.
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Figure 6-53: Relative error of estimation of the Au weight fraction using the AuL-
CuK pair of lines and a beam-energy-dependent calibration factor and including the
fluorescence effect

178



without F

30- —u—20 % Au
—e— 60 % Au
—Aa—80 % Au
20 - with F
< - o- 20 % Au
2 - 0- 40 % Au
s 101 8 - &~ 60 % Au
[¢)] E ™
2 o 2
K
]
0
-10_
20 , . . ,

Beam energy (keV)

Figure 6-54: Relative error of estimation of the Au weight fraction using the AuL-
CulL pair of lines and a beam-energy-dependent calibration factor and including the

fluorescence effect
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Figure 6-55: Relative error of estimation of the Au weight fraction using the AuM-
CuK pair of lines and a beam-energy-dependent calibration factor and including the
fluorescence effect
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6.3.5 Effect of the choice of the characteristic peaks

For the AuL-CulL pair, the calibration factor is related to lines of the same
type. Therefore the cancellation of systematic uncertainties in x-ray ionization cross-
sections is expected in ratio 3.2 and this may reduce the beam energy and compo-
sition dependency. Th‘e curve for the AuL-AgL pair (figure 6-28) shows a relatively
constant calibration factor with respect to the beam energy, and both the AuL-CuL
pair in figure 6-25 and the AuL-AgL pair show a weak composition dependency.
However, the complexity of the overlapped lines for the CuL peak (seven overlapped
lines) probably reduces the advantage of cancellation.

The relative error of estimation of the Au weight fraction is drawn in figure 6-56
for the AuM-Cul pair. The low energies of AuM and CuL peaks (2.12 keV for AuM
and 0.93 keV for CuL) permit the analysis of the application of this method to low
energy characteristic x-ray lines. The error continuously increases with the beam
energy. The composition effect is low at 10 keV and rises with the beam energy.
Once again, this can indicate a problem with mass-absorption coefficient, as well as
generation of x-ray physical models and peak ex.traction method.

On the other hand, the estimation error for the AuL-CuK pair is poorly de-
pendent on the composition as shown in figure 6-57, emphasizing the importance of
working with higher energy peaks, which are better known and less overlapped.

Two examples of graphs of the variation of the ratio with the beam energy and
the Au weight fraction are drawn in figures 6-58 and 6-59. The error bars are the
standard deviation of the four experimental measurements for each case. While the

AuL-CuK ratio is clearly energy dependent, the AuM-AgL ratio is almost constant.
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Figure 6-56: Relative error in estimated Au weight fraction for the AuM-CulL pair
with a constant calibration
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In the case of AuL-CuK, the error bars are quite small, because the background
shape is linear at these energies and characteristic peaks of high energy are easier to
extract. The large error bars for the AuM-AgL pair demonstrate a problem either
with the extraction of peak intensities or with the experimental measurements. As
explained before, lower energy peaks introduce extraction errors, therefore the use of
a simulated background, which includes mass-absorption edge jumps, would improve
accuracy for such x-ray characteristic peaks. Moreover, the large error bars increase
the errors in the estimation of the composition. The weak dependency of the ratio
with the beam energy permits the conclusion that a constant calibration factor should
offer similar accuracies than using a beam-energy dependent calibration factor, which

1s demonstrated in tables 6-3 and 6-6.
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Figure 6-58: Variation of the experimental ratio for the AuCu alloys using the AuL-
CuK pair
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Figure 6-59: Variation of the experimental ratio for the AuAg alloys using the AuM-
AgL pair
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6.3.6 Effect of the mass-absorption coefficient

The effect of composition on the determination of the calibration factors is
probably partially due to inaccuracies in the mass-absorption coefficients. In order
to evaluate the effect of possible inaccuracy of mass-absorption coefficient on the
composition effect, Monte Carlo calculations were launched with weighted mass-
absorption coefficients. For instance for an element A, the new mass-absorption
coefficient y,, is:

Xw =P X (6-12)

where P is the weighting factor and x the mass-absorption coefficient from the Henke
database [47]. Figure 6-60 shows the effect of 50 and 150 % of weighting for either
Cu or Au mass-absorption coefficient. The effect is very low for the AuL-CuK pair
(figure 6-60) for both weighted Au and Cu absorption coefficients, because the ab-
sorption effect is always weaker for high energy x-rays. The effect is similar for Au
and Cu. For 20 % of Au, the mass-absorption coefficient is 216.58 cm?/g for AuLa
and 177.92 em?/g for CuKe, from table 4-4.

On the other hand, the ratio AuM-CulL is more strongly modified by the same
change in the absorption coefficient as shown in ﬁg';ures 6—61 and 6-62 respectively for
the Cu and Au weighted mass-absorption coefficients. From table 4~4, for 20 % of Au,
Xauma = 1793 cm?/g while it is 2420.4 cm?/g for CuLa. Therefore the absorption
cffect is more important for these characteristic lines as underlined by Heinrich et
al. ‘[43], shown in figure 4-11 and confirmed in figures 661 and 6-62. At 10 keV for
the Cu weighted absorption, the ratio increases by 4% when the weight P goes from

50 to 150 %. From interpolation with ratio curves under these conditions, this causes
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a relative variation by 2 % in the calculated Au weight fraction. In figure 6-62, the

ratio increases by 2 % when the mass-absorption coefficient is weighted from 50 to

150 % at 15 keV for 80 % of Au. The effect of weighting depends on the element

involved and its mass-absorption coefficient, as well as its concentration; it is reduced

when the beam energy is decreased in figure 6-61, while it increases in figure 6-62.
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Figure 6-60: Effect of weighting the mass-absorption cocfficient of Cu for the AulL-

CuK pair

In order to understand the previous figures, another point to analyze is the

variation of the mass-absorption coefficient of each x-ray characteristic line in the
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Figure 6-61: Effect of weighting the mass-absorption coefficient of Cu for the AuM-
CuL pair
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Figure 6-62: Effect of weighting the mass-absorption coefficient of Au and for the
AuM-CulL pair
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‘

material, according its composition, as defined in equation 2.9 and as shown in fig-
ure 6-63. The coeflicients for AuMa and AuLa decrease with increased Au weight
fraction. For CuKa, the absorption coefficient decreases with Au weight fraction,
while for CuLea it decreases. This means that absorption is important for low concen-
trations of Au for the AuMa, AuL«a and CuKe lines, although it is more important

for the CuLa lines at high Au concentration. Mass-absorption coefficient inaccuracy

10000

1000

Mass absorption coefficient (cm’/g)

T v 1

00 02 04 06 08 10
; Au weight fraction

Figure 6-63: Mass-absorption coefficient of the main Au and Cu characteristic x-ray
lines in Au;Cuy., alloy

is more significant with low energy x-ray intensity (Cu La and Au Ma), at low beam

energy and with low concentration elements. However, this effect is probably not

the only cause of the composition dependence of the calibration factors. However,
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in order to confirm this hypothesis, measured values of mass-absorption coefficient
should be compared to the theoretical values, in order to estimate the diference. The
composition effect on the calibration factor could be due to the correlated effect of

inaccurate mass-absorption coeflicient and fluorescence effect.
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6.3.7 Effect of the x-ray generation calculation method

Finally, in order to verify if the global behavior of the ratios, Monte Carlo curves
of ratios versus composition were compared Wit‘h the curves obtained by the PAP
model (see section 5.2), for the AuCu standard alloys. The results can be seen in
figurcs 6-64, 6-65, 6-66 and 6-67. The L-K ratio shows very good agreement
between the two models, from 15 to 30 keV, while the discrepancy increases with
beam energy for the L-L, M-K and M-L ratio pairs. For these three pairs of lines,
the ratio curves are quite close at 15 keV but the difference increases with the beam
energy. This is linked to inaccuracies in physical parameters particularly the p(pz)
curve shape, as compared in section 5.2. Moreover, since the ¢(pz) curves present a
different shape, different ratios are expected.

The differences in the x-ray generation models are compensated by calibration
factors, since the accuracy is similar for both models as shown in tables 6-4 and 6-5.
Figure 6-68 compares the error of estimation of Au weight fraction for the AuL-CuKl
pair. Monte Carlo simulations generally offer a better accuracy, as also observed in

the tables of results 6-4 and 6-5.
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Figure 6-64: Comparison of ratios calculated with the PAP model [77] and Monte
Carlo simulation program, for the AuL-CuK pair
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Figure 6-65: Comparison of ratios calculated with the PAP model [77] and Monte
Carlo simulation program, for the AuL-CulL pair
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Figure 6-66: Comparison of ratios calculated with the PAP model [77] and Monte
Carlo simulation program, for the AuM-CuK pair
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Figure 6-67: Comparigon of ratios calculated with the PAP model [77] and Monte
Carlo simulation program, for the AuM-Cul pair

197



8 - Monte Carlo :
—m— 15 keV
—e— 20 keV
—a&— 25 keV
—w— 30 keV

Relative error in %
N
]

v+ 30 keV
02 04 06 08
Nominal Au weight fraction

Figure 6-68: Comparison of the relative errors of estimation of Au weight fraction
calculated with Monte Carlo and PAP model [77] for the AuL-CuK pair
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6.3.8 Effect of the error propagation

Since the quantification process is based on the use of calibration factors, which
are determined from experimental measurements of x-ray intensities, the exami-
nation of the propagation of errors through this method is necessary. A typical
curve of calibration factor versus the ratio is shown in figure 6-69, for the ratio
f(A) = AuMa/(CuLa + AAuMa) for the AuCu alloys at § keV. The intensities
were calculated with Monte Carlo simulations. The calibration factor A varies be-

tween 0 and 3 and the curves are the reciprocal of f(A).
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Figure 6-69: Theoretical variation of the calibration factor A with the ratio
AuMa/(CuLlo + AAuMa) as a function of A, calculated with the Monte Carlo
program at 5 keV
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This curve enhanlces the effect of variation of the ratio (due to experimental
errors for instance) on the calibration factor. In the case of calibration, the statistics,
measurement or processing errors induce errors in the calculation of the ratios, and
furthermore in the determination of calibration factors. Figure 6-70 presents an
example of error propagation, extracted from the AwugyCug curve in figure 6-69.
The step Az = 0.1 is the same for the two examples. In the region of lowest slope, it
causes a variation of 0.09 on the y axis, while it is 0.74 in the upper region of highest
slope. This shows the negative or positive effect that the calibration introduces in
the processing of the spectrum, depending on the beam energy of the microanalysis
as well as on the specimen composition. Reciprocally, inaccuracy in the values of the
calibration factor affects the accuracy of the calculated and calibrated ratios, and
further affects the calculated weight fraction.

The value of the calibration factor may significantly alter the accuracy of the
method if not chosen cautiously. Hence the range of variation of the calibration factor
due to experimental error affects the later range of calculated ratios and therefore the
scattering of calculated weight fractions. In order to evaluate this effect, tables 6-32
and 6-33 show the error of estimation of the ratio due to the statistical error of x-
ray emission (according to equation 3.11) for the AugoCusgo and the AuggCuyg alloys
respectively and from the intensities shown in figure 3-2.

The statistical error propagated to ‘the ratio is quite small, around three orders
of magnitude smaller than the ratio itself. It is not the main source of error in the

estimation of the ratio. However, it shows the effect of concentration and type of

lines.
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Figure 6-70: Example of error propagation from the ratio to the calibration factor

Table 6-32: Absolute statistical error propagated to the ratio for the AuoaCusg
standard

| Beam energy | L-L ratio | M-K ratio
15 keV 0.0083+ 1.19E-04 | 0.4300+ 7.88E-06
20 keV 0.0378+ 7.90E-05 | 0.2649+ 1.72E-05
25 keV' 0.11284 1.61E-04 | 0.1084+ 5.02E-05
30 keV 0.1885+ 1.76E-04 | 0.0721+ 5.85E-05

Table 6-33: Absolute statistical error propagated to the ratio for the AuggCusg
standard

| Beam energy | L-L ratio M-K ratio
15 keV 0.1764+ 2.02E-04 | 0.93624+ 3.01E-05
20 keV 0.4990+ 4.36E-07 | 0.8774+ 2.19E-05
25 keV 0.7024+ 8.29E-05 | 0.8218+ 2.04E-05
30 keV 0.8594+4 2.53E-04 | 0.67244+ 2.63E-05
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6.3.9 Effect of the spectrum filtering method

The principle of peak filtering is explained in section 5.4, Here some points
of this technique are enhanced, particularly the limits for low energy characteristic
peaks. For low energy peaks, such as AuMa, CuLa, the peaks are more narrow than
AuLa, CuKa, since the full width at half maximum Fpwyas is dependent on the

photon energy as explained by Reimer [86]:

Erwnm = VAE + 2.6232 - 10-3E (6.13)

where AFE is the square of the electronic noise due the amplification process and
the term 2.6232 - 103 E represents the statistical probability of creating an electron-
hole pair by a photon’ of energy E in keV (see appendix A for the description of
the working principle of the energy dispersive detector). Thus, when E increases,
Erwnum increases. According to Benoit [5], the filtering method is less accurate
when the peaks are wider and lower. The required filter needs larger central lobes
because of the peak width, but then is less sensitive to the rapid change in the
background shape which occurs at the absorption edges. Low emitted intensity is
due to a combined effect of overvoltage and high mass-absorption coefficient. This
is the case for low energy photons and low concentration elements, such as AuMa in
the AugoCugo alloy as shown in figure 6-71.

Extraction of peak intensity can be improved by using a simulated background
shape, especially for low energy photons as explained by Statham [106]. However,
the current models for bremsstrahlung generatian are not accurate enough to allow

this (section 5.3).
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Figure 6-71: Spectra of the AugoClugo and AugoCugg alloys at 30 keV
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6.4 Analysis of results and discussion

Most of the results presented here underline the dependence of the method on
the electron beam energy. In the curves of calibration factors shown in section 6.2.4,
the electron beam energy dependency is clear. Using a constant calibration factor,
the average error of estimation of the Au weight fraction is below 10 % for the AuCu
alloy using the AuL-CuK pair of lines, and below 12 % for the AuAg alloy using the
Aul-AgL pair of lines. This enhances the fact that the theoretical x-ray generation
paramneters do not fit with reality, and particularly versus the electron beam energy.
This also means that the ideal calibration factor should be determined in relation to
the microanalysis beam energy as explained in section 6.3.1 in order to get better
results, with average estimation error for Au weight fraction below 10 % except for
20 % of Au weight fraction (table 6-4). Moreover, the choice of characteristic lines
is also important, as discussed in section 6.3.5. For instance, the AuL-CuK pair
provides a much higher accuracy (around 3 % on average) in Au weight fraction
determination than the AuL-CuM pair (around 7 % error on average) as shown in
tables 6-2 and 6-4.

Moreover, the use of M and L lines to calculate the ratio adds to the complexity
of determining the exact emitted x-ray intensity. The choice of keeping the convo-
luted peaks to quantify the materials has been done. Figurc 6-4 shows that the effect
of convolution on the ratio is major for the AuL-CuK pair while it is almost negligible
for the AuM-Cul and AuM-CuK pairs. Despite the fact that this work was done
without deconvolution (see section 6.1), the best results were provided for the pair

AuL-CuK for the AuCu standard with both a constant and a variable calibration
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factor. Therefore the effect of convolution is expected to be minor in the case of the
other pairs of lines, although deconvolution should improve accuracy for low energy
peaks, due to absorption effect.

Despite the complexity of the x-ray spectra, which added difficulties in the ex-
perimental data processing and modeling, the accuracy of the estimation of composi-
tion is more than satisfying in many cases, better than 3 % for the AuL-CuK pair in
AuCu, and better than 12 % for the AuL-AgL pair in AuAg. For the AuM-AgL pair,
it appears that the measured x-ray ratios present a large standard deviation due to
the scattering of measured x-ray intensities. This consistently alters the accuracy.
The experimental scattering of x-ray intensities can be due either to temporary prob-
lem with the measurement of low energy peaks or their extraction processing. Some
experimental values vary largely from less than 50 % up to 200 % of the average of
these values, as explained in section 6.2.2. If the values below 50 % and above 200 %
are taken apart, the mean relative error of estimation of the Au weight fraction falls
around 7 % for the AuAg alloys using the AuL-AgL pair, while it was 16 % with all
the experimental values. However, except for two conditions (AuggAgse alloy at 10
and 15 keV, where the peaks are the lowest), none to one data was taken out of four.

The use of beam-energy-dependent calibration factor does not clearly improve
the accuracy for the AuM-AgL pair, due to the large scattering of measured ratios,
as shown in figure 6-29. For the Aul-AgL pa,i.r, if the results at 15 and 20 keV
for 20 % of Au weight fraction are taken out (corresponding to the smallest x-ray
intensities), the mean error of estimation of the Au weight fraction ranges below 3

%, which is close to the accuracy obtained for the AuCu alloys using the AuL-CuK
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pair. The fact that low energy characteristic lines are always used for the AuAg
alloys also explains the lower accuracy than the one obtained with high energy lines
for the AuCu alloys.

For the specific case of the specimens used here, the calculation of bremsstrahlung
and characteristic fluorescences slightly reduce the heam-energy dependency of the
calibration factor for the AuL-CuL and AuL-AgL, but seem to increase its composi-
tion effect. This could be due to inaccuracy of the correction model for fuorescence.
However, the cffect is small in regards with the global accuracy of the method except
for the AuL-CuK and AuL-CulL pairs of lines for high beam energy.

Another cause of Iinaccuracy comes from uncertainties due to the lack of reli-
able measurement, of x-ray generation parameters for low energy L- and M-subshells,
such as ionization cross-section (see section 4.1) but also mass-absorption coeffi-
cient. In section 6.3.6, figures 6-61 and 6-62 show enhancement of the impact of
mass-absorption coefficient variation on the ratio for low energy peaks (AuM-CuL).
The results of this study emphasize the need for more fundamental experimental
databases, including ionization cross-sections, fractions of lines, fluorescence yields,
Coster-Kronig parameters and also details about the detector efficiency.

Finally the comparison of accuracy obtained by Monte Carlo calculations and the
PAP analytical model for ¢(pz) calculations enhances the versatility of the method
which can be used with any reliable method of x-ray emission calculation. Monte
Carlo simulations generally show a better accuracy, as compared in tables 6-4 and 6-

5. However, the PAP model is much faster than Monte Carlo simulation and therefore
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could be used for homogeneous materials where it is known to be reliable. The advan-
tage of Monte Carlo is that is can be applied to any type of material, homogeneous,
heterogeneous and even rough surfaces, interfaces, etc.

As shown in section 6.3.9 and also in the litterature [46], statistical and ex-
traction errors are intrinsic to microanalysis, since they are directly related to the
collection of photons and to the basic processing of spectra. In the case of this work
moreover, these errors are propagated to the determination of the calibration factor,
and furthermore to the calculation of the composition. At the time of microanalysis
at 25 keV, instability of the energy dispersive spectrometer was discovered and a
hole in the window of the energy dispersive spectrometer was later detected. This
caused development of ice on the crystal and so increased the absorption of low en-
ergy x-rays, such as the CuLa characteristic line. Therefore, discrepancies in the
experimental ratios for the low energy lines may be due to this effect. Reduction of
statistical errors can be done by increasing the number of counts of peaks, which is
limited by the physical parameters of x-ray generétion and equipment characteristics.
Extraction errors can be reduced by a different method of background subtraction,
such as the use of a calculated bremsstrahlung [106]. The proposed method then
reduces the propagation of error in comparison with the classical Cliff and Lorimer
method (figure 77). It is also interesting to note that for the AuggCugg alloy at 25
keV, the microscope was just flashed and the beam current extremely unstable. De-
spite this fact, the calculated composition is close to the nominal composition of the
specimen. This shows the independence of this method to the beam current fluctua-

tions as well as its promising accuracy. Once the calibration factor is determined for
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a material, or an element, it can be reused as often as needed, making it simple to
make quantitative microanalysis at one beam energy, using a tabulated calibration

factor.
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Chapter 7
Conclusion

The quantitative x-ray microanalysis method proposed here offers a promising
accuracy of weight fraction measurements for the studied AuCu and AuAg NBS
(NIST) standards. The independence of the results with respect to the beam current
has been demonstrated in this work. The method introduced here can provide fast
and accurate quantification. Results obtained with the cold field emission gun scan-
ning electron microscope S-4700 have shown that this method works for this type of
electron microscope, although the beam current is known to be unstable. Therefore,
in order to correct the uncertainties in the physical parameters, a calibration factor
must be implemented in the ratio. Under optimum conditions of x-ray microanalysis
and with appropriate calibration factors and characteristic lines, this approach per-
mits the determination of the composition with a relative error better than 3% for
the AuCu standard alloys (AuL-CuK pair) and better than 7 % for the AuAg alloys
(AuL-AgL pair), both with a beam-energy-dependent calibration factor.

The study of the dependence on the accuracy of different variables such as the
value of the mass-absorption coefficient and the ionization cross-section emphasizes
the need for a better knowledge of these parameters and the importance of their
uncertainties on the quality of the standardless quantitative x-ray microanalysis pro-
posed in this work. The choice of the characteristic lines is also essential to the

accuracy; the lines of higher energy provides the best accuracy. This can be linked
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to the fact that the low energy lines, typically L- and M-shells, are not very well
known, as well as the shape of the bremsstrahlung. Moreover, the use of an appro-
priate calibration factor compensates for most differences and can achieve acceptable
accuracies. The need for more experimental and reliable measurements of the x-ray
generation parameters, in order to reduce the variation of the calibration factors
for low energy characteristic lines, is emphasized by this work. The dependency of
the calibration factor on the specimen composition, as well as the beam energy and
the detector efficiency would make it difficult to establish a universal standardless
method. Only better parameters, that would allow to reduce the effect of calibration
factors, would make this standardless method more general.

The analysis of the results focuses on the major parameters affecting the reli-
ability. One of the most important is the effect,of the electron beam energy. It is
particularly apparent on the graphs which link the calibration factors to the beam
energy. The use of a beam-energy-dependent calibration factor results in a reduc-
tion in estimation error of Au weight fraction by a factor of three for the AuL-CuK
pair for instance. The calculation of fluorescence inside the function of generation
of x-rays would problably still reduce inaccuracy of x-ray generation. The effect of
the variation of mass-absorption coefficients on calculated composition emphasizes
a possible problem with the database, which car;not be corrected by the calibration
factor, because it depends on the material composition. The importance of the error
caused by the background subtraction method was also underlined. The use of two

different models for the generation of the ionization cross-sections leads to correlated

210



calibration factors and very similar results. The calculations also show that the ac-
curacy is similar usingithe Pouchou and Pichoir analytical model or a Monte Carlo
program to calculate the emitted x-ray intensity. Therefore, the method appears
to be independent of the model of x-ray generation chosen, as well as the method
of caleulation of x-ray generation because the differences are compensated by the
calibration factors. However, Monte Carlo simulations as well as Salvat ionization
cross-sections offers a bhetter accuracy.

Considering the improvement that could be made, two main directions are to
be explored. The first one is an exhaustive validation of the method which should
be applied to other types of materials such as semi-conductors, stoichiometric com-
ponents and other metallic alloys. The second point is the use of a different method
for background subtraction, particularly with respect to the low energy character-
istic peaks. A calculated bremsstrahlung could be used to subtract the spectrum
instead of a filter. Moreover, on the experimental side, deconvolution of character-
istic peaks would also reduce the extraction error of low energy lines, as well as the
effect of the calibration factor for these lines. Increasing the reliability of x-ray emis-
sioln calculation would allow to reduce the need for calibration factors. The main
objective would be to avoid its beam-energy and composition dependency in order to
obtain a Z-dependent, constant with the beam energy and composition independent
calibration factor, which would be easier to determine and use. However, the need
to calculate it for each microscope would certainly remain, because of the intrinsic

difficulty of determining the EDS cfficiency.
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Moreover, this method could be expanded to ternary systems and also to more
complex materials with n elements. Instead of interpolating a 2-D curve, the user
would interpolate on n-surface to extract the composition. The approach by iteration
could also be studied. Inasmuch as the specimen can be simulated with a Monte
Carlo program, variable gecometry could be used, such as rough surfaces, thin films,
particles on a substrate and multilayered structures.

This work has opened a promising avenue for quantitative x-ray microanaly-
sis with any electron microscope, and particularly the field emission gun scanning

electron microscope.
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Chapter 8
Original contribution to knowledge

This work permitted the development of an alternative method to ZAF and
usual standardless quantitative x-ray microanalysis. It showed that an accuracy close
to the one obtained by quantification with standards can be obtained, without the
measurement of the beam current. It therefore opens the way to a real standardless
method, taking into account the characteristics of the microscope and x-ray detector
as well as the uncertainties in the knowledge of x-ray emission physical parameters.
It was demonstrated that quantitative x-ray microanalysis is possible using a cold
field scanning electron microscope where the beam current is unstable.

This work also showed that the Cliff and Lorimer ratio can be successfully ap-
plied to bulk specimen in a scanning electron microscope with an energy dispersive
spectrometer. The formulation of the ratio also permitted the reduction of the prop-
agation of measurement errors in the accuracy of the quantification. An investigation
of the importance of fundamentals parameters on quantitative x-ray microanalysis
was undertaken and thus it was demonstrated that the accuracy of estimation of
these parameters is mandatory to perform reliable standardless quantitative micro-
anédysis.

The development of a complete database of x-ray generation parameters, in-
cluding the transitions rates, the Coster-Kronjg and the fluorescence yields, ex-

tracted from the literature, permitted the development of a Monte Carlo program
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which simulates full spectrum, complete families of characteristic lines as well as the
bremsstrahlung. This work would permit background subtraction by the use of a

simulated background in order to improve accuracy of x-ray intensity measurement.
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Appendix A
Calculation of the detector efficiency and solid angle

An interesting overwiew of the working principle of the energy dispersive spec-
trometer was made by Macdonald [63].The determination of detector efficiency is
complex, but mostly because its physical parameters are unknown to the user. The
main part of the detector is a thick silicon layer as shown in figure 2-6. The window
protects the silicon crystal from cracking, because of the wide difference in vacuum
between the crystal and the specimen chamber. The counting and identification of
the photon is determined from the number of créated electron-holes pairs. When an
x-ray of a certain energy interacts with an atom of silicon, it transfers its energy to
the Si K-shell. Then the atom relaxes and emits either an Auger electron or a K, x-
ray, or produces an electron-hole pair, according to a certain probability. The energy
Epair to emit an hole-electron pair is 3.8 eV, so the number of generated electron-hole

pairs is proportional of the incident x-ray energy hv, as in the next equation:

hvg
Npairs = |:F ' jl (Al)
/pair

where npqirs is the number of electron-hole pairs related to the energy of the pho-
ton. Since this is a statistical phenomenon, the number 7,4, is not constant but
varies around its exact theoretical value according to Poisson law and then produces

Gaussian shaped peaks. The number of counts in the peak remains equal to the real

height of the peak. Moreover, according to Poisson law, the higher the number of
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the counts, the wider is the peak. That is why the width of the peak increases with
photon energy.

In order to determine the detector efficiency, the exact composition and the
thickness of the window should be known. However, manufacturers do not provide
the necessary data. Therefore, experimental measurements found in the literature
were taken as the basis for this work [62]. The author gives the fluctuation of the
efficiency of the EDS detector with respect to the energy of the absorbed x-ray.
The window geometry was approximated according to general knowledge from the
manufacturer. The window is made with a polymer film (Carbon, Oxygen and
Nitrogen), and also a thin Al layer. Estimated thickness are given in table A-1. The
mass-absorption cocflicients of x-rays in cach material was taken from Thinh and

Leroux [109].

Table A-1: Estimated detector window polymer film thickness and density [62]

Film Thickness | Density (g/cm?)
Polymer | 300 nm 1.29

Al 40 nm 2.7

Si 3 mm 2.33

The absorption parameter F in each layer and for each component was calculated

according to:

Fa = e"('ﬁ)mﬂmtm
E, = e—fo(%)onoto .e—fc(%)cpctc -e—fN(%)N”NtN
FS,; = e‘(%)s,:ps’:tSi (Az)
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where fo, fcand fy are the fractions of O, C and N in the polymer. Then, the

detector ¢ efficiency was then caleulated as follows:
€= FALFp(l - FSi) (A3)

In order to ascertain the fraction of O, N and C in the polymer, iterative calcu-
lations were carried out in order to fit the experimental curve of efficiency given by
Lund [62] and the theoretical efficiency described in equation A.3. The best fit was
obtained for the composition of polymer given in table A-2 and figure 3-4 presents
the efficiency curve obtained with theses specifications.

Table A-2: Estimated polymer film composition

Element | Weight fraction
o) 0.17
C 0.75
N 0.08

Another variable is the solid angle of detection {110, chapter 6]. However, since
this value is cancelled in this method, this factor is not major in this work. The solid

angle of detection is calculated from a rough estimated value from the crystal size :

D
VDT &

where D is the distance from the specimen surface to the crystal surface, along the

Q= %4%(1 - ) (A.4)

take-off angle and d is the given crystal diameter.
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Appendix B
Second and third pages of the certificates of the SRM 482 and SRM 481
NBS standards

“PREPARATION AND PURITY: The standards were prepared by Continco American, Ine. in the forny of
wires: approxi n;f;; 180 meters long. The end members of the.sevies, us well as the starting
naterdals for the ys, were of the lughést, purity: grade and precautions were taken to minimize
contamination, Two of the alloy standards were hent-treatat at’;‘lﬂs to improve microhomogeneity.
The pure meta] standards were exumined by ‘the vesidud resistivity ratio twhm:]ue and the-total of
electrically active impurities in each was-estiraated to be about 0.00195, The gold-copper wires were

~examined spectrographically for retallic impurities; no: significant impurities were found at
detection limits ranging from 0.0001 to 0.010%.

LONGITUDINAL HOMOGENEITY: Variation i composition along the full length of cach alloy wire was
“jnvestigated by electron probe microanulysis for areas 25 pm diameter on cross sections at three
‘positions along the wire including the two ends. The observed differences in composition for the

m:irions, expressed as the rangs between the highest and lowest valves for each slloy, were ns

ollows:

Nominal Composition AuB0 Au60 Aud0 Au20
Observed range* 0.8% 0.7% 0.9% 0.9%

! ) Homogeneity along the wircs was also tested by measurement of the residual resistivity ratio.
© These measurements indicated that the variution (macroscopic) of composition donyg all steadard
wires was less than 0,1% absolute. Further information on longitudinal homogensity of the wires
was obtained by determinations of Au at the extreme ends of the alloy wires by the Bureau of the
Mint; the data also indicate that the extrema varfution along the wires is less than 0.1% absolute.

TRANSVERSE ARD MICRO HOMOGENEITY:  Variation in composition within the above rentioned cross
sections of the wires was investigated by electron probe microanalysis. For each cross seclion,
measurements were made along two diagonals at right anglep. On cach diagonal, determinations
were made at 25 points, 1 um o less In diameter, starting and ending at approximately 28 um from
the edge. For each alloy, the element which could be determined with the better precision was used
in the evaluation. The variation was celoulated in tersis of the standard deviation for an individual
deternination for each traverse. In the table below, the variation is presented as the ringe between
the Iowest anid highest observed standard deviations for the six traverses performed on cach alloy,

Nominal Flement Range of Standard
Cnmpmiﬁon Determined Deviations for Traversess
Aus0 Cu 0.09 -~ (.24%
Aub0 Ca A6 - 27
AudQ Au A8 .- 23
Aug0 Au AR .. .20

C e

At b I i st larhoa 2 G Rt

trwan

Figure B-1: Second page of certificate of analysis for the AuCu standards,
SRM 482 [104]
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The homogeneity on a microscopic scale was further investigated by performing quantitative

measurements in two arrays of 10 x 10 points (1 jum diameter) on each of the cross sections, The

- distance betwsen adjacent points was 3.5 um. This woa repeatad on several cross sections so that 6

drrays were obtained on eath alloy. For the element which could be measured with better precision,

the range is given between the lowest and highest observed standard deviation for an individual
determination for the 6 arrays for each alloy.

Nominal Element " Range of Standard
Composition Determined Deviations for Arrays®
Au0 Cu 0.19 — 0.28%
Au60 " Cu 28— .37
Audl Au 25 .31
Au20 Au , Jd2-~ .20

*The ranges indicated are close to the preéision of the method and should be considered upper
limits of estimates of inhomogeneity.

Extensive homogeneity studies were performed with the electron probe microanalyzer at NBS
by M. A. Giles, D L. Vieth, R. L. Myklebust, C. E. Fior, and K. F. J. Heinrich. Measurements of
residual resistivity ratio were made at NBS, Boulder, Colorado, by R. L. Rutter and R, L. Powell.
Heat treatment of the alloys st 'NBS was performed by G.E.Hicho and M. R, Meyerson.
Spectrographic survey analyses were made at NB.J; by V. C. Stewart, Determinations of composition
were snade at Cominco American, [ne., Spakane, Washington, by T. A, Rice; at the U. 8, Bureau of
the Mint, Washington, 1), C., by H. G, Hanson, Jr.; and at NBS by J. R. Baldwin and R. A, Durst,

Figure B-2: Third page of certificate of analysis for the AuCu standards,
SRM 482 [104]
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PUgPARATION AND PURITY: The' standards’ were' proputed by Cominéo Amecican Joe, in the
form of wires approximately 150 meters long, 'Flm end inembers of the serins. ag well as the
sturting winteriale for the ulloys, were of the highest purity grade and precautions were taken
to minimize contamination, Two of the alloy standards were hoat-treated st NBS {0 improve
microhomogeneity. The pure mital standards were examined by the residual resistivity ratio
technique wid. the total of electrically active impuritios in eack was estimated 1o be about
0,001 percent. The goldwilver wires wore examined spectrographically Tor metallic
impuritios: ho significant. impurities. wore found at detection Bmits ranging feoim 00001 to
, 0,010 percent, ’

LONGITUmINAL HoMoceNkrTY:  Variation in composition along the full length of each alloy
wire was investigated by cloctron proke micrognalysis for arcas 25 um (hunu:u:r On tross
seations gt three o five positions alang the wire including the two ends. The observed
differences in composition for thee positions, expressed ag the vange between the highest and
fowest vahaes for cach wloy. were as follows:

Nowminal Composition AuBd Au60 Andd Au20
Obeerved ranged 0.3% 0,65 0.5 0.5%

Homogenéity along the wircs was also tosted by measurement of w: residual resistivity
ratio, These measurcments indicaled that the variation (macsoscapic) of composition slang
all standard wices was less than 0.1 pereent absolute, Further information on longitudinal
homogenaity of the wires was obtained by deterininations of Au at the extrame ends of the
alloy wires by the Burenu of :the Mint; the data alse fodicate that the extreme variation
along the wires is less than 0.1 percent absolute, .

TRANSVERSE AND Micro Hoyoorswry:  Variation in composition within thie above men.
tioned cross sections of the wirés was investigated by wletron. probe microanalysis, For cach
crons section, mensaroments were. mdé, along two  dingonals’ &t right angles, On’¢ach
disgonaf, detérminations were made at"25 points, 1 pm oF Tesy i diameter, starting and
ending 3 approxirmately’ 25 am fron the ¢dge. Vor ¢ach: alloyy the element which could be
determined with the belter precidion war wisd in . the evaluation. The varfation was
cabeututed i terms of the standard deviation Tor an individunl determination for each
traverse. In the table below, the variation is presented as the range between the lowest and
highest observed starddard deviations for the six (o eight traverses performed on each alloy.

H,;mge:x of Standard

Nominal Composition Element Dotermined Duviation Tor Traverses
AuB0 Ay 0.08 - 0.11%
Al : Aa . 08 - 16
Aud Au 08 - 13

Au20 Au Jd2- 87

Figure B-3: Second page of certificate of analysis for the AuAg standards,
SRM 481 [108] |
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The homogencity on a microscopic scale was further nvestigated by performing
quantitative measurements in two arrays of 10 % 10 points (1 g dinméter) on cach of the
eross réctions. The distance between adjacent points was 3.5 um. This was repeated -on
several cross seclions so that 6 to 8 arrays were obtained on each ulloy, For the: elemaent
which - could be measured with better precision, the range is-given hetweeri the lowest’and
hig};mnlt]‘ohwrw:d standard devintion for an individual determination for the 6 to 8 nrrays for
each alloy. :

Range of Standard

Nominal Compasition Element Evaluated Deviations for Arraye®
Au80 Ag 0.09 - 0.15%
Au6l s Au A8~ 57
Aud Au A9 - 25,
Au20 An 1~ 66

]
(Note: This range and the two ranges in the following tables are elase to the precision of
the method and should be considered upper limits of estimates of inhomogeneity,)

Extensive homogeneity studies were performed with the eléetron probe microanalyzer
at NBS by M. A. Giles, R. L. Myklcbust, €. E. Fiori, and K. F. J. Heinrich. Measurements of
residual resistivity ratio were made at NBS, Boulder.Colorado, by R. L. Rutter, J. G, Hust,
and R, L, Powell. Heat treatment of the alloys at NBS was performed by G, E. Hicho and
M. R. Meyerson. Spectrographic survey analyses were wade at NBS by V. C, Stewart.
Determinations of composition were made at Comineo American, Inc., Spokane, Wash-
ington, by T.A.Rice; at the U.S. Bureau of the Mint, Washington, D.C., by
H.G. Hanson, Ji.; and at NBS by R. A. Durst, G. Marinenko, and G, E. Champion.

Figure B-4: Third page of certificate of analysis for the AuAg standards,
SRM 481 [103]
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Appendix C
Tables of calculated Au weight fraction

The next tables presents the calculated composition of the AuCu and AgAg
alloys, using the different pairs of lines, with and without the continuum and charac-
teristic fluorescence effect and a constant and a beam-energy dependent calibration

factor

Table C-1: Calculated Au weight fraction using the Aul-CuK pair of lines with
average calibration factors without fluorescence correction

Nominal fraction | 15 keV | 20 keV | 25 keV | 30 keV
20 % Au 0.2410 | 0.1990 | 0.1912 | 0.1734
40 % Au 0.4451 | 0.4051 | 0.3783 | 0.3612
60 % Au 0.6803 | 0.6053 | 0.5784 | 0.5651
80% Au 0.8441 | 0.8039 | 0.7845 | 0.7764

Table C-2: Calculated Au weight fraction using the AuL-CuK pair of lines with an
average calibration factor and with the fluorescence correction

Nominal fraction | 15 keV | 20 keV | 25 keV | 30 keV
20 % Au 0.2382 | 0.1987 | 0.1887 | 0.1731
40 % Au 0.4428 |1 0.4256 | 0.3782 | 0.3679
60 % Au 0.6803 | 0.6255 | 0.5839 | 0.5782
80 % Au 0.8574 | 0.8157 | 0,7946 | 0.8009
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Table C-3: Calculated Au weight fraction using the AuL-CuL pair of lines with an
average calibration factor and without the fluorescence correction

Nominal fraction | 15 keV | 20 keV | 25 keV | 30 keV
20 % Au 0.1728 | 0.1441 | 0.2088 | 0.2326
40 % Au 0.3619 | 0,3404 | 0.4516 | 0.4943
' 60 % Au 0.5993 | 0.5464 | 0.5796 | 0.7168
80% Au 0.8088 | 0.7802 | 0.8026 | 0.8881

Table C-4: Calculated Au weight fraction using the AuL-CuL pair of lines with an
average calibration factor and with the fluorescence correction

Nominal fraction | 15 keV | 20 keV | 25 keV | 30 keV
20 % Au 0.1612 | 0.1355 | 0.2008 | 0.2261
40 % Au 0.3467 | 0.3268 | 0.4375 | 0.4848
60 % Au 0.5817 | 0.5306 | 0.5979 | 0.6407
80 % Au 0.8007 | 0.7690 } 0.8116 | 0.8370

Table C-5: Calculated Au weight fraction using the AuM-CuK pair of lines with an
average calibration factor and without the fluorescence correction

Nominal fraction | 15 keV | 20 keV | 25 keV | 30 keV
20 % Au "1 0.2375 1 0.2473 | 0.1512 | 0.1327
40 % Au 0.4657 | 0.4802 | 0.3365 | 0.3138
60 % Au 0.6746 | 0.6865 | 0.6728 | 0.6444
80% Au 0.7908 | 0.8645 | 0.8571 | 0.8374

!

Table C~6: Calculated Au weight fraction using the AuM-CuK pair of lines with an
average calibration factor and with the fluorescence correction

Nominal fraction | 15 keV | 20 keV | 25 keV | 30 keV
20 % Au 0.2290 | 0.2426 | 0.1481 | 0.1308
40 % Au 0.4579 | 0.4802 { 0.3368 | 0.3164
60 % Au 0.6709 | 0.6936 | 0.6750 | 0.6659
80 % Au 0.7900 | 0.8733 | 0.8671 | 0.8592
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Table C-7: Calculated Au weight fraction using the AuM-CuL pair of lines with an
average calibration factor '

Nominal fraction | 10 keV | 15 keV | 20 keV | 25 keV | 30 keV

20 % Au 0.1771 | 0.2147 | 0.2307 | 0.2150 | 0.22635772
40 % Au 0.4033 | 0.4584 | 0.4839 | 0.4839 | 0.52382269
60 % Au 0.6177 [ 0.6793 {0.7052 | 0.7451 | 0.74946161
80% Au 0.8210 | 0.8636 | 0.8848 | 0.9022 | 0.91082219

Table C-8: Calculated Au weight fraction using the AuM-AgL pair of lines with an
average calibration factor

Nominal fraction | 10 keV | 15 keV | 20 keV | 25 keV | 30 keV

20 % Au 0.1674 { 0.1850 | 0.1618 | 0.1827 | 0.18157348
40 % Au 0.3304 | 0.3523 | 0.3827 | 0.4078 | 0.37910626
60 % Au 0.4792 | 0.5890 | 0.6170 | 0.6212 | 0.63941131
80% Au 0.7619 | 0.7897 | 0.8362 | 0.8466 | 0.85541022

Table C-9: Calculated Au weight fraction using the AuL-AgL pair of lines with an
average calibration factor and without the fluorescence correction

Nominal fraction | 15 keV | 20 keV | 25 keV | 30 keV

20 % Au 0.1547 | 0.1636 | 0.2060 | 0.20621806
40 % Au 0.3759 | 0.4066 | 0.4180 | 0.43161043
60 % Au 0.6049 | 0.6221 | 0.6320 | 0.63858223
80% Au 0.7934 |0.8233 | 0.8435 | 0.85192286

Table C-10: Calculated Au weight fraction using the AuL-AgL pair of lines with an
average calibration factor and with the fluorescence correction

Nominal fraction | 15 keV | 20 keV | 25 keV | 30 keV

20 % Au 0.1437 | 0.1556 | 0.1972 | 0.199335101
40 % Au 0.4821 | 0.3913 | 0.4053 | 0.423360633
60 % Au 0.5794 | 0.6055 | 0.6169 | 0.626720166
0% Au 0.7782 | 0.8132 | 0.8346 | 0.844700555
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Table C-11: Calculated Au weight fraction using the AuL-CuK pair of lines with a
beam-energy-dependent calibration factor and without the fluorescence correction

Nominal fraction | 15 keV | 20 keV | 25 keV | 30 keV
20 % Au 0.2108 | 0.1951 | 0.2056 | 0.1984
60 % Au 0.6437 | 0.6000 | 0.6009 | 0.6070
80% Au 0.8205 | 0.8006 | 0.8004 | 0.8052

Table C-12: Calculated Au weight fraction using the AuL-CuK pair of lines with a
beam-energy-dependent calibration factor and with the fluorescence correction

Nominal fraction | 15 keV | 20 keV | 25 keV | 30 keV
20 % Au 0.2116 | 0.1940 | 0.2035 | 0.1958
60 % Au 0.6424 | 0.6032 | 0.6071 | 0.6150
80 % Au 0.8202 } 0.8066 | 0.8110 | 0.8171

Table C-13: Calculated Au weight fraction using the AuL-CuL pair of lines with a
beam-energy-dependent calibration factor and without the fluorescence correction

Nominal fraction | 15 keV | 20 keV | 25 keV | 30 keV
20 % Au 0.2002 ;| 0.1775 | 0.1817 | 0.1688
60 % Au 0.6623 | 0.6132 | 0.5328 | 0.6313
80% Au 0.8305 | 0.8221 | 0.7751 | 0.8371

Table C-14: Calculated Au weight fraction using the AuL-Cul pair of lines with a
beam-energy-dependent calibration factor and with the fluorescence correction

Nominal fraction { 15 keV | 20 keV | 25 keV | 30 keV
20 % Au 0.2000 | 0.1769 | 0.1812 | 0.1732
60 % Au 0.6560 | 0.6143 | 0.5620 | 0.5509
80 % Au 0.8274 | 0.8253 | 0.8050 | 0.7695
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Table C-15: Calculated Au weight fraction using the AuM-CuK pair of lines with a
beam-energy-dependent calibration factor and without the fluorescence correction

Nominal fraction { 15 keV | 20 keV | 25 keV | 30 keV
20 % Au 0.1916 | 0.1941 | 0.1885 | 0.1781
60 % Au 0.6188 | 0.6153 | 0.7285 | 0.6155
80% Au 0.7448 | 0.8219 | 0.8880 | 0.8254

)

Table C-16: Calculated Au weight fraction using the AuM-CuK pair of lines with a
beam-energy-dependent calibration factor and with the fluorescence correction

Nominal fraction | 15 keV | 20 keV | 25 keV | 30 keV
20 % Au 0.1901 | 0.1907 | 0.1838 | 0.1730
60 % Au 0.6221 | 0.6221 | 0.7417 | 0.6281
80 % Au 0.7500 | 0.8321 | 0.8989 | 0.8432

Table C-17: Calculated Au weight fraction using the AuM-CulL pair of lines with a
beam-energy-dependent calibration factor

Nominal fraction | 10 keV | 15 keV | 20 keV | 25 keV | 30 keV

20 % Au 0.1750 | 0.1813 | 0.1766 | 0.1651 | 0.14930731
60 % Au 0.6142 | 0.6290 | 0.6290 | 0.6747 | 0.64008136
80% Au 0.8188 | 0.8352 | 0.8432 | 0.8683 | 0.85555174
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Table C-18: Calculated Au weight fraction using the AuM-AgL pair of lines with a
beam-energy-dependent calibration factor

Nominal fraction | 10 keV | 15 keV | 20 keV | 25 keV | 30 keV

20 % Au 0.2479 | 0.1921 | 0.1517 | 0.1695 | 0.156917788
40 % Au 0.4461 | 0.3633 | 0.3664 | 0.3865 | 0.338377182
80% Au 0.8398 | 0.7975 | 0.8260 | 0.8340 | 0.834867199

Table C-19: Calculated Au weight fraction using the AuL-AgL pair of lines with a
beam-energy-dependent calibration factor and without the fluorescence correction

Nominal fraction | 15 keV | 20 keV | 25 keV | 30 keV
20 % Au 0.1521 | 0.1527 | 0.1862 | 0.1812
40 % Au 0.4931 | 0.3852 | 0.3890 | 0.3943
80% Au 0.7894 | 0.8100 | 0.8249 | 0.8288

Table C-20: Calculated Au weight fraction using the AuL-AgL pair of lines with a
beam-energy-dependent, calibration factor and with the fluorescence correction

Nominal fraction | 15 keV | 20 keV | 25 keV | 30 keV
20 % Au 0.1487 | 0.1516 | 0.1867 | 0.1833
40 % Au 0.5275 | 0.3828 | 0.3909 | 0.3972
80% Au 0.7842 | 0.8081 | 0.8247 | 0.8299
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Appendix D
Tables of measured x-ray intensities

The next tables show the characteristic x-ray intensities of the peaks, named
AuL, AuM, CuK and Cul in this work. The intensities have been obtained by
filtering as shown in section 5.4. The four data in lines are the four measurements
for each conditions. Each table represents the values for one standard at one beam

energy in counts.

Table D-1: Measured x-ray intensity for the AuggCugg standard at 10 keV

Nominal fraction | Point 1 | Point 2 | Point 3 | Point 4
AuLo 0 0 0 0
AuMa 16479.3 | 16313.3 | 16772.1 | 16997.6
CuKa 0 0 0 0
CuLao 109597 | 107447 | 104896 | 107373

Table D-2: Measured x-ray intensity for the AugCugy standard at 15 keV

Nominal fraction | Point 1 | Point 2 | Point 3 | Point 4
AuLo 2657.86 | 2612.65 | 2565.81 | 2468.87
AuMa 19171.6 | 19008.6 | 18572.1 | 18189.3
CuKo 53202.6 | 52003.2 | 51520.4 | 51614.8
CuLa 67632.1 | 64498.8 | 64275.4 | 64817.8
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Table D-3: Measured x-ray intensity for the AuqgCugo standard at 20 keV

Nominal fraction | Point 1 | Point 2 | Point 3 | Point 4
Aula 2657.86 | 2612.65 | 2565.81 | 2468.87
AuMa 19171.6 | 19008.6 | 18572.1 | 18189.3
CuKa 53202.6 | 52003.2 | 51520.4 | 51614.8
CuLa 67632.1 | 64498.8 | 64275.4 | 64817.8

Table D—-4: Measured x-ray intensity for the AugoCugp standard at 25 keV

Nominal fraction | Point 1 | Point 2 | Point 3 | Point 4
Aula 3162.58 | 3212.42 | 3306.31 | 3756.09
AuMa 6741.82 | 6737.98 | 6773.57 | 6901.42
CuKa 55443.9 | 54865.4 | 54896.3 | 54546

CuLa 24885.1 | 24282.7 | 25152.1 | 24710.2

Table D-5: Measured x-ray intensity for the AugnCugy standard at 30 keV

Nominal fraction | Point 1 | Point 2 | Point 3 | Point 4
AuLey 3642.14 | 3850.67 | 3772.7 | 3944.68
AuMao 4773.9 | 4917.6 | 4829.84 | 5088.8

CuKa 61167.1 | 61915.4 | 62193.1 | 61158.6
CulL« 16573.5 | 16047.5 | 16243.3 | 16373.7

Table D-6: Measured x-ray intensity for the AusnCugo standard at 10 keV

Nominal fraction | Point 1 | Point 2 | Point 3 | Point 4
AuLlo 0 0 0 0
AuMe 39152.4 | 37844.9 | 32143.3 | 38223.8
CuKa 0 0 0 0
CuLa 73481.1 | 74043.2 | 62358 74497.2

Table D-7: Measured x-ray intensity for the Au4soCugo standard at 15 ke\}

Nominal fraction | Point 1 | Point 2 | Point 3 | Point 4
AuLo 1288.62 | 1490.86 | 1493.22 | 1461.9

AuMao 46045 | 46698.3 | 46171 45727.1
CuKa 21719 | 22350.2 | 22037.5 | 22108.5
CuLex 59573.7 | 60051.2 | 60570.8 { 58603.2
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Table D-8: Measured x-ray intensity for the AusoCugg standard at 20 keV

Nominal fraction | Point 1 | Point 2 | Point 3 | Point 4
AuLa 5566.55 | 5665.71 | 5550.24 | 5896.95
AuMa 41903.8 | 42351.8 | 42502.2 | 43130.3
CuKa 40108.3 | 41324.7 1 41353.8 | 42299.1
CuLiy 41382.2 | 44205.6 | 42545 47224.6

Table D-9: Measured x-ray intensity for the Aus0Cug standard at 25 keV

Nominal fraction | Point 1 | Point 2 | Point 3 | Point 4
AuLo 6992.05 | 6955.61 | 6721.02 { 7265.27
AuMao 16549.2 | 15721.9 | 15480 16025.6
CuKa 43407.8 | 42578.1 | 42604.8 | 43782.6
Cula 16006 15803 15205.4 | 16366.4

Table D-10: Measured x-ray intensity for the AuyCugo standard at 30 keV

Nominal fraction | Point 1 | Point 2 | Point 3 | Point 4
AuLo 7965.96 | 8104.81 | 8186.15 | 8026.18
AuMa 12801.6 | 12134.2 | 12440.2 | 12224.4
CuKa 47874.8 | 47399.6 | 47328.8 | 47347.1
CuL« 10486.8 | 10210.2 | 10175.4 | 9793.24

Table D-11: Measured x-ray intensity for the AuggCuqo standard at 10 keV

Nominal fraction | Point 1 | Point 2 | Point 3 | Point 4
Aulo 0 0 0 0
AuMa 64235.3 | 64078.3 | 62564.7 | 63655.2
CuKa 0 0 0 0
CuLa 48812.7 | 48433.5 | 47308.7 | 49364.2

Table D-12: Measured x-ray intensity for the AugoCuyg standard at 15 keV

Nominal fraction | Point 1 | Point 2 | Point 3 | Point 4
AuLow 2716.01 | 2578.51 | 2861.29 | 2629.07
AuMao 79000 74167.5 | 78560.9 | 78376.5
CuKa 15589.1 | 14712.7 | 15528.7 | 15699.5
CuLey 38386.1 | 35163.4 | 37945.2 | 37389.8
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‘Table D-13: Measured x-ray intensity for the AugoCuqo standard at 20 keV

Nominal fraction | Point 1 | Point 2 | Point 3 | Point 4
AuLo 8697.27 | 8439.1 | 8824.47 | 8851.1

AuMa 65654.8 | 68973.6 | 69863.3 | 69449.3
CuKa 27205.7 | 27451.6 | 27165.9 | 27466.9
CuLa 26963.3 | 26409 26571.7 | 26424.1

Table D-14: Measured x-ray intensity for the AugoCugo standard at 25 keV

Nominal fraction | Point 1 | Point 2 | Point 3 | Point 4
AuLo 14430.4 | 13933.9 | 13686.8 | 14047.1
AuMo 57966.9 | 56472.8 | 56457.1 | 57483.7
CuKo 38037.6 | 36700.1 1 37324.9 | 37115.8
CuLa 16495.3 | 16162.6 | 16147.1 | 16096.6

Table D-15: Measured x-ray intensity for the AugoCugg standard at 30 keV

Nominal fraction | Point 1 | Point 2 | Point 3 | Point 4
AuLo 18102.6 | 18044.4 | 18005.6 | 18347.3
AuMa 47888.3 | 47778.9 | 48218.3 | 47796.6
CuKa 44434.5 | 44105.7 | 45039.5 | 44269.2
CuLa ' 11709.3 | 11839.4 | 11633.2 | 11707.1
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Table D-16: Measured x-ray intensity for the AuggCugy standard at 10 keV

Nominal fraction | Point 1 | Point 2 | Point 3 | Point 4
AuLo 0 0 0 0
AuMa 93085.6 | 91968.8 | 94236 04421.2
CuKa 0 0 0 0
CuLa 23761.4 | 23812.1 | 24191.5 | 24174.7

Table D-17: Measured x-ray intensity for the AugoCusg standard at 15 keV

Nominal fraction | Point 1 | Point 2 | Point 3 | Point 4
AuLa 3353.06 | 3393.11 | 3432.15 | 3517.16
AuMa 102588 | 104374 | 101292 | 100763
CuKe 6996.44 | 7498.56 | 7275.07 | 7089.76
Culax 15652.4 | 16016.3 | 15536.7 | 15924.3

Table D-18: Measured x-ray intensity for the AuggCugy standard at 20 keV

Nominal fraction | Point 1 | Point 2 | Point 3 | Point 4
AulLa 10442.6 | 10945.8 | 10584.8 | 10705.6
AuMau 80292.1 | 90388 87751 86924.5
CuKa 12478.5 | 12523.4 | 12070.9 | 11886.7
Cula 10486 10602.8 | 10505.9 | 10310.9
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Table D—-19: Measured x-ray intensity for the AugoCugy standard at 25 keV

Nominal fraction | Point 1 | Point 2 | Point 3 | Point 4
AulLo 18664.5 | 18169.1 | 17837.2 | 18220.9
AuMa 82739.6 | 80670.2 | 81178.3 | 79710.4
CuKa 18199.9 | 18280.1 | 18004.3 | 17898.2
CulLax 6714.38 | 7051.45 | 6865.81 | 6889.16

Table D-20: Measured x-ray intensity for the AugoCug standard at 30 keV

Nominal fraction | Point 1 | Point 2 | Point 3 | Point 4
AuLo 23695 23341.7 | 23790 | 23433.9
AuMa 68193.6 | 67970.8 | 68498.1 | 68727.6
CuKa 21549.9 | 21965.1 | 22151.4 | 21143.3
CulLa 5046.8 | 5170.46 | 5056.94 | 5070.39

Table D-21: Measured x-ray intensity for the AuggAgss standard at 10 keV

Nominal fraction | Point 1 | Point 2 | Point 3 | Point 4
AuLa 0 0 0 0
AuMa 1431.98 | 21043.8 | 1834.21 | 17355.7
AgKa 0 0 0 0
AgLo 44843.3 | 42872 33224.9 | 432494

Table D-22: Measured x-ray intensity for the AupgAgso standard at 15 keV

Nominal fraction | Point 1 | Point 2 | Point 3 | Point 4
AuLo 503.046 | 356.047 | 601.45 | 246.599
AuMe 24096 22613 21868.6 | 2520.51
AgKa 0 0 0 0

AgLa 59092.6 | 59423.1 | 61249.8 | 59467.9

Table D-23: Measured x-ray intensity for the AuggAgsy standard at 20 keV

Nominal fraction | Point 1 | Point 2 | Point 3 | Point 4
AuLa 1912.58 | 2135.38 | 1242.56 | 1690
AuMa 8791.66 | 16770.3 | 18201.5 | 17526.6
AgKa 0 0 0 0
Agliv 46409.8 | 50079.6 | 52953.2 | 50168.2
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Table D-24: Measured x-ray intensity for the AugoAgso standard at 25 keV

Nominal fraction | Point 1 | Point 2 | Point 3 | Point 4
AuLa 3984.87 | 3955.08 | 4954.81 | 4786.53
AuMa 15873.6 | 11618 18596 | 20110
AgKa 0 0 0 0
Agla 44042.6 | 49398.8 | 55218.3 | 53399

Table D-25: Measured x-ray intensity for the AuggAgso standard at 30 keV

Nominal fraction | Point 1 | Point 2 | Point 3 | Point 4
AuLo 6769.94 | 4826.53 | 7098.37 | 6402.15
AuMo 20144.2 | 14341.4 | 12890 16274
AgKa 0 0 0 0
AgLa 52632.4 | 50340.1 | 49386.7 | 51198.2
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Table D-26: Measured x-ray intensity for the AugoAgso standard at 10 keV

Nominal fraction | Point 1 | Point 2 | Point 3 | Point 4
AulLo 0 0 0 0
AuMao 4455.98 | 44912.4 | 44057.7 | 45307.5
AgKa 0 0 0 0
AgLo 41281.7 | 39106.8 | 40679 41258.4

Table D-27: Measured x-ray intensity for the AusgAgeo standard at 15 keV

Nominal fraction | Point 1 | Point 2 | Point 3 | Point 4
AuLo 1534.58 | 500.021 | 204.127 | 0
AuMa 41018.5 | 39174.9 | 402124 | 0
AgKo 0 0 ' 0 0
AgLa 41101 40874.9 | 42153.8 | 0

Table D-28: Measured x-ray intensity for the AuygAggo standard at 20 keV

Nominal fraction | Point 1 | Point 2 | Point 3 | Point 4
AuLo 5865.87 | 4599.34 | 5133.79 | 5385.6
AuMn 33714.3 | 39126.3 | 46639.7 | 43238.9
AgKa 0 0 0 0
AgLo 41796.3 | 41430.1 | 36188.7 | 40953.4
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Table D-29: Measured x-ray intensity for the AugoAgso standard at 25 keV

Nominal fraction | Point 1 | Point 2 | Point 3 | Point 4
AuLa 8649.44 | 8071.38 | 8934.99 | 6494.93
AuMa 32392.6 | 34615.8 | 36699.3 | 32431.9
AgKa 0 0 0 0 hline AgLa
32118.8 32234.7 | 30437.4 | 32838.7

Table D-30: Measured x-ray intensity for the AugoAgeo standard at 30 keV

Nominal fraction | Point 1 | Point 2 | Point 3 | Point 4
AuLea 14480.2 | 12787.6 | 13865.9 | 13892.3
AuMa 3694.57 | 33990.7 | 37072.9 | 26930.2
AgKo 0 0 0 0

AgLa 36621.9 | 34584.1 | 36996.9 | 36137.7

Table D-31: Measured x-ray intensity for the AugoAgqo standard at 10 keV

Nominal fraction | Point 1 | Point 2 | Point 3 | Point 4
AuLo 0 0 0 0
AuMa 42441.4 | 72907.7 | 14908.6 | 59393
AgKa 0 0 0 0
AgLo 26503.5 | 27808.8 | 28205.8 | 27098.6

Table D-32: Measured x-ray intensity for the AuggAgsg standard at 15 keV

Nominal fraction | Point 1 | Point 2 | Point 3 | Point 4
AuLo 1536.75 | 1265.54 | 1858.82 | 1508.64
AuMa 5903.71 | 63010 | 63696.5 | 66682
AgKa 0 0 0 0
Agla 22542.8 | 24439.1 | 24521.5 | 24223.4

Table D-33: Measured x-ray intensity for the AuggAgso standard at 20 keV

Nominal fraction | Point 1 | Point 2 | Point 3 | Point 4
AuLa 7662.48 | 8196.01 | 7019.66 | 7080.13
AuMao 59662.2 | 58996.9 | 64089.3 | 59217.8
AgKa 0 0 0 0
Aglo 22204.7 | 23275.2 | 22488.9 | 21126

236



Table D-34: Measured x-ray intensity for the AugyAgqo standard at 25 keV

Nominal fraction | Point 1 | Point 2 | Point 3 | Point 4
AuLo 14141.1 | 13082.8 | 12397.3 | 4878.07
AuMa 53022.3 | 56040.4 | 56777.4 | 55965.9
AgKao 0 0 0 0

AgLa 20324.6 | 21685.9 | 20646.4 | 21533.1

Table D-35: Measured x-ray intensity for the AuggAgso standard at 30 keV

Nominal fraction | Point 1 | Point 2 | Point 3 | Point 4
Aula 14642.2 | 14175.9 | 14767.9 | 16415.7
AuMe 46994.6 | 44224.3 | 46275.6 | 3870.88
AgKa 0 0 0 0

AgLa 15340 16481.3 | 17539 15657.1

Table D-36: Measured x-ray intensity for the AugyAgeo standard at 10 keV

Nominal fraction | Point 1 | Point 2 | Point 3 | Point 4
AuLao 0 0 0 0
AuMo 78460 34194.9 | 77063.9 | 80955.3
AgKo 0 0 0 0
AgLey 11955.2 | 11779.3 | 10943.4 | 8975.77

Table D-37: Measured x-ray intensity for the AugoAgso standard at 15 keV

Nominal fraction | Point 1 | Point 2 | Point 3 | Point 4
AuLo 1527 1633.78 | 2594.44 | 910.087
AuMa 65063.4 | 89850.1 | 88325.5 | 7464.67
AgKa 0 0 0 0

Agla 10741.1 | 11255.7 | 12018.2 | 11970.1

Table D-38: Measured x-ray intensity for the AuggAgs standard at 20 keV

Nominal fraction { Point 1 | Point 2 | Point 3 | Point 4
AuLa 20906.1 | 21931.1 | 20303.8 | 9739.36
AuMao 178981 | 176150 | 32147.3 | 97025.2
AgKo 0 0 0 0

AgLox 18866.1 | 190487.7 | 21685.1 | 11746.6
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Table D-39: Measured x-ray intensity for the AuggAgso standard at 25 keV

Nominal fraction | Point 1 | Point 2 | Point 3 | Point 4
AuLa 19180.7 | 18828.8 | 19032.3 | 17721.8
AuMo 79882.2 | 84948.6 | 8287.58 | 81862.9
AgKa 0 0 0 0

AgLa 8999.41 | 8998.66 | 9721.9 | 9070.17

Table D-40: Measured x-ray intensity for the AugyAgsy standard at 30 keV

Nominal fraction | Point 1 | Point 2 | Point 3 | Point 4
Aula 24856 21255.4 | 25448.3 | 22033.1
AuMeu 73808.3 | 18413.5 | 77928.8 | 67312.9
AgKa 0 0 0 0

Agla 6816.01 | 7790.37 | 7959.37 | 7904.33
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