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Abstract 

Nucleic acids are highly dynamic biomolecules that regulate biological function and are 

widely used to construct nanoscale materials. Nucleic acid folding and assembly dynamics 

modulate how they interact with the environment to achieve specific molecular outcomes. These 

motions are highly complex and often occur via transient and low-populated intermediate states 

which can evade experimental detection. Consequently, a full understanding of nucleic acid 

dynamics and their role in function has not been achieved, largely due to the limitations of 

contemporary techniques. The available methodologies for studying nucleic acid dynamics in 

detail are costly in terms of time and labour, and require extensive user expertise. Methods that 

provide quantitative information on nucleic acid dynamics in a rapid and straightforward manner 

are therefore highly desirable for understanding and ultimately controlling their function in biology 

and biomaterials. 

To address the aforementioned challenges, this thesis explores three global data fitting 

analyses that we developed to harness the under-utilized potential in thermal denaturation datasets 

for nucleic acids. In Chapter 2, we detail a global fitting analysis for equilibrium thermal 

denaturation experiments in application to the complex folding dynamics of guanine quadruplexes 

(GQs). We demonstrated that these motions influence GQ stability and functions such as gene 

expression. Chapter 3 describes a combined experimental and global fitting method using nucleic 

acids with heat-sensitive ligands to extract the suite of folding and binding parameters to the initial 

and thermally-converted ligand product. In Chapter 4, we developed an approach that utilizes non-

equilibrium thermal melting and annealing experiments in characterizing the assembly of 

supramolecular nucleic acids via transient and low-populated intermediates. Importantly, all of the 

methods described in this thesis are rapid (requiring as little as one day of experimentation and 

analysis time), low-cost, and provide quantitative information on nucleic acid dynamics with a 

level of detail that is not easily accessible to current techniques. Furthermore, these approaches 

can be applied to systems of virtually any complexity. Taken together, these methods substantially 

expand the toolkit available to nucleic acid researchers and pave the way for robust, facile 

characterizations of nucleic acid folding and assembly dynamics. 
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Résumé 

Les acides nucléiques sont des biomolécules hautement dynamiques qui régularisent la 

fonction biologique et qui sont largement utilisées dans la construction de nano biomatériaux. Les 

dynamiques de repliement et d’assemblage d’acides nucléiques déterminent comment ils 

interagissent avec leur environnement pour en arriver à des résultats moléculaires spécifiques. Ces 

mouvements sont très complexes et se produisent souvent en passant par des états intermédiaires 

transitoires et peu peuplés qui peuvent échapper à la détection expérimentale. Par conséquent, une 

compréhension complète de la dynamique des acides nucléiques et de leur rôle fonctionnel n’a pas 

pu être achevée, en grande partie à cause des limitations des techniques actuelles. Les 

méthodologies disponibles pour l’étude détaillée de la dynamique des acides nucléiques sont 

coûteuses en temps et en travail et elles requièrent une expertise poussée de l’utilisateur. Les 

méthodes qui fournissent de l’information quantitative sur la dynamique des acides nucléiques 

d’une manière rapide et directe deviennent ainsi fortement souhaitables afin de comprendre et 

ultimement contrôler leur fonction en biologie et dans les biomatériaux. 

Afin de s’attaquer à ces défis, cette thèse explore trois analyses globales d’ajustement de 

données que nous avons développées pour saisir le potentiel sous-utilisé des bases de données de 

dénaturation thermique des acides nucléiques. Dans le Chapitre 2, nous décrivons en détails une 

analyse d’ajustement global pour l’équilibre thermique d’expériences de dénaturation en 

application à la dynamique complexe de repliement des quadruplexes de la guanine (GQs). Nous 

avons ainsi démontré que ces mouvements influencent la stabilité de GQ et des fonctions comme 

l’expression du gène. Le Chapitre 3 décrit la combinaison d’une méthode expérimentale et 

d’ajustement global qui utilise des acides nucléiques avec des ligands thermosensibles pour en 

extraire une suite de paramètres de repliement et de liaison au produit initial et à celui converti par 

ligand thermosensible. Dans le Chapitre 4, nous avons développé une approche qui utilise des 

expériences de fusion et refonte thermiques en non-équilibre pour caractériser l’assemblage 

d’acides nucléiques supramoléculaires en passant par des intermédiaires transitoires et peu 

peuplés. Il est important de mentionner que toutes les méthodes décrites dans cette thèse sont 

rapides (ne requérant aussi peu qu’un seul jour d’expérimentation et d’analyse), peu coûteuses et 

qu’elles fournissent de l’information quantitative sur la dynamique des acides nucléiques avec un 

niveau de détails qui n’est pas facilement accessible avec les techniques actuelles. De plus, ces 

approches peuvent être appliquées à des systèmes de virtuellement toutes les complexités. Prises 

dans leur ensemble, ces méthodes augmentent substantiellement les outils disponibles aux 

chercheurs sur les acides nucléiques et pavent la voie à des caractérisations robustes et faciles du 

repliement des acides nucléiques et de la dynamique des assemblages. 

  

  
  



vii 

 

Table of Contents 

Acknowledgements ii 

Abstract v 

Résumé vi 

List of Figures xi 

List of Supplementary Figures xii 

List of Tables xiv 

List of Supplementary Tables xiv 

Author contributions xv 

List of abbreviations xvii 

Chapter 1: Introduction 1 

1.1. The importance of nucleic acid dynamics 2 

1.2. Nucleic acid structure 2 

1.2.1. Nucleotides 2 

1.2.2. The double helix 4 

1.2.3. G-quadruplexes 7 

1.2.4. i-Motifs 10 

1.2.5. Aptamers 12 

1.2.6. Higher-order nucleic acid assemblies 15 

1.3. Nucleic acid dynamics 18 

1.3.1. Hierarchical motions in nucleic acids 18 

1.3.2. Transient high energy base pairings in duplex DNA and RNA 23 

1.3.3. GQ dynamics 28 

1.3.3.1. An overview of GQ conformational exchange 28 

1.3.3.2. GQ folding 29 

1.3.3.3. Topology exchange 30 

1.3.3.4. G-register exchange 32 

1.3.3.5. Oligomer exchange 35 

1.3.4. Nucleic acid dynamics and biological function 37 

1.3.5. Nucleic acid dynamics and biotechnology 42 

1.4. Folding experiments 44 

1.4.1. Absorbance spectroscopy 46 

1.4.2. Differential scanning calorimetry 48 

1.5. Folding analysis 51 

1.5.1. Two-state folding tests 51 

1.5.2. Multi-state models 52 

1.5.3. Analysis of DSC data 57 

1.5.4. Model-free deconvolution of complex folding processes by DSC 59 

1.5.5. Binding polynomials 64 

1.5.6. Folding kinetics 67 

1.5.6.1. Thermal hysteresis 67 



viii 

 

1.5.6.2. Analysis of TH experiments 69 

1.6. Global fitting analysis 70 

1.7. Thesis objectives 71 

1.8. References 74 

Chapter 2: G-register exchange dynamics in guanine quadruplexes 90 

2.1. Preface 91 

2.2. Abstract 91 

2.3. Introduction 92 

2.4. Results 95 

2.4.1. Systematically trapping GR isomers with mutations 95 

2.4.2. Structural analyses 99 

2.4.3. Trapped mutant folding 102 

2.4.4. Globally fitting GQ thermal denaturation data 103 

2.4.5. Trapped mutants as thermodynamic mimics of GR isomers 108 

2.4.6. Entropy effects and correlated motions in GR exchange 111 

2.4.7. GR exchange in the human genome 114 

2.5.Discussion 115 

2.6. Conclusions 118 

2.7. Materials and Methods 119 

2.7.1. Sample preparation 119 

2.7.2. CD spectroscopy 120 

2.7.3. NMR spectroscopy 120 

2.7.4. Experimental DSC 120 

2.7.5. Experimental UV-Vis spectroscopy 121 

2.7.6. DSC global fitting 121 

2.7.7. UV-Vis spectroscopy global fitting 124 

2.7.8. Assessing thermodynamic perturbations in trapping GR isomers 126 

2.7.9. Identification of GR exchange in GQ sequences from the Eukaryotic Promoter Database  

  127 

2.7.10.Calculation of GR isomer numbers for GQ sequences from the Eukaryotic Promoter 

Database  128 

2.7.11. Predicting thermal upshifts 129 

2.7.12. Statistical analysis of errors 129 

2.7.13. Wild-type PIM1 thermal CD correction 131 

2.7.14. Monte Carlo simulations of thermodynamic perturbations in PIM1 trapped mutants 132 

2.8. Supplementary Figures 133 

2.9. Supplementary Tables 154 

2.10. References 160 

Chapter 3: Rapid characterization of biomolecular folding and binding interactions with 

thermolabile ligands by DSC 166 

3.1. Preface 167 

3.2. Abstract 167 

3.3. Introduction 168 



ix 

 

3.4. Results 171 

3.4.1. DSC with thermolabile ligands 171 

3.4.2. Global analysis of thermolabile-ligand binding DSC series 172 

3.4.3. Measuring the rate constant for ligand conversion 177 

3.5. Discussion 178 

3.6. Conclusions 183 

3.7. Materials and Methods 184 

3.7.1. Sample Preparation 184 

3.7.2. Experimental DSC 184 

3.7.3. DSC global fitting 184 

3.7.4. Testing the high temperature ligand conversion assumption 187 

3.7.5. Calculation of the rate constant for conversion of cocaine to benzoylecgonine 189 

3.7.6. Characterizing non-equilibrium biomolecular folding and binding interactions with 

thermolabile ligands by DSC 191 

3.8. Supplementary Figures 195 

3.9. Supplementary Tables 202 

3.10. References 203 

Chapter 4: Mapping the energy landscapes of supramolecular assembly by thermal 

hysteresis 205 

4.1. Preface 206 

4.2. Abstract 206 

4.3. Introduction 207 

4.4. Results 209 

4.4.1. Model-free analysis of TH profiles 209 

4.4.2. Assembly of a tetrameric DNA GQ 213 

4.4.3. Co-polymerization of poly(A) and CA 218 

4.5. Discussion 222 

4.6. Conclusions 228 

4.7. Materials and Methods 229 

4.7.1. Materials 229 

4.7.2. Instrumentation 230 

4.7.3. Acquisition of d(TG4T) TH profiles 230 

4.7.4. Acquisition of d(A15) TH profiles 231 

4.7.5. Temperature correction 231 

4.7.6. Model-free analysis of TH datasets for generating 3D assembly maps 232 

4.7.7. Global analysis of TG4T TH profiles 235 

4.7.8. Global analysis of TH profiles for CA-mediated poly(A) fiber formation 237 

4.7.9. General interpretation of reaction orders for step-wise polymerization 240 

4.7.10. Simulating TH profiles for classical nucleated supramolecular polymerizations 241 

4.7.11. Calculating apparent reaction orders 242 

4.7.12. Supplementary Figures 244 

4.8. References 252 

Chapter 5: Conclusions and future directions 255 



x 

 

5.1. Preface 256 

5.2. Conclusions and contributions to knowledge 256 

5.2.1. Chapter 2: G-register exchange dynamics in guanine quadruplexes 258 

5.2.2. Chapter 3: Rapid characterization of biomolecular folding and binding interactions with 

thermolabile ligands by DSC 259 

5.2.3. Chapter 4: Mapping the energy landscapes of supramolecular assembly by thermal 

hysteresis 260 

5.3. Future directions 262 

5.3.1. Reconstructing parallel folding pathways in GQs by TH 262 

5.3.2. Applications to other systems 267 

5.4. List of publications 269 

5.5. References 270 

 

  



xi 

 

List of Figures 

Figure 1.1. Nucleotide structure 4 

Figure 1.2. Double helix structure 6 

Figure 1.3. GQ structure 8 

Figure 1.4. i-Motif structure 11 

Figure 1.5. Synthetic and biological aptamer structure 14 

Figure 1.6. Supramolecular nucleic acid assemblies 17 

Figure 1.7. Macroscale organization of DNA into nucleosomes and chromosomes 20 

Figure 1.8. Correlated helix motions in HIV-1 TAR RNA 21 

Figure 1.9. Transient high energy base pairs in duplex DNA 26 

Figure 1.10. Topology exchange in Tel24 GQ folding 31 

Figure 1.11. Base swapping dynamics in the human CEB1 minisatellite GQ 34 

Figure 1.12. Simulated examples of thermal denaturation data 46 

Figure 1.13. A modern nano-DSC instrument 49 

Figure 1.14. A multi-state model for intramolecular folding 53 

Figure 1.15. A simulated two-state free energy diagram for nucleic acid folding as a function of 

temperature 54 

Figure 1.16. A two-state DSC thermogram simulated using Equation 1.20 with a positive ∆Cp of 

unfolding and the folded state as the reference 58 

Figure 1.17. A complex folding process where the biomolecule populates three folding 

intermediates along the unfolding trajectory 61 

Figure 1.18. Model-free deconvolution of a complex DSC profile 64 

Figure 1.19. A two-state equilibrium model for the formation of a heteroduplex AB from strands 

A and B 65 

Figure 1.20. Simulated two-state equilibrium and TH folding profiles as a function of temperature 

scan rate 68 

Figure 2.1. GQ structure 93 

Figure 2.2. GQ CD spectra 100 

Figure 2.3. Global fits of GQ DSC thermal denaturation data 106 

Figure 2.4. Global fits of GQ UV-Visible thermal denaturation data 108 

Figure 2.5. Sensitivity of the global fit to thermodynamic perturbations 110 

Figure 2.6. Occurrence of GR exchange in predicted human GQ sequences 115 

Figure 3.1. Cocaine binding aptamers, thermolabile ligand, thermal conversion product, and 

thermostable control 170 

Figure 3.2. Rapid characterization of folding and binding thermodynamics using thermolabile 

ligands 172 

Figure 3.3. Equilibrium binding and unfolding model for a biomolecule in the presence of a 

thermolabile ligand during a DSC experiment 173 



xii 

 

Figure 3.4 Biomolecular folding, binding to a thermolabile ligand, and irreversible aggregation

 179 

Figure 3.5. Computer simulation of equilibrium and kinetically-controlled DSC experiments in the 

absence and presence of a thermolabile ligand 182 

Figure 4.1. Supramolecular assemblies and model-free analysis of multi-scan rate TH datasets

 212 

Figure 4.2. Mapping the energy landscape of TG4T assembly by TH 215 

Figure 4.3. TG4T assembly models 217 

Figure 4.4. Mapping the energy landscape of poly(A) fiber assembly by TH 219 

Figure 4.5. The Goldstein-Stryer model for cooperative self assembly 221 

Figure 4.6. Quantitative free energy diagrams for supramolecular assembly by TH 224 

Figure 5.1. Parallel folding pathways in the extended c-myc GQ sequence 265 

Figure 5.2. Reconstructing parallel folding pathways in GQs by TH 266 

 

List of Supplementary Figures 

Supplementary Figure 2.1. GQ sequences investigated in this work 133 

Supplementary Figure 2.2. GQ CD spectra 134 

Supplementary Figure 2.3. 1D 1H NMR spectra of wild-type and trapped mutant GQs 135 

Supplementary Figure 2.4. 1H NMR spectra for the wild-type and trapped dT mutant GQs 136 

Supplementary Figure 2.5. Wild-type PIM1 CD correction 137 

Supplementary Figure 2.6. PIM1 CD spectra 138 

Supplementary Figure 2.7. Model-free deconvolution of experimental DSC data 139 

Supplementary Figure 2.8. Dual-wavelength absorbance melting for c-myc Pu18 trapped mutants

 140 

Supplementary Figure 2.9. Correlation of global fit parameters from 260 and 295 nm datasets 141 

Supplementary Figure 2.10. Dual-wavelength absorbance melting for PIM1 trapped mutants 142 

Supplementary Figure 2.11. Very slow timescale GR exchange would produce a thermal downshift

 143 

Supplementary Figure 2.12. Raw absorbance melting curves of the wild-type and trapped mutant 

c-myc Pu18, VEGFA, and PIM1 GQs 144 

Supplementary Figure 2.13. Global fits of GQ thermal denaturation data 145 

Supplementary Figure 2.14. Sensitivity of the c-myc Pu18 global fit to thermodynamic 

perturbations 146 

Supplementary Figure 2.15. Sensitivity of the PIM1 global fit to thermodynamic perturbations

 147 

Supplementary Figure 2.16. Correlation of folding parameters extracted from global fits of dT and 

dI trapped mutants of the c-myc Pu18 and PIM1 GQs 148 

Supplementary Figure 2.17. Coupled GR exchange in the PIM1 GQ 149 



xiii 

 

Supplementary Figure 2.18. UV-Vis thermal denaturation data for c-myc Pu18 wild-type and dT 

trapped mutant GQs 150 

Supplementary Figure 2.19. DSC buffer baseline subtraction 151 

Supplementary Figure 2.20. Heat capacity curves from global analysis of DSC data 152 

Supplementary Figure 2.21. Effect of ∆Cp on global fit populations 153 

Supplementary Figure 3.1. DSC profiles for free and quinine-bound aptamers 195 

Supplementary Figure 3.2. Evidence for benzoylecgonine binding 196 

Supplementary Figure 3.3. Effects of scan rate and continuously-varying ligand conversion 

kinetics on thermolabile ligand DSC profiles 198 

Supplementary Figure 3.4. Protection of the ligand by the biomolecule 199 

Supplementary Figure 3.5. Simulation of thermolabile ligand binding scenarios 200 

Supplementary Figure 3.6. Time evolution of two DSC experiments with different high 

temperature equilibration periods 201 

Supplementary Figure 4.1. Solution versus block temperature as a function of scan rate 244 

Supplementary Figure 4.2. Temperature correction of TH data 245 

Supplementary Figure 4.3. Raw and corrected TH profiles 246 

Supplementary Figure 4.4. Comparison of global fits of kinetic models to TG4T TH profiles 247 

Supplementary Figure 4.5. Global fit quality as a function of nucleus size for global fits to CA-

mediated poly(A) assembly TH profiles 248 

Supplementary Figure 4.6. Assessing the concentration dependence of the TG4T assembly reaction 

orders at low and high temperature 249 

Supplementary Figure 4.7. Simulations of Goldstein-Stryer TH profiles as a function of nucleus 

size with fixed kinetic parameters 250 

Supplementary Figure 4.8. Simulations of TH profiles for classical nucleated polymerizations 

 251 

 

  



xiv 

 

List of Tables 

Table 2.1 Wild-type and trapped mutant GQ sequences 98 

Table 2.2 Entropic stabilization of folded GQs by GR exchange 113 

Table 3.1. Thermodynamic parameters extracted from global analysis of DSC data using 

thermolabile and thermostable ligands 175 

Table 4.1. TH global fit parameters for TG4T assembly with the step-wise monomer association 

model 217 

Table 4.2. TH global fit parameters for poly(A) fiber assembly using the Goldstein-Stryer model 

with a nucleus size of 3 222 

Table 5.1. The sequences being investigated in our study of the effects of parallel folding pathways 

on GQ folding kinetics 264 

 

List of Supplementary Tables 

Supplementary Table 2.1. Effect of ∆Cp on DSC global fit thermodynamics 154 

Supplementary Table 2.2. Thermodynamic parameters obtained from two-state models and model-

free analysis 155 

Supplementary Table 2.3. Thermodynamic parameters from the DSC global fitting of the c-myc 

Pu18 GQ 156 

Supplementary Table 2.4. Thermodynamic parameters extracted from the global fit of UV-Vis 

data for the c-myc Pu18, VEGFA, and PIM1 GQs 157 

Supplementary Table 2.5. GR exchange equilibrium constants for the c-myc Pu18 dT and dI 

trapped mutants calculated from the DSC and UV-Vis global fitting parameters 158 

Supplementary Table 2.6. GR exchange equilibrium constants for the PIM1 dT and dI trapped 

mutants extracted from the extracted UV-Vis global fits 159 

Supplementary Table 3.1. Cocaine concentrations extracted from global analysis of the cocaine-

added MN4 datasets assuming benzoylecgonine can bind the aptamer 202 

 

 

  



xv 

 

Author contributions 

Chapter 1: Introduction 

A large portion of this chapter was adapted with permission from Harkness, R. W., V, and 

Mittermaier, A. K. G-quadruplex dynamics. Biochimica et Biophysica Acta – Proteins and 

Proteomics 1865(11B), 1544-1554 (2017). I performed all background research for this review 

article, created or adapted the figures with permissions, and co-wrote the manuscript with Dr. 

Mittermaier. 

 

Chapter 2: G-register exchange dynamics in guanine quadruplexes 

Chapter 2 was reproduced with permission from Harkness, R. W., V, and Mittermaier, A. 

K. G-register exchange dynamics in guanine quadruplexes. Nucleic Acids Research 44(8), 3481-

3494 (2016). Cover article*. Dr. Anthony Mittermaier conceived the study and I performed all 

experiments, developed the analysis with Dr. Mittermaier, wrote all MATLAB software for global 

fitting and other data analyses, and created all figures. The article was co-written by myself and 

Dr. Mittermaier. 

 

Chapter 3: Rapid characterization of biomolecular folding and binding interactions with 

thermolabile ligands by DSC 

Chapter 3 is adapted with permissions from two articles: Harkness, R. W., V, et al. Rapid 

characterization of folding and binding interactions with thermolabile ligands by DSC. Chemical 

Communications 52, 13471-13474 (2016), and Harkness, R. W., V, et al. Measuring biomolecular 

DSC profiles with thermolabile ligands to rapidly characterize folding and binding interactions. 

The Journal of Visualized Experiments 129, e55959 (2017). In these works, samples were 

prepared and shared by Sladjana Slavkovic and Dr. Philip Johnson of York University. I 

performed all experiments and developed the global fitting analyses and simulations with Dr. 

Mittermaier. These two articles were co-written by myself and Dr. Mittermaier. Dr. Johnson 

provided guidance in data analysis and the manuscript preparations. 

 

Chapter 4: Mapping the energy landscapes of supramolecular assembly by thermal 

hysteresis 

 Chapter 4 is currently in review at Nature Communications for consideration as an article. 

The study was conceived by Dr. Mittermaier and Dr. Hanadi Sleiman. The experimental portion 



xvi 

 

of the study was carried out entirely by Nicole Avakyan. I developed the analysis and interpreted 

the results with Dr. Mittermaier, and wrote all MATLAB software for analyzing, simulating, and 

global fitting thermal hysteresis data. I created all figures except for the 3D molecular structures 

that were designed by Dr. Andrea Greschner. The manuscript was co-written by myself and Dr. 

Mittermaier, with guidance from Nicole Avakyan and Dr. Sleiman. 

 

 

 

 

 

 

  



xvii 

 

List of abbreviations 

RNA  Ribonucleic acid 

DNA  Deoxyribonucleic acid 

A  Adenine 

U  Uracil 

C  Cytosine 

G  Guanine 

T  Thymine 

I  Hypoxanthine/inosine 

d  Deoxy 

WC  Watson-Crick 

HG  Hoogsteen 

GQ  G-quadruplex 

GR  G-register 

WT  Wild-type 

BER  Base excision repair 

NMR  Nuclear magnetic resonance 

DPFGSE Double pulsed field gradient spin echo 

AFM  Atomic force microscopy 

DSC  Differential scanning calorimetry 

ITC  Isothermal titration calorimetry 

UV-Vis UV-Visible 

TH  Thermal hysteresis 

RSS  Residual sum of squares 

CD  Circular dichroism 

FRET  Förster resonance energy transfer 

IR  Infrared 



xviii 

 

EM  Electron microscopy 

LC  Liquid chromatography 

QTOF  Quadrupole time-of-flight 

ESI  Electrospray ionization 

ALS  Amyotrophic lateral sclerosis 

DMS  Dimethyl sulfate 

CPG  Controlled pore glass 

DSS  4,4-dimethyl-4-silapentane-1-sulfonic acid 

D2O  Deuterium oxide 

K2HPO4 Dipotassium phosphate 

KH2PO4 Monopotassium phosphate 

CA  Cyanuric acid 

Tris  Tris(hydroxymethyl)aminomethane 

MgCl2  Magnesium chloride 

NaCaco Sodium cacodylate 

NaCl  Sodium chloride 

TEMED Tetramethylethylenediamine 

PAGE  Polyacrylamide gel electrophoresis 

TBE  Tris-boric acid-ethylenediaminetetraacetic acid 

 



1 

 

 

 

 Chapter 1: Introduction 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



2 

 

1.1. The importance of nucleic acid dynamics 

Nucleic acids are highly dynamic biomolecules that carry the genetic information to 

generate and sustain life. Nucleic acids are also used as a key building material in biotechnology 

applications. Over the last roughly 65 years, it has become increasingly clear that nucleic acid 

dynamics are intimately related to their function.  A robust understanding of nucleic acid dynamics 

is therefore of paramount importance to our understanding of biology, the development of medical 

treatments, and the rational design of biomaterials. Yet, the folding and assembly of nucleic acids 

are currently challenging to characterize, since these dynamics are highly complex and often occur 

through transient and low-populated intermediates that can escape experimental detection. In the 

first half of this introduction, I will emphasize the importance of studying nucleic acids by 

reviewing their structure, dynamics, and the interplay between dynamics and function. The second 

half describes the basics of using thermal denaturation methodologies to acquire quantitative 

information on nucleic acid dynamics. These fundamentals are then built upon in later chapters, 

where three global fitting methods are described that we have developed in application to simple 

thermal denaturation datasets. These analyses have allowed us to gain insight into a wide array of 

nucleic acid dynamics with a level of detail that is not readily accessible to contemporary 

techniques. 

 

1.2. Nucleic acid structure 

1.2.1. Nucleotides 

Nucleic acid structures are biopolymers composed of sequences of nucleotide monomers1. 

The nucleotides in nucleic acid structures contain a nitrogenous base, a pentose sugar, and a 

phosphate group (Figure 1.1a). In ribonucleic acid (RNA), the nitrogenous bases are adenine (A), 
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uracil (U), cytosine (C), and guanine (G). Deoxyribonucleic acid (DNA) contains thymine (T) 

instead of U. The bases are further subdivided into the bicyclic purines (A and G) and the 

monocyclic pyrimidines (C, T, and U). The bases are attached to the C1’ of the sugars through a 

glycosidic linkage. The rotation of the base about the glycosidic bond gives rise to two main base 

orientations – anti and syn. These orientations are most easily visualized for the bulky purine bases. 

For example, an A nucleotide in the anti conformation has the base flipped away from the sugar. 

In contrast, the syn conformation corresponds to the A being flipped toward the sugar (Figure 

1.1b). These orientations are less obvious for the monocyclic pyrimidines, however the base 

orientation can be visually identified by the proximity of the base C2 oxygen to the sugar. Syn 

pyrimidines have the C2 oxygen flipped close to the sugar, whereas anti pyrimidines have the C2 

oxygen flipped away. The ability to interconvert between syn and anti conformations is important 

for adopting different nucleic acid topologies (see Section 1.2.3). 

The sugars in DNA and RNA differ by one hydroxyl group. In DNA, the deoxy (d) prefix 

refers to the absence of the 2’-hydroxyl group on the sugar (deoxyribose) relative to RNA (ribose). 

Nucleotide sugars adopt puckered conformations to relieve strain and steric clash between the 

adjacent substituent groups1. Sugar puckering plays an important role in dictating the types of 

nucleic acid structures that a given sequence can form (see Section 1.2.2). Sugar puckers are 

defined by the position of the C2’ and C3’ with respect to the plane formed by C1’-O4’-C4’. The 

major sugar puckers are commonly referred to as North and South. In North puckering, the C3’ is 

above the plane, on the same side as the base (termed endo), with the C2’ situated on the opposite 

side of the sugar, away from the base (termed exo). In South puckering, these orientations are 

reversed (Figure 1.1c). Nucleic acid sequences contain multiple nucleotide monomers connected 

via phosphodiester linkages between the 3’ and 5’ hydroxyl groups of adjacent nucleotides. This 
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sugar-phosphate connectivity is known as the backbone of a nucleic acid sequence. By convention, 

nucleic acid sequences are written in the 5’ to 3’ direction, meaning the sequence begins with the 

nucleotide that has a free 5’ end. 

 

Figure 1.1. Nucleotide structure. (a) A nucleotide polymer. The base and sugar position 

numberings are shown in red and blue respectively. On the sugar, X = OH and H in RNA and 

DNA respectively. R = H and CH3 in U and T respectively. (b) Anti and syn glycosidic bond angles 

shown for an adenosine moiety. (c) North and South sugar puckers. 

 

1.2.2. The double helix 

The double helix is the fundamental structure of the genome of an organism2. Double 

helices are also key structural elements acquired in the folding of single-stranded DNA1 and RNA 

molecules3 and form the basis for many nucleic acid-based nanotechnology applications4. In 1953, 

James Watson and Francis Crick published the structure of the canonical DNA double helix2 
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(Figure 1.2a, B-form) based on Edwin Chargaff’s base proportions5 and the X-ray crystallography 

experiments of Maurice Wilkins and Rosalind Franklin6. The canonical DNA double helix 

contains two strands arranged in an antiparallel fashion, i.e. one strand runs in the opposite 

direction to the other. The sugar-phosphate backbone of each strand winds around the exterior of 

the structure. The winding of the two strands creates the major and minor grooves1 which are 

important for protein and small molecule ligand binding7-9. The two strands are held together by 

intermolecular hydrogen bonds between the bases of the two complementary sequences. In DNA, 

A hydrogen bonds with T, and G with C. AT base pairs contain two hydrogen bonds, while GC 

base pairs contain three and thus are thermodynamically more favorable (Figure 1.2b). The 

nitrogenous bases also form favorable stacking interactions within the duplex interior10. The burial 

of the bases inside the structure protects them from damage by endogenous mutagens11, preserving 

the genetic code. As well, DNA duplex structures typically have South sugar puckers and anti base 

orientations12. In RNA double helices, A pairs with U instead of T, and the sugar puckers and base 

orientations are usually North and anti respectively12. The GC and AT arrangements found in DNA 

duplexes are now known as the standard Watson-Crick base pairs. The bases can also adopt the 

Hoogsteen (HG) arrangement13 by using the alternate face of the purines to form hydrogen bonds 

with the pyrimidines. However, in the context of duplex structures, this requires an energetically 

unfavorable flipping of the purine into the syn orientation and therefore the WC mode is favored 

(see Sections 1.2.3 and 1.3.2 for more discussion of HG base pairing). The favorable base stacking 

and hydrogen bonding interactions in duplex structures are countered by repulsive electrostatic 

interactions between the closely situated phosphate groups14. In biological solutions, this effect is 

mitigated by cations such as Mg2+ that coat the sugar-phosphate backbone15. Additionally, the 
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entropic cost of duplex formation is reduced by the favorable release of water molecules to the 

bulk solution upon association of the two complementary strands16. 

 

 

Figure 1.2. Double helix structure. (a) Three forms of double-helical DNA. The B- and A-form 

are right-handed helices (PDB IDs 1FQ2 and 4IZQ respectively). The Z-form is a left-handed helix 

(PDB ID 4OCB). (b) WC base pairing. AT and GC base pairs contain two and three hydrogen 

bonds respectively.  

 

Interestingly, double helices can adopt multiple forms that are implicated in biological 

function. Three of these double-helical conformations in DNA are the B- A- and Z-forms17-19 

(Figure 1.2a). The B- and A-forms are right-handed double helices, with South and North sugar 

puckers respectively20. The Z-form is a left-handed double helix typically adopted by duplexes of 

alternating South pyrimidines and North purines that drive the formation of the zig-zag 

backbone21. RNA double helices usually adopt the A-form, since the presence of the 2’-hydroxyl 

group makes it energetically unfavorable to adopt the South pucker in the B-conformation12. The 

B-form of DNA solved by Watson and Crick is thought to be predominant in biology as it is 

energetically most favorable. The A-form of DNA is favored under dehydrating conditions and 
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protects DNA in response to desiccation22. Z-DNA occurs near transcription start sites and is 

thought to act as a cis-element for gene expression21. This is supported by a number of transcription 

factors that bind to and stabilize the Z-DNA conformation23. Double helical DNA and RNA can 

also accommodate bulges24 and hairpins25 where local portions of the duplex are single stranded, 

revealing binding sites for protein partners11, 26. The exposure of single strands may also lead to 

the formation of G-quadruplex and i-motif structures, as discussed in the following two sections. 

 

1.2.3. G-quadruplexes 

G-quadruplexes (GQ) are four-stranded, helical nucleic acid structures formed by G-rich 

DNA and RNA sequences27-29 (Figure 1.3a, left). Biologically-occurring GQs 

typically form from single strands containing four G-repeats (termed G-tracts) that are connected 

by variable sequences (termed loops). These usually follow 5’-G3+N1-7G3+N1-7G3+N1-7G3+-3’30 

where N is A, C, G, T, or U, although divergent sequences can also adopt a GQ fold31, 32.  For 

example, sequences with longer (G4-7), shorter (G2), or uneven G-tracts also form GQ structures33-

35. GQs can also form from multiple strands via intermolecular interactions (Chapter 4). GQ 

sequences are found throughout the genome and in mRNA, notably in gene promoters, telomeres, 

and telomeric or virus RNA29, 36-38. GQs are thought to form when single strands are exposed 

during DNA replication and transcription events, and have been implicated in regulation of gene 

expression, protein translation, and proteolysis39-43, pointing to wide-ranging roles in biological 

function. GQs are also important in biotechnology, forming a key structural component of 

aptamers44, 45 and catalytic DNA46, 47, among other applications. 

 The canonical four G3-tract GQ is formed by assembling the G-tracts into three stacked 

G-tetrads while adopting energetically favorable loop interactions48, 49 (Figure 1.3a, left). G-tetrads 
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are planar arrangements of four Gs engaged in HG hydrogen bonding interactions, where each G 

in the tetrad is rotated roughly 90° with respect to the adjacent ones (Figure 1.3a, right). The second 

and third G tetrads are rotated relative to the first. This rotation gives rise to the helical nature of 

GQs, which are almost always right handed, with interesting exceptions50, 51. Loop sequences can 

form intra- and inter-loop interactions52, 53, in addition to loop-core arrangements where longer 

loops form capping structures and stack onto outer G-tetrads54, 55.  GQs may also feature flanking 

sequences to the 5’- and 3’-ends that form stabilizing capping interactions with the GQ core36, 

56 (Figure 1.3a, left). 

Figure 1.3. GQ structure. (a) Solution NMR structure of the c-myc Pu22 sequence 5’-

TGAGGGTGGGTAGGGTGGGTAA-3’ (PDB ID: 1XAV) with G-tetrad and coordinated metal 

depicted immediately to the right. In the 3D structure, core G residues are colored orange, loop 

and flanking residues are colored blue. Bound K+ ions are colored grey and the backbone is colored 

black. (b) GQ topologies. Reproduced from Harkness and Mittermaier57 with permission. 
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GQ assembly requires suitable cations that are bound between each pair of tetrads, 

coordinated by the carbonyl groups of the tetrad Gs58 (Figure 1.3a left). A variety of cations can 

play this structural role including Ca2+, Pb2+, Sr2+, Na+
, and K+59-63, although the last two are 

considered most biologically relevant as their intracellular concentrations (~10 mM and 140 mM 

in mammalian cells respectively64) are much larger than those of the others. Typically K+ is bound 

with highest affinity65, 66. Interestingly, NH4
+ is readily coordinated in the GQ core and 15NH4

+ has 

been used to probe cation dynamics within GQs by NMR spectroscopy67, 68. Cations may also be 

coordinated by loop sequences and can play a role in loop dynamics69, 70. 

GQs fold into different topologies that are characterized by the relative orientations of the 

four G-tracts and the types of loop motifs that connect them27, 71 (Figure 1.3b). G-tracts can be 

aligned in the GQ core in the same or opposing directions, known as parallel and antiparallel 

respectively. When all four G-tracts are aligned in the same direction, the GQ is parallel or 4 + 0 

topology (4 parallel + 0 antiparallel G-tracts, Figure 1.3b parallel). GQs with G-tracts aligned in 

alternating opposing directions are antiparallel or 2 + 2 topology (2 parallel + 2 antiparallel G-

tracts, Figure 1.3b chair, basket). Topologies where 3 of 4 G-tracts are parallel while the 4th is 

antiparallel are called hybrid or 3 + 1 (3 parallel + 1 antiparallel G-tract, Figure 1.3b hybrid-1 and 

hybrid-2).  Loops that connect parallel G-tracts are termed double-chain-reversal or propeller type 

(because they appear similar to a propeller blade, Figure 1.3b parallel) and are typically formed by 

short loop sequences of 1-2 nucleotides in length49, 72-74. Edge-wise (Figure 1.3b chair) and 

diagonal (Figure 1.3b basket) loops connect antiparallel G-tracts. These types of loops run along 

the edge or bridge the diagonal of the top or bottom face of the GQ and are typically formed by 

longer loop sequences of 3+ nucleotides in length75, 76. GQ topologies can also be differentiated 

by the glycosidic bond angles for Gs within the GQ core. A parallel GQ has all 
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anti glycosidic angles, while an antiparallel or hybrid GQ has mixed syn and anti glycosidic bond 

angles27. The determinants of adopting one topology over another are not currently clear, although 

G-tract length, loop length and composition, and formation of favorable loop interactions have 

been implicated in influencing topological preferences33, 49, 77. 

 

1.2.4. i-Motifs 

i-Motifs are four-stranded structures formed by C-rich DNA sequences37, 78 (Figure 1.4a). 

Their structure consists of two parallel-stranded duplexes intercalated in an antiparallel 

orientation79. The formation of an i-motif is coupled to the protonation of the Cs at the N3 position, 

which allows the core of the structure to be stabilized by unusual hemi-protonated CC+ base 

pairings (Figure 1.4b).  In theory, an i-motif can form in any region of double-stranded genomic 

DNA where a GQ-forming sequence is located, since the complementary strands at these loci have 

tracts of C residues80. However, unlike GQs, i-motifs have garnered less attention for their 

potential roles in biological function owing to their sensitivity to the solution pH78. For example, 

the C N3 pKa is roughly 4.578 which corresponds to the protonation equilibrium lying 

approximately 200-fold to the deprotonated side at neutral biological pH. At face value, this 

suggests that i-motif structures are not easily formed in-vivo. Yet, i-motif structures adopted by 

sequences from the promoter regions of oncogenes have been shown to be stable at neutral pH78, 

81, suggesting i-motifs may take part in regulating transcription. The discovery of several proteins 

that bind to i-motif sequences has provided further evidence for their role in biology82-84. Despite 

the apparent barrier to their formation in-vivo, the pH sensitivity of i-motifs has made them a key 

element in nanotechnology applications as pH sensors85, 86. 
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Figure 1.4. i-Motif structure. (a) A tetramolecular i-motif (PDB ID 2N89). (b) CC+ base pairing. 

(c) Intercalation topologies for the telomeric i-motif structure. 

 

The stability of i-motifs is also highly dependent on the length of the C-tracts and loops, 

and loop composition87, 88. The Waller group has shown that a minimum of 5 Cs per tract are 

necessary to have stable i-motif formation under physiological conditions88. Presumably, this is 

due to the intercalation pattern of i-motifs that precludes extensive stacking interactions between 

the aromatic heterocycles of consecutive bases in the core structure78. Interestingly, this 

detrimental effect is offset by the strength of the CC+ base pairs, which have stronger hydrogen 

bonding interaction energies compared to their GC counterparts89. Additional stabilization comes 

from a hydrogen bonding network between the sugars of the backbone90. Like GQs, i-motifs can 

adopt different topologies. These are known as the 5’E and 3’E forms91. i-Motifs in the 5’E 

topology have the outermost CC+ pair at the 5’ end of the sequence. In contrast, the 3’E topology 

has the outermost CC+ pair at the 3’ end (Figure 1.4c). 

Abou Assi et al. have demonstrated that i-motifs can be formed at neutral pH and 

physiological temperatures by introducing 2’-arabinofluoro modifications92, 93, allowing their 

study in model systems that mimic their biological context where a GQ, i-motif, and duplex are 
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putatively in equilibrium. In a recent landmark study toward elucidating the formation propensity 

of unmodified i-motifs in-vivo, efforts by Trantirek and coworkers have shown that pre-formed i-

motif structures are stable in the nuclei of living mammalian cells by in-cell nuclear magnetic 

resonance (NMR) spectroscopy94. They suggested that i-motif formation is stabilized by an 

excluded volume effect derived from the crowded biological milieu. In this environment, the C N3 

pKa could also be highly perturbed from its in-vitro value, making i-motif formation feasible at 

biological pH. The identification of stable i-motifs in-vivo, combined with the ability to study these 

structures in simulated biological environments points to a bright future for i-motif research. 

 

1.2.5. Aptamers 

Nucleic acid aptamers are single-stranded DNA or RNA molecules that are developed to 

bind with high specificity and affinity to a target ligand95. The term aptamer is derived from the 

Latin word aptus (to fit) and the Greek word meros (part), coined to reflect the binding specificity 

of these structures. To date, aptamers that can bind to ligands as small as metal ions, or as large as 

proteins or complete viruses have been identified96-98. Aptamers can adopt a wide range of 

structural motifs such as double-helical stem loops and pseudoknots, bulges, and GQs95, 99. Local 

secondary structures within an aptamer strand acquire tertiary contacts by folding upon themselves 

or with elements formed by distal parts of the sequence. The formation of tertiary contacts is 

important for generating the shape complementary that imbues ligand specificity95. The ability to 

engineer ligand binding has generated significant interest in using aptamers for sensing and 

biomedical applications. Synthetic aptamers made from DNA and RNA are used to detect drugs 

in colorimetric assays and have found success as medical diagnostic tools and treatments100-102. 

For instance, an aptamer based on a GQ scaffold is in clinical trials as an anti clotting agent in 
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heart surgery95 owing to its picomolar affinity for thrombin103, an enzyme involved in the blood 

clotting process. GQ-based aptamers have also been applied in metal sensing104-106, since the 

folding of GQs is coupled to coordination of multiple metal ions in the central channel. 

Typically, aptamers are developed to bind a single ligand, ensuring a specific response in 

sensing applications. However, aptamers can develop off-target interactions that complicate their 

usage. In an effort to understand the structural bases of specificity and high affinity DNA 

aptamer:ligand interactions for drug sensing applications, the Johnson group has employed a dual 

NMR and isothermal titration calorimetry (ITC) approach in studies of the cocaine-binding 

aptamer and libraries of its sequence variants107-111 (Figure 1.5a). Interestingly, the cocaine-

binding aptamer interacts with quinine roughly 30- to 40-fold more strongly than cocaine, the 

ligand for which it was initially selected to bind. The capacity to bind two structurally different 

ligands makes the cocaine-binding aptamer a useful model system for understanding the 

determinants of ligand binding promiscuity. The cocaine-binding aptamer features three double-

helical stems with WC base pairing that are connected by a three-way junction. The aptamer 

junction core contains an internal bulge situated next to tandem GA mispairs where cocaine and 

quinine bind108. The Johnson group has suggested that quinine binding is driven by extensive base 

stacking interactions between the bicyclic aromatic ring and the core of the aptamer. The 

monocyclic ring of cocaine likely does not stack as efficiently into the aptamer core, leading to 

reduced affinity. Engineering aptamers with core structures that tightly accommodate the smaller 

cocaine ring could therefore lead to increased cocaine affinity and total specificity for more 

rigorous application in drug sensing. 
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Figure 1.5. Synthetic and biological aptamer structure. (a) The cocaine-binding aptamer MN4. 

Cocaine and quinine bind at the three-way junction. Reproduced from Harkness et al.112 with 

permission. (b) 3D structure of a G riboswitch from the soil bacterium Bacillus subtilis (PDB ID 

1Y27). The bound G is shown in blue. 

 

Aptamers initially gained attention in 1990 for their ease of development by in-vitro 

procedures113-115. More recently, it was discovered that aptamers were present in biology long 

before methods to generate synthetic aptamers were brought to bear. In the early 2000s, several 

groups discovered the existence of naturally occurring aptamer structures called riboswitches that 

are adopted by mRNA sequences116-119. Riboswitches have evolved to interact with small molecule 

metabolites in the cell in order to regulate gene expression. There are riboswitches that bind to 

nucleotides, vitamins, amino acids, and even fluoride anions120. Typically, riboswitch structures 

occur in the 5’-UTR of bacterial mRNA where they act as cis-regulatory elements for mRNA 

translation by sensing metabolite levels3. For instance, in the absence of a given metabolite, certain 

riboswitches adopt a conformation that conceals the mRNA translation start site. Upon metabolite 

binding, the riboswitch structure reorganizes to expose this motif. Like other large RNA structures, 
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riboswitches are organized according to two general structure principles3. These are (i) the 

formation of coaxial helical stacks, and (ii) the parallel packing arrangement of distal helices and 

helical stacks. As an example, the G riboswitch (Figure 1.5b) contains P1, P2, and P3 helices. The 

P1 and P3 helices form a nearly linear coaxial stack that is packed against the P2 helix in the 3D 

structure121. Riboswitches are further organized by parallel packing of GA3 tetraloops and their 

receptor motifs3, 122. These structural arrangements facilitate the formation of metabolite binding 

cavities on riboswitch exteriors. In the G riboswitch, G binds at the three-way junction formed by 

the P1-P3 helices. By comparison with the cocaine-binding aptamer, this demonstrates how 

aptamers of completely different origins (synthetic vs. biological) can remarkably adopt similar 

ligand docking elements. 

 

1.2.6. Higher-order nucleic acid assemblies 

As described in the previous sections, nucleic acid sequences can adopt a variety of 

complex structures that are ultimately encoded by their primary sequence.  Over the last roughly 

40 years, scientists have exploited this property in order to generate novel, higher-order 

(multimeric) nucleic acid structures with pre-defined properties4, 123. The field of nucleic acid 

nanotechnology has developed from the ability to control rigidity, structure, and binding 

interactions by programming the primary nucleic acid sequence. These efforts have been greatly 

aided by the development of modern automated nucleic acid synthesizers that permit the facile and 

large-scale production of user-defined nucleic acid sequences. Furthermore, employing chemical 

modifications and developing methods to systematically guide the formation of novel folds has 

significantly expanded the structural diversity of nucleic acids124-127. Nucleic acids have become 
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the basis for many widely-used nanotechnology applications, where a diverse array of higher-order 

structures and functionalities have been achieved beyond those strictly found in nature128. 

DNA origami is one of the best-known examples of user-control over higher-order nucleic 

acid structure formation. The seminal paper by Paul Rothemund129 describes how a single, several 

kilobase long strand of DNA from a bacteriophage can be folded into shapes such as squares, stars, 

and triangles using hundreds of short “staple strands” that form local double-helices with the 

longer strand at specified positions via WC base pairing interactions. The staple strands cause the 

longer strand to bend at defined locations in its sequence, resulting in a macroscopic pattern that 

can be visualized by atomic force microscopy (AFM). Importantly, this can be performed in a 

single one-pot step where all sequences are simultaneously mixed. The structures produced in this 

manner can be used as scaffolds for molecular electronics and circuits129, among many other 

applications130. Complex DNA architectures with unique functionalities can additionally be 

generated by iterative addition of their components. In these cases, single strands or pre-formed 

nucleic acid motifs are added one at a time131, 132 to yield the desired structural element without 

competition from other potential binding partners. The structure that forms can then be purified or 

the excess strands washed away for a new round of assembly. In this manner, structural 

components such as triangular double-helical “rungs” with free sticky ends can be installed into 

larger architectures (Figure 1.6a). Notable examples of this sequential approach include the 

assembly of high aspect ratio DNA nanotubes124, 133, 134 and cages131 for controlled delivery and 

release of drugs and gold nanoparticles. 
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Figure 1.6. Supramolecular nucleic acid assemblies. (a) Step-wise assembly of DNA nanotubes. 

DNA rungs and linking duplexes are added sequentially to generate nanotubes of arbitrary length. 

Adapted from Hariri et al.124 with permissions. (b) A DNA fiber (left) formed by the co-assembly 

of CA and poly(dA) strands into stacked, hexameric rosette hydrogen bonding motifs (right).  

 

Unmodified nucleic acid sequences may also be coaxed into forming higher-order 

assemblies without the addition of extra strands in one-pot or sequential protocols. Instead, small 

molecules can be used to initiate the assembly of macromolecular structures from single-stranded 

nucleic acids. In a recent report by Avakyan et al., strands of poly(A) were discovered to form 

fibers of roughly one micron long in the presence of cyanuric acid (CA)135. Both DNA and RNA 

sequences were found to adopt these fiber structures.  The core structure of the fibers consists of 

hexameric “rosette” hydrogen bonding arrangements, facilitated by CA. Each rosette contains 

three A bases (each from a separate poly(A) strand), interspersed by three CA molecules. The 

rosette faces are hydrophobic and participate in extensive stacking interactions within the core of 

the fibers which drives their assembly (Figure 1.6b). The discovery of self-assembling nucleic acid 

fibers has important implications for novel biological structures, since they suggest a hidden layer 
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of complexity in the nucleic acid code. For example, fiber structures could be derived from the 

poly(A) tails in mRNA in the presence of intracellular small molecules135. Intramolecular 

assemblies guided by small molecules could also form in tracts of chromosomal poly(A) DNA, 

much like how GQs fold from single strands in the presence of cations. 

 

1.3. Nucleic acid dynamics 

1.3.1. Hierarchical motions in nucleic acids 

The static molecular pictures presented in the previous sections are highly informative 

about the general aspects of nucleic acid structure. However, these views belie one fundamentally 

important feature of nucleic acids – their structures evolve over time, leading to highly dynamic 

molecular ensembles. These conformational dynamics occur over a range of length and timescales 

that are important for nucleic acid function11, 136-139. Nucleic acid dynamics are also strongly 

sequence-dependent, meaning that one portion of a given structure may experience drastically 

different motions than another140-142. An upstream sequence can have unique propensities to bend, 

twist, and open relative to a downstream sequence, for example140, 143, 144. Nucleic acid dynamics 

can also be cooperative, where the dynamics at one site influence dynamics at distal sites35. The 

collective motions available to even short duplex elements are potentially daunting yet, much like 

protein dynamics145, nucleic acid motions can be more easily understood by organizing them into 

a length and timescale hierarchy containing macro and microscale dynamics clustered according 

to slow (μs – ms+) and fast (ps – ns) timescales136. In this view, many iterations of a fast timescale 

process occur within one iteration of a slower timescale conformational excursion. It is important 

to note that these timescales of motion are strongly system- and structure-dependent, and therefore 
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the following groupings are general descriptions that serve to illustrate the hierarchical dynamics 

in nucleic acids. 

On a macro scale, cellular double-helical DNA is coiled into nucleosomes by complexing 

with histone proteins16. The nucleosomes are packaged together to yield massive DNA:protein 

fibers. These fibers are further assembled into chromosomes of roughly 1400 nm in width146 

(Figure 1.7). The successive wrapping and compaction allows the roughly two meters of 

chromosomal DNA per cell to fit inside the cell nucleus that is only approximately 6 microns in 

diameter. By analogy, this corresponds to packing 40 kilometres of fine thread into a tennis ball147. 

Furthermore, chromosome compaction varies as a function of the cell cycle; chromosomes are 

most compacted during metaphase when they can be seen with a light microscope and are more 

loosely wound during interphase148. The organization/reorganization of DNA at this level requires 

an enormous amount of conformational change and therefore occurs on the slower timescale over 

a matter of ms to minutes137, 148, 149. Although the sheer magnitude of the compaction ratio that 

cellular DNA experiences is highly impressive, this packaging poses a problem, since the bending 

of duplex DNA into tightly-packed chromosomes can preclude access to sections of the genetic 

code that need to be expressed at a particular time. To circumvent this, DNA also locally unwinds 

from histone proteins while in the context of nucleosomes and globally-compacted chromosomes 

in a sequence-dependent manner150, typically on the ms timescale149. The ability of DNA to safely 

and reversibly undergo these tremendous deformations is critical to the integrity of the genome 

and how it is read by molecular machinery. 
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Figure 1.7. Macroscale organization of DNA into nucleosomes and chromosomes. Reproduced 

from Campbell “Essential Biology with Physiology” Chapter 8: Cellular reproduction. 

 

On the microscopic scale, DNA and RNA molecules undergo dynamics at the level of their 

tertiary, secondary, and primary structure57, 136, 139. These dynamics are important for recognition 

by DNA- and RNA-interacting proteins11, among other functions120, 151. Motions at this level can 

be grouped into both slow (μs to ms+) and fast (ps to ns) timescales. The slow timescale motions 

consist of tertiary and secondary structure dynamics, the formation of non-standard base pairing 

arrangements, and duplex “breathing” events, where base pairs transiently open via disruption of 

stacking and hydrogen bonding interactions11. Duplex breathing creates transient local single-

stranded regions which contain one or more bases. The lower stability of AT/U base pairs (two 

hydrogen bonds) predisposes them to breathing with a greater propensity than the more stable GC 

pairings (three hydrogen bonds)152-155. This can lead to locally “melted” portions of duplex 

structures surrounded by GC-rich regions11. The strength of base stacking interactions also 

influences breathing events. For example, pyrimidine-pyrimidine steps have weaker stacking 

interactions than purine-purine steps156 and are thus more flexible. Furthermore, the transient 

opening of double-helical elements is critical to the adoption of other secondary structures. The 
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release of longer sequences in DNA can lead to the formation of GQs and i-motifs in the case of 

G- and C-rich strands80, 157, for instance. Moving to more rapid dynamics, the fast timescale 

motions include torsional sampling by the sugar-phosphate backbone158, conformational exchange 

between sugar puckers (North-South equilibria)141, and interhelical motions136. One of many 

highly interesting cases of faster timescale motions in nucleic acids is given by the collective helix 

dynamics of the human immunodeficiency virus (HIV)-1 transactivation response (TAR) element 

RNA (Figure 1.8a). TAR is required for HIV replication and for this reason is a major drug target. 

TAR exists as an ensemble of two helical elements with variable intervening bend angles. The 

bending and twisting motions of the two TAR helices are correlated and these dynamics give TAR 

“directional flexibility” which ligands use to bind in a “tertiary capture” mechanism to specific 

pre-existing helix orientations159, 160 (Figure 1.8b). 

Figure 1.8. Correlated helix motions in HIV-1 TAR RNA. (a) Helix I (HI, black) and Helix II 

(HII, orange) exist as an ensemble of three conformations with correlated bending and twisting 

angles. (b) The ligand-bound forms of TAR (grey) are pre-existing conformers within the free 

TAR ensemble (green). Adapted from Zhang et al.160 with permissions.  
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The Al-Hashimi group has been at the forefront of elucidating the motions in nucleic acid 

structures at atomic resolution159-165, which are particularly amenable to visualization by NMR 

spectroscopy. In a 2011 NMR dynamics report, they revealed sequence-dependent motions over 

both the fast and slow timescales that modulate the propensity for B-DNA to adopt the Z-

conformation166. They studied the solution B-form of a 15-mer duplex, Z-JXN, that, in the 

presence of a Z-DNA stabilizing protein, crystallizes into a B-Z junction; a duplex containing both 

the B- and Z-forms of DNA. Peculiarly, an AT base pair is extruded at the interface of the B- and 

Z-portions of Z-JXN in its crystal form, which allows the B- and Z-segments to stack into a 

continuous double-helical element. Moreover, the Z-portion of the sequence extends beyond its 

CG repeats to include a CC step which is predicted to be highly energetically unfavorable167. The 

B-Z interface thus represented an interesting target for investigating local DNA dynamics and their 

role in the B-Z interconversion. Al-Hashimi and coworkers found that the base pairs in and around 

the B-Z interface in the B-form of Z-JXN exhibited conformational dynamics consistent with the 

disruption of base pairing and stacking interactions. In particular, the base and the sugar of the 

extruded A and T respectively were found to be highly dynamic, pointing to an underlying 

propensity for Z-DNA formation. Furthermore, the A bases at or near the junction exhibiting 

conformational exchange were part of CA and TA steps, which are known to have weaker stacking 

interactions relative to AA or GG steps156 and are therefore more flexible. They further examined 

the role of the CG repeats that adopt the Z-DNA conformation in the crystal structure by comparing 

the B-form Z-JXN duplex with a sequence variant where the CG repeats were disrupted. NMR 

measurements of the disrupted variant revealed decreases in dynamics at residues several base 

pairs away in the B-Z interface of the sequence. This suggested that the CG repeats modulate the 

dynamics of their neighboring sequences. Taken together, their results highlight how nucleic acid 



23 

 

dynamics are encoded by the primary sequence and reveal the influences that distal sequence 

elements can have on the dynamic characteristics of other portions of nucleic acid structure. 

 

1.3.2. Transient high energy base pairings in duplex DNA and RNA 

The structure of the DNA duplex proposed by Watson and Crick was remarkable owing to 

its complementary GC and AT base pairings, which immediately suggested a mechanism for 

genetic replication2 – one strand dictates the sequence of the other. Watson and Crick’s structure 

used the four nucleobases in their most probable tautomeric forms, i.e. keto rather than enol. These 

arrangements gave similar shapes to GC and AT base pairs, allowing any sequence to be easily 

accommodated within the double-helix. While captivating, the WC structure was met with 

substantial skepticism as evidence for alternative base pairing conformations in double-helical 

nucleic acids began to accumulate13, 168. For example, the observation that A and T derivatives 

frequently crystallized into HG base pairs instead of WC cast considerable doubt over the nature 

of base pairing in the double helix. Over time, it has become clear that nucleic acid structures do 

not rely solely on WC base pairing. In fact, WC and non-WC base pairs are now known to coexist 

within DNA and RNA, each with unique structural and functional roles136, 161-163. These include 

HG base pairing in DNA duplexes, base pair reshuffling and isomerization in RNA, and 

nucleobase tautomerizations (keto-enol equilibria) or ionizations that yield WC-like mispairs. 

These non-canonical base pairs are often transient and high energy, populated by undergoing an 

energetically unfavorable structural change from the lower energy WC state. The transient 

adoption of non-canonical high energy base pairs has important implications for propagating the 

information contained within nucleic acids because they change the local properties of the double 

helix169 (among other outcomes, see below), thereby influencing interactions with DNA-binding 
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proteins. Transient, high-energy base pairs thus add a deeper layer of complexity to the genetic 

code, which we are just beginning to understand. This section will discuss the recent discovery 

and experimental characterization of transient HG base pairs and rare tautomers in duplex DNA 

and RNA as an exciting new example of nucleic acid dynamics. 

Karst Hoogsteen initially identified HG base pairs in crystals of 1-methylthymine and 9-

methyladenine in 195913, beginning a search for the role of this hydrogen bonding pattern in duplex 

structure. Several subsequent crystallographic reports identified DNA duplexes that formed HG 

base pairs169-171, yet investigations of the same duplexes by solution NMR found them to contain 

only the WC mode169, 172. This suggested that HG base pairs were merely an artifact of crystal 

packing. Yet, HG base pairs were also found in complexes of duplex DNA with antibiotics173 and 

proteins169, 174, 175, pointing to a potential role in regulating DNA transactions. It was not until 2011 

that the WC base pairs within naked, canonical duplex DNA were revealed to be in dynamic 

equilibrium with their HG counterparts by solution NMR spectroscopy161. In these duplex 

excursions, the purine rotates roughly 180° around the glycosidic bond to adopt the syn 

conformation (Figure 1.9a). In doing so, the purine uses its so-called HG face to form hydrogen 

bonds with the pyrimidine. This constricts the diameter of the double-helix around the HG site and 

increases the local negative charge density of the backbone. The increase in negative charge 

density is perhaps balanced in part by the formation of GC HG base pairs, which are coupled to 

protonation of the C N3. The protonation event makes GC HG base pairs sensitive to the local pH 

environment in an analogous manner to i-motif folding. In contrast to the GC transition which has 

a net loss of one hydrogen bond, AT HG base pairs maintain the same number of hydrogen bonds 

as in their WC form (two). Nikolova et al. discovered that HG base pairs occur with populations 

of ~0.1-2.7% and lifetimes of ~0.1-2.6 ms depending on the nearest-neighbor sequence161, 176. 
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Remarkably, they found that the transition from a WC to a HG base pair is accompanied by an 

activation free energy of similar magnitude to a duplex breathing event, suggesting that HG base 

pair formation could be coupled to transient duplex opening. Moreover, the relatively small 

unfavorable free energy difference between the HG and WC states (~3 kcal mol-1) explained how 

HG base pairs could be observed in certain experimental conditions, but not others (as described 

above). The outcomes of their studies have far reaching implications, since the sequence-

dependent adoption of a single HG base pair in a sea of WC DNA provides a unique marker for 

recognition by transcription factors. Furthermore, oxidative lesions are known to trap HG base 

pairs, giving repair enzymes an easily identifiable motif against the background of WC base pairs. 
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Figure 1.9. Transient high energy base pairs in duplex DNA. (a) Transient HG base pairs. WC 

base pairs in duplex DNA are in dynamic equilibrium with the HG arrangement which requires 

rotation of the purine into the syn conformation. The adoption of HG base pairs is energetically 

unfavorable and therefore the equilibrium lies nearly 100-fold to the WC side. Adapted from Alvey 

et al.176 with permission. (b) Transient WC-like mispairs. GT wobble pairs tautomerize to their 

~0.2% populated enol form that is a rapidly equilibrating 80:20 mixture of enol G paired with T 

and G paired with enol T. Adapted from Kimsey et al.163 with permission. 

 

Beyond HG base pairing, the nucleobases in duplex nucleic acids are further capable of 

undergoing an energetically unfavorable tautomerization from their more stable keto states to their 

enol versions. These rare tautomers are thought to be responsible for spontaneous mutations and 

translation errors177, since they permit WC-like geometries between non-canonical GT/GU base 

mismatches, thereby fooling the checkpoint mechanisms of polymerases163. The role of base 
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tautomers in biology has remained elusive however, since they are experimentally challenging to 

detect and have only been observed in a handful of crystal structures178, 179. Recently (2015/2018), 

the Al-Hashimi group discovered that GT/GU pairings which normally adopt a non-WC “wobble” 

conformation with two hydrogen bonds in duplex DNA and RNA can transiently tautomerize, 

yielding WC-like mispairs stabilized by three hydrogen bonds162, 163 (Figure 1.9b). The 

tautomerization process includes deprotonation of either a G N1 or T/U N3 with concomitant 

protonation of the G O6 or T/U O4 and sliding of the bases into the WC-like geometry. Kimsey et 

al. found that these WC-like mispairs in DNA and RNA occur with populations on the order of 

0.1-0.2% and lifetimes of 0.2-0.4 ms at pH 6.9. A second chemical exchange process from the 

ground state GT/U wobble pairs was also identified, where the T/U N3 becomes deprotonated to 

form anionic GT/U mispair arrangements. These were characterized by populations of ~0.04 and 

0.2% at pH ~8 in DNA and RNA respectively. Interestingly, computational analysis of the GT/U 

tautomer equilibrium further revealed that the ~0.1-0.2% WC-like mispair is a rapidly 

equilibrating weighted average of G paired with enol T/U and enol G paired with T/U. Toward 

understanding the presumed role of GT/U mispairs in polymerase errors, Kimsey et al. compared 

the results of their analysis with the literature values for polymerase nucleotide and amino acid 

misincorporation probabilities, finding that these frequencies track with their NMR-derived 

populations. Taken at face value, this suggested that competition from WC-like mispairs is a key 

determinant of misincorporation at the levels of replication and translation. Combined with the 

recent identification of transient HG base pairing in naked duplex DNA, WC-like mispairs add a 

rich layer of complexity to the genetic code and emphasize how we are still gaining new insights 

into the dynamic characteristics of even exceptionally well-studied nucleic acid structures like the 

double helix. Since the functional roles of duplex dynamics (in the context of polymerase active 
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sites, for example) remain largely unexplored, there is still much to understand regarding the 

structural diversity afforded by the relatively small set of four nucleobases that comprise canonical 

nucleic acid sequences. 

 

1.3.3. GQ dynamics 

1.3.3.1. An overview of GQ conformational exchange 

In the case of G-rich primary sequences, the dynamical repertoire available to nucleic acids 

can be greatly extended by folding into GQ structures. Intriguingly, many GQ sequences can 

exchange among multiple folded conformations of similar energies, producing a highly dynamic 

folded structural ensemble. The potentially large number of energetically similar conformational 

states for an individual GQ sequence creates an interesting landscape for biological 

and biophysical study. Despite the existence of a rich literature on GQ structure and stability, their 

dynamics are not well understood. GQ dynamics are challenging to study by standard biophysical 

techniques. For example, solution NMR spectra of dynamic GQs can be broadened beyond 

identification of any clear resonances35, 74, 180, preventing structural characterization and 

application of standard NMR dynamics experiments. In addition, studying GQ folding with 

thermal melting experiments often yields multiple or broad transitions181-183 which require 

application of sophisticated statistical thermodynamic approaches to appropriately extract 

thermodynamic information184-187. For these reasons, it is experimentally attractive to suppress GQ 

dynamics with nucleotide substitutions49, 56, 74, 142, or to study GQs that naturally populate a single 

ground conformation.  In many cases, the properties of lesser-populated states in GQ ensembles 

are entirely ignored, meaning that their roles in folding, stability, and biological function are 

unknown. Conformational exchange processes in proteins and RNA can feature transient 
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excursions to high energy, low-populated structural states that can play important roles in a variety 

of cellular processes164, 188-191, and GQ dynamics are likely similarly implicated.  The importance 

of GQ dynamics is starting to be recognized and evidence is accumulating for its contribution to 

GQ function. The following sections will discuss important examples of 

conformationally heterogeneous GQs and their characterization by several biophysical 

methodologies. 

 

1.3.3.2. GQ folding 

The folding mechanisms for GQs have been a topic of considerable debate in recent 

years. Some GQs have been found to fold in an all-or-none (two state) manner35, 183, 192, while 

others are thought to proceed through well-populated folding intermediates181, 182, 193, 194. Double-

stranded hairpins from folding of two G-tracts, or triple-stranded triplex structures from assembly 

of three G-tracts have been proposed as intermediates in GQ folding. Non-native topologies have 

additionally been implicated as GQ folding intermediates195. Furthermore, GQ structures featuring 

long, non-native loops have been identified in off pathway folding194.  Strand-shifted G-tract 

conformations, where G-tracts are out of native alignment with respect to each other196, and 

partially cation bound states197 are also thought to be populated in GQ folding.  Thus GQs appear 

to exhibit tremendous diversity in their folding mechanisms and obvious sequence determinants 

have yet to emerge (see below)77. Despite these challenges, the modular nature of GQ sequences 

presents an avenue for kinetic and thermodynamic evaluation of folding intermediates because 

they may be easily synthesized by truncating a G-tract (to generate a triplex-forming sequence, for 

example181, 198), or trapped by making G>X (X = dT, dA, or deoxyinosine (dI)) substitution 

mutations in the desired GQ sequence35. Complete kinetic and thermodynamic descriptions of GQ 
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folding can be obtained by characterizing analogues of the GQ folding intermediates individually 

and analyzing the data together with those of the wild-type molecule181. 

 

1.3.3.3. Topology exchange 

Topology exchange in GQs is characterized by the switching of G-tract 

orientations (parallel/antiparallel) in the GQ core, with concomitant structural reorganization of 

the adjoining loops. Topology exchange manifests in 1H NMR spectra as sets of resonances for 

multiple GQ structures in slow exchange193, 199 (Figure 1.10a) and as broadening for GQ isomers 

in intermediate exchange respectively35. Topology exchange can occur during GQ folding193, 

195, in response to different cations200, as part of native ensemble dynamics35, 49, or with added 

ligands201 or molecular crowding agents49, 202.  The populations of adopted topologies are thought 

to depend on loop and stacking interactions from 5’ and 3’ flanking sequences49, 193, 203. 

Bessi et al. investigated topology exchange in folding of the Tel24 sequence 5’-

TTGGG(TTAGGG)3A-3’ by time-resolved NMR spectroscopy193. Collecting 1D 1H spectra of 

Tel24 upon K+-induced folding revealed imino proton resonances for hybrid-1 and -2 topologies 

in slow exchange on the chemical shift timescale (Figure 1.10a). Following peaks characteristic of 

each topology as a function of time permitted extraction of folding and unfolding rate constants 

from an analysis of peak intensities. It was found that Tel24 folds rapidly into the hybrid-2 

topology with slow rearrangement to the hybrid-1 topology via a loosely-ordered hairpin 

ensemble (U) that is not stabilized by hydrogen bonds (Figure 1.10b-d). Minor signals for low-

populated (<5%) early folding intermediates were evident in the measured 1H spectra, however 

these were attributed to different or partially folded capping structures interacting with the hybrid 

core. Though the hybrid-1 and-2 topologies had similar populations 1-2 hours after injection of 
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K+ into the Tel24 sequence, the hybrid-1 topology became dominant after ~20 hours. Interestingly, 

signal for residual unfolded molecules was measured months after induction of Tel24 folding. In 

theory, the latent population of the unfolded state could be captured by in-vivo GQ-binding 

proteins through a conformational selection mechanism. 

Figure 1.10. Topology exchange in Tel24 GQ folding. a) Kinetic traces describing the intensity 

of the imino peaks of residue G17 as a function of time at 298 K. Imino signals of G17 in the 

hybrid-1 (H1, black) and hybrid-2 conformation (H2, red) are marked on the 1D 1H spectrum 

recorded 2.5 h after inducing folding at 298 K. b) Aromatic region of the 1H, 13C HSQC spectrum 

of the sample selectively labeled at G17 before the induction of folding (cyan) and 3 days after 

folding induction (black) at 298 K. Label color code: black for the H1 conformation, red for the 

H2 conformation, and cyan for the unfolded state (U). c) Kinetic model proposed to fit the data. 

Average rate constants obtained from the global fitting of well-resolved imino peaks are shown. 

Fitting curves are displayed in (a) as solid lines and result from the global fitting of the kinetic 

traces with the proposed mechanism. d) Folding topologies involved in the proposed folding 

mechanism for Tel24. Proposed capping structures for H2 are in gray. Adapted from Bessi et 

al.193 with permission.  
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1.3.3.4. G-register exchange 

G-register (GR) exchange dynamics occur when GQs can populate multiple structures by 

shifting the alignments of their G-tracts. We refer to each strand-shifted state as a GR isomer. 

These dynamics usually appear when a GQ sequence contains unequal numbers of Gs, giving rise 

to different subsets of Gs that can form GQ cores35. A recent bioinformatic analysis of G-rich 

promoter sequences found that ensembles of >10 different GQ structures are possible from many 

promoter GQ sequences, however most promoter GQ sequences that can undergo GR exchange 

dynamics have between 2-8 GR isomers35. For example, the c-myc Pu18 sequence 5’-

AGGGTGGGGAGGGTGGGG-3’ exchanges between four GR isomers because there are 

1x2x1x2  = 4 ways for the G-tracts to align themselves in formation of a three-tetrad GQ core (the 

G3-tracts have one register, whereas the G4-tracts have two). The study of GR exchange dynamics 

in GQs will be discussed in depth in Chapter 2, where new thermal denaturation methodologies 

were developed to rapidly capture information on large GR exchange ensembles. Below is a brief 

review of other examples from the literature where GR exchange dynamics were investigated. 

In the case of the human CEB1 minisatellite GQ 5’-AGGGGGG(AGGG)2TGG-3’, which 

forms an intermolecular stacked dimer in solution (Figure 1.11a), Adrian et al. employed 1H-1H 

NOESY/EXSY and ROESY NMR spectroscopy to study molecular dynamics204. Because the first 

and last G-tracts in each subunit contain greater and fewer numbers of Gs than required to complete 

the GQ core respectively, Gs from the first G-tract effectively fill in the vacant position in the final 

G-tract. However, as there are multiple additional Gs within the first G-tract, this creates structural 

ambiguity. Conformational exchange in this structure was identified by peaks for a low-populated 

state (7%) in 1D 1H NMR experiments. NOESY in conjunction with ROESY confirmed several 

crosspeaks corresponding to exchange between two conformational states, with the largest 
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chemical shift changes involving the G4 H8 and G3 H1’ base and sugar protons respectively. The 

dynamics localized to the 5’ end of the dimer subunits, mostly involving A1, G2, G3, and G4. The 

large upfield chemical shift change for the G4 H8 proton indicated a change from a propeller loop 

position (major form) to a syn G-tetrad bound conformation (minor form). The chemical shift of 

the G4 H8 minor conformation also had a relatively strong intra-residue crosspeak with the sugar 

H1’ proton, indicating that the base adopts the syn conformation in the minor state. Furthermore, 

the G3 H1’ chemical shifts implied shifting from a G-tetrad bound position in the major form to 

being above the GQ core in the minor form, in agreement with the G4 data. Further support for the 

5’ dynamics came from elimination of the NOESY exchange crosspeaks with G4>T and G(2,4)>T 

sequence mutations that quenched the structural ambiguity in the first G-tract (Figure 1.11b). 

Taken together, these results strongly suggested the dimer experiences a base-swapping motion at 

the 5’ end of each subunit such that either the 3rd or 4th G in the first G-tract participate in GQ core 

formation. 
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Figure 1.11. Base swapping dynamics in the human CEB1 minisatellite GQ. (a) The GQ sequence 

(top) forms a stacked dimer (bottom) where the subunits can be rotated with respect to each other. 

G3 and G4 undergo a swapping motion in completing the gap created by the last G-tract. (b) 

NOESY spectra show chemical exchange crosspeaks in wild-type CEB1 and CEB1 G2T (top left 

and right respectively). The absence of exchange crosspeaks in dynamically-quenched mutant 

CEB1 structures G4T and G(2,4)T (bottom left and right respectively) reveals G3 and G4 undergo 

the swapping motion. Adapted from Adrian et al.204  with permission. 

 

Recently, “spare tire” GQ sequences containing five G-tracts151 have been demonstrated to 

undergo GR exchange dynamics. “Spare tire” GQs can form different GQ structures depending on 

which four of the five available G-tracts form the four-stranded core structure. In this instance the 

GR exchange dynamics feature complete replacement of one G-tract with another. “Spare-tire” 

GR exchange dynamics were found in the VEGF GQ 5’-G4CG3C2G5CG4TC3G2CG4-3’ by 

dimethyl sulfate (DMS) footprinting. DMS methylates solution-exposed Gs at the N7 position, 

while Gs participating in hydrogen bonding in the GQ core are protected205. After exposure to 

DMS, the GQ sequence is fragmented at the methylated guanine residues by treatment with 

piperidine. The GQ fragments are then resolved by gel electrophoresis and the fragmentation 

pattern is used to determine which Gs are involved in the GQ core structure. DMS footprinting is 

sensitive to GQ dynamics because structural fragments may show partial methylation, indicative 
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of exchange processes where Gs are transiently exposed to the solution. The DMS footprint of the 

VEGF GQ showed that in the absence of oxidative damage, no significant protection of Gs from 

alkylation was observed, consistent with a heterogeneous mixture of folds (presumably from GR 

exchange dynamics). When an oxidative stress lesion was introduced to the core structure, it was 

found that the fifth G-tract substitutes (as a “spare tire”) for an oxidatively-damaged G-tract which 

is then flipped out to be restored in the base-excision repair (BER) process151. As new classes of 

GQs are investigated, it is becoming clear that shifting G-tract alignments can be as subtle as 

movements of the G-tract by one position, or they can feature extensive structural rearrangements 

such as replacement of an entire G-tract, with the potential for diverse biological roles. 

 

1.3.3.5. Oligomer exchange 

The planar surfaces of the external 5’ and 3’ G-tetrads present exceptional contacts for 

stacking and oligomerization interactions. GQ monomers can associate with each other at these 

faces to form intermolecular homodimers that are in conformational exchange with the dissociated 

GQ monomers. Higher order oligomeric states are indeed possible because the dimers may 

continue to oligomerize at their external G-tetrads, however we consider dimeric GQs here for 

simplicity. Oligomer exchange can be intra or intermolecular depending on the number of GQ 

subunits contained within a sequence. For example, the sequence 5’-(TGGGNGGG)2-3’ is likely 

to form an intermolecular dimer with other subunits in solution, while 5’-(TGGGNGGGT)4-3’ 

contains two GQ subunits and in theory can form an intramolecular dimer because the additional 

subunit is covalently attached (the T residues at the ends of each sequence disrupt further 

oligomerization). NMR is highly useful for studying oligomeric interactions in GQs because 



36 

 

signals can be observed for both the monomeric and oligomeric states, permitting calculation of 

affinity constants and probing of oligomer dynamics206. 

GGA repeats exist in promoter regions of genes such as c-myb, which codes for a 

transcription factor regulating proliferation, differentiation, and survival of haematopoietic 

progenitor cells207. Solution NMR spectroscopy and DMS footprinting have shown that GGA 

repeats adopt unusual dimeric GQ structures207-209 that can repress c-myb promoter activity207. For 

example, 5’-(GGA)8-3’ folds into an intramolecularly-stacked dimer consisting of two (GGA)4 

subunits209. As there are only two Gs per G-tract, each GQ subunit contains two stacked G-tetrads 

instead of the usual three. The structure additionally differs from canonical GQs because loop As 

from each subunit hydrogen bond with their respective G-tetrads at the dimerization interface, 

forming mixed G/A-heptads. The GQ is formally known by the T:H:H:T (T = tetrad, H = heptad) 

motif, originally solved by Matsugami et al208, 209. The conformational dynamics of this peculiar 

structure were not extensively explored, though NOEs for A6, A9, A18, and A21 participating in 

the heptad interface were observed that suggested small fractions of syn A conformations in 

equilibrium with the predominant anti forms. This observation points to some form 

of conformational rearrangement at the heptad interface, possibly the loss of heptad structure 

or dimer destacking. 

The T:H:H:T GQ-forming sequence in the c-myb promoter region was found to 

undergo intramolecular dimer exchange by DMS footprinting207. In this case, the GQ sequence 5’-

(GGA)3GGTCAC(GGA)4GAA(GGA)4-3’ has three subunit repeats and therefore three 

possibilities for forming the T:H:H:T dimer structure (subunits 1 + 2, 1 + 3, or 2 + 3). The pattern 

of DMS protection for this sequence suggested all three possible dimers are populated in dynamic 

equilibrium. DNA and RNA polymerase stop assays were further performed to test the effects of 
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dimer formation on DNA and RNA polymerization. Polymerase stop assays are used to measure 

where a DNA or RNA polymerase stops polymerization of a nascent nucleic acid strand, in this 

case in response to formation of a GQ. Two distinct DNA and RNA polymerase arrest sites were 

observed for the c-myb sequence. The position of the two sites could be explained by formation 

of the 1 + 3 or 2 + 3 dimers at the first site and the 1 + 2 dimer at the second site. Furthermore, 

polymerase arrest at site 1 was only partial; the most arrest occurred at site 2 consistent with 

subunits 1 and 2 forming the strongest dimeric interaction. The requirement for a dimeric structure 

in disruption of polymerase read-through was tested by deleting two of the three possible dimer-

forming subunits. The resulting sequence could only adopt a T:H GQ. The stop assays using the 

T:H structure showed no DNA polymerase arrest and only partial RNA polymerase arrest, 

suggesting that intramolecular dimerization is necessary for GQ stabilization and interruption of 

polymerization. 

 

1.3.4. Nucleic acid dynamics and biological function 

Nucleic acid dynamics are intimately tied to their biological function. As briefly discussed 

in the previous sections, nucleic acid dynamics operate across a wide range of length and 

timescales with diverse functional outcomes at each level. Consider for a moment the breadth of 

consequences that arise from undergoing relatively simple base pair breathing events. Transient 

opening events are key conformational excursions that expose the bases to solution, thereby 

enabling transcription factors to bind and initiate transcription210, 211. Base pair opening events are 

even now thought of as a form of transcriptional self-regulation by the DNA duplex because the 

sequences that comprise transcription start sites have higher breathing propensities211-213. Without 

these motions, the information contained within DNA would be permanently buried within the 
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interior of the double helix, precluding access to the bases by molecular machinery11. However, 

the opening of the double helix is also problematic for the integrity of the genetic code. Mutagens 

such as the highly reactive formaldehyde that is endogenously produced during nucleosome 

remodeling214 can modify exposed bases. Therefore, the timescale of breathing dynamics, i.e. the 

lifetimes of open base pairs, need to be long enough to permit recognition by transcription factors 

but not so long that the bases are overly vulnerable to mutation by damaging agents like 

formaldehyde. In the event that DNA does become damaged, base pair opening dynamics are 

important for checking the integrity of the DNA code by repair enzymes which are thought to scan 

DNA and interrogate flipped out bases215-217. Interestingly, the putative adoption of HG base pairs 

in breathing events seems to have dual advantages for preserving the integrity of the genome. One 

benefit is to act as a backup for conservation of the double helix structure in response to base 

methylating agents. If the WC face of A or G is modified, the bases can flip into their HG 

orientations to hydrogen bond with their partner bases in the duplex core. The other possible 

advantage is to facilitate recognition by DNA repair proteins since HG base pairs provide a unique 

recognition motif against the WC background161. Furthermore, HG base pairs are known to be less 

stable than their WC counterparts and presumably, open more readily for recognition and repair. 

Interestingly, HG base pairs have also been shown to promote the modification of neighboring Cs 

involved in WC GC pairs by formaldehyde214, the biological reason for which remains unexplored. 

Taken together, base pair breathing events appear to be important for both the expression and the 

integrity of the information contained within nucleic acids. 

As alluded to in the last paragraph, the motions that nucleic acids experience have evolved 

to coincide with the timescales of binding and catalysis by the molecular machinery that acts on 

nucleic acids to uphold and process the information contained within them138, 218. The 
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synchronization of nucleic acid and other biomacromolecular dynamics enables biological 

processes to be carried out within suitable timeframes. An interesting example of the 

interconnectedness of nucleic acid dynamics at multiple levels in the central dogma is found in the 

comparison of the rate of RNA polymerization by RNA polymerase II and the rates of spontaneous 

unwrapping/rewrapping of DNA in nucleosomes219. Li et al. have shown that DNA unwrapping 

from nucleosomes occurs with a rate constant of approximately 4 s-1, whereas RNA polymerase II 

generates RNA at 23 nucleotides s-1. The similarity between these rates means that transcription is 

not massively delayed by the exposure of DNA from nucleosomes. This is because the DNA will 

unwrap many times within the duration it takes for the polymerase to transcribe the accessible 

linker DNA between nucleosomes. Intriguingly, Li et al. also showed that nucleosomes rewrap 

more quickly with a rate constant of ~20-90 s-1, which could hinder the entry of RNA polymerase 

II into nucleosomal DNA since the unwrapped lifetime is on the order of 10-50 ms, meaning that 

the polymerase barely advances by one nucleotide within this span. This in turn suggests that the 

RNA polymerase can wait several unwrapping and rewrapping cycles before advancing into the 

nucleosome DNA. While apparently detrimental to the speed of RNA polymerization, the more 

rapid rewrapping of nucleosomal DNA appears to have beneficial outcomes: the pausing of RNA 

polymerase in response to rewrapping can facilitate the co-transcriptional folding of nascent RNA 

molecules218, 220, which, considering riboswitches, in turn regulates mRNA translation. The 

slowing of RNA elongation by nucleosomal DNA dynamics may additionally permit the 

alternative splicing of mRNA to generate protein isoforms221. Alternative splicing is also regulated 

in some cases by riboswitch folding222. In this view, the dynamics of nucleosome DNA propagate 

to influence multiple biological functionalities. 
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There is an emergent view that nature uses the pre-existing conformational excursions of 

RNA to achieve functional endpoints136, 165, rather than driving the adoption of new conformational 

states in response to molecular cues. In this way, pre-existing equilibria between multiple structural 

states need only be tuned by protein binding, for example, to bring about sensitive control over the 

conformations adopted by RNA. Recent studies further suggest that effector binding to RNA does 

not stabilize a single bound state165. Instead, a binding partner simply guides RNA dynamics by 

influencing the energy barriers between sets of dynamic ensembles that may correspond to 

alternate secondary structures with unique interhelical motions. This allows RNA to maintain 

dynamics for regulatory purposes. Another important aspect of the ensemble view of nucleic acids 

is that the coupling of conformational dynamics across multiple motional levels imbues functional 

complexity136. For example, changes to secondary and tertiary structure can be linked; the packing 

of a helix into an alternate tertiary conformation can provide the energy to stabilize unfavorable 

secondary structures. In RNA structures such as riboswitches, the ability to combine dynamics in 

this manner permits the propagation of a binding signal from the aptamer domain to the expression 

platform, thereby regulating mRNA translation by the ribosome120. We have additionally shown 

how GR exchange in GQs can be coupled to topological interconversion (Chapter 2), expanding 

the diversity of loop ensembles displayed as potential protein recognition motifs35. The principle 

of shifting balances between pre-existing conformational ensembles is likely similarly applied in 

the less-well studied dynamics of DNA structures like GQs, where the balance between distinct 

sets of interconverting topologies could be shifted by GQ-interacting proteins such as nucleolin223. 

There is growing evidence that GQs play a variety of regulatory roles in biology28. 

Furthermore, GQs have been implicated in the development of neurodegenerative disorders such 

as amyotrophic lateral sclerosis (ALS)224. In many studies of biological GQ-forming sequences, 
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the investigated GQ is highly dynamic, with the potential for modulating cellular outcomes. Yet, 

the effect of GQ dynamics on function is often neglected, with the result that relatively little is 

currently known about how GQ dynamics influence biological processes. We have recently shown 

that GQ dynamics can strongly influence their stability (Chapter 2)35, potentially modulating gene 

expression and mRNA translation. Furthermore, sliding motions of the four strands occur 

cooperatively and can be coupled to topology exchange. Interestingly, parallel intermolecular 

telomeric GQs are good substrates for human telomerase, while intramolecular antiparallel 

topologies are not225. Since telomeric GQs can populate parallel226 and antiparallel topologies203, 

topology exchange dynamics could directly influence telomere extension by telomerase. Similarly, 

oligomer exchange may also play a role in regulatory processes that is currently not well 

understood. Tandem GQ sequences appear throughout the genome207, 226, and nucleic acid 

fragments containing tandem GQs often show tight intramolecular GQ/GQ interactions, 

potentially influencing their biological functions. The exchange between different dimeric GQ 

states in the c-myb promoter differentially arrests DNA and RNA polymerases, providing proof-

of-principle for this idea207. As well, GQ dynamics may be involved in DNA damage repair. In 

“spare tire” promoter GQs which contain five G-tracts, oxidative damage to one G-tract results in 

its being replaced with the fifth or “spare tire” G-tract, preserving the four-stranded structure151. 

The damaged tract can thus be corrected via base excision repair. The idea of structural redundancy 

in GQ folding applies to other types of dynamic GQs, such as those with multiple GR isomers or 

that form oligomer ensembles. Because these GQ sequences have the ability to adopt multiple 

stable conformations, they may be less sensitive to DNA damage at individual residues. With the 

link between GQ dynamics and biological function becoming apparent, an understanding of the 

determinants of GQ dynamics (and nucleic acid dynamics in general) is critical to our 
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understanding of biology and the development of therapeutics targeting transient and low-

populated GQ conformers. GQ dynamics likely nuance their functional capacities in a similar 

manner to the better understood conformational excursions in RNA. 

 

1.3.5. Nucleic acid dynamics and biotechnology 

The conformational excursions that nucleic acids undergo in biology are also relevant to 

their applications in biotechnology. In analogy to biological RNA dynamics, the ability to undergo 

reversible conformational transitions between flexible and more ordered states in response to 

ligand binding makes synthetic aptamers an attractive component for biosensors227, 228. A single-

stranded aptamer that is highly disordered in its free state yet undergoes rapid coupled folding and 

binding in response to doxorubicin, a potent chemotherapeutic, has shown promise in the real-time 

detection of drug molecules in human blood with sub-minute resolution227.  The disordered free 

state is likely able to undergo sweeping motions similar to those observed in HIV-1 TAR RNA 

that encourage the capture of doxorubicin molecules from solution and accelerate the kinetics of 

detection. The end goal of this technology is to bring about the personalized monitoring of drug 

levels in patients by physicians immediately after drug administration. At its most fundamental 

level, the widespread application of this type of personalized medicine ultimately rests on the 

inherent dynamic capabilities of nucleic acids. 

Beyond single-stranded applications, many interesting implementations of nucleic acids 

rely on the ability to assemble higher-order structures from multiple strands4. This process requires 

the strands to anneal in the correct registers to yield the desired structure. Physically, structural 

motifs like double helices anneal by finding initial contacts and subsequently “zipping up” from 

that nucleation site229. Often, the initial contacts are not in the correct register and the strand must 
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take extra steps to fold into the proper orientation. Taking breathing dynamics as an important 

illustration, these motions permit the sliding of a DNA strand into the correct register with its 

complementary sequence since the duplex can locally melt and reanneal into the correct 

orientation. Backbone and looped sequence motions additionally facilitate the search for the 

desired duplex register. In controlled release applications such as the delivery of drugs to target 

sites by DNA nanotubes, breathing dynamics are of critical importance. To release cargo, so-called 

“eraser” strands are added that compete for interactions with one of the strands in the double-

helical elements that make up the nanotube structure133. This “strand-displacement” reaction230, 231 

results in the loss of the structural sequences from the nanotube (they leave by forming duplexes 

with the eraser strand), causing the nanotube to lose rigidity and release the encapsulated cargo. 

The intrinsic breathing dynamics of the DNA assembly promote the invasion of the eraser strand 

by transiently exposing interaction sites230. This leads to an important conclusion – the final loaded 

assembly must be thermodynamically favorable enough so as to outcompete the formation of other 

structures, yet not so stable that breathing fluctuations are far too rare and transient for strand 

invasion and cargo release to occur. 

 The assembly of nucleic acid structures from many dynamic, competing strands raises an 

important question; how do these sequences manage to adopt the desired structure with so many 

possible folding pathways? The answer is that in many cases the strands do not reach the target 

conformation and instead form defective structures. This is one of the major obstacles to generating 

complex higher-order nucleic acid architectures232. The dynamic nature of nucleic acid strands, 

combined with the presence of potentially large numbers of binding partners means that the 

assembly process can be easily misdirected by the undesired assembly of sequences within off-

target folding pathways of similar energy to the intended one. Simply designing a target structure 
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as a global thermodynamic minimum may fail entirely when unpredictable and unknown defect 

structures that are lower in energy than the desired assembly occur. Defect formation is particularly 

problematic in generating DNA origami patterns, since the seminal protocol entails a one-pot 

mixing of bacteriophage DNA and hundreds of staple strands129. Because defects are such a 

common occurrence, the development of methods to obviate defect formation in the assembly of 

nucleic acid nanostructures is an active area of research134, 233. In the absence of knowledge of 

nucleic acid dynamics, it becomes difficult to rationally design primary sequences that yield the 

desired structure with minimal side products. Moreover, without quantitatively understanding the 

dynamics that control the assembly of unprecedented nucleic acid architectures such as CA-

mediated poly(A) fibers, the synthesis of new biomaterials with unique capabilities remains one 

of trial-and-error. In both of these endeavours, a strong grasp of the underlying nucleic acid 

dynamics is of paramount importance. 

 

1.4. Folding experiments 

In general, the folding dynamics of nucleic acids are complicated. As illustrated in Section 

1.3, even relatively small nucleic acid structures like short duplexes and GQs (~5-10 kDa) have 

remarkably intricate folding behavior which can be difficult to address experimentally. The 

thermal unfolding and refolding of nucleic acids represents one extremely powerful approach 

toward elucidating their complex folding dynamics and relating these to function, since the 

variation of the experimental temperature causes nucleic acids to pass through their folding 

trajectories234. Thermal denaturation profiles can be deconvoluted with statistical thermodynamics 

in order to extract the equilibrium populations and thermodynamic parameters for transitioning 

between conformations184. These datasets additionally offer the ability to extract folding rates and 
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kinetic populations235. Thermal denaturation experiments can be performed on nucleic acids in 

their naturally occurring forms, without the need for labeling of the biomolecule with reporter 

moieties such as a fluorescent tag that can modify their natural folding. Furthermore, a typical 

thermal denaturation experiment requires little sample (~nmol amounts), is straightforward to 

implement, and can be performed in one day. Taken together, thermal denaturation experiments 

offer a rapid and cost-effective approach for complete kinetic and thermodynamic exploration of 

nucleic acid folding and assembly processes compared to other much more laborious 

methodologies such as NMR spectroscopy. 

A standard nucleic acid thermal denaturation experiment entails measuring a real-time 

physical observable that reports on conformational transitions in response to variation of the 

experimental temperature. Suitable observables include absorbance, circular dichroism (CD), 

chemical shift, or a calorimetric heat flow. A thermal denaturation dataset has three main 

components: low (folded) and high (unfolded) temperature baselines, and a transition region where 

folding/unfolding occurs (Figure 1.12a). One major advantage to performing thermal denaturation 

experiments is that the complexity of the folding process is immediately evident in the shapes of 

thermal profiles (Figure 1.12b). The population of folding intermediates can appear as multiple 

“wiggles” in the thermal transition, for example. In this view, thermal denaturation experiments 

are highly robust since they represent both an initial screening method for dynamics and can be 

extended to obtain quantitative information on complex folding equilibria. In this thesis, the two 

primary thermal denaturation methodologies utilized are absorbance spectroscopy and differential 
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scanning calorimetry (DSC), which have distinct and complementary benefits. These are 

introduced in the following sections. 

Figure 1.12. Simulated examples of thermal denaturation data. (a) A two-state absorbance 

unfolding profile. (b) A multi-state absorbance unfolding profile.  

 

1.4.1. Absorbance spectroscopy 

Absorbance spectroscopy applied to nucleic acids relies on the absorption of photons by 

the nucleobases. In particular, the bases within nucleic acid structures strongly absorb light with 

wavelengths in the 250-290 nm region. The absorbance of nucleic acids changes substantially as 

a function of their structural state. It follows that the change in absorbance in response to variation 

of the experimental temperature can be used as a sensitive reporter of fluctuations in nucleic acid 

structure. Additionally, different wavelengths are responsive to different aspects of 3D structure236, 

giving access to conformational complexity by comparing absorbance changes at multiple 

wavelengths (see Section 1.5.1). Absorbance-based thermal denaturation experiments have added 

advantages in their sample requirements and throughput. Because the nucleobases have strong 

inherent absorbances, absorbance experiments can be performed with nmol amounts of material. 



47 

 

As well, modern absorbance spectrophotometers typically have the capability of measuring 

multiple samples (up to 12) at multiple wavelengths in tandem, drastically accelerating data 

collection times relative to other thermal denaturation methodologies (DSC) that are restricted to 

analysis of one sample per experiment. 

In an absorbance-based thermal denaturation experiment, an absorbance 

spectrophotometer shines a beam of light that passes through a monochromator to select for the 

desired wavelength. The monochromatic light is then passed through the nucleic acid sample 

contained within a quartz cuvette in the sample block. The absorption of photons by the 

nucleobases can be used to report on nucleic acid structure, as well as on dynamics when measured 

while the temperature is continuously varied at a set scan rate. The absorbance is given by 

 A cl           (1.1) 

Where ε is the molar extinction coefficient, c is the concentration of the nucleic acid, and l is the 

cuvette pathlength that the input light must traverse. Importantly, the extinction coefficient in 

Equation 1.1 changes as a function of the conformational state of the nucleic acid237. At low 

temperature, the nucleic acid is folded and the absorbance signal is dominated by that of the native 

state. By varying the experimental temperature, the nucleic acid can be induced to pass through 

distinct states which can be observed via their corresponding extinction coefficients. The resulting 

temperature-dependent absorbance profiles can be analyzed with models to quantitatively describe 

nucleic acid folding. 
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1.4.2. Differential scanning calorimetry 

DSC is an extremely powerful methodology for evaluating nucleic acid dynamics because 

it directly measures the heats associated with folding transitions234. DSC is particularly 

advantageous for studying spectroscopically opaque or invisible nucleic acid systems (e.g. short 

duplexes with poor absorbance changes accompanying folding), since the folding and binding 

transitions of nucleic acids are typically accompanied by the absorption or release of heat, 

regardless of their spectroscopic properties. The most powerful aspect of DSC is that the measured 

heats are directly linked to thermodynamic theory (Section 1.5.4), obviating the need for 

application of quantitative models that assume the folding mechanism a-priori. This property is 

not shared by any other physical observable, other than volume changes184. Furthermore, the heats 

measured by DSC can be used to estimate sequential folding enthalpies in a straightforward 

manner, providing immediate clues as to the nature of the structural rearrangements in nucleic acid 

dynamics. 

A DSC instrument (Figure 1.13, left) measures the heat required to unfold a biomolecule 

at constant pressure as the temperature is continuously increased at a constant scan rate234. This is 

detected as isobaric heat capacity of the sample (Cp), which is the temperature derivative of the 

enthalpy (the heat measured at constant pressure) 

.          (1.2) 

Thus, the enthalpy at any point throughout the thermal denaturation transition can be obtained by 

integrating the sample’s heat capacity as a function of temperature. The instrument contains a 

reference and sample cell that are filled with buffer and nucleic acid in buffer respectively. The 

cells are machined to be thin, wound capillaries of small volumes that serve two purposes (Figure 

H
dT

d
C p 
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1.13, right). The first is to maximize the sample’s surface area and permit rapid thermal 

equilibration as the temperature is changed. The second is to enable fast and sensitive detection of 

small heats that are absorbed or released by the nucleic acid. 

 

 

Figure 1.13. A modern nano-DSC instrument . A magnified view of the reference and sample 

capillaries is shown on the right. Images were obtained from the TA instruments nanocalorimeter 

brochure at http://www.tainstruments.com/wp-content/uploads/Nano_DSC.pdf.  

 

The instrument measures the difference in power supplied to the sample and reference cells 

throughout the temperature scan238. In practice, it is impossible to have reference and sample cells 

that are identically machined. The small differences between the physical states of the cells give 

rise to a baseline artefact that must be subtracted out prior to analysis of DSC data. This is done 

by measuring a buffer “baseline” experiment with buffer in both cells before running the 

experiment for the desired sample. The baseline experiment is then subtracted from the subsequent 

sample experiment in order to eliminate any signal due to the physical mismatch of the cells. 

Modern nanocalorimeters are known as “compensation” calorimeters, since they apply a 

compensating power to maintain the sample cell at the same temperature as the reference cell234. 

In an isothermal titration calorimeter (ITC), this is done at a fixed temperature, while in a DSC 
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this is done throughout a temperature scan. As the nucleic acid begins to unfold in a DSC scan, 

heat is absorbed and therefore an increase in power must be supplied to the sample cell to maintain 

a constant rate of temperature change relative to the reference cell. The power difference between 

the sample and reference cells is proportional to the apparent excess heat capacity relative to the 

solvent238 

          (1.3) 

Where ∆P is the power difference and dt/dT is the inverse temperature scan rate. The apparent 

excess heat capacity relative to the solvent is given by the difference in heat capacities between 

the sample and solvent (water) of the same volume 

       (1.4) 

Where Cp
sample and Cp

solvent
 are the partial specific and specific heat capacities of the sample and 

solvent respectively, and msample
 and ∆msolvent are the masses of the sample and solvent displaced 

by the sample respectively. The heat capacity of the sample is given by 

 sample solvent

p p

T cell

dt
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C V
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           (1.5) 

Where ϕ is the partial specific volume of the sample, ρ is the density of the solvent, CT is the total 

concentration of the nucleic acid sample, and Vcell is the volume of the sample cell. The right-hand 

term in Equation 1.5 accounts for the heat capacity associated with the solvent displaced by the 

nucleic acid. 
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1.5. Folding analysis 

1.5.1. Two-state folding tests 

The investigation of nucleic acid dynamics by thermal denaturation begins with the 

question of how many states are required to describe the experimental data. One approach for 

discriminating between two-state and multi-state folding in nucleic acids involves characterizing 

the thermal unfolding transition by measuring spectroscopic absorbances at two different 

wavelengths (260 and 295 nm for example) and performing a dual-wavelength parametric test236. 

When a correlation plot of the two datasets produces a straight line, the folding transition is said 

to be two-state. Significant curvature in the correlation plot may indicate the presence of well-

populated folding intermediates. Care must be taken in this analysis, since curvature can also result 

from the linear baselines obtained at each wavelength having different slopes. This may be due to 

effects other than the formation of folding intermediates, for example from different responses to 

solvent thermal expansion. In this case, it is appropriate to scale and overlay the two datasets to 

see if the unfolding transition coincides, indicating a two-state process35. 

The two-state folding assumption may also be tested by calculating the ratio of the van ‘t 

Hoff to calorimetric enthalpies using heat capacity data obtained from DSC239, 240. The van ‘t Hoff 

enthalpy assumes a two-state unfolding transition in analysis of the DSC peak shape. It is 

calculated by converting the heat capacity data to a fraction folded progress curve and finding the 

slope of the curve at the melting temperature (Tm), corresponding to the 50% unfolded point for a 

two-state transition. The van ‘t Hoff enthalpy for an intramolecular two-state folding process can 

be calculated from thermal denaturation data as 

         (1.6) 
dT

d
RTH mVH

24
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where R is the ideal gas constant and dθ/dT is the slope of the fraction folded curve at the Tm. The 

van ‘t Hoff enthalpy can be calculated in a similar manner for folding processes of other 

molecularities. In contrast, the calorimetric enthalpy is a model-independent measure of the total 

enthalpy required to unfold a biomolecule, accounting for unfolding all structural states that might 

exist along the folded to unfolded trajectory. The calorimetric enthalpy is obtained by integrating 

the DSC heat capacity profile using an appropriate baseline. When the ratio of the van ‘t Hoff and 

calorimetric enthalpies is unity, the unfolding process is considered to be two state. If the ratio is 

<1, additional states are required to describe the data, because the measured enthalpy is larger than 

that found by assuming two-state unfolding. If the ratio is >1, there could be sample aggregation or 

inactivation241, because less enthalpy is measured than found in the van ‘t Hoff analysis. When 

more than two states are detected (i.e. the ratio is > 1) statistical thermodynamic analyses may be 

applied to determine the minimum number of states required to account for the DSC data184-187, 239, 

240. 

 

1.5.2. Multi-state models 

Thermal denaturation profiles for nucleic acids are analyzed by assuming they populate 

discrete states along their folding trajectories234 (Figure 1.14). Within this framework, the folding 

process is described by free energy wells separated by barriers along a reaction coordinate. The 

wells correspond to the free energy for a given conformational state. The relative heights of the 

energy wells govern the equilibrium populations of the nucleic acid ensemble, i.e. lower energy 

wells have greater equilibrium populations than elevated wells. The barrier heights dictate the rates 

at which each nucleic acid conformation traverses the barriers165, meaning how quickly the 

populations equilibrate. A large barrier is energetically difficult to overcome and has a 
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concomitantly slow rate of barrier traversal. Conversely, small barriers are less unfavorable to 

cross and have higher proportions of molecules traversing the barrier per unit time. This section 

will address models where the nucleic acid populations rapidly equilibrate with respect to the 

temperature scan rate throughout the thermal denaturation experiment. This is a typical assumption 

in many thermal denaturation analyses. In this case, the folding process can be treated with 

equilibrium constants. 

 

 

Figure 1.14. A multi-state model for intramolecular folding. The folded state A0 is assumed to be 

in equilibrium with the folding intermediates A1 to An-1 and the unfolded state An. Equilibria 

between each state are given by the equilibrium constant K, where the indices correspond to an 

equilibrium between successive states in the unfolding trajectory.  

 

As the temperature is increased in a thermal denaturation experiment, the energies of each 

conformation change. The relative positions of energy wells and barriers shift, inducing a 

redistribution of the conformational populations. The rearrangement of the free energies as a result 

of temperature variation can be simply demonstrated for a two-state process (Figure 1.15). At low 

temperatures, the folding free energy is favorable (∆G < 0), leading to an excess of the nucleic 

acid in the folded state. Through the transition, the free energies become similar (∆G ≈ 0) and the 

two states are nearly equally populated. At high temperatures, the folding free energy becomes 

unfavorable (∆G > 0) and the unfolded state is predominant. 



54 

 

 

 

 

 

 

 

 

 

Figure 1.15. A simulated two-state free energy diagram for nucleic acid folding as a function of 

temperature. At low temperature (dark blue), the free energy difference between F and U is 

negative (favorable), therefore the F state is predominant. At high temperature (red), the free 

energy difference between F and U is positive (unfavorable) and the U state is highly populated.  

 

The equations that describe nucleic acid folding at thermal equilibrium with respect to the 

temperature scan rate are 

         (1.7) 

        (1.8) 

        (1.9) 

       (1.10) 

Where K0,i, ∆H0,i, ∆S0,i, and ∆Cp,0,i are the equilibrium constant, change in enthalpy, change in 

entropy, and change in heat capacity between the ith state and the reference state respectively. The 
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reference state is usually taken to be the fully folded form of the nucleic acid. In what follows, the 

indices and explicit temperature dependences of the variables will be omitted for clarity, unless 

they are required. Equilibrium constants are calculated according to 

       (1.11) 

Where ∆G is the Gibbs free energy difference between the ith state and the reference state. Changes 

in enthalpy, entropy, and heat capacity are related by 

         (1.12) 

         (1.13) 

Where ∆H0 and ∆S0 are the changes in enthalpy and entropy at the reference temperature T0. When 

the ∆Cp for a particular transition is zero, the changes in enthalpy and entropy become temperature-

independent, for example ∆H = ∆H0 at all temperatures. The partition function which accounts for 

the populations of each state as a function of temperature is  
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Which has been defined relative to the concentration of the reference state, C0. The summation 

runs over the number of conformations beyond the reference state. The populations of the reference 

and subsequent states respectively are given by 
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0,i

i

K
P

Q
            (1.16) 

which at all temperatures satisfy the identity 

 .          (1.17) 

At the reference temperature, Q ≈ 1 because the equilibrium constants are small (i.e. the free 

energies for populating states beyond the reference are highly unfavorable) and thus the reference 

state is the dominant population. As the temperature is raised, the free energies for populating 

additional states become more favorable and the partition function becomes dominated by the 

equilibrium constants corresponding to transitions to other states. Assuming an intramolecular 

two-state process, it follows from this analysis that the equilibrium constant becomes unity when 

the nucleic acid is 50% folded (at the Tm), i.e. Q = 1 + 1 = 2 and therefore the population of the 

folded state PF = 0.5. 

In thermal denaturation experiments, the measured data is an average over the physical 

observables for each conformation (their respective signals such as absorbance), weighted by their 

relative populations at each temperature184. The signal in a thermal denaturation experiment is thus 

given by 

         (1.18) 

Where <α> is the average observable, αi is the observable corresponding to the ith state, and Pi is 

the fraction of nucleic acid in the ith state. The summation runs over the total number of states 

populated in the folding trajectory, and can be arbitrarily expanded to account for highly complex 
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folding ensembles. The low and high temperature baselines in a thermal denaturation experiment 

correspond to the temperature-dependences of the initial (folded) and final (unfolded) physical 

observables in Equation 1.18. The physical observables for intermediate states may not correspond 

to a clear baseline in the transition region, however these can be estimated as fractions of the total 

signal change234, or set to be identical to the folded state as in Chapter 4. Baselines in biomolecular 

thermal denaturation profiles often appear linear due to gradual increases in conformational 

fluctuations of the folded and unfolded states and their interactions with solvent molecules242. 

These types of baselines can be approximated by a first order polynomial (a straight line)35. In all 

cases, it is critically important to remember that the baselines in thermal denaturation experiments 

represent the temperature-dependence of the physical observable for a given biomolecular state 

(or set of states), and therefore the application of mathematical functions to account for the 

baselines is not merely a cosmetic one. One approach to extracting the thermodynamic parameters 

governing nucleic acid folding is to apply Equation 1.18 in a non-linear least-squares fitting 

routine. This yields an optimized simulated thermal denaturation dataset that best describes how 

the populations of each state and their respective experimental observables vary with temperature. 

 

1.5.3. Analysis of DSC data 

The analysis of DSC data is unique among thermal denaturation methodologies because 

the measured heat capacity data is effectively the derivative of the population-weighted average 

sample enthalpy234 
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Thus, the average heat capacity of the sample (Figure 1.16) is given by 
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The term for the heat capacity of the reference state, Cp,0, represents the initial baseline of the DSC 

experiment. DSC baselines transition sigmoidally from Cp,0 to the heat capacity of the final state, 

which is usually the unfolded baseline, according to the sum of the first and last terms in Equation 

1.20. The difference between the final and initial baselines is the total ∆Cp for the unfolding 

transition, assuming temperature-independent baselines like those simulated in Figure 1.16. 

Figure 1.16. A two-state DSC thermogram simulated using Equation 1.20 with a positive ∆Cp of 

unfolding and the folded state as the reference. The folded and unfolded Cp baselines are dashed 

purple and red lines respectively. The ∆Cp for the transition (black double-headed arrow) is the 

difference between the two Cp baselines. For a biomolecule with a positive ∆Cp of unfolding, the 

observed Cp baseline for the transition is given by PU∆Cp (orange dashed line), which transitions 

sigmoidally from the folded to the unfolded Cp baselines. The excess Cp is the profile given by the 

black line above PU∆Cp. The ∆HU is the area under the excess Cp profile (blue), which can be 

obtained by integrating the excess Cp. 
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The average excess heat capacity of the biomolecule is important in several DSC analyses (Section 

1.5.1 and 1.5.4). The average sample excess heat capacity is given by 

 ,

1

n
sample

p excess i i

i

d
C H P

dT

   .        (1.21) 

The integration of the average excess Cp gives the calorimetric enthalpy ∆Hcal  = ∆HU, which is 

the change in enthalpy for fully unfolding the biomolecule. This can be used to test for two-state 

folding by comparison with the van ‘t Hoff enthalpy change234. 

 

1.5.4. Model-free deconvolution of complex folding processes by DSC 

The analysis of multi-state folding processes, as evidenced by multiple and potentially 

overlapping thermal transitions, can be difficult as the number of states required to describe the 

folding process is not initially clear. Furthermore, the number of parameters needed to capture the 

folding behavior in a fitting routine is potentially large, which can preclude the accurate estimation 

of their true values. Fortunately, DSC is an extremely powerful methodology for circumventing 

these problems in analysis of nucleic acid folding. A thermodynamic recursion analysis can be 

applied to DSC data directly which permits the extraction of the number of states, their folding 

thermodynamic parameters, and their populations, entirely in a model-free manner184. The analysis 

relies on the statistical thermodynamic relationship between the average excess enthalpy and the 

partition function 
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    .       (1.22) 

From this expression, the partition function is given by 
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Thus, the partition function for unfolding the biomolecule can be obtained from experimental 

excess heat capacity measured by DSC. Starting at low temperature, the nucleic acid is folded and 

thus Q ≈ 1. Therefore, the population of the folded state can be calculated as 
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Conversely, the nucleic acid is fully unfolded at high temperature, and the population of the 

unfolded state can be obtained by performing the integration from high to low temperature (relative 

to the unfolded baseline) according to 
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where ∆HF,U is the total enthalpy change through the transition and TU is the temperature 

corresponding to the unfolded baseline, i.e. where ∆HF,U = <∆H>. For a two-state transition, 1 – 

PF – PU = 0 at all temperatures. If this calculation reveals a leftover portion of the total fraction of 

biomolecules (roughly >5-10%), folding intermediates exist and the model-free recursion analysis 

can be applied to calculate their thermodynamic parameters and populations, as illustrated in more 

detail below. Performing this check can be particularly useful for datasets that have somewhat 

broadened thermal transitions and may not exhibit visually obvious non-two-state behavior. The 

DSC deconvolution routine for a simulated multi-state DSC transition will be given here as an 

example. The DSC were simulated according to Figure 1.17. 
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Figure 1.17. A complex folding process where the biomolecule populates three folding 

intermediates along the unfolding trajectory.  

 

The simulated DSC profile for this model clearly exhibits multiple folding transitions and 

therefore 1 – PF – PU is non-zero (Figure 1.18a). After calculating the populations of the folded 

and unfolded states according to Equations 1.24 and 1.25, the starting point for the deconvolution 

analysis of these types of DSC thermograms is to calculate a new average excess enthalpy 

normalized by the population of molecules that do not reside in the reference folded state 
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 .          (1.26) 

For a two-state process, φ1 is equal to ∆HF,U at all temperatures 
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In more complex folding scenarios, φ1 is a function with a lower limit equal to the enthalpy change 

∆HF,1 associated with populating the first intermediate state I1 from the folded state (Figure 1.18b 

light orange line). Assuming the situation in Figure 1.17 

  1,, ,1 1 ,1 1,
21 2 1

1 ,1

1

1 2 2 1

1

UU U
i

iF i i F F i i
ii i

FU U U
i

i i

i i i

P
HH P H P H H P

P
H

P
P P P

P

  

  

     

    

 

 

  
  (1.28) 

 where the ∆Hs in the right-hand side of Equation 1.28 have now been defined relative to the first 

intermediate state. The right-hand term of Equation 1.28 is the average excess enthalpy where the 
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reference state has been set as the first folding intermediate, i.e. it is mathematically equivalent to 

taking I1 as if it were the folded reference for all later populations (I2, I3, and U). Therefore  

 1 ,1 1FH H     .         (1.29) 

Subtracting the minimum of φ1 (corresponding to ∆HF,1) eliminates the thermodynamic 

contribution of the first transition, leaving a subsystem containing n-1 energy states with I1 as the 

reference. A new partition function can be calculated according to 
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And the relative population of the first intermediate state = [I1]/CT (Figure 1.18c) is calculated with 
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A new normalized excess enthalpy, φ2, can be calculated as 
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where P1* is not the true population of P1 as calculated by Equation 1.31, instead it is the population 

as the reference for all later states = 1/Q1. The minimum of φ2 (∆H1,2) can be subtracted to obtain 

<∆H2>, and the process repeated to calculate the enthalpy changes for transitioning between each 

successive state (Figure 1.18b orange and red lines). 

Assuming that enthalpy and entropy are temperature-independent, the temperatures at 

which the populations of states i and i-1 (calculated according to Equations 1.24, 1.25, and 1.31) 

are equal can be taken as the Tms for each transition (Figure 1.18c colored circles). The associated 

changes in entropy between each state can be calculated as ∆H/Tm. The Cp profile using the 

parameters extracted from the deconvolution procedure can then be calculated (Equation 1.20) for 
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comparison with the original (Figure 1.18d). This type of model-free recursion analysis can also 

be applied to association reactions such as duplex formation187. With accurate heat capacity data 

and proper baseline correction, complete thermodynamic characterizations of multi-state folding 

landscapes can be obtained in a model-free manner, providing a wealth of information for further 

biophysical investigation. The model-free parameters provided by the DSC recursion analysis can 

also be applied as initial estimates in direct fitting of the dataset to provide a cross-validation of 

the extracted parameters and populations. 
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Figure 1.18. Model-free deconvolution of a complex DSC profile. (a) A simulated multi-state 

excess Cp DSC thermogram. Simulation parameters were obtained from Freire and Biltonen184 in 

order to reproduce the deconvolution process for this thesis. (b) <ΔH> functions calculated using 

the recursive deconvolution process. The total and subsystem <ΔH>s are shown as black and 

colored lines respectively. Light orange to red indicates the first to last subsystem <ΔH> in the 

deconvolution process. The ΔHs for transitioning between each state are calculated from the 

differences in the minima of the <ΔH> profiles, shown as the short black double-headed arrows. 

The total ΔH for unfolding, ΔHU, is indicated by the long black double-headed arrow. The large 

fluctuation in the magnitudes of the colored <ΔH> profiles at low temperature are from artefacts 

in the numerical integration procedure. (c) Populations of each state calculated from the recursion 

analysis. The population of the folded state is shown in black, and light green to blue indicates the 

intermediate to unfolded state populations. The colored circles indicate the estimated Tms of each 

population that are used in conjunction with the sequential ΔHs from (b) to calculate the ΔS for 

each transition. The intermediate populations are truncated at lower temperatures as a result of the 

artefact in numerical integration of the <ΔH> functions. (d) Simulated excess Cp profiles using the 

original thermodynamic parameters (black line) and the results of the deconvolution procedure 

(dashed-dotted blue line). 

 

1.5.5. Binding polynomials 

Nucleic acid folding often contains association events where strands assemble into higher 

order complexes, for example in duplex annealing or in metabolite binding to riboswitches. The 

analysis of these types of events are more complicated since the folding depends on the 

concentration of the binding partner, in contrast to an intramolecular folding process. As a result, 

the partition functions for binding events are polynomials in terms of the concentration of the 

binding partner243, 244, hence the term “binding polynomial”. Binding polynomials are extremely 

powerful for analyzing folding and binding dynamics because they may be written for systems of 

virtually any complexity. They have been used extensively to describe allostery in dimeric proteins 



65 

 

that undergo folding and binding transitions245, 246, for example. The application of binding 

polynomials to nucleic acid folding is most simply demonstrated by considering the formation of 

a duplex AB from strands A and B (Figure 1.19). 

 

Figure 1.19. A two-state equilibrium model for the formation of a heteroduplex AB from strands 

A and B.  

The mass conservation equations for strands A and B are 

 [ ] [ ]TA A AB 
          (1.33) 

 [ ] [ ]TB B AB 
         (1.34) 

where AT and BT are the total concentrations of strands A and B. The equilibrium constant is 
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            (1.35) 

which can be solved for [AB] and substituted into Equation 1.33, giving the partition function upon 

dividing by the [A] 

 1 [ ]
[ ]

TA
Q K B

A
   .          (1.36) 

This is a first order binding polynomial in [B], where the reference state = 1 as been set to the free 

A strand. In order to calculate the duplex and free strand populations for application to thermal 

denaturation profiles, the concentrations of the free and duplex states must be determined. Because 

there are three equations and the three unknown concentration variables [A], [B], and [AB], this 
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system of equations can be solved for one of the concentrations, from which all other 

concentrations can be determined. Rewriting the equilibrium constant and substituting Equations 

1.33 and 1.34 yields  

  2 1[ ] [ ] 0T T T TAB AB A B K A B             (1.37) 

Since this is a quadratic equation, the [AB] can be solved according to 
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where substitution of x = [AB], a = 1, b = (-AT – BT – K-1), and c = ATBT gives 
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as the real, positive root. Using the [AB], the populations of the free and duplex states are calculated 

with Equation 1.36. This solution is identical to that for analysis of single site ITC binding 

isotherms247, where a small molecule inhibitor binds to a protein target. In an ITC analysis, the 

concentration of the bound state is calculated as a function of ligand concentration at a single 

temperature. In contrast, the analysis of thermal denaturation profiles with binding polynomials 

requires calculating the concentration of the folded bound state as a function of temperature at a 

single binding partner concentration. The binding polynomials for more complicated folding and 

binding scenarios can have higher order terms for the binding partner (detailed in Chapter 3), which 

may not be possible to solve for analytically. In these instances, it is possible to resort to numerical 

approaches such as Newton’s method to calculate the required concentrations. 
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1.5.6. Folding kinetics 

1.5.6.1. Thermal hysteresis 

The theory of multi-state folding models that has been presented thus far assumes that the 

folding processes rapidly equilibrate with respect to the temperature scan rate. This means that the 

net rates of interconversion for each state are close to zero throughout a thermal denaturation 

experiment and their corresponding equilibrium populations can be calculated with equilibrium 

constants dictated by standard state free energy changes. The assumption of equilibrium with 

respect to the scan rate can be checked by examining a forward and reverse scan in a thermal 

denaturation experiment. If the two scans are superimposable, i.e. the shapes are closely similar 

and the difference between the transition temperatures in each direction is not more than ~1 °C, 

the biomolecule can be said to be at equilibrium throughout the experiment (Figure 1.20a). 

However, many nucleic acids have slow folding and unfolding kinetics (such as i-motifs and 

intermolecular GQs) and their populations are not at equilibrium throughout a thermal scan. The 

forward and reverse thermal scans for a nucleic acid with slow folding kinetics will have large 

differences between the apparent transition temperatures; the apparent Tms of the forward and 

reverse scans are shifted to higher and lower values respectively relative to their equilibrium 

positions (Figure 1.20b). This phenomenon is known as thermal hysteresis (TH)235. 
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Figure 1.20. Simulated two-state equilibrium and TH folding profiles as a function of temperature 

scan rate. (a) A thermal equilibrium dataset where heating and cooling scans are essentially 

superimposable at all temperature scan rates. The folding kinetics are rapid relative to the scan 

rate. (b) A TH dataset where the heating and cooling scans are not superimposable because the 

folding kinetics are slow with respect to the scan rate. In (a,b), dark to light blue and dark red to 

orange indicates fastest to slowest cooling and heating scan rates respectively. Dashed black lines 

indicate the equilibrium profile calculated using an equilibrium constant. In (a), the profiles closely 

overlay with their equilibrium position. In (b), the scans only become close to their equilibrium 

positions at ultra-slow scan rates. 

 

TH is a direct result of slow equilibration kinetics with respect to the scan rate; the 

populations lag behind their equilibrium values, leading to suppression of the thermal transition in 

each direction. The extent of TH can be modified by changing the temperature scan rate. Slower 

scan rates attenuate TH by allowing additional time for the system to equilibrate. Conversely, 

faster scan rates increase the amount of TH by pushing the system further out of equilibrium as a 

result of less equilibration time per unit temperature. In some cases, it is possible to bring the 

biomolecule close to equilibrium by decreasing the magnitude of the scan rate, although this 
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depends on the kinetics of the system at hand. Nucleic acids that exhibit TH in their thermal 

denaturation experiments can still be analyzed with discrete state models, however they cannot be 

analyzed with equilibrium thermodynamics approaches. Instead, they must be analyzed with 

kinetics equations in order to extract the rate constants and barrier energies governing the 

transitions between conformations. 

 

1.5.6.2. Analysis of TH experiments 

 TH has largely been used to study two-state folding in nucleic acids235, 248, 249. It has also 

been useful in analyzing the kinetics of unfolding in monomolecular protein systems that undergo 

irreversible multi-step denaturation by DSC250. In Chapter 4, a new methodology for mapping the 

folding landscapes of supramolecular assemblies by TH will be presented that builds on these 

fundamentals. The basics of TH analysis will be given here as a primer. All analyses of TH data 

rely on a simple, yet highly important relationship between the time and temperature derivatives 

of the biomolecular concentrations235. Using the inverse scan rate dt/dT 

          (1.40) 

where C is the concentration of a given biomolecular state. Using this conversion, standard 

differential equations accounting for the rates of interconversion of biomolecular states with 

respect to time can be applied to TH datasets. In the first step of a traditional TH analysis, the data 

are converted to fraction folded with appropriate baseline selection and the temperature derivatives 

are calculated as the slope of the fraction folded with respect to temperature. Next, rate equations 

for the folding trajectory are written and converted to their temperature derivatives using Equation 
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1.40. Taking a two-state folding process as a simple example, the rate equations governing the 

interconversion of the folded (θF) and unfolded (θU) fractions with respect to temperature are 

  F F F U U F

d d dt dt
k k

dT dt dT dT
             (1.41) 

  U U F U U F

d d dt dt
k k

dT dt dT dT
             (1.42) 

where kF and kU are the folding and unfolding rate constants respectively. This is a system of 

coupled differential equations that can be solved to extract the values of the rate constants through 

the transition regions of the TH experiment, since the θF, θU, dθF/dT, and dθU/dT can be calculated 

from the experimental data directly. The activation energies governing the transition between the 

folded and unfolded states can be obtained from the linear form of the Arrhenius equation where 

a plot of ln(k) versus 1/T is a straight line with a slope of -Ea/R and an intercept of ln(A)235. When 

TH datasets appear highly complex with multiple overlapping or broad transitions, the data can be 

fit directly with kinetic models where the number of states and fit parameters are optimized in a 

computer program. This procedure is described in detail in Chapters 3 and 4. 

 

1.6. Global fitting analysis 

The work presented in this thesis makes extensive use of a fitting technique known as 

global analysis. In global fitting analysis, multiple datasets are fit to a single, unifying physical 

model that is thought to describe the underlying behavior of the system in question. For example, 

thermal denaturation profiles for a supramolecular assembly process collected at multiple scan 

rates and concentrations may be globally fit by applying one model to the entirety of the data. The 

adjustable parameters in the fit are shared in the calculation of each data type during the 
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minimization procedure (hence the global nature of the fit). This yields a single set of optimized 

parameters that best captures the shapes of all experimental profiles. In contrast, a traditional fitting 

approach entails carrying out separate fits to individual datasets and consequently multiple 

parameter sets are obtained, with no direct link between them. There are two major advantages to 

performing global fitting analyses relative to individual fits. These are: (i) that excellent agreement 

between the globally-fitted and all experimental data ensures the proposed model is a plausible 

description of the underlying physical phenomena251. To illustrate, separate fits of two different 

folding models to a single thermal denaturation profile may result in closely similar fit qualities, 

precluding the identification of the correct model based on the goodness of fit. Expanding the 

breadth of the data by varying an experimental parameter that influences the folding (other than 

temperature, e.g. concentration) and performing a global fit provides additional information to 

exclude models that only give good fits under one or even a subset of the explored conditions252. 

(ii) Performing global fits increases the accuracy of the extracted fit parameters251, since the greater 

abundance of experimental data collected over multiple conditions acts as a fitting constraint and 

therefore the number of parameter combinations that can describe the global dataset is reduced. 

 

1.7. Thesis objectives 

Nucleic acid dynamics are highly complex. Conventional techniques to study nucleic acid 

folding and assembly are costly in terms of time and sample, often requiring special 

instrumentation and extensive user expertise. The study of conformational rearrangements in 

nucleic acid ensembles is therefore out of easy reach in many cases. Thermal denaturation 

experiments represent a facile approach for swift and cost-effective generation of large datasets on 

nucleic acid dynamics because they are relatively high-throughput and need small amounts of 
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sample. Furthermore, thermal denaturation instruments such as the absorbance spectrophotometer 

are near-ubiquitous, making these types of experiments widely accessible. Thermal denaturation 

datasets for nucleic acids are particularly amenable to global analysis since nucleic acid folding 

and assembly dynamics typically need to be described by multiple physical parameters governing 

the transitions between each state. Global fitting analyses therefore provide a unique opportunity 

to robustly define the underlying dynamic behavior manifested across multiple thermal 

denaturation datasets for a nucleic acid ensemble. This thesis will explore several novel global 

fitting analyses that we have developed to extract detailed information on nucleic acid dynamics 

from thermal denaturation experiments. The global fitting methodologies presented in the 

following chapters are particularly rapid, low-cost, and provide information on nucleic acid 

dynamics over a wide temperature range. These methods deliver a level of thermodynamic and 

kinetic detail that is difficult to access with current techniques, and in a fraction of the time and 

input required. 

In Chapter 2, we developed a new global fitting analysis applied to GQs within the 

promoter regions of human genes that we demonstrated to exist as large ensembles of GR isomers 

(up to 12). This allowed us to quantitate the influence that GR exchange dynamics have on GQ 

stability. We revealed that populating multiple GR isomers substantially improves the GQs melting 

temperature, which can directly influence gene expression. We additionally performed a 

bioinformatic analysis that suggests GR exchange dynamics are widespread in the human genome 

as a mechanism for modulating promoter GQ stability and protein interactions. Chapter 3 details 

an experimental approach using thermolabile ligands to generate a series of ligand-bound aptamer 

DSC profiles from a single experiment. These are analyzed simultaneously with the curve for the 

unbound transition in a global fitting analysis to extract the thermodynamics governing folding 
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and binding to two distinct ligands in a competition-type scenario. This enabled us to drastically 

reduce the experimental time and sample required for folding and binding analyses by DSC. 

Computer simulations of more complicated scenarios involving thermolabile ligand binding by 

DSC were also presented as a visual guide for users of our method. In Chapter 4, we developed a 

combined model-free and global fitting method for multi-scan rate TH profiles and applied it to 

the assembly of a tetramolecular GQ and the polymerization of poly(A) fibers. Our global fits 

revealed that tetramolecular GQ formation occurs through a sequential folding pathway with 

dominant free energy barriers that shift in response to temperature. In application to poly(A) fiber 

assembly, we demonstrated that fiber formation is cooperative and elongation is driven by the 

favorable addition of a fourth strand to an unstable trimeric nucleus containing three poly(A) 

monomers. Viewed as a whole, we have used global fitting analyses to successfully describe a 

diverse cross section of nucleic acids that fold and assemble via widely divergent mechanisms. 
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2.1. Preface 

Many GQ sequences contain different number of Gs in their G-tracts, leading to an 

ensemble of GQ isomers undergoing GR exchange. GR exchange dynamics can in theory 

influence the thermal stability of the GQ ensemble by reducing the entropy penalty for folding and 

may modulate binding interactions with partner proteins by changing the structural motifs 

displayed to the cellular environment. The complexity of these dynamics makes them difficult to 

address by conventional techniques for investigating conformational exchange, precluding an in-

depth understanding of their effects on biological function. In this chapter, a method for analyzing 

GR exchange by global fitting of thermal denaturation profiles for GQ ensembles is presented and 

discussed. Using the approach, GR exchange dynamics are revealed to entropically stabilize GQs 

and occur cooperatively, potentially influencing gene expression. Evidence for the widespread 

occurrence of GR exchange dynamics as a regulatory mechanism for human genes is additionally 

presented. 

 

2.2. Abstract 

GQs are 4-stranded DNA structures formed by tracts of stacked, HG-hydrogen bonded Gs. 

GQs are found in gene promoters and telomeres where they regulate gene transcription and 

telomere elongation. Though GQ structures are well-characterized, many aspects of their 

conformational dynamics are poorly understood. For example, when there are surplus Gs in some 

of the tracts, they can slide with respect to one another, a process we term GR exchange. These 

motions could in principle entropically stabilize the folded state, crucially benefitting GQs as their 

stabilities are closely tied to biological function. We have developed a method for characterizing 

GR exchange where each isomer in the wild-type conformational ensemble is trapped by mutation 
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and thermal denaturation data for the set of trapped mutants and wild-type are analyzed 

simultaneously. This yields GR isomer populations as a function of temperature, quantifies 

conformational entropy, and sheds light on correlated sliding motions of the G-tracts. We 

measured entropic stabilizations from GR exchange up to 14.3±1.6 J mol-1 K-1, with melting 

temperature increases up to 7.3±1.6 °C. Furthermore, bioinformatic analysis suggests a majority 

of putative human GQ sequences are capable of GR exchange, pointing to the generality of this 

phenomenon. 

 

2.3. Introduction 

DNA GQs are structures adopted by dG-rich nucleic acids. They are composed of four G-

tracts of three or more consecutive dGs connected by loop sequences. The tracts come together to 

form G-tetrads (Figure 2.1a), planes of four HG-hydrogen bonded dGs that are stacked to form the 

core GQ structure1. GQs are structurally diverse and dynamic molecules; they may adopt and 

exchange amongst different topologies (Figure 2.1b,c)2, 3 and oligomeric states4. DNA GQs are 

found in telomeres and gene promoters, where they regulate telomere elongation and gene 

transcription5, 6. In addition, several functional RNA GQs have been discovered, hinting at a 

general regulatory role for GQs in biology7, 8. Importantly, the thermodynamic stability of GQs 

has been found to correlate with their regulatory functions9-11. Thus, a thorough understanding of 

GQ function is predicated on characterizing the determinants of GQ stability and dynamics. 

Moreover, GQs are known to interact with proteins and these dynamics may play a role in 

molecular recognition. 
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Figure 2.1. GQ structure. (a) The G-tetrad, a planar arrangement of four HG-hydrogen bonded G 

residues that forms the layers of a GQ. (b) Propeller-type GQ topology with parallel G-tracts. (c) 

Basket-type GQ with antiparallel G-tracts.  

 

Previous studies have investigated how topology, G-tetrad number, and loop length affect 

GQ stability12-14. However, one distinctive feature of GQs has attracted little attention to date.  

When G-tracts contain different numbers of dGs, as is the case for several known promoter GQs15-

18, several folded isomers exist for the same sequence, where each isomer contains a different 

subset of dGs participating in the stacked G-tetrad core. This type of GQ can potentially undergo 

dynamics characterized by G-tracts sliding with respect to one another. These dynamics contribute 

to conformational entropy of the folded state and expose different recognition motifs to potential 

binding partners, thereby influencing GQ stability and possibly function. We refer to these strand-

shifted GQs as GR isomers and the exchange amongst these isomers as GR exchange. For example, 

the c-myc Pu18 promoter GQ contains two dG3 and two dG4 tracts19. Thus, it can form a total of 

four different GQ structures, with each dG4 tract contributing either the 5’ or 3’ dG to the GQ core. 

It has been shown using NMR and DMS foot printing experiments that all four possible GR 

isomers are formed at equilibrium and interconvert rapidly6, 20-22. If each GR isomer were equally 

populated, this would lead to a four-fold increase in the stability of the folded state compared to a 
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GQ with a single GR isomer, corresponding to an entropic stabilization of ∆∆S = Rln(4) where R 

is the ideal gas constant. However, the actual populations of the different c-myc GR isomers are 

not known. Individual GR isomers are challenging to characterize thermodynamically because 

they are potentially large in number, they interconvert on a range of timescales, and they are 

difficult to distinguish from one another experimentally. Therefore, the entropic contribution of 

GR exchange to GQ stability has not yet been quantitatively determined. 

Mutations are commonly used to quench GQ conformational exchange, facilitating 

structural characterization and functional studies23, 24. In this approach, surplus dG residues in G-

tracts are substituted with bases that are not stably incorporated into G-tetrads, such as dT or dI, 

or are truncated from the sequence entirely if at the 5’ or 3’ end. This produces a unique core of 

12 dG residues (in the case of four G3 G-tracts) that cannot slide with respect to one another, 

although exchange between different topologies is still possible25. In principle, the thermal 

stabilities of the trapped mutants can be related directly to the thermal stabilities of the 

corresponding wild-type GR isomers. However, this assumes implicitly that the mutations cause 

minimal thermodynamic perturbation, beyond trapping the GQ in a single register. The validity of 

this assumption has not been quantitatively tested to date, which limits our ability to use this 

approach to unravel GR exchange dynamics. 

We have developed an experimental method that yields the populations of all wild-type 

exchanging GR isomers as a function of temperature, while at the same time testing whether 

trapped GQ mutants are good thermodynamic mimics of the corresponding GR isomers. The 

method is based on a global analysis of thermal denaturation data, and the principle that a 

macromolecule populates all possible conformations in proportion to each conformation's 

thermodynamic stability26. We fit data for the wild-type and trapped mutants simultaneously, in 
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such a way that good agreement is obtained if and only if the trapped mutant GQs are 

thermodynamically equivalent to the corresponding wild-type GR isomers. We applied the method 

to study GQs found in the promoter regions of genes encoding the vascular endothelial growth 

factor A (VEGFA), the c-myc transcription factor (c-myc Pu18), and the Pim1 kinase (PIM1), 

which have 2, 4, and 12 GR isomers, respectively (Table 2.1 and Supplementary Figure 2.1). Using 

a combination of DSC, UV-Visible (UV-Vis), CD, NMR spectroscopy, and our new global fitting 

method we showed that: (i) The trapped mutant GQs are structurally similar to the corresponding 

wild-type GR isomers; (ii) The trapped mutant GQs fold in an effectively two-state manner; (iii) 

Wild-type and trapped mutant GQ thermal melt data agree with our global fitting method; (iv) 

Trapping mutations do not perturb stability beyond locking the GQ in a single state, therefore the 

fitted GR isomer populations are meaningful; (v) GR exchange can provide substantial 

stabilization to the GQ folded state; and (vi) A large majority of naturally-occurring GQs can 

potentially undergo GR exchange. 

 

2.4. Results 

2.4.1. Systematically trapping GR isomers with mutations 

We studied three promoter GQ sequences, referred to here as VEGFA, c-myc Pu18, and 

PIM1, which contain 1, 2, and 4 surplus dG residues, respectively. We note that it could be possible 

for surplus dG residues to be accommodated in the form of a G-pentad or G-hexad, rather than 

leading to GR exchange. However, the pentad and hexad arrangements observed to date contain 

four dG residues and either one or two dA residues. Furthermore, these unusual structures exist 

only in the context of dimers27, 28. We selected monomeric GQs29 in which it is likely that surplus 

dG residues lead to GR exchange rather than G-pentad or G-hexad formation. Therefore, the 
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VEGFA, c-myc Pu18, and PIM1, GQs populate 2, 4, and 12 GR isomers, respectively. The 

sequences were systematically trapped in structures mimicking each of their GR isomers by 

substituting all surplus dG residues with dT or dI (Table 2.1 and Supplementary Figure 2.1). In the 

following we refer to these sequence variants as trapped mutants, where we use the term mutant 

to indicate alterations of naturally occurring DNA sequences. We note that the difference between 

dI and dG is the presence of a hydrogen atom versus an amino group at the 2-position, respectively. 

Replacing dG with dI in a G-tetrad therefore comes at the cost of one hydrogen bond, estimated at 

several kcal mol-130, 31. This translates into a greater than 100:1 preference for dG relative to dI in 

the core of the GQ. In the case of dT, the preference for dG is even stronger. Therefore we consider 

both dI- and dT-containing mutants to be effectively trapped in a single GR isomer with dGs 

located in the core and dI or dT residues in the loops or flanking regions. For instance in VEGFA 

(5’-G1G2G3-A4-G5G6G7-T8T9-G10G11G12G13-T14-G15G16G17-3’), the mutation 10dG>dX locks 

the third G-tract in a 5’ shifted position, while 13dG>dX locks it in a 3’ shifted position, relative 

to the core of 3 G-tetrads (dX=dT or dI). For the c-myc Pu18 GQ (5’-A1-G2G3G4-T5-G6G7G8G9-

A10-G11G12G13-T14-G15G16G17G18-3’), the double mutations 6dG,15dG>dX, 6dG,18dG>dX, 

9dG,15dG>dX, and 9dG,18dG>dX lock the second and fourth G-tracts in the 5’5’, 5’3’, 3’5’, and 

3’3’ registers relative to the core, respectively. In what follows, we will refer to the wild-type GR 

isomers corresponding to these trapped mutants as 55, 53, 35, and 33. The PIM1 GQ 5’-G1G2G3-

C4-G5G6G7G8-C9-G10G11G12G13G14-C15-G16G17G18G19-3’ has 12 possible GR isomers. To 

mutationally trap this sequence in a single register isomer, four substitutions per mutant sequence 

are required: one in the second G-tract, two in the third G-tract, and one in the fourth G-tract. For 

example, in the third G-tract, we employed the following pairs of mutations to force adoption of a 

single register with respect to a GQ core of three G-tetrads:  5’-…X10X11G12G13G14…-3’, 5’-
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…X10G11G12G13X14…-3’, and 5’-…G10G11G12X13X14…-3’, where (…) denotes the rest of the 

PIM1 sequence in the 5’ and 3’ directions. 
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Table 2.1 Wild-type and trapped mutant GQ sequences. 

Name Sequence Tm ºC a 

VEGFA-WT 5’-GGGAGGGTTGGGGTGGG-3’ 61.2±0.1 

VEGFA-1 5’-GGGAGGGTTIGGGTGGG-3’ 58.1±0.1 

VEGFA-2 5’-GGGAGGGTTGGGITGGG-3’ 

 

57.7±0.1 

c-mycPu18 WT 5’-AGGGTGGGGAGGGTGGGG-3’ 79.9±0.2b 

c-myc Pu18 55 5’-AGGGTTGGGAGGGTTGGG-3’ 

5’-AGGGTIGGGAGGGTIGGG-3’ 
66.2±0.1 

62.00±0.04 

c-myc Pu18 53 5’-AGGGTTGGGAGGGTGGGT-3’ 

5’-AGGGTIGGGAGGGTGGGI-3’ 

69.4±0.1 

65.60±0.04 

c-myc Pu18 35 5’-AGGGTGGGTAGGGTTGGG-3’ 

5’-AGGGTGGGIAGGGTIGGG-3’ 

73.6±0.1 

74.40±0.04 

c-myc Pu18 33 5’-AGGGTGGGTAGGGTGGGT-3’ 

5’-AGGGTGGGIAGGGTGGGI-3’ 
77.3±0.1 

77.20±0.03 

PIM1-WT 5’-GGGCGGGGCGGGGGCGGGG-3’ 68.8±1.6 b 

PIM1-1 5’-GGGCTGGGCTTGGGCTGGG-3’ 

5’-GGGCIGGGCIIGGGCIGGG-3’ 
54.5±0.1 

50.0±0.1 

PIM1-2 5’-GGGCTGGGCTTGGGCGGGT-3’ 

5’-GGGCIGGGCIIGGGCGGGI-3’ 

56.7±0.2 

53.4±0.2 

PIM1-3 5’-GGGCTGGGCTGGGTCTGGG-3’ 

5’-GGGCIGGGCIGGGICIGGG-3’ 

52.5±0.1 

49.1±0.1 

PIM1-4 5’-GGGCTGGGCTGGGTCGGGT-3’ 

5’-GGGCIGGGCIGGGICGGGI-3’ 

55.7±0.2 

50.2±0.2 

PIM1-5 5’-GGGCTGGGCGGGTTCTGGG-3’ 

5’-GGGCIGGGCGGGIICIGGG-3’ 
55.9±0.2 

49.4±0.4 

PIM1-6 5’-GGGCTGGGCGGGTTCGGGT-3’ 

5’-GGGCIGGGCGGGIICGGGI-3’ 
56.4±0.2 

52.9±0.2 

PIM1-7 5’-GGGCGGGTCTTGGGCTGGG-3’ 

5’-GGGCGGGICIIGGGCIGGG-3’ 
52.4±0.1 

53.6±0.1 

PIM1-8 5’-GGGCGGGTCTTGGGCGGGT-3’ 

5’-GGGCGGGICIIGGGCGGGI-3’ 

61.2±0.1 

61.8±0.1 

PIM1-9 5’-GGGCGGGTCTGGGTCTGGG-3’ 

5’-GGGCGGGICIGGGICIGGG-3’ 

51.4±0.2 

51.1±0.1 

PIM1-10 5’-GGGCGGGTCTGGGTCGGGT-3’ 

5’-GGGCGGGICIGGGICGGGI-3’ 

54.7±0.2 

55.3±0.1 

PIM1-11 5’-GGGCGGGTCGGGTTCTGGG-3’ 

5’-GGGCGGGICGGGIICIGGG-3’ 
51.8±0.2 

48.4±0.3 

PIM1-12 5’-GGGCGGGTCGGGTTCGGGT-3’ 

5’-GGGCGGGICGGGIICGGGI-3’ 
55.8±0.5 

53.3±0.2 

a derived from UV-Vis analysis. 

b Average Tm from global fitting of dT and dI trapped mutant datasets. 
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2.4.2. Structural analyses 

We used a combination of CD and 1H NMR spectroscopy to structurally characterize the 

wild-type GQs and their trapped mutants. In the case of both c-myc Pu18 and VEGFA, the CD 

spectra of all trapped mutants closely overlay those of the wild-type GQs (Figure 2.2a,b and 

Supplementary Figure 2.2a-c). The sharp maxima at 265 and minima at 240 nm imply that the 

wild type GQs and all mutants adopt parallel topologies32, as expected. Furthermore, the 1H NMR 

spectra of the wild-type GQs closely correspond to a superposition of the trapped mutant spectra 

(Supplementary Figure 2.3a,b, Supplementary Figure 2.4a). This strongly supports the idea that 

the wild-type GQs populate a mixture of conformational isomers, each of which resembles one of 

the trapped mutants, with exchange occurring relatively slowly on the NMR chemical shift 

timescale (≥seconds). In other words, the trapped mutants are good structural mimics of the wild-

type GR isomers, at this level of resolution. 
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Figure 2.2. GQ CD spectra. CD spectra for wild-type (black) and trapped mutant (colored) 

VEGFA dG>dI (a), c-myc Pu18 dG>dI (b), and PIM1 dG>dI (c) GQs. In (c) and (d), the solid line 

corresponds to the corrected wild-type PIM1 CD spectrum. In (d) the population-weighted average 

spectrum of the dG>dT and dG>dI trapped mutants are shown with filled and empty symbols, 

respectively. (e) Comparison of CD265–290 (CD(265 nm)–CD(290 nm)) signals for dT and dI 

trapped mutants of the PIM1 GQ. The empty circle indicates data for the outlying PIM1-10 trapped 

mutant (Supplementary Figure 2.6). The line indicates the best linear fit to the 11 filled data points 

(R=0.90). 

 

Although the CD spectrum of the PIM1 wild-type GQ (Supplementary Figure 2.5) is 

consistent with a predominantly parallel topology, it exhibits a small shoulder at 290 nm (Figure 

2.2c,d and Supplementary Figure 2.2d-f), indicating that some members of the conformational 

ensemble contain antiparallel strands3. Interestingly, while the CD spectra of many mutants closely 

match that of the wild-type GQ, several others are quite different, with maxima near 290 nm and 

shoulders at 265, indicating that these trapped mutants adopt predominantly antiparallel 

topologies. The corresponding dG>dT and dG>dI spectra closely superimpose, with only one 

exception (Supplementary Figure 2.6). In order to quantify this agreement, we have compared the 
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difference in ellipticities at 265 and 290 nm (CD265–290 = CD(265 nm) – CD(290 nm)) for dG>dT 

and dG>dI mutants. Positive, zero, and negative CD265–290 values are consistent with 

predominantly parallel, mixed, and predominantly antiparallel topologies respectively. The 

CD265–290 values obtained for the dG>dT and dG>dI trapped mutants agree closely, yielding a 

correlation coefficient of R = 0.90 (Figure 2.2e). This implies that the same topology is obtained 

regardless of whether dT or dI residues are present at the mutated loop positions. It seems likely 

that the wild-type GR isomer, which contains dG at these positions, would prefer the same 

topology favoured by the corresponding dT and dI trapped mutants as well. This idea is supported 

by the excellent agreement between the CD spectrum of the wild-type GQ and the averaged spectra 

of the dG>dT and dG>dI trapped mutants (Figure 2.2d).  In other words, GR exchange is linked 

to topological dynamics with some GR isomers favouring parallel topologies and other GR isomers 

favouring antiparallel topologies.  

1H NMR spectra of the wild-type PIM1 GQ and many of the trapped mutants are highly 

broadened, indicative of conformational dynamics on the microsecond to millisecond timescales 

(Supplementary Figure 2.3c, Supplementary Figure 2.4b)33. Similarly broadened 1H NMR spectra 

have been previously observed for GQs that interconvert between different GR isomers17 and/or 

topologies34. In the case of the PIM1 trapped mutants, the broadening is likely due to 

interconversion between parallel and various antiparallel topologies, as discussed above. For the 

wild-type PIM1 GQ, the extensive spectral broadening is likely due to dynamics among different 

topologies within a given GR isomer (as observed for the trapped mutants), as well as 

interconversion between different GR isomers. The population-weighted average NMR spectrum 

of the trapped mutants is in good agreement with that of the wild-type, consistent with the notion 
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that the trapped mutants are good structural mimics of the corresponding wild-type GR isomers 

(using globally-fit populations). 

 

2.4.3. Trapped mutant folding 

The thermodynamic stabilities of the wild-type GQs and trapped mutants were 

characterized by DSC and UV-Vis thermal melts, shown in Figure 2.3 and Figure 2.4. In what 

follows, the data for the trapped mutants were analyzed assuming a two-state model comprising 

only fully folded and fully unfolded states. While two-state models have previously been applied 

to GQ folding29, 35, 36, some GQs are known to populate folding intermediates36-39, therefore the 

two-state assumption warrants closer examination. The DSC and UV-Vis data show simple 

monophasic melting transitions, which provides some indication that folding is two-state, since 

GQs that populate folding intermediates such as G-triplexes often yield DSC thermograms and 

UV unfolding traces with distinctive shoulders or multiple distinct transitions37, 40-42. Nevertheless, 

more complicated folding processes can be present despite the absence of multiple or broad 

transitions38, 43-45, and further tests are required. A classic approach for establishing two-state 

folding is to separately analyze the shape of a DSC thermogram, which yields the van ‘t Hoff 

enthalpy (HVH) and entropy (SVH), and the overall magnitude of the thermogram i.e. the areas 

under the Cp and Cp/T traces, which yield the calorimetric enthalpy (Hcal) and entropy (Scal)46-

48, respectively. When folding is two-state, HVH = Hcal and SVH = Scal. We performed this test 

on c-myc Pu18 GQ trapped mutant DSC data and obtained excellent agreement (Supplementary 

Table 2.2). We further applied the DSC deconvolution method of Freire and Biltonen36, 49 and 

found again that these thermograms are consistent with two-state unfolding (Supplementary Figure 

2.7). Additionally, we compared c-myc Pu18 UV-Vis thermal melt data collected at 260 and 295 
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nm. When folding is two-state these sets of data are expected to coincide, while they are likely to 

diverge when intermediates are present38, 44. The 260 and 295 nm melting profiles are nearly 

superimposable (Supplementary Figure 2.8) and yield identical folding parameters 

(Supplementary Figure 2.9a,b). Together this gives us confidence that the c-myc Pu18 GQ trapped 

mutants fold in a two-state manner. 

The situation is more complicated for the PIM1 trapped mutants, as the CD and NMR data 

show that some of them populate multiple folded topologies, and thus there are formally more than 

two thermodynamic states accessible to these molecules. Nevertheless, if the stabilities of the 

different topologies are similar, then folding can still be considered a pseudo-two-state process in 

which the population of the unfolded state increases and the populations of all folded sub-states 

decrease in concert as the temperature is raised. In order to test whether this approximation holds, 

we compared UV-Vis data of PIM1 trapped mutants obtained at 260 and 295 nm (Supplementary 

Figure 2.10). Data at the two wavelengths exhibit quite different baseline slopes, perhaps due in 

part to topology exchange25, 50. Nevertheless, the melting transition regions coincide closely, and 

stability analyses performed on either the 260 or 295 nm data yield virtually the same results 

(Supplementary Figure 2.9c,d). We have therefore treated folding of the PIM1 trapped mutants as 

pseudo-two-state. The melt is well-defined at all temperatures by effective two-state folding 

parameters, in which the "fraction folded", plotted in Figure 2.4e refers to the fraction of chains 

adopting any folded topology. 

 

2.4.4. Globally fitting GQ thermal denaturation data 

We developed a global fitting method for characterizing GR exchange that can be applied 

to any set of thermal denaturation data (in this study DSC and UV-Vis). In a standard 
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thermodynamic analysis, unfolding data for a single sample are fitted independently of all other 

samples to yield a single set of thermodynamic parameters. In our method, data for a complete set 

of trapped mutants and the wild-type GQ are analyzed simultaneously to yield a combined set of 

thermodynamic parameters describing the stabilities of all mutants, as well as the populations of 

all wild-type GR isomers (see Sections 2.7.6 and 2.7.7). Our method is based on the assumption 

that the free energy difference between the folded and unfolded states of a trapped mutant is equal 

to the free energy difference between the corresponding folded GR isomer and the unfolded state 

of the wild-type GQ. To illustrate, data for a wild-type GQ with two GR isomers (such as VEGFA) 

would be analyzed together with those of the two corresponding trapped mutants. If at a given 

temperature, the folded:unfolded ratio for mutant A is 1:1, and that of mutant B is 2:1, then the 

assumption is that for the wild-type GQ, the (isomer A):(isomer B):(unfolded) ratio is 1:2:1. This 

relationship between the stabilities of trapped mutants and those of the corresponding wild-type 

GR isomers is applied across the full temperature range.  Violations of this assumption lead to 

poor agreement across the dataset in the global analysis (see below).  

Notably, we observe excellent agreement between the experimental data and global fits 

suggesting that the trapped mutants are good thermodynamic mimics of the corresponding wild-

type GR isomers. This implies that our description of wild-type GQ conformational sampling is 

accurate. For example, Figure 2.3a,c shows complete sets of DSC data for the c-myc Pu18 GQ, 

comprising thermograms for the wild-type and four trapped mutants employing dG>dT (Figure 

2.3a) and dG>dI (Figure 2.3c) substitutions. Interestingly, the wild-type GQ is more thermally 

stable than any of the trapped mutants, with thermal upshifts of the melting point of as much as 18 

°C relative to the least stable of the trapped mutants. This increase in stability is caused by entropic 

stabilization of the wild-type GQ folded state due to the presence of multiple GR isomers19, 20. The 



105 

 

entropically driven thermal up-shift indicates that the wild-type populates multiple GR isomers at 

equilibrium and that the interconversion rate is relatively rapid (≤minutes). If the wild-type 

populated just one GR isomer, then we would expect its DSC thermogram to overlay that of the 

corresponding trapped mutant (i.e. no shift in melting temperature). If the wild-type exchanged 

very slowly (≥minutes) among the four GR isomers, the wild-type DSC trace would be the 

population-weighted average of the four traces of the trapped mutants, which would appear as a 

slight thermal down-shift from the most stable mutant (Supplementary Figure 2.11). Figure 2.3b,d 

shows the extracted populations of the four wild-type GR isomers as a function of temperature. 

Notably, very similar values are obtained with either dG>dT or dG>dI mutations, suggesting that 

this method is relatively insensitive to the precise chemistry of the substitute residues. The results 

show that the wild-type conformational ensemble is highly skewed with dominant populations of 

the 33 and 53 GR isomers. Interestingly, the proportions of 53, 35, and 55 GR isomers increase 

with increasing temperature, however they never represent more than ~30-40, 10, and 5% 

respectively. 
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Figure 2.3. Global fits of GQ DSC thermal denaturation data. Thermograms (points) and global 

best-fit lines (lines) obtained for the complete set of c-myc Pu18 wild-type, dT-containing (a), dI-

containing (c) trapped mutant GQs. Black and coloured lines correspond to data for the wild-type 

and trapped mutant GQs, respectively.  The GR isomer populations (i.e. the fraction of wild-type 

DNA chains adopting each conformation) were extracted from the global fits (Equation 2.11) and 

are plotted in the panels immediately to the right, for dT-containing (b) and dI-containing (d) 

trapped mutants. Coloured dashed lines indicate the populations of each folded GR isomer, while 

black and grey lines correspond to the total population of the folded state and the population of the 

unfolded state, respectively. (e) Cartoon of the c-myc Pu18 GQ undergoing exchange between 4 

folded GR isomers and the unfolded state. KX-Y=PX/PY is the equilibrium constant for isomers X 

and Y, while the values indicated are for the dG>dI trapped mutants. Equilibrium constants have 

been expressed as >1 for ease of comparison. 

 

UV-Vis absorbance spectroscopy is a more high-throughput method for thermal analysis 

than DSC, requires approximately 100-fold lower sample concentrations, and is equally amenable 

to global analyses of GR exchange. Due to these advantages, it was possible to apply UV-Vis 

spectroscopy to a range of different GQs and trapped mutants (see Section 2.7.7, Supplementary 

Figure 2.12 and Supplementary Figure 2.13 for sets of raw and globally analyzed melting profiles 
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of dG>dT and dG>dI trapped mutants respectively). Figure 2.4a shows absorbance melting 

profiles of the wild-type VEGFA GQ and a complete set of two dG>dI trapped mutants. Figure 

2.4c shows melting profiles for the wild-type c-myc Pu18 GQ and complete sets of four trapped 

mutants employing dG>dI substitutions. Figure 2.4e shows melting profiles for the wild-type 

PIM1 GQ and complete set of twelve trapped mutants employing dG>dI substitutions. The 

extracted populations of the GR isomers comprising the wild-type ensembles are plotted in the 

panels to the right (Figure 2.4b,d,f). Importantly the UV-Vis results for the c-myc Pu18 GQ (Figure 

2.4d) closely match those obtained by DSC (Figure 2.3b,d), indicating that the global fitting 

approach can be robustly applied to different experimental modalities. In addition, this confirms 

that the c-myc Pu18 GQ is monomeric, as the same stabilities were obtained at very different 

concentrations, 10 versus 150 µM for UV-Vis and DSC, respectively. In all cases, the 

conformational ensemble is skewed. In the case of VEGFA, the two GR isomers are populated 

with a 3:2 ratio. For c-myc Pu18, one of the four GR isomers represents more than 60% of the 

ensemble, while for PIM1, just one of the twelve GR isomers is populated to 50%. This has 

implications for the entropy contribution of GR exchange, as discussed below. 
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Figure 2.4. Global fits of GQ UV-Visible thermal denaturation data. Thermograms (points) and 

global best-fit (lines) for complete sets of wild-type and dI-containing trapped mutants of VEGFA 

(a), c-myc Pu18 (c), and PIM1 (e) GQs. Black and coloured lines correspond to data for the wild-

type and trapped mutant GQs, respectively. The GR isomer populations (i.e. the fraction of wild-

type DNA chains adopting each conformation) were extracted from the global fits (Equation 2.11) 

and are plotted in the panels immediately to the right for VEGFA (b), c-myc Pu18 (d), and PIM1 

(f) GQs. Coloured dashed lines indicate the populations of each folded GR isomer, while black 

and grey lines correspond to the total population of the folded state and the population of the 

unfolded state, respectively.  

 

2.4.5. Trapped mutants as thermodynamic mimics of GR isomers 

The key assumption of the global analysis is that thermal stability of each trapped mutant 

relative to its unfolded state is identical to that of the corresponding wild-type GR isomer relative 
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to the wild-type unfolded state. However, the trapped mutants and the GR isomers differ; the wild-

type contains one or more dG residues in loop positions whereas trapped mutants contain dT or dI 

substitutions. Therefore, it is of paramount importance to determine if the trapped mutants are 

good thermodynamic mimics of the wild-type GR isomers. Fortunately, the global fitting approach 

is well-suited to evaluating whether or not this is the case. If the mutations lead to thermodynamic 

perturbations, then the complete set of thermal denaturation data for the wild-type and trapped 

mutants will be mutually inconsistent. This will be reflected in poor agreement between 

experimental and calculated heat capacities or spectroscopic absorbances. We used Monte Carlo 

computer simulations to evaluate the ability of the global fitting approach to detect such 

inconsistencies (Section 2.7.8). Using the thermodynamic parameters of the c-myc Pu18 GQ as a 

starting point, we generated synthetic sets of thermal denaturation data in which the 

thermodynamic folding parameters of the trapped mutants differed from those of the 

corresponding GR isomers, i.e. the synthetic datasets were in violation of the key assumption stated 

above. We then subjected the synthetic data sets to global analysis. The simulations indicate the 

differences between the folding parameters of the trapped mutants and the corresponding wild-

type GR isomers are no more than a maximum of ±1.5 kJ mol-1 for c-myc Pu18 (Figure 2.5a,b and 

Supplementary Figure 2.14). Using the same analysis, we find the maximum difference to be 

approximately ±2.5 kJ mol-1 for PIM1 (Figure 2.5c and Supplementary Figure 2.15). 
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Figure 2.5. Sensitivity of the global fit to thermodynamic perturbations. Simulations are shown 

for c-myc Pu18 GQ (a) DSC and (b) UV-Vis data, and (c) PIM1 UV-Vis data using dG>dI 

mutations (see Supplementary Figure 2.14 and Supplementary Figure 2.15 for dG>dT 

simulations). Increasing thermodynamic mismatch between trapped mutants and their 

corresponding GR isomers (E) leads to larger values of “reduced RSS” in global fits i.e. poorer 

overall agreement. The reduced RSS was calculated as RSS0/DF where DF = # points - # 

parameters. The stars correspond to the “reduced RSS” values obtained for the true experimental 

datasets. These define the maximum average mismatch between the folding thermodynamics of 

trapped mutants and corresponding wild-type GR isomers (gray shaded boxes). For 

thermodynamic perturbations larger than 1.1-1.5 kJ mol-1 (DSC) or 0.2-0.5 kJ mol-1 (UV-Vis), the 

RSS is greater than what we observe experimentally. See Section 2.7.8 for details of the 

simulations.  
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The thermodynamic parameters extracted from dG>dT and dG>dI trapped mutants are 

quite similar (Supplementary Table 2.3 and Supplementary Table 2.4), indicating that the 

stabilities of the GQs are not very sensitive to the identities of residues in the targeted loop 

positions, whether these be dT, dI, or presumably dG. In the case of c-myc Pu18, the extracted 

folding enthalpies, populations of the GR isomers, and the melting temperatures based on dG>dT 

and dG>dI mutations correlate very well with correlation coefficients (R) varying between 0.80 

and 0.99 with a mean of 0.94±0.09, for both DSC and UV-Vis measurements (Supplementary 

Figure 2.16a-f). For PIM1, the Tms of the individual trapped mutants and the populations of the 

GR isomers also agree well. The ΔH values of GR isomer folding are less well reproduced by 

dG>dT and dG>dI substitutions (Supplementary Figure 2.16g-i). This is likely because the PIM1 

trapped mutants harbor more substitutions, giving larger thermodynamic perturbations (Figure 

2.5c). Nevertheless, the fact that we extracted similar GR isomer populations with dG>dT or 

dG>dI substitutions for both c-myc Pu18 and PIM1 gives us confidence that we can use these 

values to better understand GQ function. 

 

2.4.6. Entropy effects and correlated motions in GR exchange 

One strength of our approach is that we are able to directly compute a portion of the 

entropic stabilization of the folded state due to internal dynamics. The entropy of a folded GQ 

exchanging among N GR isomers is given by 

 



N

i

ii

N

i

iFiF ppRSpS
11

, ln          (2.1) 

where pi is the fraction of folded chains adopting the ith GR isomer, and SF,i is the molar entropy 

of ith folded isomer. The first term in Equation 2.1 is simply the population-weighted average 
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entropy over all the isomers and the second is the entropy due to interconversion between multiple 

states. This can be calculated directly, as the set of pi is obtained in our global analysis. It is 

typically difficult to separate solvent and conformational contributions in experimental 

measurements of entropy changes, for biomolecules in aqueous solution51. In contrast, our global 

fitting approach gives us direct access to a well-defined component of conformational entropy, i.e. 

that due to GR exchange. The resulting contributions to the entropy of the folded state, increases 

in the folding equilibrium constant, and thermal upshifts in Tm (ΔGF=0) are listed in Table 2.2 for 

the three GQs studied here. Interestingly, due to the skewed populations of the GR isomers, the 

actual entropic stabilization is less than the maximum that would be obtained with equal 

populations. Not surprisingly, the largest stabilization is seen for wild-type PIM1, which has 12 

GR isomers and whose melting temperature is increased by 7.3±1.6 °C compared to that of the 

most stable GR isomer. Even the VEGFA GQ with only 2 GR isomers exhibits a 1.8±0.1-fold 

increase in the population of the folded state and a 3.1±0.3 °C upshift in melting temperature. 
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Table 2.2 Entropic stabilization of folded GQs by GR exchange. Parameters given here are the 

average of the results from dT and dI trapped mutant datasets where applicable (DSC and UV-Vis 

for c-myc Pu18, UV-Vis for PIM1). 

Parameters VEGFA c-myc Pu18 PIM1 

Number of GR isomers (N) 2 4 12 

ΔΔStheo=Rln(N) J mol-1 K-1 a 5.8 11.5 20.7 

ΔΔSexp J mol-1 K-1 b 5.20±0.01 6.2±0.9 14.3±1.6 

KF,exch/KF,indiv
  c 1.8±0.1 2.1±0.5 4.5±1.9 

ΔTm °C d 3.1±0.3 3.4±1.2 7.3±1.6 

aMaximum conformational entropy contribution for exchange among N isomers. 

bActual conformation entropy contribution calculated using trapped mutant populations at 

25 °C. 

cRatios of wild-type and most-populated trapped mutant folding equilibrium constants 

evaluated at the wild-type Tm. 

dWild-type thermal upshifts relative to the most-populated GR isomer. Errors were 

calculated as the standard deviations of the values extracted from global fits of DSC and UV-Vis 

data according to variance/co-variance method (see Section 2.7.12). 

 

In addition, our results give a direct measure of concerted dynamics via a comparison of 

the populations of the different GR isomers. We find that the position of one G-tract influences 

the sliding motions of the adjacent G-tracts. For instance, in c-myc Pu18, the 4th  G-tract populates 

the 3’-shifted register over the 5’-shifted register with a ~10:1 ratio when the 2nd  G-tract is in the 

5’-shifted register (P53/P55=12.8, Figure 2.3e, Supplementary Table 2.5). When the 2nd G-tract is 

3’-shifted, this ratio becomes ~30:1 (P33/P35=33.5). Cooperative motions are more pronounced in 

PIM1 (~50-fold differences in shifting, Supplementary Figure 2.17, Supplementary Table 2.6). 
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2.4.7. GR exchange in the human genome 

In order to better understand the relevance of GR exchange to biological GQs, we 

conducted a bioinformatic analysis of promoter regions of the human genome52,  as GQ formation 

in these regions has been linked to biological function53-55. We found 28,377 potential GQ-forming 

sequences following the pattern 5’-G3-5N1-7G3-5N1-7G3-5N1-7G3-5-3’ (N = dA, dC, dT, or dG), in 

both strands of the 23,322 human promoter regions from the EPD (see Section 2.7.9). The number 

of retrieved sequences implies that, on average, each 600 base pair promoter region contained one 

or two putative GQ-forming sequences. The number of possible GR isomers was calculated for 

each putative GQ sequence (Section 2.7.10), and the resulting histogram is shown in Figure 2.6. 

Notably, 89% of GQ sequences following this pattern can potentially adopt 2 or more folded GR 

isomers, with 19% potentially exchanging among 12 or more. A sizeable fraction of potential GQ 

sequences have 20 or more different GR isomers which could stabilize the folded state by as much 

as ~17 °C (see Section 2.7.11). Within the selected sequences, 52, 35 and 13% of G-tracts contain 

3, 4, and 5 residues, respectively. Longer G-tracts were not included in the analysis, as these can 

lead to more complicated dynamics that are beyond the scope of this work. Interestingly the 

distribution of the number of GR isomers closely matches that obtained if the lengths of adjacent 

G-tracts are uncorrelated. For example, the probability that a given G-tract contains 4 dG residues 

is independent of the lengths of the other three G-tracts in the sequence. It should be noted that 

since G-tracts longer than 5 dG residues were excluded, certain numbers of GR isomers do not 

appear in the analysis, explaining the gaps at 5, 7, 10, etc. in Figure 2.6. Furthermore, it has been 

recently shown that small-molecule G derivatives can “fill in” G-tetrads in GQs with G-vacancies, 

i.e. those lacking a full complement of dG residues56. This raises the interesting possibility that 

even GQs with the canonical four G3 tracts might be able to undergo GR exchange, with G 



115 

 

derivatives filling in the vacancies left by the shifted strands. Similar arguments apply to GQs with 

G-tracts of unequal length, further increasing the availability of potential GR isomers. 

 

 

 

 

 

 

Figure 2.6. Occurrence of GR exchange in predicted human GQ sequences. Black bars show the 

number of putative GQ sequences identified in a database of human promoter regions52 (28,377 

putative GQ sequences in total) with a given GR isomer multiplicity. White bars show the number 

of sequences that would be expected to have a given GR isomer multiplicity if G-tracts containing 

3, 4, and 5 consecutive dG residues are distributed randomly within GQ sequences. The inset 

shows the number G-tracts from the putative GQ sequences that contain 3, 4, and 5 consecutive 

dG residues.  

 

2.5. Discussion 

Our results clearly show that GQs with G-tracts of different lengths adopt multiple folded 

isomers with different core dG residues. Previous NMR spectroscopy and DMS modification 

studies on the c-myc Pu18 GQ have demonstrated that all possible G-register isomers are 

populated at equilibrium and interconvert rapidly19-21. Our NMR results are in agreement. The 

spectra of the wild-type GQs correspond closely to the population-weighted average spectra of the 

trapped mutants, strongly suggesting that all three wild-type GQs populate multiple GR isomers 



116 

 

at equilibrium. Furthermore, DSC and UV-Vis thermal analyses indicated that all three wild-type 

GQs are entropically stabilized with respect to the most stable of the trapped mutants. This is 

consistent with the wild-type GQs undergoing relatively rapid exchange among multiple GR 

isomers. These dynamics likely impact GQ function. GR exchange stabilizes the folded state, and 

there is a well-established link between GQ stability and gene expression20, 57. In addition, we find 

that GR exchange is coupled to topological rearrangements and can alter binding motifs presented 

by GQs. The relationship between GR isomerism and topology switching has been previously 

noted in a GQ from the human telomerase promoter region which has two well-populated GR 

isomers, one of which favours a parallel configuration, while the other is mixed (3+1) 

parallel/antiparallel25. The differing topological preferences were explained in terms of the 

different loop interactions in the GR isomers. For instance, in the mixed topology GR isomer, 

strands 2 and 3 are anti-parallel and the intervening loop is two nucleotides long, stabilized by 

hydrogen bonding with the third loop. In the parallel GR isomer, strands 2 and 3 are parallel and 

the intervening loop contains three nucleotides which pack against the GQ core25. For PIM1, the 

situation is more complicated as it exchanges among 12 GR isomers, each with distinct topological 

preferences, likely governed by the drive to simultaneously optimize hydrogen bonding, base 

stacking, and the formation of stable features such as single-residue double chain reversal loops58, 

59. Nevertheless, these results suggest that coupling between GR exchange and topological 

interconversion may be a general feature of GQ dynamics. The fact that motions on different sides 

of the GQ are correlated is significant, as coupled conformational changes at distal sites in 

biological macromolecules has been identified as a prerequisite for the existence of allostery60. 

Many synthetic ligands that target GQs bind with stoichiometries greater than one, and GQs are 

known to interact with each other and with proteins61-63. Furthermore, it has been shown that 
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different conformational states of the same GQ can have different protein binding competencies64. 

Coupled motions of the G-tracts could thus modulate the molecular recognition of GQs in vivo and 

influence their interactions with drugs. 

It must be noted that we performed in vitro measurements on large populations of 

molecules. In a living cell, a given GQ-forming sequence is present only once, or at most in a few 

copies. To extrapolate our results to the cellular level, one may invoke the ergodic hypothesis65 

which states that the population of a given conformational state in a large ensemble is proportional 

to the length of time spent by a single molecule in that state, evaluated over a long period. In other 

words, our finding that GR exchange increases the stability of the folded state by factors of up to 

4.5 implies that an isolated G-rich DNA sequence would spend 4.5-fold more of its time in the 

folded rather than the unfolded state, as a direct result of GR exchange. Since folded GQs can 

block polymerase read-through66, this could directly modulate transcriptional control by an 

individual G-rich sequence. Furthermore, the stabilities that we have determined for the different 

GR isomers are directly related to the total amounts of time that an individual GQ-forming 

sequence spends in each state, which modulates the probability that an encounter with a GQ-

binding protein62 will result in complex formation. 

The internal dynamics of nucleic acids are increasingly recognized as being essential to 

their biological activity. Conformational transitions in RNA molecules are involved in metabolite 

and temperature sensing by riboswitches67, 68, catalysis by ribozymes69, and the assembly of RNA-

protein complexes70, among other processes. DNA duplex dynamics have been linked to 

recognition by transcription factors71, DNA damage72, and ligand binding73. DNA GQs are well 

known to be flexible in the native state74 and can populate equilibrium folding intermediates37, 75. 

Some G-rich sequences assemble into multimeric structures4 while others contain more than four 



118 

 

G-tracts, with the ability to substitute the extra "spare tire" tracts into the four-stranded core76. 

Thus the GQ dynamical repertoire is complex and varied.  Studies have characterized nucleic acid 

motion mechanically, defining the ranges of motion of RNA hinges and relating these to molecular 

recognition77. Others have determined the thermodynamic and kinetic parameters governing 

excursions to weakly-populated excited states78. What sets the current work apart from these 

studies is that we have determined quantitative folding parameters for each member of large 

conformational ensembles containing as many as 12 discrete isomers. To our knowledge, these are 

the largest biomolecular conformational ensembles to be characterized at this level of detail. Our 

data provide a rare opportunity to precisely define the highly complex internal motions of nucleic 

acids. 

 

2.6. Conclusions 

We have identified the sliding of G-tracts with respect to each other as a prevalent form of 

internal dynamics in GQs. GR exchange likely extends to G-vacant, “spare-tire”, multimeric, and 

RNA GQs4, 11, 56, 76, 79, where the GQ core could undergo similar conformational rearrangements. 

This reinforces the idea that GQs must be considered as dynamic ensembles with differentially 

populated structural forms.  We have shown GR exchange contributes directly to thermodynamic 

stability and it could potentially modulate higher-order interactions and biological function. We 

demonstrate that mutant GQs harbouring dG>dT and dG>dI substitutions that quench these sliding 

motions are good structural and thermodynamic mimics of the corresponding wild-type GR 

isomers. Globally fitting thermal denaturation data for complete sets of wild-type GQs and trapped 

mutants thus yields the populations of all GR isomers as a function of temperature. We observed 

melting point elevations of up to 7.3±1.6 °C for a GQ undergoing 12-state exchange relative to the 
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single most stable GR isomer. A bioinformatic analysis of human promoter sequences revealed 

that great majority of naturally-occurring GQ sequences can potentially undergo GR exchange 

with many having 20 or more different GR isomers. Thus a full description of GR exchange is 

critical for understanding GQ stability and function. The global fitting method we introduce here 

is inexpensive, rapid (particularly for UV-Vis data), and yields exquisitely detailed information on 

the conformational sub-states comprising the native structural ensemble of GQs. We believe it 

represents a new and powerful tool for elucidating structure-dynamics-function relationships for 

this important class of molecule. 

 

2.7. Materials and Methods 

2.7.1. Sample preparation 

DNA samples were produced with a MerMade6 (Bioautomation, USA) synthesizer or were 

ordered from Alpha DNA (Canada) with the 5’-dimethoxytrityl group on. Syntheses utilized a 

high loading CPG (GlenResearch, USA) to boost yields. Oligonucleotides were removed from the 

CPG and deprotected using ammonium hydroxide and methylamine (1:1). Samples were purified 

using GlenPak columns (Glen Research, USA) and purities were determined by LC-mass 

spectrometry using a Bruker Maxis Impact (QTOF ESI negative mode, Bruker USA) mass 

spectrometer. All samples were lyophilized, resuspended in buffers mentioned below and dialyzed 

against the same buffer for 24 hours. Concentrations were determined by measuring the A260 and 

using nearest neighbor extinction coefficients80. Samples were denatured at 90 °C for five minutes 

and then annealed in an ice bath to promote intramolecular GQ formation prior to characterization. 
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2.7.2. CD spectroscopy 

CD experiments were performed using a JASCO J-810 (JASCO, USA) spectropolarimeter 

with a cell path length of 0.1 mm. Spectra were recorded with 10 µM samples in 2.5 mM K2HPO4, 

2.5 mM KH2PO4 buffer, pH 7.2. The samples were scanned six times from 330 to 230 nm at 25 

°C.  

 

2.7.3. NMR spectroscopy 

1D 1H NMR spectra were collected at 25 °C using an Agilent INOVA spectrometer 

operating at 500 MHz proton Larmor frequency. Sample concentrations were 0.2-0.3 mM in 2.5 

mM K2HPO4, 2.5 mM KH2PO4 buffer, pH 7.2, with 10% D2O and referenced to 4,4-dimethyl-4-

silapentane-1-sulfonic acid (DSS). Water suppression was achieved with double pulsed field 

gradient spin echos (DPFGSE) using a sweep width of 25 ppm. Each spectrum was recorded using 

256 transients. The imino proton region of the spectrum was selected as the fingerprint for GR 

exchange. Spectra were processed and analyzed using MESTRENOVA NMR software. 

 

2.7.4. Experimental DSC  

The data were collected using a NanoDSC-III microcalorimeter (TA Instruments, USA). 

DNA samples were 150 µM in 2.5 mM K2HPO4, 2.5 mM KH2PO4 buffer, pH 7.2. Low ionic 

strength was used to reduce the melting temperatures to experimentally accessible values. Samples 

were scanned from 5 to 90 °C fifteen times using a scan rate of 1 °C per minute. 
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2.7.5. Experimental UV-Vis spectroscopy 

Spectra were recorded using a Cary Win-UV spectrophotometer (Agilent Technologies, 

USA). Samples were scanned eighteen times at 260 and 295 nm from 15 to 95 °C. Data were 

collected using sample concentrations of 5 or 10 µM in 2.5 mM K2HPO4, 2.5 mM KH2PO4 buffer, 

pH 7.2. Experiments performed at higher K+ concentrations (130 mM) showed identical trends to 

those performed with 7.5 mM K+, but the denaturation curves were shifted to higher and less 

experimentally-accessible temperatures (Supplementary Figure 2.18). 

 

2.7.6. DSC global fitting 

The first step of DSC thermal melt analysis is the subtraction of data obtained for the buffer 

alone from the sample data (Supplementary Figure 2.19). The resulting raw Cp profile is then 

baseline-corrected, which accounts for the temperature dependence of the heat capacity, to first 

order. In the case of DSC data for GQs, baselines are typically polynomial (quadratic or cubic) in 

temperature 37, 48, 81. We employed a quadratic baseline such that the corrected heat capacity is 

given by 

    ,2cTbTaTCTC raw

pp          (2.2) 

where the coefficients a, b, and c were optimized in the global fits (Supplementary Figure 2.20) as 

described below. The trapped mutants were assumed to fold in a two-state manner (see Section 

2.4.3), such that the thermogram of each mutant was uniquely defined by its folding enthalpy and 

entropy at a reference temperature (T0) and the heat capacity difference between the folded and 

unfolded states (Cp) according to 

         0 0

mut mut mut mut

F U pH T H T H T H T C T T            (2.3) 
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It is frequently assumed that Cp = 0 in thermal analyses of GQs29, 82, although some studies have 

found that Cp is small and positive for GQ unfolding37, 83. We performed analyses using both Cp 

= 0 and the value of Cp = 1.3 kJ mol-1 K-1 that was previously measured for the human telomere 

GQ37 and obtained essentially the same folding parameters and populations (Supplementary Table 

2.1, Supplementary Figure 2.21). We also optimized the value of Cp as an adjustable parameter 

in the fits, yielding Cp ≈ 0.24 kJ mol-1 K-1. We note that our data are incompatible with Cp 

values larger than about ~2 kJ mol-1 K-1, as at that point the quality of the fits begins to degrade 

substantially. Nevertheless, virtually identical folding parameters are obtained even with Cp fixed 

at 2.1 kJ mol-1 K-1. Since our results are insensitive to the choice of physically realistic Cp values, 

we performed our analysis with Cp = 0, for the sake of simplicity. With this assumption Hmut
 

and Smut are temperature-independent and define the folding equilibrium constant (Kmut) 

according to  
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which, in turn, defines the relative population of the folded state (Pmut) according to 
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Finally, the excess heat capacity thermogram for each trapped mutant is given by 

 TP
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d
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In the case of a wild-type GQ undergoing GR exchange the situation is more complicated. In 

general, the folding enthalpy and entropy of each GR isomer can be different, such that 

WT

U
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iF

WT

i HHH  ,           (2.8) 

WT
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i SSS  , ,          (2.9) 

where ΔHi
WT and ΔSi

WT are the folding enthalpy and entropy of the ith GR isomer. Note that there 

is only one unfolded state for a GQ that undergoes GR exchange in the folded state. The folding 

equilibrium constant for the ith GR isomer is defined according to 
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The fraction of molecules populating the ith folded GR isomer is given by 
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where the sum runs over all GR isomers. The excess heat capacity thermogram for the wild-type 

GQ is then given by 
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Provided that the trapping mutations do not perturb stability beyond restricting the GQ to a single 

GR isomer, the folding thermodynamics of the wild-type and trapped mutants are related according 

to 

mutWT

i HH            (2.13) 

mutWT

i SS             (2.14)  
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where ΔHi
WT and ΔSi

WT are the folding enthalpy and entropy of the ith wild-type GR isomer and 

ΔHmut and ΔSmut are the folding enthalpy and entropy of the corresponding trapped mutant. 

In the global fits, the DSC data for all trapped mutants and the wild-type GQ were analyzed 

simultaneously. The thermogram for each trapped mutant was calculated according to Equations   

2.3-2.7 with ΔHmut and ΔSmut defined independently for each mutant. The thermogram for the wild-

type was calculated according to Equations 2.8-2.12, using the thermodynamic parameters from 

the corresponding trapped mutants according to Equations 2.13 and 2.14. For a GQ with N GR 

isomers, the dataset comprised N+1 DSC thermograms (N mutants and the wild-type) and the 

global fit contained N values of ΔH and ΔS and one second-order polynomial baseline shared 

between all datasets, for a total of 2N+3 adjustable parameters. The parameters were varied to 

minimize the residual sum of squares (RSS), which is the sum of squared differences between the 

experimental data points and the values calculated using the global thermodynamic parameters, 

         
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exp exp

, , , , 1..
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p j k p j k j p WT k p WT k N

j k k

RSS C T C T C T C T   


       (2.15) 

where Tk is the kth experimental temperature, Cp,j
exp(T) and Cp,j

calc(T) are the experimental and 

calculated excess heat capacity values of the jth trapped mutant, Cp,WT
exp(T) and Cp,WT

calc(T) are the 

experimental and calculated excess heat capacity values of the wild-type, ξj=[ΔHj
mut, ΔSj

mut] are 

the folding parameters of the jth trapped mutant, and λj=[a, b, c] are the coefficients of the quadratic 

baseline. UV-Vis unfolding traces were modeled similarly (see Section 2.7.7). 

 

2.7.7. UV-Vis spectroscopy global fitting 

The total absorbance A(T) for each trapped mutant was calculated as 

  )()(1)()()( TATPTATPTA U

mut

F

mutcalc        (2.16) 
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where AF and AU are the folded and unfolded absorbance baselines, respectively, and the relative 

population of the folded GQ, Pmut(T), was determined as described in Section 2.7.6 (Equations 2.3-

2.6). The absorbance baselines were assumed to depend linearly on temperature giving 

FFF bTmTA )(          (2.17)  

and 

( )U U UA T m T b  .         (2.18) 

For the wild-type GQs undergoing GR exchange, the total absorbance, A(T) was calculated as 
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where Pi
WT is the fraction of molecules populating the ith folded GR isomer. In the global fits, the 

UV-Vis data for all trapped mutants and the wild-type GQ were analyzed simultaneously. The 

absorbance profile for each trapped mutant was calculated according to Equations 2.3-2.6 and 

2.16-2.18 with ΔHmut and ΔSmut defined independently for each mutant. The absorbance profile for 

the wild-type was calculated according to Equations 2.10, 2.11, and 2.19, using the thermodynamic 

parameters from the corresponding trapped mutants according to Equations 2.13 and 2.14. The 

folded baselines for all trapped mutants and the wild-type were optimized independently. The 

unfolded baseline intercept (bU) was also optimized independently for each trapped mutant and 

wild-type, while the unfolded slope (mU) was constrained to be identical for all absorbance profiles 

in the global fit. For a GQ with N GR isomers, the dataset comprised N+1 absorbance profiles (N 

mutants and the wild-type) and the global fit contained N values of ΔH and ΔS, N+1 values of mF, 

bF, and bU, and a single value of mU for a total of 5N+4 adjustable parameters. The parameters 

were varied to minimize the RSS 

         
2 2

exp exp

1..

1

, , , ,
N

calc calc

j k j k j j WT k WT k N WT

j k k

RSS A T A T A T A T   


        (2.20) 



126 

 

where Tk is the kth experimental temperature, Aj
exp(T) and Aj

calc(T) are the experimental and 

calculated absorbance profiles of the jth trapped mutant, AWT
exp(T) and AWT

calc(T) are the 

experimental and calculated absorbance profiles of the wild-type, ξj=[ΔHj
mut, ΔSj

mut] are the 

folding parameters of the jth trapped mutant, and λj=[bF,j, mF,j, bU,j, mU] and λWT=[bF,WT, mF,WT, 

bU,WT, mU] are the coefficients of the linear folded and unfolded baselines of the trapped mutants 

and wild-type. 

 

2.7.8. Assessing thermodynamic perturbations in trapping GR isomers 

Monte Carlo computer simulations84 of mutation-induced thermodynamic perturbations 

were performed as follows. A complete set of N HWT and SWT enthalpy and entropy values were 

selected as the “unperturbed” folding parameters of the N wild-type GR isomers, according to the 

optimized values extracted from the global fits. Simulated wild-type thermal denaturation data 

were then generated according to  

    1.. 1.., ,WT WT WT

j N N j jA T f H S T              (2.21)  

where Tj is the jth temperature point, j are random numbers with a mean of zero and standard 

deviation of 1, and f(x) represents Equations 2.10-2.12 (DSC) or 2.10, 2.11 and 2.19 (UV-Vis).  

is the experimental error in each point, estimated from the average reduced RSS of the individual 

fits, i.e.  

 

indRSS

DF
           (2.22) 

where DF is the degrees of freedom of each individual trapped mutant fit and angle brackets 

indicate the average. Perturbed trapped mutant denaturation data were then generated according to 
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where Ai
pert(Tj) is the data point at the jth temperature for the ith trapped mutant, Hi

WT and Si
WT 

are the folding parameters for the corresponding wild-type GR isomer, E governs the size of 

thermodynamic perturbations with units of kJ mol-1, Tref=298 K is a reference temperature, i,H, 

i,S, and i,j are random numbers with means of zero and standard deviations of 1, and f(x) represents 

Equations 2.10-2.12 (DSC) or 2.10, 2.11, and 2.19 (UV-Vis). The simulated data for the wild-type 

and complete set of trapped mutants were then globally fitted, iterating 103 times for each value of 

E in the case of c-myc-Pu18 and 25 times in the case of PIM1. E was varied from 0 to 5 kJ 

mol-1, taking the average RSS from all iterations as the corresponding residual sum of squared 

differences. The sign of ∆∆E added to the unperturbed ∆H and ∆S was kept the same for each 

iteration, i.e. a mutation that was enthalpically destabilizing was also entropically stabilizing. In 

order to evaluate the precision of the extracted parameters, identical Monte Carlo calculations were 

performed with E=0. The precision of the measurement was taken to be the reciprocal of the 

standard deviation of values obtained in all iterations. 

 

2.7.9. Identification of GR exchange in GQ sequences from the Eukaryotic Promoter 

Database 

GQs are formed by sequences containing four Gn-tracts, of n contiguous dG residues per 

tract, separated by loop sequences Nm of any composition, where m is the number of loop bases. 

Biological GQs are thought to form according to the rule devised by Balasubramanian et al. which 

identifies 5’-G≥3N1-7G≥3N1-7G≥3N1-7G≥3-3’ as the consensus sequence for stable folding85. GQ 

stability decreases with increasing loop length and stable biological GQs tend to contain short 
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loops, thus the folding rule loop length is defined with 1≤m≤7. GQs formed from G-tract lengths 

n = 1-2 are known, yet these are typically unstable relative to other conformational states86 and so 

are not likely to be well populated under biological conditions. When n = 3 for all four Gn-tracts 

and the loops are free of dG residues, three G-tetrads are formed and every dG participates in the 

GQ core. Interestingly, Fox et al. demonstrated GQ sequences with all G4 or G5 tracts did not form 

more than three G-tetrads12, suggesting multiple GR isomers are possible for these sequences with 

different subsets of dG residues participating in the formation of three G-tetrads. GQs with all G6 

or G7 tracts did form >3 G-tetrads. However, such GQs are biologically rare, their dynamics are 

likely complicated, and they were not included in our analysis, i.e. we only considered sequences 

with n≤5. We therefore used a query sequence, 5’-G3-5N1-7G3-5N1-7G3-5N1-7G3-5-3’, where N = dA, 

dC,  dT, or dG to search the Eukaryotic Promoter Database52 for GQ sequences that could 

potentially undergo GR exchange. No more than two consecutive dG residues were allowed in any 

loop sequence, nor were dG residues allowed immediately adjacent to a flanking G-tract. We 

examined both coding and complementary strands from the -499 to +100 position of 23 322 human 

promoter sequences. All sequences matching the query were analyzed to determine the number of 

possible GR isomers (see Section 2.7.10). 

 

2.7.10. Calculation of GR isomer numbers for GQ sequences from the Eukaryotic 

Promoter Database 

We computed the number of possible GR isomers for each retrieved sequence as follows: 

The ith G-tract (i=1...4) comprising ni consecutive dG residues can adopt Ri different registers with 

respect to a GQ core of three G-tetrads according to 

2 ii nR  .          (2.24) 
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For example, a G3-tract has one possible register relative to the GQ core, a G4-tract has two 

registers, with either the first or last dG occupying a loop position, and a G5-tract has three 

registers. The total number of GR isomers for each retrieved GQ sequence was then computed as  





4

1i

iT nR .          (2.25) 

For example, the putative GQ-forming sequence 5’-G4NmG3NmG4NmG5-3’ has twelve possible GR 

isomers, RT = 2123 = 12. Due to the maximum G-tract length of 5, the only numbers of GR 

isomers allowed in this analysis follow the rule RT=2a3b, where a and b are integers, 0≤(a,b)≤4 

and (a+b)≤4. 

 

2.7.11. Predicting thermal upshifts 

Assuming that the folding enthalpies of different GR isomers are approximately equal, the 

Tm
WT of the wild-type ensemble is related to the Tms of the individual GR isomers according to 

( )

WT UF
m m

UF GR

S
T T

S S




 
        (2.26) 

where ∆SUF is the unfolding entropy of a single GR isomer and the entropic contribution of 

exchanging among N GR isomers is given by SGR=Rln(N). 

 

2.7.12. Statistical analysis of errors 

Errors in the group fitting parameters were calculated using the variance-covariance 

matrix87  given by 

1)( 


 TXWX
DF

RSS
V          (2.27) 
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where RSS is the optimized value from the global fit, DF is the degrees of freedom of the fit (N 

data points minus  parameters of the global fit) and Ŵ is a diagonal matrix of fitting weights, in 

this case all taken to be identically 1. 𝑋̂ is a matrix of the first derivatives of the differences between 

the experimental and calculated data points (Aexp and Acalc), with respect to increments in each of 

the adjustable parameters (i). The element corresponding to the ith adjustable parameter and jth 

data point is thus 

 exp calc

j j j

ij

i i

A A
X

  
 

 
        (2.28) 

where Aj
calc is evaluated at the optimized set of parameters, . The elements were evaluated 

numerically according to 

   
2

calc calc

j j

ij

A A
X

  



        (2.29)   

where Aj
calc(±Δ) is the jth data point calculated with all adjustable parameters set to their optimized 

values except, for the ith parameter, which is incremented by ±Δ. For a global fit with N data points 

and M adjustable parameters this gives 

1

1 1

1

N

N

M M

X







 
  
 

  
 

 
   

 .         (2.30) 

The diagonal elements in 


V are the variances of the optimized fit parameters, while the 

off-diagonal elements are the covariances between the errors of the optimized parameters. The 

errors in group fitting populations were computed from the covariance matrix using a Monte Carlo 
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approach84. 104 sets of N thermodynamic parameters with random errors were generated according 

to 



 TLLV '             (2.31) 

 

exp
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         (2.32) 

where exp
1...N are the thermodynamic and baseline parameters extracted from a global fit, MC

1...N 

are the randomized Monte Carlo parameters for a single iteration, 𝑉′̂ is the portion of the 

covariance matrix corresponding to the variances and covariances in the thermodynamic 

parameters, ε1...N are random numbers with means of 0 and standard deviation 1, 𝐿̂  is the lower 

triangular matrix from Cholesky decomposition satisfying Equation 2.31. The 104 sets of 

thermodynamic parameters were used to generate 104 sets of populations. The standard deviations 

of the sets of populations were taken as their experimental errors. 

 

2.7.13. Wild-type PIM1 thermal CD correction 

In the case of PIM1, we found that the CD spectrum of the wild-type GQ contained a 

stronger signal at around 265 nm than did those of the mutants (Supplementary Figure 2.5a). This  

is unlikely to be due to intermolecular association of the DNA strands as it has previously been 

shown by gel electrophoresis that PIM1 forms a monomeric GQ at concentrations as high as 30 

M29 while the CD analysis was performed at 10 M. We collected CD spectra at 95 °C, a 

temperature at which both mutant and wild-type GQs are completely unfolded. The CD spectrum 

for the wild-type sequence retained a strong maximum at 265 nm, while those of the mutants were 
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essentially flat with values of approximately zero (Supplementary Figure 2.5b). CD spectra of 

poly-dG/poly-dC duplex DNA also contain strong maxima at 265 nm while those of poly-dGdC 

do not88. Therefore it appears that DNA strands with 5 consecutive dG residues produce this 

spectral signature in duplex, single-stranded, and GQ forms. To a first approximation, we corrected 

for this effect by subtracting the spectrum obtained at 95 °C from that obtained at 25 °C for the 

wild-type PIM1 GQ (Figure 2.2c,d and Supplementary Figure 2.2d-f). 

 

2.7.14. Monte Carlo simulations of thermodynamic perturbations in PIM1 trapped 

mutants 

We found that the global fit of PIM1 data is less sensitive to perturbation (Figure 2.5c and 

Supplementary Figure 2.15) than that of c-myc. Applying the same Monte Carlo procedure, we 

obtained a maximum of perturbation of 2.4 kJ mol-1, which is about 1.3% of the total folding 

enthalpy and 3.3% of the HF between most and least stable mutants. This result is not surprising, 

given that the global fit of PIM1 data involves many more GR isomers, such that opposing 

thermodynamic perturbations in different trapped mutants can essentially compensate for each 

other. 
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2.8. Supplementary Figures 

Supplementary Figure 2.1. GQ sequences investigated in this work. Red letters indicate bases 

that were mutated from dG>dX where dX = dT or dI.  
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Supplementary Figure 2.2. GQ CD spectra. CD spectra for wild-type (black) and trapped mutant 

(colored) VEGFA dG>dI (a), c-myc Pu18 dG>dT (b), c-myc Pu18 dG>dI (c), PIM1 dG>dT (d), 

and PIM1 dG>dI GQs (e). The color coding of trapped mutant data in (a-e) is the same as in Figure 

2.4. In (d-f), the solid line corresponds to the corrected wild-type PIM1 CD spectrum. In (f) 

population-weighted average spectra of dG>dT and dG>dI trapped mutants are shown with filled 

diamonds and empty circles, respectively.  
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Supplementary Figure 2.3. 1D 1H NMR spectra of wild-type and trapped mutant GQs. Imino 

proton regions of 1H NMR spectra for VEGFA (a), c-myc Pu18 (b), and PIM1 (c) wild-type and 

dI trapped mutant GQs. Mutant spectra are ordered according to stability with more stable trapped 

mutants shown above less stable trapped mutants.  
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Supplementary Figure 2.4. 1H NMR spectra for the wild-type and trapped dT mutant GQs. Imino 

proton regions of 1H NMR spectra for c-myc Pu18 (a), and PIM1 (b) wild-type and dT trapped 

mutant GQs. Mutant spectra are ordered according to stability with more stable trapped mutants 

shown above less stable trapped mutants.  
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Supplementary Figure 2.5. Wild-type PIM1 CD correction. (a) CD spectrum of the wild-type 

PIM1 GQ (black curve) and the population-weighted average CD spectra of the dT (filled symbols) 

and dI (open symbols) trapped mutants at 25 °C. (b) CD spectra of the wild-type PIM1 GQ (black 

curve) and the most populated dT (filled symbols) and dI (open symbols) trapped mutants at 95 

°C.  
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Supplementary Figure 2.6. PIM1 CD spectra. CD spectra of dG>dT (filled symbols) and dG>dI 

(open symbols) trapped mutants, indicated by the number in the upper right of each panel. The 

color coding matches that of Supplementary Figure 2.2.  
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Supplementary Figure 2.7. Model-free deconvolution of experimental DSC data. The c-myc 

Pu18 55 and 35 dI trapped mutant DSC data (left and right panels respectively) were processed 

according to the Freire and Biltonen deconvolution method36, 49. Folded and unfolded populations 

(F and F0) are shown as colored and grey filled circles respectively. 1-(F+F0) is shown as turquoise 

filled circles. Dashed black lines indicate the 1 and 0 population limits.  
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Supplementary Figure 2.8. Dual-wavelength absorbance melting for c-myc Pu18 trapped 

mutants. Raw absorbance data (top panel, 33 trapped mutant) at 260 nm have been vertically offset 

and scaled for comparison with the 295 nm data (lower four panels). Melting data at 260 and 295 

nm are shown as blue and red curves respectively. Trapped dI mutant numbers are indicated in the 

top right corners. Experiments were performed using 5 µM strand concentrations.  
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Supplementary Figure 2.9. Correlation of global fit parameters from 260 and 295 nm datasets. 

(a,b) The c-myc Pu18 trapped mutant populations at the Tm and Tms at both wavelengths are 

strongly correlated (R=1.00 and 1.00 respectively). (c,d) The PIM1 trapped mutant populations at 

the Tm and Tms at both wavelengths are strongly correlated (R=0.99 and 0.92 respectively). The dI 

trapped mutant data are shown here for both c-myc Pu18 and PIM1.  
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Supplementary Figure 2.10. Dual-wavelength absorbance melting for PIM1 trapped mutants. 

Absorbance data at 260 and 295 nm are shown as blue and red curves respectively. Raw 

absorbance data at 260 nm have been vertically scaled and offset, as above, for comparison with 

the 295 nm data. Trapped dI mutant numbers are indicated in the top right corners. Experiments 

were performed using 5 µM strand concentrations.  

 

 

 

 

 

 

 



143 

 

 

 

 

 

 

 

Supplementary Figure 2.11. Very slow timescale GR exchange would produce a thermal 

downshift. In the case of GR exchange that occurs slowly compared to the scan rate of the DSC, 

the thermogram of the wild-type GQ would be the population-weighted average of the individual 

thermograms of the GR isomers. To visualize this, the population-weighted average of the trapped 

mutant thermograms (c-myc Pu18 dG>dI) is shown by the purple dashed line (P33=0.810, 

P53=0.154, P35=0.024, P55=0.012 at 25 °C). The colored points correspond to the thermograms of 

the trapped mutants, and the black points correspond to the data for the wild-type GQ.  
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Supplementary Figure 2.12. Raw absorbance melting curves of the wild-type and trapped mutant 

c-myc Pu18, VEGFA, and PIM1 GQs. Color coding matches that of Figure 2.2 and Figure 2.3. 

The fitted folded (blue line) and unfolded (green line) baselines for each melt are indicated.  
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Supplementary Figure 2.13. Global fits of GQ thermal denaturation data. Thermograms (points) 

and global best-fit lines (lines) obtained by DSC (a,c) and  UV-Vis spectroscopy (f,h,j,l,n) for a 

complete set of dG>dT (a,h,l)   and dG>dI (c,f,j,n)  trapped mutant and wild-type GQs for  c-myc 

Pu18 (a,c,h,j), VEGFA (f), and  PIM1 (l,n). The GR isomer populations extracted from fits are 

plotted in the panels immediately to the right of the thermograms (b,d,g,i,k,m,o). The color scheme 

relates to the GR isomer population order extracted from the global fits, where dark blue to dark 

red indicates most to least populated GR isomer respectively.  Black corresponds to data for the 

wild-type GQ in (a,c,f,h,j,l,n) and the sum of all folded isomer populations in (b,d,g,i,k,m,o). In 

(b,d,g,i,k,m,o), grey curves correspond to the population of the unfolded state. (e) Cartoon of the 

c-myc Pu18 GQ undergoing exchange between 4 folded GR isomers and the unfolded state. KX-

Y=PX/PY is the equilibrium constant for isomers X and Y, shown as the values obtained from the 

trapped dI mutant fits. Errors are shown in Supplementary Table 2.5.  
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Supplementary Figure 2.14. Sensitivity of the c-myc Pu18 global fit to thermodynamic 

perturbations. Plot of average reduced RSS (RSS/DF) obtained for global fits of simulated c-myc 

Pu18 GQ (a,b) DSC and (c,d) UV-Vis data in which the folding H and T0S of trapped mutants 

differ from those of the corresponding wild-type GR isomer by random perturbations with a mean 

of zero and standard deviation of E kJ mol-1 (1000 iterations). The reduced RSS is the residual 

sum of squared difference between simulated data and the fits, divided by the number of degrees 

of freedom of the fit. The stars correspond to the experimental reduced RSSexp values, while the 

set of E giving <RSS> ≤ RSSexp gives the ranges of thermodynamic perturbations consistent 

with our data. Simulations for the dG>dT and dG>dI trapped mutant datasets are in panels (a,c) 

and (b,d), respectively.  
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Supplementary Figure 2.15. Sensitivity of the PIM1 global fit to thermodynamic perturbations. 

Plot of average reduced RSS (RSS/DF) obtained for global fits of simulated PIM1 GQ UV-Vis 

data in which the folding H and T0S of trapped mutants differ from those of the corresponding 

wild-type GR isomer by random perturbations with a mean of zero and standard deviation of E 

kJ mol-1 (25 iterations). The stars correspond to the experimental reduced RSSexp values, while the 

set of E giving <RSS> ≤ RSSexp gives the ranges of thermodynamic perturbations consistent 

with our data. Simulations for the dG>dT (a) or dG>dI (b) trapped mutant datasets are shown in 

(a) and (b), respectively.  
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Supplementary Figure 2.16. Correlation of folding parameters extracted from global fits of dT 

and dI trapped mutants of the c-myc Pu18 and PIM1 GQs. Thermodynamic parameters from the 

global fits of c-myc Pu18 DSC data are strongly correlated (R=0.98, 0.99, 0.90 in panels a-c). 

Thermodynamic parameters from global fits of the c-myc Pu18 UV-Vis data are similarly well-

correlated (R=0.99, 0.80, 0.99 in panels d-f). The parameters extracted from PIM1 UV-Vis data 

are reasonably well-correlated (R=0.73, 0.42, 0.83 in panels g-i). Errors are smaller than the 

symbols in some plots.  
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Supplementary Figure 2.17. Coupled GR exchange in the PIM1 GQ. dG residues are depicted as 

filled red circles and loop residues have been omitted for clarity. Kex were calculated as the ratios 

of GR isomer populations. For example, KX,Y = [X]/[Y].  
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Supplementary Figure 2.18. UV-Vis thermal denaturation data for c-myc Pu18 wild-type and dT 

trapped mutant GQs. (a) Fraction of the folded state for the wild-type GQ and trapped mutants and 

(b) GR isomer populations extracted from a global fit of UV-Vis absorbance spectrophotometric 

data obtained with 130 mM K+. The thermodynamic stabilities of the trapped mutants and the 

populations of the corresponding GR isomers rank in the same order as they do in the presence of 

lower K+ concentrations. In (a), experimental data (points) and best fits (curves) are black (wild-

type) and colored (trapped mutants). In (b), populations of the GR isomers are indicated by are 

colored dashed curves, the sum of folded isomer populations is indicated by the black curve, and 

population of the unfolded state is shown as a grey curve. Note that data could only be collected 

to 95 ºC. The extension of the curves in (a) and (b) to higher temperatures represents an 

experimentally inaccessible extrapolation.  
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Supplementary Figure 2.19. DSC buffer baseline subtraction. In (a) the buffer baseline (black 

dashed line) is subtracted from the sample scan (c-myc Pu18 35 dG>dI trapped mutant, black line) 

to yield the buffer subtracted sample curve in (b).  
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Supplementary Figure 2.20. Heat capacity curves from global analysis of DSC data. 

Experimental and fitted data are shown as filled colored circles and colored lines respectively. The 

second-order polynomial baseline is shown as green solid line. The four c-myc Pu18 dI trapped 

mutant thermograms are shown in order of decreasing stability.  
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Supplementary Figure 2.21. Effect of ∆Cp on global fit populations. Global fits were performed 

with ∆Cp=0.24 (fit), 1.3 (telomere GQ), and 2.1 kJ mol-1 K-1 respectively. Populations of the GR 

isomers are indicated by colored dashed curves, the sum of folded isomer populations are indicated 

by the black curves, and populations of the unfolded state are shown as grey curves.  
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2.9. Supplementary Tables 

Supplementary Table 2.1. Effect of ∆Cp on DSC global fit thermodynamics. Errors were 

calculated according to the variance-covariance method (Section 2.7.12).  

Sequencea Cp (J mol-1 K-1) ∆Ha (kJ mol-1)  ∆Sa (J mol-1 K-1) 

c-myc Pu18 55 240b 

1300c 

2100 

-165.0±0.1 

-173.0±0.2 

-182.1±0.2 

-488.1±0.5 

-510.4±0.5 

-536.7±0.6 

c-myc Pu18 35 240b 

1300c 

2100 

-167.9±0.1 

-176.7±0.2 

-186.7±0.2 

-492.3±0.4 

-516.8±0.5 

-545.6±0.5 

c-myc Pu18 53 240b 

1300c 

2100 

-183.5±0.2 

-192.9±0.2 

-204.0±0.2 

-529.3±0.4 

-555.4±0.5 

-586.9±0.5 

c-myc Pu18 33 240b 

1300c 

2100 

-203.1±0.2 

-211.9±0.2 

-222.5±0.2 

-581.4±0.4 

-605.6±0.5 

-635.7±0.5 

aGlobal fit results using dI trapped mutants. ∆H and ∆S at Tm of each trapped mutant. 

b∆Cp
 optimized in global fit. 

cCp reported for human telomere GQ37. 
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Supplementary Table 2.2. Thermodynamic parameters obtained from two-state models and 

model-free analysis. Errors were calculated using the variance covariance method (global fit) or 

as the standard deviations of 1×104 Monte Carlo iterations (calorimetric and van ’t Hoff 

parameters).  

Sequence c-myc Pu18 33 

dG>dI 

c-myc Pu18 53 

dG>dI 

c-myc Pu18 35 

dG>dI 

c-myc Pu18 55 

dG>dI 

∆Hglobal,a (kJ mol-1) -202.5±0.1 -182.7±0.2 -167.1±0.2 -164.1±0.2 

∆Hcal,b
 (kJ mol-1) -207.2±3.2 -186.9±3.0 -162.6±2.8 -161.4±2.8 

∆HVH,c (kJ mol-1) -207.8±0.3 -186.3±0.3 -169.7±0.4 -165.8±0.5 

∆Sglobal,d (J mol-1 K-1) -580.0±1.8 -527.3±1.8 -490.2±1.7 -486.1±1.7 

∆Scal,e (J mol-1 K-1) -605.6±9.8 -551.3±9.1 -477.9±8.0 -476.8±8.2 

∆SVH,f (J mol-1 K-1) -595.3±0.7 -538.1±0.9 -498.1±1.0 -490.7±1.5 

∆Hcal/∆HVH 1.00±0.02 1.00±0.02 0.96±0.02 0.97±0.02 

Scal/SVH 1.02±0.02 1.03±0.02 0.96±0.02 0.97±0.02 

aEnthalpy of folding extracted from the global analysis of DSC data. 

bCalorimetric enthalpy calculated as area under the excess Cp curve. For the more stable 

33 and 53 mutants, melting is incomplete at the maximum temperature used, thus ∆Hcal was 

calculated as twice the area under the lower-T half of the Cp curve, calculated from 25 °C to the 

Tm. 

cVan 't Hoff enthalpy calculated from the slope of the progress excess Cp curve89. 

dEntropy of folding extracted from the global analysis of DSC data. 

eCalorimetric entropy calculated as area under the excess Cp/T curve. For the 33 and 53 

mutants, ∆Scal was calculated as twice the area under the lower-T half of the Cp/T curve, calculated 

from 25 °C to the Tm. 

fVan 't Hoff entropy calculated from the slope of the progress excess Cp/T curve89. 
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Supplementary Table 2.3. Thermodynamic parameters from the DSC global fitting of the c-myc 

Pu18 GQ. Errors were calculated as stated in Section 2.7.12.  

Sequence dT ∆H 

kJ mol-1 

dI ∆H 

kJ mol-1 

dT ∆S 

J mol-1 K-1 

dI ∆S 

J mol-1 K-1 

dT Tm 

°C 

dI Tm 

°C 

c-myc Pu18 

55 

-175.3±0.2 -164.1±0.2 -514.3±0.6 -486.1±1.7 67.90±0.02 64.70±0.02 

c-myc Pu18 

35 

-181.2±0.2 -167.1±0.2 -528.0±0.4 -490.2±1.7 70.20±0.02 67.90±0.02 

c-myc Pu18 

53 

-191.9±0.2 -182.7±0.2 -550.0±0.4 -527.3±1.8 76.00±0.03 73.50±0.02 

c-myc Pu18 

33 

-205.9±0.2 -202.5±0.1 -590.0±0.5 -580.0±1.8 76.00±0.01 76.20±0.02 

 

 

 

 

 

 

 

 

 

 

 

 

 



157 

 

Supplementary Table 2.4. Thermodynamic parameters extracted from the global fit of UV-Vis 

data for the c-myc Pu18, VEGFA, and PIM1 GQs. Errors were calculated as stated in Section 

2.7.12.  

Sequence dT ∆H  

kJ mol-1 

dI ∆H  

kJ mol-1 

dT ∆S 

J mol-1 K-1 

dI ∆S 

J mol-1 K-1 

dT Tm  

°C 

dI Tm  

°C 

c-myc 

Pu18 55 

-210.4±2.3 -179.4±1.1 -619.9±6.4 -539.6±2.9 66.2±0.1 62.00±0.04 

c-myc 

Pu18 35 

-224.8±2.5 -183.2±1.2 -656.2±6.9 -543.1±3.2 69.4±0.1 65.60±0.04 

c-myc 

Pu18 53 

-221.1±2.3 -202.9±1.2 -638.0±6.4 -588.0±3.1 73.6±0.1 74.40±0.04 

c-myc 

Pu18 33 

-236.3±2.1 -215.6±1.3 -674.6±5.9 -616.0±3.5 77.3±0.1 77.20±0.03 

VEGFA-1 - -173.2±2.2 - -520.7±5.8 - 58.1±0.1 

VEGFA-2 - -193.3±2.9 - -584.8±7.8 - 57.7±0.1 

PIM1-1 -178.6±2.4 -155.5±1.5 -547.8±7.2 -482.4±4.5 54.5±0.1 50.0±0.1 

PIM1-2 -150.3±3.5 -149.2±1.7 -455.8±10.3 -457.2±4.9 56.7±0.2 53.4±0.2 

PIM1-3 -171.9±2.3 -174.7±1.4 -530.1±6.9 -542.5±4.2 52.5±0.1 49.1±0.1 

PIM1-4 -157.2±3.4 -153.3±1.5 -478.0±10.1 -475.3±4.4 55.7±0.2 50.2±0.2 

PIM1-5 -159.3±4.0 -127.0±1.8 -492.5±11.9 -392.5±5.1 55.9±0.2 49.4±0.4 

PIM1-6 -153.5±2.6 -144.7±1.9 -461.8±7.6 -444.6±5.6 56.4±0.2 52.9±0.2 

PIM1-7 -164.7±2.7 -172.8±1.9 -510.5±8.1 -528.5±5.7 52.4±0.1 53.6±0.1 

PIM1-8 -200.3±3.9 -176.2±2.3 -596.0±11.5 -526.8±6.7 61.2±0.1 61.8±0.1 

PIM1-9 -166.7±2.3 -194.7±2.1 -513.7±6.8 -599.8±6.3 51.4±0.2 51.1±0.1 

PIM1-10 -162.0±2.7 -183.1±2.2 -489.7±7.9 -558.2±6.5 54.7±0.2 55.3±0.1 

PIM1-11 -159.0±3.0 -158.5±2.3 -488.4±8.9 -492.6±6.7 51.8±0.2 48.4±0.3 

PIM1-12 -162.8±3.3 -166.6±2.3 -494.7±9.3 -511.2±6.7 55.8±0.5 53.3±0.2 
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Supplementary Table 2.5. GR exchange equilibrium constants for the c-myc Pu18 dT and dI 

trapped mutants calculated from the DSC and UV-Vis global fitting parameters. The exchange 

equilibria follow the cycle given in the main text. Kex were calculated at 25 °C from population 

ratios extracted from the DSC and UV-Vis global fitting, e.g. K33-53=P33/P53. All Kex have been 

expressed as >1 for ease of comparison. Errors are smaller than one decimal place for certain Kex. 

Errors were calculated as stated in Section 2.7.12.  

Equilibrium DSC dT Kex DSC dI Kex UV-Vis dT Kex UV-Vis dI Kex 

33-53 2.3±0.0 5.3±0.1 5.6±1.1 3.8±0.4 

53-55 11.2±0.2 12.8±0.3 9.0±1.5 38.5±3.3 

35-55 2.1±0.0 2.0±0.0 4.3±0.7 2.4±0.2 

33-35 12.4±0.2 33.5±0.4 11.7±2.3 60.6±5.2 
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Supplementary Table 2.6. GR exchange equilibrium constants for the PIM1 dT and dI trapped 

mutants extracted from the extracted UV-Vis global fits. Kex were calculated as the ratios of GR 

isomer populations at 25 °C. For example, KX,Y = [X]/[Y]. Errors were calculated as stated in 

Section 2.7.12.  

Equilibrium dT Kex dI Kex 

8,2 18.7±2.7 13.2±1.9 

2,4 0.9±0.1 1.5±0.2 

10,4 1.0±0.1 7.4±0.9 

8,10 17.2±2.3 2.7±0.4 

6,4 1.0±0.1 1.2±0.1 

12,6 1.3±0.2 2.3±0.3 

10,12 0.8±0.1 2.7±0.4 

7,1 0.4±0.0 3.5±0.4 

3,1 0.5±0.1 1.5±0.1 

9,3 0.7±0.1 2.9±0.3 

9,7 0.9±0.1 1.3±0.2 

3,5 0.8±0.1 4.0±0.5 

11,5 0.5±0.1 2.2±0.3 

9,11 1.2±0.1 5.3±0.7 

2,1 0.5±0.1 1.5±0.2 

3,4 0.9±0.1 1.6±0.1 

6,5 0.9±0.1 3.1±0.4 

8,7 23.4±2.7 5.6±0.8 

10,9 1.6±0.1 1.6±0.2 

12,11 2.3±0.3 3.2±0.5 

 



160 

 

2.10.  References 



161 

 



162 

 



163 

 



164 

 



165 

 

 



166 

 

 

 

 Chapter 3: Rapid characterization of biomolecular folding and 

binding interactions with thermolabile ligands by DSC 
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3.1. Preface 

The previous chapter emphasized the functional effects of nucleic acid folding dynamics. 

Nucleic acid binding interactions are equally as important. Together, the folding and binding 

interactions of nucleic acids form the basis for their biological function and applications. For 

example, the rational design of aptamers for enhanced stability and sensitivity in drug detection is 

predicated on a quantitative understanding of aptamer folding and ligand binding. Yet, standard 

techniques for simultaneously analyzing folding and binding such as DSC are slow and low-

throughput. In this chapter, the use of thermolabile ligands in DSC experiments combined with a 

new global fitting analysis is shown to drastically reduce the amount of time and sample required 

to obtain the physical parameters governing nucleic acid folding and ligand binding. The method 

is applied to two DNA aptamers commonly used to detect cocaine and quinine. Importantly, the 

binding parameters extracted from the global fitting analysis are in agreement with those derived 

from ITC. In addition, the approach can be used to extract information on the kinetics of the ligand 

conversion process. As an extension of the primary global fitting analysis given here, more 

complicated scenarios involving thermolabile ligands in DSC experiments are explored by 

computer simulation. 

 

3.2. Abstract 

DSC is a powerful technique for quantifying thermodynamic parameters governing 

biomolecular folding and binding interactions. This information is critical in the design of new 

pharmaceutical compounds. However, many pharmaceutically relevant ligands are chemically 

unstable at the high temperatures used in DSC analyses. Thus, measuring binding interactions is 

challenging because the concentrations of ligands and thermally-converted products are constantly 
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changing within the calorimeter cell. Here, we present a method using thermolabile ligands and 

DSC for rapidly obtaining thermodynamic and kinetic information on the folding, binding, and 

ligand conversion processes. We have applied our method to the DNA aptamers MN4 and MN19 

that bind to the thermolabile ligand cocaine. Using a new global fitting analysis that accounts for 

thermolabile ligand conversion, the complete set of folding and binding parameters are obtained 

from a pair of DSC experiments. In addition, we show that the rate constant for thermolabile ligand 

conversion may be obtained with only one supplementary DSC dataset. The guidelines for 

identifying and analyzing data from several more complicated scenarios are presented, including 

irreversible aggregation of the biomolecule, slow folding, slow binding, and rapid depletion of the 

thermolabile ligand. 

 

3.3. Introduction 

DSC is a powerful method for quantitating biomolecular binding and folding interactions1-

3. The strengths of DSC include its ability to elucidate binding and folding mechanisms, and to 

yield the corresponding thermodynamic parameters2, 3. Furthermore, DSC can be performed in 

solution under near-physiological conditions and does not require labeling of the biomolecule or 

ligand, e.g., with fluorophores, spin-labels or nuclear isotopes4. The instrument scans in 

temperature, measuring the amount of heat required to denature the biomolecule in the presence 

and absence of ligand. The resulting thermograms are used to extract the thermodynamic 

parameters governing the ligand binding and folding processes. The information provided by DSC 

or other thermodynamic techniques is critical to guiding the design of drugs targeting 

biomolecules1, 5-8. However, the repeated scanning to high temperatures (~60–100 °C) can be 

problematic. For example, many pharmaceutically important compounds undergo rearrangement 
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or decomposition upon sustained exposure to high temperatures9-11, i.e., they are thermolabile. 

Examination of binding interactions by DSC typically requires multiple forward and reverse scans 

in order to verify the reproducibility of the thermogram for thermodynamic analyses12. Thermal 

conversion of an initial ligand to a secondary form with altered binding characteristics leads to 

pronounced differences in the shape and position of successive thermograms, since the 

concentration of the initial ligand decreases with each scan while the thermal conversion products 

accumulate. These datasets are not amenable to traditional analyses.  

We have developed an experimental and global fitting method to generate and analyze 

thermolabile ligand DSC datasets that yield the complete set of thermodynamic parameters 

governing the biomolecular folding and binding interactions from a single ligand-bound 

experiment referenced to the requisite thermogram for the free biomolecule. The analysis reduces 

the experimental time and sample required by ~10-fold compared to standard DSC approaches. 

We have accounted for ligand thermal conversion by assuming this happens during the high 

temperature portion of each scan where the thermogram does not depend on ligand concentration. 

Therefore, the ligand concentration is a constant within the portion of the thermogram that is used 

to extract thermodynamic parameters. We additionally demonstrated how the rate constant for 

ligand thermal conversion can be obtained by performing one supplementary experiment with a 

longer high temperature equilibration period. For systems where ligand thermal conversion is less 

temperature-dependent (i.e., occurring appreciably at all temperatures), the analysis can be 

modified to include variable ligand concentrations. Here we demonstrate this procedure for the 

DNA aptamers MN4 and MN19 (Figure 3.1a) in the presence of the thermolabile ligand cocaine, 

which rapidly converts to benzoylecgonine at high temperatures (>60 °C). Quinine is used as a 

negative control for ligand thermolability since it does not undergo conversion at these 
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experimental temperatures and also binds to the aptamers (Figure 3.1b). We describe the 

acquisition of thermolabile ligand DSC datasets and their analysis yielding thermodynamic and 

kinetic parameters of the folding, binding, and ligand conversion processes.  Furthermore, we 

present simulations of several non-equilibrium (kinetically controlled) folding and binding 

scenarios in the presence of thermolabile ligands as guidelines for analyzing these more 

complicated outcomes. 

 

Figure 3.1. Cocaine binding aptamers, thermolabile ligand, thermal conversion product, and 

thermostable control. (a) Aptamers with base pair hydrogen bonds shown as dashed lines. (b) 

Chemical structures of ligands investigated by DSC.  
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3.4. Results 

3.4.1. DSC with thermolabile ligands 

Thermolabile ligands gradually convert from an initial to a secondary form when exposed 

to elevated temperatures. For example, cocaine spontaneously converts to benzoylecgonine10 at 

higher temperatures (70-80 °C). We exploited this property in characterizing the interactions of 

MN4 and MN19 with cocaine by DSC (Figure 3.2). In a previous investigation we found by ITC 

that MN4 and MN19 have moderate affinities for cocaine (KD = 7 and 27 μM respectively), and 

MN4 has undetectable affinity for benzoylecgonine13, 14. The aptamers have stronger affinities for 

quinine (KD = 0.23 and 0.70 μM for MN4 and MN19 respectively)15. The series of replicate DSC 

thermograms obtained for MN4 and MN19 with cocaine are shown in Figure 3.2a,b. Each 

successive DSC denaturation profile shifts towards lower temperatures and smaller heights. We 

attribute this to the progressive conversion of cocaine to the more-weakly binding 

benzoylecgonine. After a large number of scans (roughly 7-10), the apparent melting temperature 

stabilizes at a new lower value, which we interpret as 100% conversion of cocaine to 

benzoylecgonine. These asymptotic scans indicate that both MN4 and MN19 bind 

benzoylecgonine; in the case of MN4, a slight thermal upshift and increase in peak height is 

apparent compared to the thermogram of the free aptamer (Figure 3.2a,b, Supplementary Figure 

3.1a, Supplementary Figure 3.2). In the case of MN19, the asymptotic scans exhibit clear unfolding 

peaks, while an almost non-existent unfolding peak was observed for the free MN19 molecule 

(Supplementary Figure 3.1c). Notably, repeat scans for both aptamers in the presence of the 

thermostable quinine ligand are superimposable (Figure 3.2c,d, Supplementary Figure 3.1b,d). 
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Figure 3.2. Rapid characterization of folding and binding thermodynamics using thermolabile 

ligands. (a) DSC heat capacity profiles for MN4 bound to cocaine and benzoylecgonine. (b) DSC 

heat capacity profiles for MN19 bound to cocaine and benzoylecgonine. (c) DSC heat capacity 

profiles for MN4 both free and bound to quinine. (d) DSC heat capacity profiles for MN19 bound 

to quinine. Ligand-bound experimental data points are shown as colored filled circles, fits are 

shown as colored lines. The first and last scans are red and blue respectively. Experimental and 

fitted data for free MN4 are shown as black circles and lines respectively. (e) Sets of DSC profiles 

for MN4 bound to cocaine and benzoylecgonine. The red profiles have equilibration times of 120 

seconds at 80 °C between scans, the blue profiles have 600 second equilibration times between 

scans. (f) The cocaine concentrations from global analysis of datasets in (e) as a function of scan 

number. Experimental points and fits are shown as colored empty circles and lines respectively. 

Exponential fits were performed according to [cocaine] = a + [cocaine]0exp(-b*scan number). The 

inset shows a linear fit to Equation 3.18 for the first 4 forward scans of the 120 (A) and 600 second 

(B) equilibration time datasets.  

  

3.4.2. Global analysis of thermolabile-ligand binding DSC series 

 We have developed a global analysis method for DSC data obtained with thermolabile 

ligands that yields folding and binding parameters for the initial and thermally converted ligand 
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(Figure 3.3, Section 3.7.3) from a pair of experiments performed with and without added ligand. 

This represents considerable savings in material and experiment time, as DSC-based ligand 

binding assays typically involve repeating multiple (~7-10) experiments over a range of ligand 

concentrations3. 

 

 

 

 

 

Figure 3.3. Equilibrium binding and unfolding model for a biomolecule in the presence of a 

thermolabile ligand during a DSC experiment. The model assumes the biomolecule (F) can unfold 

(U) or bind to two different ligands (L1 and L2) to form two different bound states (B1 and B2). 

L1 converts to L2 during the experiment with rate constant kc.  

 

The global fitting analysis yielded the enthalpy, H, and entropy, S, of the folding, 

cocaine-binding, and benzoylecgonine-binding reactions (Table 3.1), as well as the extent of ligand 

thermal conversion in each scan (Supplementary Table 3.1). The folding thermodynamic 

parameters obtained for MN4 with both cocaine and quinine are equal within experimental 

uncertainties, as expected since the stability of the free biomolecule should not depend on the 

identity of dilute co-solutes. The global binding parameters for both aptamers with cocaine and 

quinine (Table 3.1, B1F parameters) are in good agreement with ITC-derived parameters13-15, 

despite differences in buffer, providing proof-of principle for this method. Interestingly, the DSC 

parameters show that the preference of MN4 for quinine over cocaine is driven by a much more 
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favourable binding enthalpy. Conversely, the preference of MN19 for quinine over cocaine is 

driven by a much less unfavourable binding entropy term. The analysis also yielded the binding 

parameters for benzoylecgonine (Table 3.1, B2F parameters), with KD = 604 µM and 5.1 mM, for 

MN4 and MN19 respectively. This demonstrates the sensitivity of DSC in measuring very weak 

binding interactions, as benzoylecgonine binding to MN4 and similar aptamers was previously 

undetected by ITC, absorbance, and fluorescence spectroscopy14, 16, 17. Similar to what was 

observed for quinine, the preference of MN4 for cocaine over benzoylecgonine is due to a more 

favourable binding enthalpy, while in the case of MN19 it is due to a less unfavourable binding 

entropy. This points to a common energetic mechanism underlying the selectivity of aptamer 

binding and highlights the importance of obtaining thermodynamic information for understanding 

molecular interactions. 
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Table 3.1. Thermodynamic parameters extracted from global analysis of DSC data using 

thermolabile and thermostable ligands. ∆H and ∆G are expressed in kJ mol-1, ∆S is expressed in J 

mol-1 K-1and ∆Cp is expressed in kJ mol-1 K-1. Errors were calculated according to the variance/co-

variance method18.  

                MN4                bMN19 

Fit parameters Cocaine added Quinine added Cocaine 

added 

Quinine added 

∆HUF 271.3±1.8 272.5±4.0 - - 

∆SUF 824.4±5.1 827.9±10.9 - - 

a∆GUF 21.6±0.2 21.6±0.9 - - 

a∆HB1F -75.2±1.6 -101.0±4.0 -148.1±1.4 -105.9±10.4 

a∆SB1F -154.2±5.0 -213.7±12.0 -418.2±7.9 -264.9±34.1 

∆Cp
B1F -1.5±0.1 -1.2±0.1 -5.2±0.1 -7.0±0.3 

a∆GB1F -28.5±0.2 -36.2±0.7 -21.4±0.1 -25.6±0.2 

a∆HB2F -33.7±1.8 - -155.7±2.4 - 

a∆SB2F -49.9±5.2 - -469.8±8.0 - 

∆Cp
B2F -2.2±0.1 - -8.2±0.2 - 

a∆GB2F -18.6±0.3 - -13.3±0.1 - 

aParameters were calculated at 30 °C. B1F refers to cocaine- or quinine-bound folded states 

and B2F refers to the benzoylecgonine-bound folded state. 

bMN19 was assumed to be only folded when bound to ligand, the parameters listed here 

are for unfolding of the bound folded state.  

 

As expected, the thermal conversion of cocaine proceeds further with each successive 

thermogram, following a single exponential decay as a function of scan number (Figure 3.2e,f, 

Supplementary Table 3.1). In actuality, thermally labile ligands convert to their secondary products 
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continuously throughout each DSC scan, with the rate accelerating as the temperature increases, 

according to the activation enthalpy19. We made the simplifying assumption in the global analysis 

that the concentration is constant during each scan, but varies scan-to-scan. This assumption 

depends both on the rate of thermal conversion and the temperature scan rate of the calorimeter. 

In order to test the effects of these parameters and identify optimal ranges, we performed computer 

simulations with different ligand conversion kinetics and scan rates (see Section 3.7.4) in 

Supplementary Figure 3.3 and Supplementary Figure 3.4. Importantly, thermograms generated 

with fixed and varying ligand concentrations at 1 °C min-1 scan rate are superimposable 

(Supplementary Figure 3.3a) indicating that the ligand concentration can indeed be treated as 

constant in each scan. This makes sense as the conversion rate is ~10 000-fold faster at 80 relative 

to 0 °C at pH 6.8. The simulations imply that, at least in this case, ligand conversion occurs almost 

entirely during the high temperature portion of the scans where the thermograms are not dependent 

on ligand concentration. It must be noted that in cases where ligand conversion is less temperature 

dependent or when the biomolecular melting temperature is much higher, this assumption might 

not be expected to hold. We find that when the ratio of the scan rate (°C min-1) to the rate constant 

for ligand conversion at the apparent Tm of the first forward scan (min-1) is ~≤20 °C, the assumption 

breaks down. It would in principle, be possible to fit DSC data with continuously-varying ligand 

concentrations (essentially an extension of the simulations above), however this is unnecessary for 

the data at hand. 

When the thermal conversion products bind less tightly than the original ligand, the 

apparent melting temperatures decrease in successive DSC scans, as observed for MN4 and MN19 

interacting with cocaine. In the limit that the thermal conversion product does not bind at all, the 

unfolding thermogram of the ligand-free biomolecule is eventually obtained after a sufficient 
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number of scans. However, it is not possible to determine from these endpoint scans alone whether 

the thermal conversion product binds weakly or not at all. For that reason, it is important to jointly 

analyze the thermogram of the free biomolecule, as a reference. Conversely, if the thermal 

conversion product binds more tightly than the original ligand, then apparent melting temperatures 

increase with successive DSC scans, reaching a maximum when full conversion of the ligand is 

achieved. In order to illustrate possible scenarios (conversion products with no, weaker, and tighter 

binding) we performed simulations shown in Supplementary Figure 3.5. 

 

3.4.3. Measuring the rate constant for ligand conversion 

In addition to the thermodynamic parameters describing the folding and binding processes, 

the rate constant for thermal conversion is also of interest. This can be obtained in a straightforward 

manner by performing one additional biomolecule/ligand DSC experiment with a different high-

temperature equilibration time. When a longer equilibration time is chosen, the scan-to-scan 

changes in ligand concentrations are greater, with a concomitant increase in the differences 

between successive thermograms. The ratios of successive ligand concentrations can be fit to yield 

the rate constant for conversion at the equilibration temperature (Section 3.7.5). We performed 

two sets of MN4/cocaine DSC experiments with either 120- or 600-second equilibration times 

between repeat scans (Supplementary Figure 3.6). The scan-to-scan decrease in ligand 

concentration is far more pronounced for the 600-second dataset compared to the 120-second 

dataset (Figure 3.2e), as anticipated. Conversion of cocaine to benzoylecgonine follows pseudo-

first order kinetics and from  the cocaine concentrations extracted from the global fits, we fit 

Equation 3.18 to obtain a rate constant for cocaine conversion of 1.0±0.2×10-3 s-1
 (Figure 3.2f 
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inset), in close agreement to the value previously determined at 80 °C (1.7±0.3×10-3 s-1, citric acid-

phosphate buffer pH 7.65)10. 

 

3.5. Discussion 

Here, we outline practical aspects of performing and analyzing DSC binding experiments 

with thermolabile ligands. One of the most important experimental procedures to consider is 

dialysis or exchange of the biomolecule and ligand into identical working buffer solutions. Buffer 

mismatch between the ligand and biomolecule solutions can lead to large artifacts in the baseline 

and sample scans which completely obscure the relevant folding data. Additionally, it is essential 

that the power reading stabilizes before the DSC is pressurized so that it can be monitored during 

pressurization. If the power reading changes by more than ~10 μW during pressurization, bubbles 

have likely formed in the capillaries and can cause large artifacts in the data. In this case, the 

solutions need to be degassed more thoroughly. Note that a DSC baseline obtained for the 

thermolabile ligand alone is subtracted from the ligand + biomolecule dataset, effectively 

cancelling out the heat released or absorbed by the thermal conversion process itself. The standard 

thermolabile ligand global fitting analysis (Figure 3.2) assumes that the system is at 

thermodynamic equilibrium throughout the temperature scan and that the thermolabile ligand 

concentration is constant throughout each thermogram, decreasing exclusively during the high 

temperature equilibration period. We have shown that this assumption applies to cocaine-bound 

MN4 and is expected to hold for any thermolabile ligand/biomolecule system with kinetics similar 

to these. 

There are, however, some situations in which the system cannot be assumed to be at 

thermodynamic equilibrium and/or the concentration of ligand cannot be considered constant 
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throughout a single scan. These include i) when the ligand thermally converts rapidly relative to 

the temperature scan rate, ii) when the biomolecule undergoes irreversible aggregation at high 

temperature, iii) when the folding/unfolding rates are slow compared to the scan rate, and iv) when 

the ligand association/dissociation rates are slow compared to the scan rate. In these cases, the 

system is under kinetic rather than thermodynamic control and equilibrium thermodynamic models 

cannot strictly be applied. Data may be simulated quantitatively following Figure 3.4, as described 

in Section 3.7.6. In principle, these kinetics-based calculations could be used to fit non-equilibrium 

DSC data, potentially yielding both kinetic and thermodynamic data, however this analysis is 

beyond the scope of this thesis. Instead, we present some representative simulated DSC data to 

assist the reader in identifying non-equilibrium situations. 

 

 

 

 

Figure 3.4 Biomolecular folding, binding to a thermolabile ligand, and irreversible aggregation. 

The thermolabile ligand (L) converts to product (X) with a rate constant kc. X has no affinity for 

the biomolecule. The bound state (B) of the biomolecule exchanges with the free folded state (F) 

with rate constants koff and kon. F exchanges with the unfolded state (U) with rate constants ku and 

kf. U irreversibly converts to the aggregated state (A) with the rate constant kagg.  

 

An ideal example of thermodynamic control is shown in Figure 3.5a,b. DSC thermograms 

of the free biomolecule are superimposable (Figure 3.5a) and scans with the thermolabile ligand 

do not show hysteresis, such that the melting temperature observed on the up-scan matches the 
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folding temperature of the previous down-scan (Figure 3.5b). When the thermolabile ligand 

converts rapidly compared to the scan rate, large distortions appear in the thermogram and the 

thermodynamic equations do not account for the peak shape, as shown in Figure 3.5c,d. This can 

be alleviated somewhat by increasing the scan rate. When the biomolecule aggregates in a 

temperature-dependent manner, DSC traces for the free biomolecule show successive decreases in 

magnitude (Figure 3.5e), while addition of the thermolabile ligand produces a pattern of decreasing 

thermal upshifts similar to the ideal case, but scaled by the decreasing biomolecule concentration 

(Figure 3.5f). When folding/unfolding kinetics are slow compared to the scan rate, hysteresis is 

apparent in DSC traces of the free biomolecule such that the apparent denaturation temperature on 

the up-scan is higher than the apparent renaturation temperature on the down-scan (Figure 3.5g). 

Addition of a thermolabile ligand leads to the familiar pattern of decreasing thermal upshifts, 

particularly for the up-scans (Figure 3.5h). Finally, systems with rapid folding and slow binding 

produce hysteresis-free DSC thermograms for the free biomolecule (Figure 3.5i), however data 

with the thermolabile ligand show hysteresis where the apparent melting temperature of the up-

scan is higher than the apparent folding temperature of the previous down-scan (Figure 3.5j). 

Nevertheless, the typical pattern of decreasing thermal upshifts are apparent in both up-scans and 

down-scans. Non-equilibrium behavior in the case of slow folding or binding kinetics can be 

alleviated somewhat by decreasing the scan rate, although this runs the risk of non-negligible 

ligand thermal conversion occurring throughout the scan. In practice, the scan rate and upper 

equilibration temperature can be adjusted manually to obtain data resembling Figure 3.5a,b. 
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Figure 3.5. Computer simulation of equilibrium and kinetically-controlled DSC experiments in 

the absence and presence of a thermolabile ligand. (a) Equilibrium biomolecular folding. (b) 

Equilibrium folding, thermolabile ligand binding, and slow thermolabile ligand conversion. (c) 

Equilibrium biomolecular folding. (d) Equilibrium folding, thermolabile ligand binding, and fast 

thermolabile ligand conversion. (e) Equilibrium biomolecular folding and slow irreversible 

aggregation. (f) Equilibrium folding, binding, slow thermolabile ligand conversion, and slow 

irreversible aggregation. (g) Slow biomolecular folding. (h) Slow folding, equilibrium binding, 

and slow thermolabile ligand conversion. (i) Equilibrium biomolecular folding. (j) Equilibrium 

folding, slow thermolabile ligand binding, and slow thermolabile ligand conversion. In all panels, 

the first and last simulated scans are dark red and dark blue, respectively. Panels that show only 

light and dark blue thermograms indicate that all simulated scans overlay, and only the last two 

are visible in the plot. The parameters for performing these simulations are given in Section 3.7.6.  

 

Our thermodynamic analysis for DSC binding experiments with thermolabile ligands 

requires that the folding and binding processes are relatively rapid and that thermolabile ligand 

conversion is slow prior to the high temperature portion of each scan. When the lifetime of the 

folded and/or bound state is greater than about 30 s (koff, ku < 0.03 s-1), hysteresis becomes 

discernable in scans performed at 1 °C min-1. Additionally, when the ligand conversion rate 

constant is above approximately kc = 10-4 s-1 before the denaturation transition, there can be 

significant depletion of the ligand during the course of a single scan. Application of our analysis 

is also inappropriate when irreversible aggregation occurs. In these cases, more advanced 

modeling could be applied to the data. No affinity information is available if ligand conversion is 

so rapid that it reaches completion prior to the first denaturation transition. 
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3.6. Conclusions 

DSC is a powerful approach for characterizing biomolecule/ligand interactions, with many 

applications in drug development1, 5-7. It is particularly well-suited to very tight interactions that 

are difficult to study directly by titration methods such as ITC20, 21. Our method for the first time 

allows DSC to be used to measure the binding thermodynamics of high affinity, thermolabile 

ligands. By performing a global simultaneous analysis of all scans, thermodynamic parameters are 

extracted with high accuracy22. An additional benefit is that the full dataset can be collected in as 

little as one experiment if the thermal conversion product has no affinity for the free biomolecule. 

In contrast, producing a typical experimental DSC series for a non-thermolabile ligand requires 

~7–10 total experiments. We find here that DSC is also highly effective at measuring very weak 

binding interactions (high µM to mM) that may be undetectable by other techniques. DSC has the 

additional advantage of simultaneously providing information on both folding and binding 

reactions. However, the thermal lability of many known pharmaceuticals and potential drug leads 

can lead to DSC data with large scan-to-scan variations that are not interpretable using standard 

methods. Our global fitting method exploits these variations to yield folding and binding 

parameters in a fraction of the time and sample needed for thermally-stable compounds analyzed 

with conventional DSC approaches. Furthermore, just one additional DSC experiment gives the 

rate constant for thermal conversion. This method therefore opens the door to using DSC to 

characterize a class of hitherto inaccessible biomolecule/ligand interactions with high precision. 

This approach has direct applications to characterizing tight, thermolabile inhibitors in drug 

discovery campaigns. Several therapeutic compounds such as antibiotics and benzodiazepines are 

known to be thermolabile, undergoing rapid hydrolysis at or near physiological pH and 

temperatures of ~60–70 °C11. This DSC method is well positioned to identify and characterize 
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many more. As well, modification of the fitting protocol to account for systems under kinetic rather 

than thermodynamic control, as discussed above, has the potential to open the door to many more 

systems of biological relevance. 

 

3.7. Materials and Methods 

3.7.1. Sample Preparation 

Oligonucleotide samples were purchased pre-purified from Integrated DNA Technologies 

(Iowa, USA). Samples were dissolved in 20 mM sodium phosphate buffer, 140 mM NaCl, pH 7.4. 

DNA concentrations were 83 and 88 μM for MN4 and MN19. Initial ligand concentrations were 

778 and 880 μM for cocaine and quinine respectively. 

 

3.7.2. Experimental DSC 

Each experiment consisted of 10 melting and 10 annealing scans. Scan rates were 1.0 °C 

min-1. Samples were scanned from 0-80 °C with equilibration times of 60 seconds between scans, 

except for the cocaine kinetics experiments which used 120 and 600 second equilibration times. 

 

3.7.3. DSC global fitting 

Heat capacity profiles were analyzed assuming unfolded (U), folded (F), folded cocaine-

bound (B1), and folded benzoylecgonine-bound (B2) states in equilibrium where L1 and L2 are 

cocaine and benzoylecgonine ligands respectively, and cocaine is assumed to convert to 

benzoylecgonine with rate constant kc (Figure 3.3). The heat capacity profiles were fit using 

temperature dependent thermodynamic parameters for the ligand binding processes 

)()()( 0

1

0

11 TTCTHTH FB

p

FBFB         (3.1) 



185 

 










0

1

0

11 ln)()(
T

T
CTSTS FB

p

FBFB
       (3.2)  

where ∆HB1F(T), ∆SB1F(T), and ∆Cp
B1F are the changes in enthalpies, entropies, and heat capacities 

for the folded to cocaine-bound (B1F) processes respectively and T0 is the reference temperature. 

Folded to benzoylecgonine-bound (B2F) parameters were fit using the same equations as the B1F 

equilibrium but these have been omitted here for the sake of brevity. The change in heat capacity 

for unfolding, ∆Cp
UF, was set equal to zero as it was found to be negligibly small when included 

in the global fits. Equilibrium constants for the folding and binding processes were calculated 

according to 
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and combined in the partition function assuming folded, cocaine-bound, benzoylecgonine-bound, 

and unfolded states according to 

 
1 2( ) 1 ( ) ( )[ 1]( ) ( )[ 2]( )UF B F B FQ T K T K T L T K T L T         (3.5)  

where 1 is the relative population of the folded state.  The concentration of folded state as a function 

of temperature (or similarly the unfolded state for MN19 as [F](T) = 0) was obtained by 

numerically solving the real, positive root of 

3 2[ ]( ) [ ]( ) [ ]( ) 0Ta F T b F T c F T C          (3.6)  

where a = KUF(T)KB1F(T)KB2F(T) + KB1F(T)KB2F(T), b = KUF(T)KB1F(T) + KUF(T)KB2F(T) + KB1F(T) 

+ KB2F(T) – CTKB1F(T)KB2F(T) + [L2]TKB1F(T)KB2F(T) + [L1]TKB1F(T)KB2F(T), and c = 1 + KUF – 
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CTKB1F - CTKB2F + [L1]TKB1F(T) + [L2]TKB2F(T), and CT, [L1]T, and [L2]T are the total 

concentrations of aptamer, cocaine, and benzoylecgonine respectively. Free ligand concentrations 

[L1](T) and [L2](T) were calculated using 
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where the equation for calculating [L2](T) is analogous to that for [L1](T). The populations of each 

state were computed as 
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Where we have omitted the calculation of PB2
 for brevity. The DSC thermogram (Cp) profiles were 

calculated using 
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where Cp
F(T) is the heat capacity of the reference folded state, calculated as a second order 

polynomial in temperature. Note that since ∆Cp
UF is zero, the heat capacity of the unfolded state 

is identical. The calculated thermograms were globally fit to the experimental DSC profiles by 

minimizing the RSS 
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where M is the number of replicate DSC scans, N is the number of data points in each scan, and ξ 

= [∆HUF, ∆HB1F, ∆HB2F ∆SUF, ∆SB1F, ∆SB2F, ∆Cp
B1F, ∆Cp

B2F, [L1]T,i, af, bf, cf]. (∆HUF, ∆HB1F, ∆HB2F 
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∆SUF, ∆SB1F, ∆SB2F, ∆Cp
B1F, ∆Cp

B2F) are the thermodynamic parameters for folding and binding, 

(af, bf, cf) define the Cp
F baseline, and [L1]T,i is the total cocaine concentration of the ith DSC 

profile. [L1]T,1 was fixed at the initial ligand concentration and [L1]T,2–M were optimized in the fits 

as adjustable parameters. The total concentration of benzoylecgonine in each scan was calculated 

as [L2]T,i =[L1]T,0 - [L1]T,i, and the final scan of the cocaine-bound DSC manifold assumed cocaine 

conversion was 100% complete, i.e.  [L2]T,M =[L1]T,0. The quinine-bound MN4 global fits were 

constrained by including the unbound dataset as i=0, with [L]T,0=0. The code for performing these 

global fits is freely available at http://www.rsc.org/suppdata/c6/cc/c6cc05576a/c6cc05576a2.pdf. 

 

3.7.4. Testing the high temperature ligand conversion assumption 

In our global fits we used constant total ligand concentrations for each thermogram, based 

on the assumption that ligand thermal conversion predominantly occurs during the high 

temperature equilibration period. However, this assumption depends on both the temperature scan 

rate and the rate of ligand conversion. It is possible for the assumption to be violated with very 

slow temperature scanning or rapid ligand conversion. Slow scan rates lengthen the amount of 

time the ligand spends at each temperature and rapid ligand conversion causes the initial ligand to 

be depleted within the first scan. In our case, cocaine conversion is strongly temperature dependent 

and scanning at 1 °C min-1 does not violate our assumption that most of the conversion happens at 

high temperatures. Simulations with continuously-varying cocaine concentrations at scan rates of 

1 °C min-1 are superimposable with those using fixed concentrations (Supplementary Figure 3.3a). 

We have simulated experiments where we varied the scan rate or the ligand conversion kinetics 

(by modifying the activation energy) in order to provide visual evidence of when the assumption 
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breaks down (Supplementary Figure 3.3). The rate constants for ligand conversion were calculated 

every 0.1 °C from 20-80 °C using 

RT

Ea

AeTk


)(           (3.12) 

Where A (7.51×1010 s-1) and Ea (95.9 kJ mol-1) are the pre-exponential factor and activation energy 

for cocaine conversion respectively, and R is the ideal gas constant. Ligand concentrations at every 

0.1 °C were computed with 

tTk

tt eLL 

 )(

1][][          (3.13) 

where [L]t is the new ligand concentration after converting for a time t (set by the scan rate, for 

example the average time per 0.1 °C at 1 °C min-1 = 6 seconds) at temperature T, and [L]t-1 is the 

ligand concentration at the previous temperature. 

Clear distortions of the DSC peak shape occur when the ligand is depleted in the early 

portion of the thermogram, either when scanning extremely slowly or when rapid conversion 

occurs at lower temperatures. We note that the 0.005 °C min-1 scan rate is unfeasible in practice as 

the DSC signal to noise becomes poor below scan rates of 0.1 °C min-1. We found that a conversion 

ratio (CR, °C) defined as the scan rate (°C min-1) divided by the rate constant for ligand conversion 

at the apparent Tm of the first forward scan (min-1) gives a measure of when our ligand conversion 

assumption is violated. For conversion ratios below ~20 °C, substantial depletion of the ligand 

occurs before and during the thermogram leading to distortions of the transition shape. This 

indicates continuously-varying ligand concentrations must be applied in the fit. By increasing the 

scan rate, one may adjust the conversion ratio for a thermolabile ligand DSC experiment in order 

to obtain data that can be fit with constant ligand concentrations. The scan rate must however 

remain slow enough to avoid TH. This can be tested with an experiment on the free biomolecule. 
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Ligand conversion can also be modulated by protection of the ligand in the biomolecular 

binding pocket. The experiments were performed with ligand concentrations in excess of the 

biomolecule (10:1), i.e. the total amount of available ligand is largely unbound. Therefore, the 

overall ligand conversion is dominated by that of the free ligand molecules. Assuming the 

biomolecule can protect the ligand and the ligand is in excess, the apparent rate constant is given 

by )()()(. TPTkTk free

app  , where Pfree(T) is the population of free ligand as a function of 

temperature. This assumes the equilibration between free and bound ligand is rapid relative to the 

conversion rate. Ligand concentrations at each temperature are accordingly calculated with 

Equation 3.13. We have simulated the DSC profiles where protection of the ligand occurs at scan 

rates of 1 °C min-1 and 0.005 °C min-1, overlaying these with the case where ligand is not protected 

by the biomolecule and continuously varies at the corresponding scan rates (Supplementary Figure 

3.4). We find that protection of the ligand does not appreciably modify the result, even at 0.005 

°C min-1 scan rate where it can play a greater role. 

 

3.7.5. Calculation of the rate constant for conversion of cocaine to benzoylecgonine 

The concentration of cocaine in any scan, CN, is related to the concentration remaining in 

the subsequent scan, CN+1 (Supplementary Figure 3.6), according to 

 .*1
equilkt

NN eCfC


           (3.14) 

where tequil is the length of the high-temperature (80 °C) equilibration period separating each 

heating scan from the following cooling scan, k is the rate constant for thermal conversion, and f 

(<1) accounts for the thermal conversion occurring during a cooling scan and subsequent heating 

scan. The factor f cancels out when a comparison is made between the ratio of two N scans and 

two N+1 scans obtained with different equilibration times (A and B), as follows: 
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Extending this to the general case for the initial forward scan (number 1) and the Nth later 

scan (number 1+N) gives 
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and the rate constant for ligand thermal conversion can be obtained from fitting 
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When the initial concentrations in each experiment are equal, 
BC1 / 11 AC , as was the case here. A 

plot of 












A

N

B

N

C

C

1

1ln   versus 
BA

equiltN . yields a straight line with a slope of k = 1.0±0.2x10-3 s-1 (Figure 

3.2f inset). Note that it is necessary to use the earlier scans (1-4 here, this depends on ligand 

conversion kinetics) in the experiment where the concentrations of ligand can be more accurately 

fit, as the relative error in determining ligand concentrations is high for later scans. 

Similarly, the rate constant can be calculated from a minimum number of 4 forward scans 

(Supplementary Figure 3.6). A two-forward scan experiment with a short equilibration time at high 



191 

 

temperature is performed first (Experiment A), and, in the case of thermolabile ligands like 

cocaine, 
AC1  can be assumed to be what was loaded into the calorimeter and the 

AC2 can be 

extracted from the second forward scan. An additional two-scan experiment (Experiment B) with 

a longer equilibration time at the highest temperature gives 
BC1 and 

BC2 , from which the rate 

constant can be calculated using the 
BA

equilt .  and Equation 3.18. 

 

3.7.6. Characterizing non-equilibrium biomolecular folding and binding interactions with 

thermolabile ligands by DSC 

Non-equilibrium biomolecular folding and binding processes are identified by the presence 

of TH, or a lack of reproducibility of the scan signatures. These types of thermograms can be 

considered to be kinetically controlled and may be generally analyzed with rate equations 

describing the rates of change of concentrations for each of the species involved23, 24. This approach 

can be extended to DSC binding experiments with thermolabile ligands by including an equation 

governing the ligand concentration as a function of time and temperature in the DSC experiment. 

Here we consider the model in Figure 3.4 for a biomolecule undergoing thermolabile ligand 

binding, folding, and aggregation processes. 

We simulated scenarios using the model in Figure 3.4 where aggregation occurs or 

biomolecular folding and ligand binding are kinetically controlled. The simulation temperatures 

were defined according to 
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where T0 and Tf are the initial and final temperatures for each simulated DSC scan, n is the 

increment number, Δtint is the integration time increment (s) (see below), and ttot (s) is the total 

length of time for the DSC scan calculated by 
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where dT/dt is the scan rate (°C s-1). The simulations were bounded by the total number of 

increments ntot computed with 
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such that when n = ntot, Tn = Tf. Considering Figure 3.4, the changes in each species concentration 

with respect to time are given by 
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and the rate constants are given by 

( )

a

n

E

RT

nk T Ae



 .          (3.27)  



193 

 

The concentrations of each species can be computed numerically starting from an initial condition 

using equations of the form 
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where for brevity, we have demonstrated the integration with just the ligand concentration. We 

simulated DSC profiles with a scan rate of 1 °C min-1. The populations of each biomolecular state 

and their temperature derivatives are calculated according to 
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where dt/dT is the inverse scan rate. We have shown the calculation for just the bound state 

population for brevity. The excess heat capacity function for Figure 3.4 is given by 
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calculated relative to the reference folded state. Here we have chosen temperature-independent 

changes in enthalpy relative to the folded state for simplicity. If required, the temperature 

dependences of H  are accounted for by including the pC  parameter. The changes in enthalpy 

for the reversible folding and binding steps were calculated according to 
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with simulation values of 200 and -140 kJ mol-1 respectively. The change in enthalpy for 

aggregation relative to the folded state was chosen as 50 kJ mol-1. Arrhenius parameters for 
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equilibrium binding and folding were Aon = 5×10-1 M-1 s-1, Aoff = 1×1019 s-1, Ea
on = -20 kJ mol-1, 

Ea
off = 120 kJ mol-1, Afold

 = 1×10-14 s-1, Aunfold = 5×1018, Ea
fold = -80 kJ mol-1, and Ea

unfold = 120 kJ 

mol-1. Arrhenius parameters for kinetically-controlled binding and folding were Aon = 5×10-3 M-1 

s-1, Aoff = 1×1016 s-1, Ea
on = -20 kJ mol-1, Ea

off = 120 kJ mol-1, Afold
 = 1×10-16 s-1, Aunfold = 5×1016, 

Ea
fold = -80 kJ mol-1, and Ea

unfold = 120 kJ mol-1. Arrhenius parameters for slow and rapid 

thermolabile ligand conversion were Aslow
 = 7.509×1010 s-1, Ea

slow = 94.65 kJ mol-1, and Afast
 = 1 s-

1, Ea
fast = 10 kJ mol-1. Arrhenius parameters for slow irreversible aggregation were Aagg.

 =5×107 s-

1 and Ea
agg. = 80 kJ mol-1. The simulations were performed with lower and upper temperatures of 

0 and 80 °C and a scan rate of 1 °C min-1. 20 scans (10 melting and 10 annealing) were simulated 

with total biomolecule and ligand concentrations of 200 µM and 10 mM respectively. The 

concentrations of all species were allowed to equilibrate at 0 °C for ten minutes to simulate the 

pre-scan equilibration time in the calorimeter. After each scan, the concentrations of each species 

were allowed to equilibrate for 60 s. The MATLAB code for generating kinetically controlled DSC 

datasets with thermolabile ligands is available at https://www.jove.com/video/55959/measuring-

biomolecular-dsc-profiles-with-thermolabile-ligands-to. 
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3.8. Supplementary Figures 

 

Supplementary Figure 3.1. DSC profiles for free and quinine-bound aptamers. (a) DSC profile 

for free MN4. (b) DSC profiles for MN4 bound to quinine. Successive scans show no change in 

profile. (c) DSC profile for free MN19. MN19 is largely unstructured in its free state. (d) DSC 

profiles for MN19 bound to quinine. Successive scans show no change in profile.  
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Supplementary Figure 3.2. Evidence for benzoylecgonine binding. Calorimetric enthalpy and 

apparent melting temperature versus forward scan number for the cocaine-bound MN4 dataset. 

Dashed black lines indicate the calorimetric enthalpy and Tm for free MN4 respectively.  

 

 

 

 

 

 

 

 

 

 

 



197 

 

 



198 

 

Supplementary Figure 3.3. Effects of scan rate and continuously-varying ligand conversion 

kinetics on thermolabile ligand DSC profiles. (a) Simulated DSC profiles with 1 °C min-1 scan rate 

and slow ligand conversion at low temperatures (Ea = 95.9 kJ mol-1). (b) Simulated DSC profiles 

with 1 °C min-1 scan rate and moderate ligand conversion at low temperatures (Ea = 89.0 kJ mol-

1). (c) 0.005 °C min-1 scan rate and slow ligand conversion at low temperatures (Ea = 95.9 kJ mol-

1). (d) 1 °C min-1 scan rate and rapid ligand conversion at low temperatures (Ea = 81.0 kJ mol-1). 

In (a-d), simulated DSC profiles where the concentration of cocaine is fixed (i.e. using the 

optimized parameters from fits of experimental data to our model) through each transition are 

shown as colored circles while data simulated with continuously-varying ligand concentrations are 

shown as solid curves. First and last scans are shown in dark red and dark blue. Gaussian noise 

was added to the simulated scans using the standard deviation of the high temperature experimental 

baseline. Concentrations of ligand 1 and 2 as a function of temperature are shown as red and blue 

lines respectively in the right-hand panels. First order kinetics in (a-d) were calculated with a pre-

exponential factor estimated from literature rate constants (A = 7.51×1010 s-1)10. The conversion 

ratios (CR) given in the upper left corners of (a-d) were calculated as CR = scan rate/k(Tm,app.). 

Values of CR below ~20 °C give distortions of the first scan’s shape and violate the assumption 

that most of the ligand conversion happens at high temperatures. Subsequent scans superimpose 

as the initial ligand is depleted entirely within the first scan.  
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Supplementary Figure 3.4. Protection of the ligand by the biomolecule. (a) Simulated DSC 

profiles at 1 °C min-1 scan rate for continuously-varying ligand conversion in the absence (dark 

red line) and presence (dark red circle) of protection of the ligand in the biomolecule binding 

pocket. (b) DSC profiles simulated at 0.005 °C min-1 scan rate for continuously-varying ligand 

conversion in the absence (dark red line) and presence (dark red circle) of protection of the ligand 

in the biomolecule binding pocket. If the ligand can be protected by the biomolecule and the ligand 

is in excess, the rate constant for ligand conversion is given by kapp.(T) = k(T)Pfree(T). Ligand 

concentrations for the protected (dashed red line) and unprotected (red line) cases in (a) and (b) 

are shown in the panels immediately to the right. Rate constants for ligand conversion were 

calculated using Ea = 95.9 kJ mol-1 and A = 7.51×1010 s-1.  
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Supplementary Figure 3.5. Simulation of thermolabile ligand binding scenarios. (a) Conversion 

of initial bound ligand to a form with negligible affinity for the aptamer (i.e. decrease in total 

bound ligand concentration). ∆HB1F = -61.4 kJ mol-1, ∆SB1F = -108.1 J mol-1 K-1. ∆HB2F = -2.0 kJ 

mol-1, ∆SB2F = 16.0 J mol-1 K-1. (b) Conversion of the initial ligand to a weaker binding form. 

∆HB1F = -61.4 kJ mol-1, ∆SB1F = -108.1 J mol-1 K-1. ∆HB2F = -14.0 kJ mol-1, ∆SB2F = 16.0 J mol-1 
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K-1. (c) Conversion of the initial ligand to a tighter binding form. ∆HB1F = -61.4 kJ mol-1, ∆SB1F = 

-108.1 J mol-1 K-1. ∆HB2F = -68.4 kJ mol-1, ∆SB2F = -103.0 J mol-1 K-1. In each simulated profile, 

the [aptamer] = 83 µM, [ligand]initial = 778 µM, ∆HUF = 271.3 kJ mol-1, ∆SUF = 824.2 J mol-1 K-1, 

∆Cp
UF = 0, ∆Cp

B1F = -1.5 kJ mol-1 K-1, ∆Cp
B2F = -2.2 kJ mol-1 K-1, and kconversion = 5×10-3 s-1. Ligand 

was assumed to convert as a first order process at high temperature for 120 seconds. Heat capacity 

baselines were calculated as 12.8 + 0.292(T – T0) - 0.0022(T – T0)
2. Gaussian noise was added to 

the simulated profiles using the standard deviation of horizontal high temperature experimental 

baselines. Simulated DSC scans are shown as colored lines, where dark red and dark blue indicate 

first and last scans respectively. Populations for each ligand binding scenario are shown in the 

panels immediately to the right. The populations of initial ligand bound, converted ligand bound, 

and folded states are shown as orange, green, and blue dashed lines respectively. Populations of 

the unfolded state are shown as grey solid lines.  

 

Supplementary Figure 3.6. Time evolution of two DSC experiments with different high 

temperature equilibration periods. Heating and cooling scans are shown by solid red and blue 

increments respectively. Experiment A and B have shorter and longer high temperature 

equilibration times respectively, shown as dashed red increments. The difference in equilibration 

times is indicated by dashed green increments.  

 

  



202 

 

3.9. Supplementary Tables 

Supplementary Table 3.1. Cocaine concentrations extracted from global analysis of the cocaine-

added MN4 datasets assuming benzoylecgonine can bind the aptamer. 

Scan number [Cocaine] µM 

120 second equilibrations 

[Cocaine] µM 

600 second equilibrations 

1 778.0±19.8 778.0±19.8 

2 361.3±4.0 250.3±4.8 

3 159.7±2.7 68.3±3.3 

4 57.4±2.1 13.3±2.8 

5 16.3±1.8 3.1±2.5 

6 1.3±1.2 2.1±2.3 

7 0.9±1.0 3.2±2.5 
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 Chapter 4: Mapping the energy landscapes of supramolecular 

assembly by thermal hysteresis 
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4.1. Preface 

Although nucleic acids frequently adopt their folded structure in a one-step intramolecular 

process (as discussed in previous chapters), many nucleic acids in biology and biotechnology 

applications assemble from multiple component strands via transient, partly-structured 

intermediates. The complexity of supramolecular nucleic acids means they often have slow 

assembly and disassembly kinetics and acquiring detailed information on their assembly 

mechanisms frequently amount to months of experimental input. The rational design of novel 

biomaterials based on these structures, and a robust understanding of supramolecular nucleic acid 

assembly in biological function is hindered by this experimental bottleneck. This chapter discusses 

a combined model-free and global fitting method developed to harness TH measurements for 

mapping the assembly pathways of supramolecular nucleic acids in as little as one day. To 

demonstrate the generality of this approach in analyzing the assembly of supramolecular nucleic 

acids, the method is applied to the formation of two considerably different structures: a 

tetramolecular GQ and poly(A)-CA fibers. Importantly, the method can be used to identify rate-

determining steps in an assembly pathway, and provides information on the size of the nucleus 

structure in cooperative supramolecular polymerizations. 

 

4.2. Abstract 

Understanding how biological macromolecules assemble into higher-order structures is 

critical to explaining their function in living organisms and engineered biomaterials. Transient, 

partly-structured intermediates are essential in many assembly processes but are challenging to 

characterize. Here we present a simple thermal hysteresis method based on rapid, non-equilibrium 

melting and annealing measurements that maps the rate of supramolecular assembly as a function 
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of temperature and concentration. A straightforward analysis of these surfaces provides detailed 

information on the natures of assembly pathways, offering temperature resolution beyond that 

accessible with conventional techniques. Validating the approach using a tetrameric GQ, we 

obtained strikingly good agreement with previous kinetics measurements and revealed 

temperature-dependent changes to the assembly pathway. In an application to the recently-

discovered co-assembly of poly(A) and CA, we show that fiber elongation is initiated when an 

unstable complex containing three poly(A) monomers acquires a fourth strand. 

 

4.3. Introduction 

The non-covalent assembly of biological or biomimetic subunits into large supramolecular 

structures is critical to the function of living organisms and the creation of novel biomaterials. 

Supramolecular assemblies are validated drug targets1, 2, and contain tightly controlled internal 

structure on the nanometer scale, offering new opportunities in the bottom-up design of functional 

materials3, 4. In general, these large supramolecular structures are too complicated to form in a 

single step, and instead follow multi-step assembly pathways comprising multiple transient, partly-

assembled, intermediate states. The nature of these intermediates and the factors governing their 

interconversion are critical to understanding biological supramolecular self-assembly and yet 

remain poorly understood5, 6. Assembly intermediates are often unstable and short-lived, thus 

direct detection is not always possible. Nevertheless, detailed information on assembly pathways 

and the intermediate states that comprise them can be obtained through careful study of how the 

overall reaction rate varies with environmental conditions, particularly monomer concentration, 

[M], and temperature. In particular, for homomeric assembly, an effective reaction order, n, implies 

that the reaction rate varies as [M]n, and can be related to the molecularity of the rate-determining 
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transition state7, or the critical nucleus size for polymerization8, 9, depending on the system. We 

find that measuring the effective reaction order as a function of temperature allows one to map the 

energy landscapes of supramolecular assembly with remarkable detail. 

Measurements of self-assembly kinetics typically involve triggering the reaction by rapid 

mixing10, temperature jump11, or flash photolysis12 and monitoring the accumulation of the 

assembled product as a function of time, while the temperature is held constant. In order to obtain 

robust measurements of the reaction order, these experiments must be repeated for different initial 

values of [M]7. This series of experiments must then be repeated for each temperature of interest. 

The costs in time and material are high for this type of analysis, which consequently has been 

performed on just a handful of systems with only modest temperature sampling7. Motivated by the 

need for new methods to efficiently characterize the pathways of supramolecular assembly, we 

turned to spectroscopic TH, a simple and rapid technique that had previously been used mainly to 

measure two-state folding and unfolding rates of biomolecules13, 14. This experiment entails 

measuring a spectroscopic signature of folding or assembly (such as absorbance or ellipticity) 

while raising and lowering the temperature to cause melting and annealing. The temperature scan 

rate is chosen to be rapid compared to the length of time needed for the system to relax to 

equilibrium, such that both folding and unfolding occur out of equilibrium. The populations 

effectively lag behind the rapidly changing temperature such that the 50% folding point (i.e. the 

apparent Tm) is reached at a higher temperature than the true Tm on the up-scan and at a lower 

temperature than the true Tm on the down-scan. The folding and unfolding rates can then be 

calculated as a function of temperature based on the size of the lag13. TH has been widely used to 

measure unimolecular folding and unfolding15. A small number of TH studies have examined 

multimeric assembly, but in these cases the reaction mechanism was assumed a priori16, 17. Here 
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we show that TH experiments have a great and largely untapped potential for de novo elucidation 

of complex supramolecular assembly pathways. 

We have developed a novel TH method in which data obtained from several (6 in our study) 

different scan rates are combined to create a 3D map of reaction rate as a function of both [M] and 

temperature. These surfaces are then analyzed in a two-step procedure. In the first step, effective 

assembly and disassembly reaction orders (n and m respectively) are extracted as a function of 

temperature in a model-free manner. A single set of experiments yields reaction orders across the 

entire thermal transition, spanning in our case up to 40 degrees, sampled in increments of 0.5 

degrees, delivering a level of kinetic detail that is unattainable by conventional methods. In the 

second step, explicit mechanistic models are constructed, based on the observed reaction orders, 

and are globally fit to the TH datasets, simultaneously yielding the kinetic and thermodynamic 

parameters that quantify the supramolecular assembly pathway in terms of interconversion 

between partly-assembled intermediates. The combined model-free and global fitting approach 

can be applied to self-assembling systems that follow widely divergent mechanisms, as illustrated 

below. 

 

4.4. Results 

4.4.1. Model-free analysis of TH profiles 

Our model-free analysis is based on measuring sets of thermal melting and annealing 

spectrophotometric profiles with different temperature scan rates. The datasets contain low 

(assembled) and high (disassembled) temperature baselines bridged by transition regions where 

assembly and disassembly occur. Faster heating rates push the melting curves to successively 

higher temperatures as the populations lag further behind their equilibrium values. Conversely, 
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faster cooling rates push the reannealing curves to successively lower temperatures. Each trace is 

then used to estimate the fraction of subunits that are dissociated (monomeric), θU, as a function 

of temperature and scan rate (see Section 4.7.6). The rate of monomer release or consumption 

(d[M]/dt) can then be calculated from the slopes of the curves (dθU/dT), the temperature scan rate 

(dT/dt), and the total concentration of subunits (CT) according to the simple expression13  

[ ] T U

d d dT
M C

dt dT dt
 .         (4.1) 

Our method relies on the fact that the set of curves obtained with different scan rates sample 

multiple [M] and d[M]/dt values at any given temperature within the transition region (Figure 

4.1a). These measurements yield the effective reaction orders as follows: If the assembled structure 

contains N subunits and assembly and disassembly occur with effective reaction orders of n and 

m, respectively, then the rate of monomer formation (or consumption) is given by 

[ ]
[ ] [ ]

m

n T
on off

C Md
M k M k N

dt N

 
    

 
.       (4.2) 

When the degree of hysteresis is small, melting and annealing curves lie close together, 

both terms on the right-hand side of Equation 4.2 are similar in magnitude, and the values of N, n, 

and m must be known a priori in order to extract values of kon and koff
16, 17. The situation is 

considerably simpler when the degree of hysteresis is large. In this case, the first term dominates 

during the annealing scan and 

[ ] [ ]n

on

d
M k M

dt
            (4.3)  

a plot of log(–d[M]/dt) versus log([M]) is therefore linear with a slope of n and y-intercept of 

log(kon). During the melting scan, the second term dominates and  
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C Md
M k N

dt N

 
  

 
         (4.4) 

a plot of log(d[M]/dt) versus log(CT–[M]) is therefore linear with a slope of m and y-intercept of 

(1-m)log(N) + log(koff). The values of n and m thus obtained provide model-free estimates of the 

reaction orders at each temperature throughout the transitions, while kon and koff are essentially 

phenomenological constants describing the rate of the reaction. The magnitude of hysteresis 

required for these approximations may be judged by comparing the slopes of the melting and 

annealing curves at any given temperature. We consider a ratio of slopes of roughly 3-fold or more 

between the slowest annealing and melting scan rates in the middle of the annealing transition to 

be sufficient, although a more rigorous examination of this approximation can be achieved by 

numerical simulation. Fortunately, the degree of hysteresis can be tuned by changing the scan rates 

and CT. Increasing the scan rate and lowering the total concentration of subunits tend to increase 

hysteresis. Therefore, this approach can be applied to a wide variety of supramolecular assembly 

processes with careful selection of the experimental conditions. 
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Figure 4.1. Supramolecular assemblies and model-free analysis of multi-scan rate TH datasets. (a) 

A multi-scan rate TH dataset for generating a 3D supramolecular assembly map. The dashed 

arrows indicate temperature slices at which monomer concentrations and reaction rates are 

calculated at each temperature scan rate (colored circles in the black boxes). Light to dark blue and 

orange to dark red indicate slow to fast scan rates respectively. (b) Tetrameric GQ structure formed 

by TG4T. The tetramolecular structure (left) contains stacked, HG-hydrogen bonded G-tetrads 

(right). (c) Fiber structure formed by co-assembly of CA and poly(A) strands (left). CA brings 

about the growth of nanofibers from poly(A) strands by participating in hexameric rosette arrays 

with A residues (right). 
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4.4.2. Assembly of a tetrameric DNA GQ 

To test the TH method, we applied it to the well-studied tetrameric DNA GQ TG4T (Figure 

4.1b), which is believed to fold via a pathway involving small populations of partly assembled 

intermediates7. We used spectroscopic absorbance measurements to determine the fraction of 

unfolded DNA strands as the temperature was raised and lowered at rates varying from 0.2 to 2 °C 

min-1. (Figure 4.2a, Supplementary Figure 4.1, Supplementary Figure 4.2, Supplementary Figure 

4.3a,b, and Sections 4.7.5 and 4.7.6 for details of baseline and temperature correction). Equation 

4.1 was then applied to map assembly (cooling) and disassembly (heating) rates as a function of 

temperature and monomer concentration (Figure 4.2b). Slices through this landscape 

perpendicular to the temperature axis yield reaction rates as a function of [M] at constant 

temperature. Log-log plots were constructed (Figure 4.2c,d) yielding linear correlations, as 

predicted by Equations 4.3 and 4.4. The level of agreement is remarkable, as each point in the 

graph is obtained from a separate melt with a different temperature scan rate. To our knowledge, 

this is the first time such an analysis method is applied to TH data, and the high degree of linearity 

gives us confidence in the analysis that follows. The slopes of the plots correspond to the effective 

reaction orders of assembly and disassembly sampled as a function of temperature (Figure 4.2e). 

Assembly reaction orders, n, are roughly 2.75 at 5 °C and gradually rise to about 3.5 at 45 °C, 

while disassembly orders, m, are steady near 1.2 from 65 down to ~55 °C. Perfectly simultaneous 

assembly of all four strands would produce assembly reaction orders of exactly 4. These results 

therefore imply that the dominant energy barriers for assembly of this GQ are crossed by 

intermediates with fewer than four strands. A similar temperature-dependent increase in n from 

roughly 3 to 4 was previously reported7, which is notable as that study employed a series of 

variable-concentration isothermal folding reactions monitored by NMR spectroscopy. Our results 
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are thus in excellent agreement with those obtained from a completely orthogonal methodology. 

Furthermore, it must be emphasized that the total experiment time of the previous study was on 

the order of months and sampled only 6 temperatures, while our data set was obtained in 24 hours 

and sampled orders at 80 different temperatures. 
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Figure 4.2. Mapping the energy landscape of TG4T assembly by TH. (a) Multi-scan rate fraction 

unfolded TH profiles for TG4T assembly and disassembly. Colored points and lines are 

experimental data and the globally-fitted step-wise monomer association model respectively. Only 

every 5th experimental point is shown for clarity. (b) 3D temperature-concentration-rate 

supramolecular assembly map calculated from the experimental data in (a). The monomer reaction 

rates (shown as absolute values) increase with faster scanning. (c) Isothermal slices from (b) at 25 

°C plotted as ln(assembly rate) vs. ln([M]). The effective assembly order n is the slope of the line. 

(d) Isothermal slices from (b) at 60 °C plotted as ln(disassembly rate) vs. ln(CT-[M]). The effective 

disassembly order m is the slope of the line. (e) Effective TG4T assembly and disassembly reaction 

orders from model-free analysis of the surface in (b) as a function of temperature through the 

annealing and melting transitions. The top and bottom temperature axes are for assembly and 

disassembly respectively. White circles and dashed black lines correspond to effective orders from 

experimental data and the globally fit step-wise monomer association model respectively. In (a-

d), light to dark blue and orange to dark red corresponds to slow to fast annealing and melting scan 

rates respectively. In (c-e), error bars are the standard deviations of the values obtained from 

analysis of three replicate TH datasets. 
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We suspected that the observed variation of the assembly reaction order is likely due to 

temperature-dependent shifts in the energetic barriers along the assembly pathway. To test whether 

this hypothesis is consistent with the data, we simulated TH curves using kinetic models with 

explicit assembly intermediates and examined the extent to which they could reproduce the 

experimental datasets and effective reaction orders (see Section 4.7.7, Figure 4.3). A one-step 

monomer ↔ tetramer model gave very poor agreement with the TH data (Supplementary Figure 

4.4a), as expected from the extracted experimental values of n < 4. The assembly of TG4T and 

other similar tetramolecular GQs  has been proposed to follow either step-wise (monomer ↔ dimer 

↔ trimer ↔ tetramer)7 or dimer-of-dimers type (monomer ↔ dimer ↔ tetramer)18 mechanisms. 

Both models gave generally good agreement with the raw data and their corresponding 

intermediate populations never reached more than ~5%, consistent with the effectively two-state 

assembly previously observed for TG4T (Supplementary Figure 4.4b,c). However, the step-wise 

model fit substantially better than the dimer-of-dimers model (roughly 1.4-fold in terms of residual 

sum of squares). According to the Akaike Information Criterion19, the relative likelihood of the 

dimer-of-dimers model being correct is <0.01% and therefore the step-wise model  is preferred. 

The simulated melting/annealing curves and reaction orders for the step-wise model are shown in 

(Figure 4.2a,e) and agree closely with both experimental TH data and extracted reaction orders. 

The extracted rate constants are physically reasonable: the dimer intermediate is highly unstable 

at 45 °C, with an equilibrium dissociation constant, KD, of ~17 M, and forms very slowly with a 

kinetic association constant of only 300 M-1 min-1. Addition of a third strand is more favourable 

and occurs more rapidly, with a KD of ~2 µM and association rate constant of ~2×105 M-1 min-1, 

similar to the association kinetics of intermolecular triplex DNA20. A simple and realistic physical 

kinetic model is thus consistent with the temperature dependence of the reaction orders obtained 
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from our model-free analysis, and the values of the extracted step-wise rate constants given in 

Table 4.1 provide quantitative insight into the nature of the assembly pathway. 

 

 

 

 

 

 

 

 

 

Figure 4.3. TG4T assembly models. (a) One-step assembly. (b) Dimer-of-dimers assembly. (c) 

Step-wise monomer association. M, D, Tr, and Q correspond to monomer, dimer, trimer, and 

tetrameric GQ respectively.  

 

Table 4.1. TH global fit parameters for TG4T assembly with the step-wise monomer association 

model. Activation energies are given in kcal mol-1. Rate constants are given at the reference 

temperature of 45 °C and in M-1 min-1 and min-1 for forward and reverse steps respectively. Errors 

were calculated according to the variance-covariance method21.  

Activation energies Rate constants 

E1 -5.4±0.8 k1 (3.0±0.3) × 102 

E-1 14.4±0.4 k-1 (5.0±1.0) × 103 

E2 -4.0±1.2 k2 (1.6±0.2) × 105 

E-2 15.9±0.4 k-2 (3.1±0.2) × 10-1 

E3 -3.8±0.7 k3 (8.2±0.5) × 102 

E-3 37.4±0.2 k-3 (8.4±0.1) × 10-3 
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4.4.3. Co-polymerization of poly(A) and CA 

It was recently discovered that short poly(A) chains co-assemble with CA to form long 

fibers22. A cross-section of the proposed structure (Figure 4.1c) shows three A residues from 

different DNA strands hydrogen bonded to three CA molecules and forming stacked, planar, 

hexameric rosettes perpendicular to the fiber axis. This system provides a different type of 

challenge for the TH method than does the assembly of the tetrameric GQ. Rather than identifying 

specific intermediates formed on route to a well-defined final structure, characterizing poly(A) 

fiber formation corresponds to elucidating the supramolecular polymerization mechanism i.e. 

determining how individual poly(A) chains initiate and add to indefinitely growing fibers. We 

performed TH measurements of poly(A) fiber formation in the presence of excess CA. Heating 

scans produced identical curves regardless of the scan rate, indicating that dissociation occurs too 

rapidly at these temperatures to characterize using this method. In contrast, the cooling scans 

showed a pronounced scan rate dependence (Figure 4.4a, Supplementary Figure 4.3c,d) and were 

subjected to further analysis. The rate of unfolded poly(A) consumption was calculated as a 

function of temperature and concentration (Figure 4.4b) and the resulting log-log plots (Figure 

4.4c) were linear. The apparent reaction orders for assembly were calculated as the slopes of the 

plots, yielding values close to 3 (Figure 4.4d). It must be noted that apparent reaction orders for 

polymerization reactions do not reflect a single rate-limiting barrier as monomers are consumed 

by adding to an ensemble of nascent fibers of different lengths8. Effective reaction orders can 

nevertheless yield mechanistic insight and can be related to the molecularity of the nucleus8, 9, as 

discussed below (see Section 4.7.9 and 4.7.10). 
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Figure 4.4. Mapping the energy landscape of poly(A) fiber assembly by TH. (a) Fraction unfolded 

TH profiles for poly(A) fiber assembly as a function of temperature scan rate. Colored points are 

the experimental data and colored lines correspond to the globally fit Goldstein-Stryer model for 

cooperative supramolecular assembly assuming a nucleus size of 3. Only every 2nd experimental 

point is shown for clarity. (b) 3D supramolecular assembly map for poly(A) fiber assembly. (c) 

Model-free analysis of the map in (b) at 27 °C. The effective assembly order n is the slope of the 

line. (d) Effective poly(A) fiber assembly orders as a function of temperature through the annealing 

transition. White circles and dashed black lines are the effective orders obtained from model-free 

analysis of the experimental and globally fitted data respectively. In (a-c), light to dark blue 

corresponds to slowest and fastest annealing scan rates respectively. In (d), error bars for the 

experimental points were taken as the standard deviation of the values from analysis of three 

replicate TH experiments.  
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We tested whether a simple kinetic model could account for the temperature dependent 

annealing curves and reaction orders by fitting the Goldstein-Stryer assembly model8 directly to 

the experimental data (Figure 4.5). This model explicitly tracks the populations of all oligomers 

up to a certain number of monomer units (100 in Figure 4.4a, see Section 4.7.8), while populations 

of longer fibers were accounted for using the approximation of Korevaar et al10, 23. Association 

and dissociation of monomers and short oligomers less than the critical nucleus size, s (where s is 

the number of poly(A) strands in our case), were described by the nucleation rate constants kn+ and 

kn- respectively, while oligomers larger than s were described with the elongation rate constants 

ke+ and ke–. For the critical nucleus itself, the association rate constant was taken as ke+, while 

dissociation was taken as kn-. We held the forward rate constants as equal, kn+ = ke+, a simplification 

previously applied in other systems8-10, 24, and allowed the assembly activation enthalpies to vary 

with temperature (i.e. Cp ≠ 0)25. 
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Figure 4.5. The Goldstein-Stryer model for cooperative self assembly. The monomer (M) 

associates in a step-wise manner to form a nucleus of a defined size which then elongates to give 

large assemblies. The two regimes are defined by nucleation and elongation rate constants. The 

case for a nucleus size of 2 is shown here. We allowed post-nucleus oligomers to elongate up to 

an explicitly described size of N, beyond which they are treated as a fibril pool (P) according to 

the approximation by Korevaar et al10, 23.  

 

We applied the model and systematically varied the value of s from 1 to 7 (a nucleus of 1 

corresponds to non-cooperative assembly) to find the optimal nucleus size (Supplementary Figure 

4.5). Excellent fits were obtained with nucleus sizes of 2-4, with substantial worsening of the fit 

quality below or above these nucleus sizes. While nucleus sizes of 2-4 are all physically realistic 

for poly(A) fiber assembly, the best fit was obtained with a nucleus of 3 and therefore this is our 

preferred nucleus size. The forward rate constants of kn+ = ke+ ≈ 7104 M -1 min-1 (Table 4.2) are 
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somewhat slower than those of duplex DNA, which is to be expected, given that each poly(A) 

strand joining the growing fiber must simultaneously organize a column of CA molecules along 

the interface. The trimeric nucleus is relatively unstable at 25 °C, with KD ≈ 100 M, compared to 

a total poly(A) concentration of 50 M, meaning that it is never more populated than the 

monomeric state under these conditions. The dissociation equilibrium constant for each subsequent 

poly(A) strand is much more favourable (KD ≈ 1 M), meaning that fibers spontaneously elongate 

at poly(A) concentrations above this value. Thus, the full set of TH data for poly(A) fiber assembly 

agrees quantitatively with a simple, realistic, model of supramolecular assembly. 

 

Table 4.2. TH global fit parameters for poly(A) fiber assembly using the Goldstein-Stryer model 

with a nucleus size of 3. Activation energies are given at the reference temperature of 25 °C in 

kcal mol-1. Activation heat capacities are given in kcal mol-1 K-1. Rate constants are given at the 

reference temperature of 25 °C and in M-1 min-1 and min-1 for forward and reverse steps 

respectively. Errors were calculated according to the variance-covariance method21. 

Activation energies Rate constants Heat capacities 

En+
 = Ee+ 14.5±1.1 kn+

 = ke+ (6.7±0.2) × 104 ∆Cp
‡
n+

 = ∆Cp
‡
e+ 5.2±0.3 

En- 96.4±2.0 kn- 6.8±0.3 ∆Cp
‡
n- 5.5±0.5 

Ee- 133.0±0.8 ke- (5.8±0.4) × 10-2 ∆Cp
‡
e- 0.5±0.2 

 

4.5. Discussion 

We have shown that a simple analysis of multiple-scan rate TH data yields reaction orders 

for supramolecular assembly over a broad range of temperatures. This approach is model-free in 

the sense that no assumptions regarding the populations and interconversion rates of partly-

assembled intermediate forms are necessary. A multi-scan rate TH dataset can be collected in a 

few hours with a small amount of material and the extraction of reaction orders is straightforward 
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and can be achieved with standard spreadsheet software. This protocol thus brings kinetic 

information into easy reach at a level of detail that is not readily obtainable from existing methods.  

Likely due to the current scarcity of reaction order data for supramolecular assembly, there 

has not been much discussion of how values of n and m relate to the underlying pathways. It is 

therefore useful to examine in more detail how the model-free reaction orders extracted for the 

tetrameric GQ and poly(A) fibers relate to the energy surfaces predicted by direct model fitting to 

the TH curves. In the case of GQ assembly, the experimental values of n are approximately 2.75 

at 5 °C, rising to over 3.5 at 45 °C. The reaction energy diagrams predicted by the step-wise model 

for 5 and 45 °C are shown in Figure 4.6a. The heights of the energy barriers correspond directly 

to the transition probabilities, where larger barriers indicate fewer molecules traversing the barrier 

in a given direction per unit time. At 5 °C, the first (monomer ↔ dimer) barrier is larger than the 

second (dimer ↔ trimer) and third (trimer ↔ tetramer) barriers, and the experimental reaction 

order (2.75) is closer to the molecularity of first transition state (2) than it is to that of the third (4). 

At 45 °C, the second and third barriers are slightly higher than the first and the observed reaction 

order (3.5) moves closer to the molecularity of the third transition state. We note that differences 

in effective order are also somewhat influenced by differences in monomer concentration at 

different temperatures, but changing barrier heights are the main factor (see Section 4.7.11, 

Supplementary Figure 4.6). In the case of disassembly reaction orders, m, the values are all ~1, 

since the dominant barrier is located at the tetramer → trimer transition and the corresponding 

transition state has the same molecularity as the fully folded GQ. The temperature-dependent 

effective reaction orders thus reveal detailed information on the locations and sizes of energetic 

barriers along the reaction pathway. 



224 

 

Figure 4.6. Quantitative free energy diagrams for supramolecular assembly by TH. (a) TG4T 

assembly at 45 (red) and 5 (blue) °C. At 5 °C (experimental n ≈ 2.75), the dimer barrier dominates. 

The trimer and tetramer barriers become dominant at 45 °C (experimental n ≈ 3.5). The limiting 

cases of n = 2, 3, and 4 are indicated by the dimeric, trimeric, and tetrameric transition state 

structures enclosed in dashed black boxes. (b) Poly(A) fiber formation at 30 (red) and 20 (blue) 

°C assuming a nucleus size of 3 poly(A) strands. Elongation is driven by addition of a fourth 

poly(A) monomer. The reaction coordinate is truncated at the hexamer. Longer fibers form from 

step-wise association of monomers as indicated by the black arrow.  
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For poly(A) fiber formation, the reaction energy diagram predicted by the Goldstein-Stryer 

assembly model with a nucleus size of 3 is shown in Figure 4.6b. The least stable state is the 

trimeric nucleus, while the addition of each subsequent poly(A) chain produces a successively 

more stable oligomer. This matches the proposed structure of the fiber, which requires a minimum 

of three strands to complete the rosette arrangement, and suggests that the addition of a fourth 

strand effectively stabilizes the nascent fiber in an arrangement that is primed to bind to additional 

chains. We note that, while in this case, the effective order of the reaction (≈ 3) matches the 

molecularity of the trimeric nucleus, this relationship does not necessarily hold for polymerization 

reactions in general. Monomers are consumed at each step of the assembly process and elongation 

continues indefinitely so no single energy barrier is completely rate-determining. Nevertheless, the 

effective order of a polymerization reaction can be quantitatively interpreted in terms of the fluxes 

of the individual steps. The net rate at which the N-mer oligomer binds monomers to produce 

(N+1)-mers is given by 

1 1N on N off Nk c c k c             (4.5) 

where cN is the concentration of the N-mer, and kon and koff are the appropriate association and 

dissociation rate constants. The total rate of monomer consumption, R, is then 
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It can be shown (see Section 4.7.9) that the effective order, n, of monomer consumption is given 

by 
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In other words, the effective order of the polymerization reaction is given by the weighted 

average of the orders of the individual fluxes, where the weight of each term is simply the relative 

contribution of the individual flux to the total rate, N/R. According to the Goldstein-Stryer model 

applied to poly(A) fiber assembly, the major fluxes for monomer consumption involve dimers up 

to about 10-mers and have orders ranging from about 2 to 5, with a weighted average of roughly 

3.  The order of each flux ∂ln(N)/∂ln(c1) is largely governed by how the steady-state concentration 

of the N-mer varies with monomer concentration, and on the magnitude of the depolymerization 

rate koffcN+1 (see Section 4.7.9). 

We have simulated sequential polymerization reactions according to the Goldstein-Stryer 

model and find that, without changing rate constants, larger nuclei produce larger effective reaction 

orders (Supplementary Figure 4.7). Thus the effective reaction orders provide information on the 

size of the assembly nucleus, s. This is particularly true for canonical nucleated assembly, where 

the concentration of fibers scales as [𝑀]0
(𝑠+1)/2

 and the rate scales as [𝑀]0
(𝑠+3)/2

, giving an apparent 

reaction order of (s+3)/2, with respect to the initial monomer concentration, [M]0, in isothermal 

annealing reactions8. For the sake of comparison, we have simulated TH data for canonical 

nucleated assembly. TH experiments are quite different from isothermal annealing reactions since 

the temperature varies throughout the measurement leading to fiber accumulation that varies with 

scan rate. Nevertheless, we find empirically similar relationships such that the concentration of 

fibers scales approximately as [𝑀](𝑠−1)/2 and the polymerization rate scales as [𝑀](𝑠+1)/2, giving 

an apparent reaction order of (s+1)/2, where in this case [M] is the actual (instantaneous) monomer 

concentration (see Section 4.7.10, Supplementary Figure 4.8). We note that for poly(A) assembly 

this empirical relationship would predict an effective order of 2 while we observe orders closer to 

3, but poly(A) assembly does not meet the criteria for a canonical nucleated mechanism so the lack 
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of agreement is unsurprising. While we find that effective reaction orders obtained from TH data 

are information rich and closely linked to the sizes of critical nuclei for self-assembly, the precise 

relationship is complex and would be an interesting area for further theoretical study.  

Our TH-based approach is applicable to many different types of supramolecular self-

assembly systems and thus represents a general approach for studying these complex processes. 

The main requirements are that the reaction is reversible and temperature-controlled, and that the 

degree of self-assembly correlates with a real-time observable such as spectroscopic absorbance 

or ellipticity. Nucleic acids are particularly amenable, as illustrated by the results presented here. 

There is growing interest in understanding nucleic acid self-assembly in molecular biology26 and 

biotechnology3, providing many interesting opportunities for application of this method. 

Furthermore, biological and biomimetic systems such as collagen fibers16, 27, SNARE proteins28, 

ganglioside micelles29, viral capsids30, peptide amphiphiles31, elastin-mimetic peptides32, 33, and 

DNA ribbons34, along with many others35 exhibit TH in temperature-driven assembly and 

represent excellent candidates for TH-based analysis of their assembly mechanisms. In addition, 

this approach is equally well applicable to non-biological assembly processes, such as rod 

formation by trisurea disks36. A complete TH dataset can be acquired very rapidly, in as little as a 

single day, compared to weeks or months for comparable existing methods7, 8. Interestingly, when 

melting/annealing kinetics are slow, a TH dataset can be measured in much less time than an 

equilibrium melting experiment, as there is no need to allow the system to fully equilibrate at each 

temperature. Extracting the model-free effective reaction orders and rate constants (Equations 4.1-

4.4) is easily accomplished without specialized software. The reaction orders can then be 

interpreted in terms of the molecularities of the highest energy transition states for discrete 

assembly, or in terms of nucleus size for polymerization reactions. Subsequently, direct fitting of 
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explicit mechanistic models to the TH data provides detailed insight into the stabilities and 

interconversion rates of individual assembly intermediates, even those that are very weakly 

populated and short-lived. 

 

4.6. Conclusions 

Information on partly-formed intermediates is critical to understanding, and ultimately 

controlling, macromolecular assembly processes. The growing interest in this challenging problem 

has led to the development of a variety of biophysical approaches. Many of these focus on direct 

observation of assembly intermediates. When assembly is extremely slow, intermediates may be 

sufficiently long-lived for direct structural analysis. For instance, Aβ oligomeric precursors to 

amyloid fibril formation represent the dominant species after several days of incubation for some 

variants, and were recently characterized by solid-state NMR and IR spectroscopy37. Alternatively, 

partly-assembled intermediates can be distinguished from monomers and fully-formed structures 

by single-molecule methods. For instance cryo-EM and AFM were used to identify and 

characterize partly assembled viral capsids on the basis of shape, and to track their abundance as 

a function of time38. Single-molecule microscopy and spectroscopy can identify individual 

intermediates on the bases of FRET intensity or diffusion rates39, and yield information on their 

populations and lifetimes40. NMR spectroscopy is highly sensitive to millisecond association 

kinetics and was recently used to dissect a dimer-of-dimers association pathway, giving overall 

kinetic parameters and identifying interaction surfaces41. In contrast with these techniques which 

require costly specialized equipment, extensive user expertise, and lengthy analysis, multi-scan 

rate TH analysis can be performed with only a thermally-controlled spectrophotometer and rapidly 

yields quantitative information on the assembly process in a straightforward manner, in the form 
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of temperature-dependent reaction orders. Similar data are not readily accessible via existing 

approaches and are highly complementary to those of the more specialized techniques listed above. 

TH experiments focus on the relative sizes of the kinetic barriers along the assembly pathway 

rather than on the properties of individual assembly intermediates which may or may not be on-

pathway or kinetically relevant. Used in combination with the techniques mentioned above, they 

can help to identify which of the intermediates are involved in the rate limiting step(s) of 

assembly.  Furthermore, given the simplicity, speed, and low cost of multi-scan rate TH analysis, 

it is highly suitable as an initial screening method for optimizing samples and assembly conditions 

for more detailed study. The approach laid out here thus represents a powerful new tool for better 

understanding supramolecular assembly. 

 

4.7. Materials and Methods 

4.7.1. Materials 

CA, tris(hydroxymethyl)aminomethane (Tris), magnesium chloride hexahydrate (MgCl2·6 

H2O), sodium cacodylate (NaCaco), sodium chloride (NaCl), glacial acetic acid and urea were 

used as purchased from Sigma-Aldrich. Boric acid was obtained from Fisher Scientific and used 

as supplied. Acrylamide/bis-acrylamide (40% 19:1) solution, ammonium persulfate and 

tetramethylethylenediamine (TEMED) were used as purchased from BioShop Canada Inc. 

Sephadex G-25 (super fine, DNA grade) was purchased from Glen Research. 

Desalted d(A15) and d(TG4T) oligonucleotides were purchased from Integrated DNA 

Technologies (IDT). d(A15) was purified by denaturing polyacrylamide gel electrophoresis 

(PAGE) (8 M urea, 1xTBE running buffer) and desalted with Sephadex G-25. d(TG4T) was used 

without further purification. 
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1X TBE (Tris-boric acid-EDTA) buffer was composed of 45 mM Tris, 45 mM boric acid 

and 2 mM EDTA at pH 8.3. 1X AcMg buffer was composed of 40 mM acetic acid, 7.6 mM 

MgCl2·6 H2O, with pH adjusted to 4.5. 1X NaCaco buffer was composed of 10 mM NaCaco and 

100 mM NaCl (110 mM total Na+) at pH 7.2. Buffers and samples were prepared with Milli-Q 

water. 

 

4.7.2. Instrumentation 

UV-Vis absorbance-based quantification of d(A15) was performed on a Nanodrop Lite 

spectrophotometer from Thermo Scientific. Quantification of d(TG4T) was performed on an 

Agilent Cary 300 UV-Vis spectrometer at 95 °C using a 10 mm path length quartz cuvette. DNA 

purification by PAGE was carried out on a 20×20 cm vertical acrylamide Hoefer 600 

electrophoresis unit. 

UV-Vis absorbance studies were performed using a 1 mm path length quartz cuvette on a 

Jasco-810 spectropolarimeter equipped with a Peltier temperature control unit and a water 

recirculator. Temperature verification on the instrument was performed with a handheld digital 

thermometer (Oakton) equipped with a fine gage thermocouple (Omega). 

 

4.7.3. Acquisition of d(TG4T) TH profiles 

Samples contained 1 mM d(TG4T) in 1X NaCaco buffer. The absorbance signals for 

annealing and melting were monitored at 295 nm over the 0 °C to 85 °C temperature range at 

different scan rates (0.2, 0.3, 0.5, 1, 1.5, and 2 °C/min). The rates were selected to ensure good 

separation between the curves. Samples were maintained at 85 °C for 10 minutes before annealing 

and at 0 °C for 10 minutes before melting. A layer of silicon oil was applied on top of the sample 
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solution to minimize evaporation. A stream of nitrogen gas was supplied to the sample chamber 

to prevent condensation on the cuvette. Curves were obtained in triplicate. 

 

4.7.4. Acquisition of d(A15) TH profiles 

Samples contained 50 µM d(A15) and 15 mM CA in 1X AcMg pH 4.5. The absorbance 

signals for annealing and melting were monitored at 252 nm over the 2 °C to 65 °C temperature 

range at different rates of temperature change (0.2, 0.5, 1, 2, 3, and 4 °C/min). The rates were 

selected to ensure good separation between the curves. Samples were maintained at 65 °C for 5 

minutes before annealing and at 2 °C for 5 minutes before melting. A layer of silicon oil was 

applied on top of the sample solution to minimize evaporation. A stream of nitrogen gas was 

supplied to the sample chamber to prevent condensation on the cuvette with heating. Curves were 

obtained in triplicate. 

 

4.7.5. Temperature correction 

Thermal melting and annealing experiments can be subject to differences between the 

temperature of the solution in the experimental cuvette and the sample block temperature recorded 

by the instrument. Furthermore, this temperature difference changes as a function of experimental 

scan rate and additionally depends on the scanning direction (heating or cooling). Therefore, we 

measured the cuvette solution temperature with a digital thermocouple during heating and cooling 

scans as a function of scan rate, finding strongly linear correlations between the solution and block 

temperatures at all tested rates (Supplementary Figure 4.1). We corrected for the block temperature 

offset at each scan rate to a first approximation using 

bmTT blocksolution          (4.8) 
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where m is the slope of the temperature correlation, found to be ~0.985 at all tested scan rates 

(Supplementary Figure 4.2a) and b is the temperature offset, i.e. the solution temperature when the 

block temperature is equal to 0 °C. We found that b varied linearly with the scan rate (dT/dt) 

(Supplementary Figure 4.2b), following the empirical relationship  

9421.15578.0 
dt

dT
b .        (4.9) 

TH profiles were subsequently corrected and resampled with linear interpolation (Supplementary 

Figure 4.2c,d) so that temperature points were identical for all scan rates (5-80 °C for TG4T and 

7-65 °C for poly(A) fibers in in 0.5 °C increments). The temperature corrected, resampled data 

were used for all analyses herein. 

 

4.7.6. Model-free analysis of TH datasets for generating 3D assembly maps 

Scan-rate dependent TH profiles were fit with linear baselines for the assembled (AF) and 

monomeric, unfolded (AU) signals according to 

FFF bTmTA )(          (4.10) 

and 

( )U U UA T m T b           (4.11) 

where mU, mF, bU, and bF are the unfolded and assembled baseline slopes and intercepts 

respectively. Using the baselines, the TH profiles were converted to fraction unfolded (θU) 
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        (4.12) 
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where A(T) are the experimental thermal melting and annealing data. At low and high temperatures 

θU(T) takes limiting values of 0 and 1 respectively, corresponding to the completely assembled 

(=0) or completely monomeric (=1) states.  The total concentration of nucleic acid in the 

experimental cuvette CT is related to the concentrations of the monomeric and assembled states at 

each temperature by 

 [ ]( ) [ ]( )TC M T N F T           (4.13) 

where N accounts for the number of monomers that reside within a folded assembly. The 

concentration of free monomers at each scan rate were calculated from the fraction unfolded 

assuming 

 [ ]( ) U TM T C .          (4.14) 

 The slopes of the monomer concentration with respect to temperature d[M]/dT were 

calculated numerically using rolling window regression where the derivative of a third-order 

polynomial fit to the calculated [M](T) in a centered five point moving window is used with the 

experimental temperature increment of 0.5 °C to calculate the local slope (the movingslope 

function in MATLAB, https://www.mathworks.com/matlabcentral/fileexchange/16997-

movingslope). The rates of change of the monomer concentration were then obtained from the 

slopes and the scan rate: 

[ ]( ) [ ]( )
d dT d

M T M T
dt dt dT

 .        (4.15) 

The choice of polynomial order and window size was not found to dramatically influence 

the calculated values of d[M]/dt. Note that the scan rate is positive in the heating direction and 
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negative in the cooling direction, leading to positive and negative d[M]/dt in the heating and 

cooling directions respectively. The sets of scan rate dependent d[M]/dt and [M] from the annealing 

and melting portions of the experiment provide access to the temperature/reaction rate 

supramolecular assembly maps.  These surfaces have larger reaction rates at faster temperature 

scan rates, as expected. The middle of the surface appears as a valley between the assembly and 

disassembly portions of the experiment and corresponds to concentrations close to their 

equilibrium values. 

The surfaces are sliced with respect to temperature and a log-log analysis is performed 

according to Equations 4.1-4.4 in Section 4.4.1. The intercepts correspond to effective rate 

constants for assembly and disassembly, however these contain contributions from a number of 

processes and are not meaningful for supramolecular pathway analysis. As guidelines for 

extraction of effective reaction orders using the model-free analysis presented here, we find the 

method requires (i) that there is adequate separation of the TH profiles for a given assembly or 

disassembly process as a function of temperature scan rate, e.g. for the assembly process, profiles 

collected at different scan rates must differ from each other in the transition region by substantially 

more than the scatter due to experimental noise. (ii) The assembly and disassembly portions of TH 

data occur independently of each other. We suggest a roughly 3-fold difference in calculated 

annealing and melting rates in the middle of the annealing transition to ensure the observed orders 

reflect the pure assembly or disassembly processes. (iii) The concentration-rate plots are not 

performed using experimental data near or within the baseline regions. We recommend restricting 

the analysis to the ~10-90% fraction unfolded regions in order to obtain accurate orders. 
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4.7.7. Global analysis of TG4T TH profiles 

The TH profiles for TG4T were globally fit assuming a model where GQ assembly 

proceeds via step-wise association of monomers7 (Figure 4.2, Figure 4.3, and Supplementary 

Figure 4.4c). The changes in concentration with respect to temperature are 

 2

1 1 2 2 3 3[ ] 2 [ ] 2 [ ] [ ][ ] [ ] [ ][ ] [ ]
d dt

M k D k M k M D k Tr k M Tr k Q
dT dT

         (4.16) 

 2

1 1 2 2[ ] [ ] [ ] [ ] [ ][ ]
d dt

D k M k D k Tr k D Tr
dT dT

         (4.17) 

 2 2 3 3[ ] [ ][ ] [ ] [ ] [ ][ ]
d dt

Tr k M D k Tr k Q k D Tr
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 3 3[ ] [ ][ ] [ ]
d dt

Q k Tr M k Q
dT dT

         (4.19) 

where dt/dT is the inverse temperature scan rate. In what follows, the rate constants are assumed 

to be functions of temperature, and the concentrations of each species are assumed to be functions 

of temperature and scan rate, but we omit this notation for clarity. The temperature dependences 

of the rate constants are given by 
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where k0 is the rate constant at the reference temperature Tref and Ea is the activation energy.  In 

the global fit of the TG4T TH profiles, the set of TG4T assembly Equations 4.16-4.19 were 

numerically integrated using the ordinary differential equation (ODE) solvers in MATLAB (with 

ten minute pre-scan equilibrations) to obtain the concentrations of monomer, dimer, trimer, and 
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tetramer as a function of temperature. The concentrations were converted to fraction unfolded and 

folded respectively using 

[ ] 2[ ] 3[ ] 4[ ]TC M D Tr Q           (4.21) 
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            (4.22) 
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         (4.23) 

which permitted calculation of the thermal absorbance profiles as 

( ) ( ) ( ) ( ) ( )F F U UA T A T T A T T          (4.24) 

where AF(T) and AU(T) are the linear folded and unfolded absorbance baselines calculated 

according to Equations 4.10 and 4.11. The sets of TH profiles were fit by varying the kinetic 

parameters to minimize the RSS between the experimental and fitted absorbance data according 

to 
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where )(exp

kj TA and )( k

calc

j TA are the jth experimental and fitted absorbance profiles respectively, Tk 

is the kth experimental temperature, and   = [k1, k-1, k2, k-2, k3, k-3, E1, E-1, E2, E-2, E3, E-3] are the 

rate constants at the reference temperature and activation energies governing assembly and 

disassembly of the tetramer. 
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4.7.8. Global analysis of TH profiles for CA-mediated poly(A) fiber formation 

The TH profiles for CA-mediated poly(A) fiber formation were globally fit with the 

Goldstein-Stryer model for cooperative self-assembly8 (Figure 4.5). The model assumes 

reversible, cooperative stepwise association of monomers (M) to form nuclei (Ms), which then 

elongate to form fibers (MN). The model has two distinct phases, where the pre-nucleus equilibria 

are governed by the nucleation rate constants kn+ and kn-, and post-nucleus equilibria are governed 

by the elongation rate constants ke+ and ke-. In order to limit the number of equations that must be 

numerically integrated, only fibers up to size N are explicitly described. Korevaar et al. showed 

that by treating all structures larger than the explicitly described size of N as a reversibly-formed 

fibril pool, increased numerical accuracy is obtained in solving this system of equations compared 

to straight truncation at a certain fiber length N10, 23. The Goldstein-Stryer model including the 

fibril pool for reversible self-assembly by Korevaar et al. is described by the following rate 

equations 
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    (4.26) 

Pre-nucleus oligomers 

    1 1[ ] [ ] [ ] [ ] [ ] [ ]i n i i n i i

d
M k M M M k M M

dt
            (4.27) 

Nucleus 
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Post-nucleus fibers 
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Fiber length N 
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Fibril number concentration 
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Fibril mass concentration 
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where α is given by 

 
[ ]

1
[ ] [ ]

P

Z N P


 
  

 
 .        (4.33) 

In our global fits, we assumed kn+ = ke+
10. Additionally, we allowed for non-zero nucleic 

acid folding ΔCps
25, 42 in the nucleation and elongation steps by including the ΔCp

‡ parameter in 

calculating temperature-dependent activation energies 
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where En+
0

 is the activation energy at the reference temperature. We have shown only the equation 

for the forward nucleation step for brevity. The set of differential equations for the Goldstein-

Stryer model were numerically integrated as a function of temperature using the inverse scan rate 

dt/dT and the fractions of the unfolded monomer and polymerized states were calculated according 

to 
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which permitted the calculation of the thermal absorbance profiles according to Equation 4.24. 

Global fits to the TH profiles for CA-mediated poly(A) fiber formation were carried out by 

minimizing the RSS in an identical manner to TG4T. We varied the nucleus size to optimize the 

fit quality and agreement with the experimentally-determined effective assembly orders 

(Supplementary Figure 4.5). Out of the arrayed nucleus sizes, 2-4 gave excellent agreement with 

the data. While sizes of 2-4 are all physically realistic for poly(A) fiber formation, a nucleus of 3 

fit the data best and therefore this is our preferred nucleus size. In addition, we varied the explicitly 

described fiber size N in order to verify that the fit results did not depend on its value. We found 

that annealing profiles simulated with a nucleus size of 3 and N = 50, 100, and 200 overlay, 

highlighting the utility of the approach developed by Korevaar et al.10, 23 in global fitting of TH 

datasets for supramolecular systems, as well as improving numerical accuracy and reducing 

computational time by allowing the use of smaller N values. 
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4.7.9. General interpretation of reaction orders for step-wise polymerization 

The net flux of N-mer conversion to (N+1)-mers, N, depends on the concentrations of 

monomer, N-mer, and (N+1)-mer, (c1, cN, cN+1, respectively), as well as the association rate of 

monomers and N-mers (kon,N) and the dissociation rate of the (N+1)-mer (koff,N+1) according to 

( , ) 1 ( , 1) 1N on N N off N Nk c c k c            (4.37) 

for N>1. The flux of monomer to dimer conversion is given by 
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The total rate of monomer consumption is given by 
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and the effective order is 
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In other words, the effective order of monomer consumption is given by the weighted 

average of the orders of the individual fluxes ∂ln(ΦN)/∂ln(c1) where the Nth weight ΦN/R is the 

relative contribution of the Nth flux to the total rate. The order of each flux depends on how the 

populations of the N-mer and (N+1)-mer vary relative to the monomer concentration at a given 

temperature across the different scan rates, as well as the relative rate of depolymerization (koff,N+1) 
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Thus if depolymerization (k(off,N+1)cN+1) is slow compared to the flux (ΦN) and the concentration of 

the N-mer varies as the mth power of the monomer concentration across the scan rates (cN ∝ c1
m, 

∂ln(cN)/∂ln(c1) = m), then the apparent order of the Nth flux ∂ln(ΦN)/∂ln(c1) is m+1. With faster 

depolymerization rates, i.e. at values of [M] approaching the critical concentration, larger apparent 

reaction orders are obtained. The order of the monomer-to-dimer flux, 1, is given by 
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4.7.10. Simulating TH profiles for classical nucleated supramolecular polymerizations 

Classical nucleated polymerizations were simulated according to the assumptions that (i) 

the monomer concentration changes only by addition to and subtraction from polymers longer than 

the nucleus, therefore the nucleus and pre-nuclear oligomers have small concentrations and are in 

rapid equilibrium with the monomer, (ii) polymer formation is irreversible, and (iii) the polymer 

elongation rate becomes zero when the monomer concentration reaches the critical concentration, 

[M]critical. The equations for a classical nucleated polymerization8 are 

ss

n MKs ][][
1

          (4.43) 

 
dT

dt
MMPkM

dT

d
criticale ][][][][         (4.44)  

 
dT

dt
MMskP

dT

d
criticale ][][][][          (4.45) 

Where [s] is the concentration of the nucleus of size s, Kn is the equilibrium constant for nucleation 

= kn+/kn-, [P] is the concentration of polymers larger than the nucleus, and the [M]critical = ke-/ke+. 
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Fraction unfolded TH profiles were simulated by numerically solving the concentration of 

monomer with the ODE solvers in MATLAB and dividing by the total monomer concentration 

CT. 

 

4.7.11. Calculating apparent reaction orders 

We calculated theoretical reaction orders for TG4T assembly for the step-wise association 

of monomers model approaching thermodynamic equilibrium with negligible concentrations of 

dimer and trimer ([D]=(k1/k-1)[M]2, [Tr]=(k2/k-2)[M][D]). The rate of tetramer conversion to 

monomer is thus approximately equal to the rate of monomer conversion to tetramer. This is equal 

to the rate of monomer conversion to dimer (k1[M]2) multiplied by the net fraction of dimers (FDQ) 

that continue forward to tetramer versus those that disassociate back to monomers 
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where the numerator of Equation 4.46 is the net rate of dimer to tetramer transition and k–1[D] is 

the net rate of the dimer to monomer transition43. The forward (monomer to tetramer) rate in the 

dynamic equilibrium is thus given by 
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The order of R with respect to [M] is thus 
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To assess the effects of changes in monomer concentration on the TH orders for TG4T 

assembly, we simulated the apparent orders at fixed temperature and variable monomer 

concentration (Supplementary Figure 4.6). The change in R with respect to [M] was calculated 

numerically using the movingslope function in MATLAB. The temperatures were held fixed at 

the lower and upper limits of 5 and 45 °C respectively (dark blue and dark red dashed lines in 

Supplementary Figure 4.6), while at each temperature, the monomer concentration was set at the 

average value used in the TH analysis at that temperature. Note that the monomer concentration 

was lower at low temperatures and higher at high temperatures. The theoretical orders at both 

limiting temperatures decrease with increasing [M] (and T), as expected. This effect is 

overwhelmed in the experimental data by the shift in rate-determining barrier which leads to an 

increase in the apparent reaction order with increasing temperature. 
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4.7.12. Supplementary Figures 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Supplementary Figure 4.1. Solution versus block temperature as a function of scan rate. (a) ±0.5 

°C min-1 scan rates. (b) ±1 °C min-1 scan rates. (c) ±2 °C min-1 scan rates. (d) ±3 °C min-1 scan 

rates. (e) ±4 °C min-1 scan rates. (f) ±5 °C min-1 scan rates. In all panels, the cooling and heating 

scan temperatures are shown as blue and red circles respectively. Linear fits to the scan 

temperatures are shown as black lines. The parameters corresponding to the linear fits of the 

cooling and heating scan temperatures are shown in the top left and bottom right of each panel 

respectively.  
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Supplementary Figure 4.2. Temperature correction of TH data. (a) Slopes from the correlations 

in Supplementary Figure 4.1 as a function of temperature scan rate. The dashed black line indicates 

the mean slope (~0.985). (b) Solution temperature offset as a function of scan rate. Offsets were 

taken as the intercepts from the linear fits to the correlations in Supplementary Figure 4.1. A linear 

fit to the solution temperature offsets as a function of scan rate is shown as a black line, with the 

corresponding fit parameters given in the top right of the panel. (c) Uncorrected (black lines) and 

temperature corrected TG4T TH profiles (blue and red lines for annealing and melting 

respectively). The correction was performed using Tsolution = 0.985(Tblock) + offset where the offset 

was calculated from the equation given in Supplementary Figure 4.2b. (d) Linearly interpolated 

TH profiles (blue and red empty circles for annealing and melting respectively) overlaid with the 

temperature corrected profiles from Supplementary Figure 4.2c. Only every third interpolated 

point is shown for clarity. The interpolation was performed to place the corrected data on the same 

temperature domain, from 5-80 °C in 0.5 °C increments.  
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Supplementary Figure 4.3. Raw and corrected TH profiles. (a) Raw TG4T absorbance data. (b) 

Baseline and temperature corrected TG4T data used in all model-free and global fitting analyses. 

(c) Raw poly(A) fiber assembly TH profiles. (d) Baseline and temperature corrected poly(A) fiber 

assembly data used in all model-free and global fitting analyses. In all panels, dark to light blue 

indicate indicates fastest to slowest annealing scan rates, while dark red to light orange in (a,b) 

indicates fastest to slowest melting scan rates.  
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Supplementary Figure 4.4. Comparison of global fits of kinetic models to TG4T TH profiles. (a) 

One-step assembly model (Figure 4.3a), RSSred. = 1.9×10-5. (b) Dimer-of-dimers model (Figure 

4.3b), RSSred. = 5.3×10-6. (c) Step-wise monomer association model (Figure 4.3c), RSSred. = 

3.7×10-6. For (a-c), panels show: (Left) Fraction unfolded TH profiles, where fits and experimental 

data are shown as colored lines and circles respectively. Only every 5th experimental point is shown 

for clarity. Dark to light blue corresponds to fastest and slowest annealing scan rates, and dark red 

to light orange corresponds to fastest to slowest melting scan rates respectively. The reduced RSS, 

RSSred. was calculated as RSS0/DF where DF = # points - # fitted parameters. (Middle) 

Populations, where black and dark blue lines correspond to monomer and tetramer respectively. 

In (b) and (c), orange lines correspond to dimer population. In (c), green lines correspond to trimer 

population. (Right) Effective orders obtained from model-free analysis of experimental and fitted 

data, shown as white circles and dashed black lines respectively. The error bars for the 

experimental points are the standard deviation of model-free analysis on three replicate TH 

experiments. 



248 

 

 

 

 

 

 

 

 

 

 

Supplementary Figure 4.5. Global fit quality as a function of nucleus size for global fits to CA-

mediated poly(A) assembly TH profiles. The reduced RSS, RSSred., was calculated as RSS0/DF, 

where DF = # points - # fit parameters. The nucleus size of 1 corresponds to a fit with an isodesmic 

(non-cooperative) mechanism where ke+ = kn+ and ke- = kn-. The best fit was obtained with a nucleus 

size of 3.  
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Supplementary Figure 4.6. Assessing the concentration dependence of the TG4T assembly 

reaction orders at low and high temperature. The dark red and blue dashed lines are the assembly 

orders simulated with the step-wise model at 45 and 5 °C respectively as described in Section 

4.7.11.  
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Supplementary Figure 4.7. Simulations of Goldstein-Stryer TH profiles as a function of nucleus 

size with fixed kinetic parameters. (a) Nucleus size of 3. (b) Nucleus size of 4. (c) Nucleus size of 

5. In all left panels, dark to light blue indicates fastest to slowest annealing scan rates respectively. 

In all right panels, the effective assembly reaction order is shown as dashed black lines. Simulation 

parameters were En+ = -27, kn+ = 1.75×104
, En- = 35, kn- = 2.4, Ee+ = 50, ke+ = 7.5×104, Ee- = 90, 

ke- = 0.5. Activation energies are given in kcal mol-1 and forward and reverse rate constants are 

given in M-1
 min-1 and min-1 respectively at the reference temperature of 25 °C. Simulations were 

performed with ∆Cp
‡ = 0 for all steps.  The scan rates were (a,b) 0.2, 0.5, 1, 2, 3, 4 and (c) 0.1, 0.2, 

1, 2, 4, 6 °C min-1.  
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Supplementary Figure 4.8. Simulations of TH profiles for classical nucleated polymerizations. 

(a) Nucleus size of 2, ΔHn = -30, Kn = 143, Ee+ = 5, ke+ = 3.5×104, Ee- = 30, ke- = 0.2. (b) Nucleus 

size of 3, ΔHn = -40, Kn = 2×103, Ee+ = 5, ke+ = 1×105, Ee- = 50, ke- = 0.1. (c) Nucleus size of 4, 

ΔHn = -40, Kn = 2×103, Ee+ = 5, ke+ = 1×105, Ee- = 60, ke- = 0.3. (d) Nucleus size of 5, ΔHn = -40, 

Kn = 2×103, Ee+ = 5, ke+ = 3×105, Ee- = 60, ke- = 1. In all left panels, dark to light blue lines indicate 

fastest to slowest annealing scan rates respectively. Effective monomer reaction rate orders are 

shown in the middle panels as dashed black lines, tracking approximately as (s+1)/2 where s is the 

nucleus size. Fiber concentration ([P]) orders are shown in the right panels as dashed black lines, 

tracking approximately as (s-1)/2. Nucleation ΔHs and elongation activation energies are given in 

kcal mol-1, nucleation equilibrium constants are given in M-1, and forward and reverse rate 

constants are given in M-1 min-1 and min-1 respectively at the reference temperature of 25 °C. The 

critical monomer concentration [M]critical was calculated as ke-/ke+. Simulations were performed 

with ∆Cp
‡ = 0 for all steps. In (a), scan rates were 0.2, 0.3, 0.4, 0.5, 0.6, and 0.7 °C min-1. In (b-d), 

scan rates were 0.2, 0.4, 0.6, 0.8, 1, and 1.2 °C min-1.  
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 Chapter 5: Conclusions and future directions 
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5.1. Preface 

Conventional techniques for studying nucleic acid folding and assembly dynamics are 

labor-intensive, time consuming, and low throughput. The overarching goal of this thesis has been 

to develop methods that improve this bottleneck and offer robust physical descriptions of nucleic 

acid dynamics in biological and applied settings. To this end, several new global fitting analyses 

applied to thermal denaturation datasets for nucleic acids have been presented. These permit the 

rapid extraction of thermodynamic and kinetic parameters governing the folding and assembly 

dynamics of large nucleic acid ensembles. Furthermore, these approaches require simple 

instrumentation and are applicable in nearly any laboratory. The parameters obtained from these 

analyses aid in the understanding of nucleic acid function and the development of novel nucleic 

acid-inspired biomaterials. This chapter summarizes the main advances in this thesis and discusses 

current and future work applying the methodologies developed herein. 

 

5.2. Conclusions and contributions to knowledge 

This thesis has explored several new methods that we developed for characterizing the 

folding and assembly dynamics of large nucleic acid ensembles with an exquisite level of physical 

detail. The research presented in this thesis has made three distinct primary contributions to 

knowledge. These are: (i) that we have made substantial progress in the understanding of the 

folding and assembly dynamics of intra- and intermolecular GQ structures which are heavily 

implicated in regulating biological processes and also form key components of nanotechnology 

applications. We also performed the first literature review of GQ dynamics (a major portion of 

Chapter 1) where we grouped GQ conformational exchange into three main categories and 

highlighted the influence that each type of dynamics has on biological function. The goal of our 
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review was to emphasize that GQ dynamics are likely strongly linked to function in a similar 

manner to the dynamics of RNA and proteins. We suggested that GQ dynamics and biological 

function should be more thoroughly investigated and discussed several biophysical methodologies 

for studying conformational excursions in GQs. (ii) We have quantitatively characterized the 

assembly mechanism of the recently discovered fibers formed by CA and poly(A) strands, opening 

the door for the rational design of novel poly(A) fiber-based biomaterials. (iii) To address the 

complex folding and assembly dynamics of biomolecules such as GQs, aptamers, and nucleic acid 

fibers, we developed several new global fitting analyses that have allowed us to extract quantitative 

information on biomolecular ensembles featuring upwards of one hundred members. 

The methods that we have developed are superior to previously existing approaches in 

terms of speed, cost, experimental burden (they require as little as one experiment), and level of 

detail that can be accessed in a relatively short amount of time (as little as one day). Furthermore, 

our methods are generally applicable in any laboratory, owing to their ability to be performed with 

data acquired on relatively simple and ubiquitous instrumentation such as the UV-Visible 

spectrophotometer. With the aim of making our methods accessible to the wider scientific 

community, we additionally performed extensive computer simulations of scenarios that may be 

encountered when using our methods to act as visual guides for novice users. Furthermore, the 

computer code to perform some of these global fitting analyses and simulations has been made 

freely available to the public so that it can be used as an educational tool for learning how to 

program and perform complex fitting routines. In conjunction with the three primary contributions 

to knowledge given above, the major conclusions and contributions to knowledge from each 

chapter in this thesis are outlined below. 
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5.2.1. Chapter 2: G-register exchange dynamics in guanine quadruplexes 

We characterized ensembles of GQ structures from the promoter regions of human genes 

that undergo a form of folding dynamics we termed GR exchange. To understand these complex 

biomolecular ensembles, we developed a novel thermal denaturation global fitting analysis to 

extract the thermodynamic parameters governing transitions between individual GR isomer 

conformations and the unfolded state. The approach relies on making systematic mutations to wild-

type GQ sequences undergoing GR exchange in order to trap their structures as mimics of 

individual GR isomers from the ensemble. Thermal denaturation data for the set of trapped and 

wild-type structures are then measured and globally fit with a model assuming the wild-type 

thermal profile is described by the folding parameters for the trapped mutants. The key assumption 

of this global fitting analysis is that the trapped mutants are thermodynamically equivalent to the 

corresponding GR isomers in the wild-type ensemble, which we demonstrated to be valid using 

Monte Carlo computer simulations. This method is particularly rapid (it needs as little as a few 

days of total input time) since it can be performed on a multi-sample absorbance 

spectrophotometer, and it requires small amounts of GQ sample (~nmol). 

We applied this method to promoter GQs containing 2 (VEGFA), 4 (c-myc), and 12 (PIM1) 

GR isomers. To our knowledge, the PIM1 ensemble is one of the largest to be characterized to 

date. The GR isomer populations extracted from our global fitting analysis allowed us to compute 

the contributions to conformational entropy from GR exchange, which is a parameter that is 

typically difficult to directly measure for biomolecules. Our method shows that the increase in 

conformational entropy from populating multiple GR isomers in the wild-type ensemble can in 

theory amount to thermal stabilizations of up to ~20 °C relative to the most populated GR isomer. 

We additionally showed that shifting G-tracts in GQs undergoing GR exchange is a cooperative 
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process, meaning that the shifting of one G-tract depends on the relative positions of other 

exchanging G-tracts. As an example of the highly coupled GR exchange dynamics in GQs, we 

measured up to ~50-fold differences in G-tract shifting equilibrium constants depending on the 

relative positions of exchanging G-tracts in the PIM1 ensemble. Furthermore, we demonstrated 

that GR exchange is likely coupled to topological interconversion. Since promoter GQ stability is 

tied to gene expression levels, we concluded that GR exchange dynamics are a method to modulate 

the downregulation of genes, with the added benefit of providing multiple interaction motifs for 

GQ-binding proteins. A bioinformatic analysis of human promoter sequences revealed that many 

thousands of putative GQ-forming sequences can undergo GR exchange dynamics, highlighting 

how these dynamics could be a widespread, evolved regulatory mechanism for gene expression. 

 

5.2.2. Chapter 3: Rapid characterization of biomolecular folding and binding interactions 

with thermolabile ligands by DSC 

In Chapter 3, we developed a dual experimental and global fitting DSC technique that 

utilizes thermolabile ligands to rapidly characterize the folding and binding interactions of 

biomolecules from a minimal set of two experiments. The experimental method allows an entire 

DSC ligand binding series to be collected in a single experiment, in contrast to the traditional 

approach for studying binding by DSC which requires multiple separate experiments. The global 

fitting analysis enables the extraction of binding affinities to at least two ligands in competition-

type binding scenarios.  Our approach amounts to an order of magnitude reduction in the 

experimental time and sample required to characterize biomolecular folding and binding 

processes, with even greater levels of physical detail. Furthermore, we showed how the rate 
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constant for thermolabile ligand conversion can be obtained from one additional experiment 

performed with a longer high temperature equilibration time. 

To validate our method, we applied it to two cocaine-binding aptamers, finding that their 

extracted cocaine and quinine binding parameters are in agreement with those derived from ITC 

analyses. As well, the rate constant for cocaine conversion extracted from our analysis was nearly 

identical to the literature value. The global analysis also revealed that the aptamers bind to the 

thermal conversion product benzoylecgonine with a weak affinity (roughly mM). Since no binding 

to this ligand was found by ITC, we concluded that our DSC method can be used to extract weakly-

binding ligand affinities, in addition to the traditional use for ultra-tight binding ligands. We further 

performed a series of computer simulations as visual guidelines for more complicated situations 

that may be encountered when using thermolabile ligands in DSC experiments such as when the 

folding and binding kinetics are slow, or the biomolecule irreversibly aggregates at high 

temperature. The extension of our analysis to these non-equilibrium DSC experiments was 

presented and discussed. The computer code for performing our global fitting analysis and 

computer simulations of DSC folding and binding experiments with thermolabile ligands is freely 

available in the Supplementary Information PDFs at the corresponding Chemical Communications 

and Journal of Visualized Experiments article webpages. 

 

5.2.3. Chapter 4: Mapping the energy landscapes of supramolecular assembly by thermal 

hysteresis 

We developed a model-free analysis of multi-scan rate TH datasets to extract effective 

supramolecular assembly and disassembly reaction orders. We demonstrated how the effective 

orders provided by our method are exquisitely sensitive to the highest free energy barriers in the 
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assembly pathway, and the size of the nucleus in cooperative supramolecular polymerizations. 

Importantly, the model-free analysis can be easily performed with standard spreadsheet software, 

making it highly applicable for users who wish to obtain information on the nature of 

supramolecular assembly pathways as a function of temperature but do not have experience in data 

fitting. In combination with our model-free approach, we developed a global fitting method for 

TH datasets that yields the barrier energies and rate constants governing the kinetics of 

supramolecular assembly. The kinetic constants permit the calculation of affinities that can be used 

to predict assembly propensities as a function of temperature and monomer concentration. The 

global fitting method also enables the ability to track the distributions of polymer sizes in 

thermally-driven assembly. From our globally-fit kinetic models, we developed several analytical 

expressions for calculating effective assembly orders. These can be used to monitor the dominant 

energy barriers and fluxes throughout supramolecular assembly reactions. The combined model-

free and global fitting of TH datasets is particularly rapid for acquiring highly detailed information 

on supramolecular assembly as a function of temperature, needing as little as one day of combined 

experimentation and analysis time. This represents an enormous reduction in user input compared 

to traditional methods for characterizing supramolecular assembly, which require repeating 

experiments over multiple separate temperatures and monomer concentrations, followed by a 

fitting procedure. 

In application to the assembly of a tetrameric GQ, we found model-free assembly orders 

that suggested temperature-dependent variations in the assembly pathway. The global fitting 

analysis revealed that these orders are the result of an assembly pathway containing dimeric and 

trimeric intermediates where the dominant energy barrier shifts from being early (dimer limited) 

to late (trimer and tetramer limited) as the temperature is increased. We then applied our model-
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free analysis to the recently discovered assembly of CA and poly(A) fibers, extracting orders that 

were roughly 3 through the assembly transition. We globally fit a cooperative polymerization 

model for supramolecular assembly, finding that poly(A) fiber elongation is driven by the 

favorable addition of a fourth poly(A) strand to an energetically unfavorable nucleus containing 

three poly(A) monomers. Importantly, this is consistent with the orders obtained from the model-

free analysis. We also performed simulations of TH data for several commonly encountered 

supramolecular polymerizations to show that the assembly orders obtained from our analysis are 

closely linked to the size of the nucleus, demonstrating the generality of our model-free 

methodology in characterizing cooperatively assembling systems. 

 

5.3. Future directions 

5.3.1. Reconstructing parallel folding pathways in GQs by TH 

We are currently engaged in a follow-up study based on GR exchange dynamics in GQs 

(Chapter 2). In Chapter 2, significant advances were made in the understanding the equilibrium 

folding dynamics of GQs from the promoter regions of human genes. We are now interested in 

developing a TH global fitting method to extract information on the folding kinetics of GQs that 

can populate multiple GR isomers. Relatively few investigations have examined the folding 

pathways of conformationally heterogeneous GQs from the unfolded state (i.e. upon duplex 

opening in the cell). Therefore, quantitative descriptions of the influence that populating multiple 

conformations has on the overall GQ folding rate is highly desirable for understanding putative 

effects on biological function. For example, folding via multiple parallel pathways can in theory 

accelerate the net folding rate, which in turn could enhance the ability to modulate gene expression 

by disrupting polymerase read through. Having the option to rapidly fold into distinct GQ 
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structures with different kinetic probabilities could also play a role in recruiting proteins to the 

promoter regions of genes for regulatory purposes1. 

The experimental and fitting work described in the following paragraphs was primarily 

performed by an excellent undergraduate student, Christopher Hennecker, under the supervision 

of myself and Dr. Anthony Mittermaier. Our study draws on the global fitting methods developed 

in Chapter 2 and Chapter 4 to reconstruct the parallel folding pathways of a GQ that can adopt four 

GR isomers. We are using a slightly longer version of the c-myc GQ sequence where have 

performed mutations to trap the four GR isomers (Table 5.1). In addition, we have made a set of 

four mutant “half-trapped” sequences, where only one of the two exchanging G-tracts has been 

mutated (Table 5.1). The half-trapped sequences undergo exchange between only two out of the 

four possible GR isomers, allowing us to obtain information on the folding kinetics and 

thermodynamics of GR exchange on a subset of the wild-type ensemble when one of the 

exchanging G-tracts is locked into different positions. 
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Table 5.1. The sequences being investigated in our study of the effects of parallel folding pathways 

on GQ folding kinetics. The L and X in the sequence names correspond to long and exchanging 

respectively. The red bold I indicates a dG>dI mutation.  

Name Sequence 

c-myc L 5’-TGAGGGTGGGGAGGGTGGGGAA-3’ 

5X L 5’-TGAGGGTIGGGAGGGTGGGGAA-3’ 

3X L 5’-TGAGGGTGGGIAGGGTGGGGAA-3’ 

X5 L 5’-TGAGGGTGGGGAGGGTIGGGAA-3’ 

X3 L 5’-TGAGGGTGGGGAGGGTGGGIAA-3’ 

55 L 5’-TGAGGGTIGGGAGGGTIGGGAA-3’ 

35 L 5’-TGAGGGTGGGIAGGGTIGGGAA-3’ 

53 L 5’-TGAGGGTIGGGAGGGTGGGIAA-3’ 

33 L 5’-TGAGGGTGGGIAGGGTGGGIAA-3’ 

 

Briefly, we performed thermal denaturation experiments on the set of wild-type and 

trapped sequences at low [K+] and fast temperature scan rates to induce TH. Using the global 

fitting approaches developed in Chapters 2 and 4, we fit the multi-scan rate TH datasets for all 

nine sequences simultaneously. The global fit assumes a model where the unfolded state can fold 

via four parallel pathways into each of the four GR isomers (Figure 5.1). The parameters from fits 

to the four full trapped mutants were used to calculate the TH profiles for the wild-type c-myc 

sequence. Concurrently, the half-trapped mutant TH profiles were fit with the parameters from 

their corresponding full-trapped sequences. This acts as a fit constraint because the half-trapped 

sequences comprise a subset of the conformations available to the wild-type c-myc sequence. 
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Therefore, the parameters describing the full-trapped TH datasets should describe the profiles for 

both the half-trapped and wild-type c-myc sequences. 

 

 

 

 

 

 

 

Figure 5.1. Parallel folding pathways in the extended c-myc GQ sequence. The unfolded state 

folds into the four-membered ensemble via four parallel pathways. The rate constants for folding 

(F) into and unfolding (U) from each GR isomer are indicated with the corresponding GR isomer 

numbers.  

 

 The global fits are in excellent agreement with the experimental data across the board 

(Figure 5.2a), confirming that the trapped mutants are good mimics of the corresponding wild-type 

GR isomers. The optimized global fit parameters (Figure 5.2b) reveal that the folding of the wild-

type ensemble is accelerated by a factor of 2 relative to the fastest folding GR isomer, since folding 

via four parallel pathways is given by the net rate constant kFWT = kF33 + kF35 + kF53 + kF55. This 

influence on the folding rate is consistent with our previous study (Chapter 2) where we 

demonstrated that the wild-type folding equilibrium constant is improved by roughly 2-fold from 

populating four GR isomers. 
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Figure 5.2. Reconstructing parallel folding pathways in GQs by TH. (a) Fraction folded TH 

profiles for the c-myc 55 and wild-type L GQ sequences. Experimental data and fits are shown as 

colored points and lines respectively. Dark to light blue and red to light orange indicate fastest to 

slowest cooling and heating scan rates respectively. Fits were performed with TH data for all 9 

sequences in Table 5.1, however only these two datasets are shown for clarity. (b) Isothermal 

annealing fraction folded profiles for the four c-myc wild-type L GR isomers calculated using the 

global fit parameters from (a) at 35 °C. Folding rate constants for the wild-type and fastest-folding 

GR isomer are given in the top right of the panel.  

 

One highly important benefit to performing global fits of TH data is that we extract kinetic 

parameters that permit the examination of how the GR isomer population distributions evolve 

isothermally over time, starting from the unfolded state in analogy to biological conditions. We 

performed isothermal simulations of the unfolded to folded transition for the wild-type c-myc 

ensemble, finding that the short timescale population distribution features substantially greater 

proportions of the lesser-stable GR isomers relative to their equilibrium values (Figure 5.2b). This 

implies that folding into lesser-stable GR isomers not only accelerates the net folding rate - it may 

also influence protein binding under biological conditions (i.e. during transcription) to a much 
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greater extent than is reflected by the equilibrium population distribution. We are currently 

investigating the isothermal folding kinetics of the wild-type and trapped mutant c-myc structures 

by NMR spectroscopy in order to provide experimental support for the kinetic intermediate 

populations and their role in accelerating the global folding rate. We expect to see rapid initial 

increases to relatively large populations of the lesser-stable GR isomers, followed by slower 

relaxation to the equilibrium mixture where the two most stable GR isomers are populated to nearly 

100%. 

 

5.3.2. Applications to other systems 

The research presented in this thesis has laid the groundwork for applications to several 

other highly interesting nucleic acids implicated in biological function and employed in 

nanotechnology applications. Currently, a member of the Mittermaier laboratory is exploring the 

folding kinetics of tandem non-canonical GQ repeats from the human genome using the TH 

methods we have developed over the past two years. Our methods are also highly amenable to the 

folding dynamics of genomic i-motif sequences. For example, a future member of the Mittermaier 

laboratory could examine the extent of protonation at the transition state of i-motif folding using 

TH profiles collected as a function of solution pH in a Φ-value type analysis2. A separate TH 

analysis in molecular crowding conditions that simulates the intracellular environment, collected 

as a function of pH, would then reveal how the extent of i-motif protonation during folding shifts 

in response to the constricted milieu. This study would provide clues as to how i-motifs are 

stabilized inside the cell3. 

 With respect to poly(A) fiber formation, the Sleiman laboratory is currently developing 

modified fibers which can be treated with the approach developed in Chapter 4 to elucidate the 
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changes to the assembly pathway relative to the system characterized herein. A related project 

would be to address the question of whether poly(A) fibers form in-vivo4. Biological CA-like small 

molecules might organize around the poly(A) tails of mRNA strands to induce fiber assembly. An 

experimental or computational screen of biological CA-like small molecules may reveal other 

candidates for poly(A) fiber formation. In theory, it is possible that poly(A) fibers act as an 

organizing center for mRNA translation where the 3’ poly(A) tails are docked in the fiber 

assemblies and the 5’ ends remain free in solution to be acted on by the ribosome. Interestingly, 

membraneless organelles are enriched with poly(A) RNA molecules5. The liquid protein phase 

inside membraneless organelles has a dielectric constant similar to acetonitrile6 which could 

stabilize the hydrophobic surfaces of the fiber rosettes. Combined with the presence of CA-like 

biological small molecules, the assembly of poly(A) fibers may be quite favorable in these 

environments. A simple demonstration of poly(A) fiber assembly within simulated membraneless 

organelles would provide proof of principle for this concept. 

Another exciting extension of our work would be to apply the model-free and global fitting 

analysis of supramolecular TH datasets to cooperatively-assembling systems that exhibit pathway 

complexity7, i.e. assembly that occurs via multiple pathways with unique intermediate and product 

structures. The solution conditions and scan rate could be used to selectively drive assembly down 

individual pathways and the resulting datasets could be globally fit by a multi-pathway kinetic 

model to extract the determinants of pathway selection over a widely sampled temperature range. 

In conjunction with the project dedicated to developing modified poly(A) fibers described above, 

the resulting parameter sets may be used to develop structure-kinetics-function relationships for 

the rational design of novel biomaterials. 
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The only way out is through. 


