
INFORMAnON TO USERS

This manuscript has been reproduced from the microfilm master. UMI films

the text direcUy from the original or copy submitted. Thus, some thesis and

dissertation copies are in typewriter face, while others may be from any type of

computer printer.

The quailly of this reproduction is dependent upon the quailly of the

cOPY lubmitted. Broken or indistinct print colored or poor quality illustrations

and photographs, print bleedthrough, substandard margins, and improper

alignment can adversely affect reproduction.

ln the unlikely event that the author did net send UMI a complete manuscript

and there are missing pages. these will be noted. Also, if unauthorized

copyright material had to be removed. a note Will indicate the deletion.

Oversize materials (e.g., maps. drawings, charts) are reproduced by

sectioning the original. beginning at the upper left-hand comer and continuing

from left ta right in equal sections with small overlaps.

Photographs inducled in the original manuscript have been reproduced

xerographically in this copy. Higher quality 6- x 9- black and white

photographie prints are available for any photographs or illustrations appearing

in this copy for an additionsl charge. Contact UMI directly ta arder.

ProQuest Information and Leaming
300 North leeb Raad. Ann Arbor. MI 48106-1346 USA

8Q()...521-0600





1 i

Robust Image Segmentation Towards an Action Recognition Algorithm

Sbawn Arseneau

Centre for InteUilent Machines
Depal1ment of Electrical Engineering

McGiD University, Montreal

A thesis submitted to the Faculty of Gradule Studies and Research in partial
fulfillment of the requÎrements of the degree ofMasters of Engineering

© Sbawn Arseneau, 2000



1+1 National Ubrary
ofC8nada

Acquisitions and
Bibliographie Services

395 Vlellington Street
Ottawa ON K1A ON4
canada

Bibliothèque nationale
du Canada

Acquisitions et
services bibliographiques

395. rue WelJington
Ottawa ON K1A 0N4
canada

The author bas granted a non
exclusive licence allOWÙlg the
National Library ofCanada to
reproduce, loan, distnbute or sell
copies ofthis thesis in microfo~

paper or electronic formats.

The author retains ownership ofthe
copyright in this thesis. Neither the
thesis nor substantial extracts from it
May be printed or otherwise
reproduced without the author's
pemnSSlon.

L'auteur a accordé une licence non
exclusive permettant à la
Bibliothèque nationale du Canada de
reproduire, prêter, distribuer ou
vendre des copies de cette thèse sous
la fonne de microtiche/~ de
reproduction sur papier ou sur format
électronique.

L'auteur conserve la propriété du
droit d'auteur qui protège cette thèse.
Ni la thèse ni des extraits substantiels
de celle-ci ne doivent être imprimés
ou autrement reproduits sans son
autorisation.

0-612-64210-0

Cand



AdmowledgemeDU

1 would like to thank my research supervisort Jeremy Cooperstockt for bis invaluable

advice and guidance throughout my Masters. 1 found bis energy and encouragement

were key in the quality of my research.

1 would aIso like to thank Jean-Guy Nistad for bis help in the French translation

of the abstract.



Table ofContents

Abstract (EngIish) 1

Abstract (French) 2

Chapterl

1.1 Introduction .................................................................................................•.........3

Chapter 2- Filters and Kemels

2.1 Introduction to Fùters 6

2.2 Law Pass Filter 6

2.3 Median Fùter 8

2.4 High Pass Fùter 9

2.5 Dilation and Erosion 9

2.6 Edge Detection....................................................................................................•.. 10

2.6.1 FICSt Derivatives 10

2.6.2 Second Derivatives 11

2.7 Conclusion 12

Cbapter 3 - Background Removal Schemes and Noise Reduction Techniques

3.1 Background RelllOval Techniques 13

3.1.1 Chroma.-Keying 13

3.1.2 Background Differencing 15

3.1.3 Background PriIœl Sketch..................•....................................................... 17

3.2 Ghosting 21

3.3 Motion Inf'ortnation .......••...................................................................................•...25

3.4 Noise Reduction Techniques 25

3.4.1 8-Connected Isolated Pixels 26

3.4.2 Otsu Thresholding Method 28

3.5 Conclusions 32



Cbapter 4 - Color Detection

4.1 Color Models 33

4.1.1 ROB 34

4.1.2 HSV 37

4.1.3 YUV 40

4.1.4 YIQ 42

4.1.5 Normalized RGB 43

4.2 LUT vs. Gaussians 45

4.3 Results 45

4.4 Conclusions 53

Chapter 5 - Contour Extraction

5.1 Contours 55

5.2 Action Feature Vector Elelllents 56

5.2.1 Size ..•......•.................••••.••.•....•...•.•.....••.••..............•......•...........•.•••.•..•........56

5.2.2 Position 57

5.2.3 Orientation 57

5.3 Regions 59

5.4 Boundary Algorithnls 60

5.4.1 Boundary Following Algorithm 60

5.4.2 Dilate and Compare 61

5.4.3 Pixel Sweep 62

5.5 Skeletonization 63

5.5.1 Distance Metric 63

5.5.2 Medial Axis •..•.••.•.•....••..•..••.•..•.•......•.•.•..•......•.•....•.•.••.•......•..••.••..•..•....•.....64

5.5.3 Thinning 65

5.6 Simplifying Data Set Information 66

5.6.1 Chain. Codes 66

5.6.2 Curve Fitting 67

5.6.3 Recursive Subdivision and Polygonal Approximation 69



5.6.4 Hop Along Recursive Subdivision 69

5.6.5 Hough Transform 70

5.6.6 Active Contours..........................•...............................................................71

5.7 Summary 71

Chapter 6 - Action Recognition Segmentation

6.1 Steps Towards Action Recognition 72

6.2 Background ReOlOval Schenx: 74

6.3 Skeletal Attraction 77

6.4 Conclusion 80

References 82



Figure 2.1

Figure 2.2

Figure 2.3

Figure 2.4

Figure 2.S

Figure 3.1

Figure 3.2

Figure 3.3

Figure 3.4

Figure 3.5

Figure 3.6

Figure 3.7

Figure 3.8

Figure 3.9

Figure 4.1

Figure 4.2

Figure 4.3

Figure 4.4

FJgUre4.5

List ofFigures

~w-Pass Filters 7

Median Fl1ters .....•...............................•.......................................................8

High-Pass Fl1ters 9

Soœl Edge Detection l0

Second Derivative Edge Detection ll

Chroma-keying Background Removal l4

Background Differencing l6

Background PrimaI Sketch Method 20

Ghosting Effect 2l

Edge-Detected Background Method 23

Noise Removal- Remove Isolated Pixels 26

Noise Removal- Effects of Erosion 27

Histogram for Otsu's Thresholding Technique 29

Results ofOtsu's Thresholding Technique 3l

Wavelengths ofColor 35

Skin Tone in RGB Color Space 36

Skin Tone in HSV Color Space 38

Skin Tone in YUV Color Space 42

Skîn Tone in Normalized RGB Color Space 44



Figure 4.6

Figure 4.7

Figure 5.1

Figure 5.2

Figure S.3

Figure 5.4

Figure 5.5

Figure 5.6

Figure 5.7

Figure 6.1

Figure 6.2

Figure 6.3

Figure 6.4

Figure 6.5

Figure 6.6

ResuIts ofSkin Detection - Test Case 'A' 47

ResuIts ofSkin Detection - Test Case 'B' 50

Example ofOrientation 58

Boundary Algorithm 60

Pixel Sweep Technique 63

Distance Metries 63

Medial Axis Transformation 64

Results of Medial Axis Transformation. 65

Slope Representation ofChain Code 67

~Lowering VoluIIle' Action 73

Background RelllOval Scbe~ 75

Noise Removal using 015u 76

Contour Tracing - Pixel Sweep 76

Temporal Differencing 78

Skeletal Attraction ScheIlll: 79



Abstract

To facilitate proper recognition of a human's action from a video sequence, severa! key

features must tirst he determined. Initially, the person performing the action must he

isolated frOID the background scene. This information is then used to decipher pertinent

action attnbutes that may include the center of mass, contours, and regions of motion. It

is these characteristics that will become the feature elements in the recognition of a

person's actions.

This thesis will investigate the various image processing tools available to obtain

the aforementioned action attnbutes. The applicability of tilters, background removal

techniques, skin-tone matching, and contouriog schemes will aIl he investigated. A

thorough comparison with both existing and novel approaches to action recognition is

then discussed. OveralI, the temporal based aIgorithm is best suited for an action

recognition application as the spatially based approacbes rely too heavily on a priori

knowledge of the background scene.
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Sommaire

Afin de faciliter la reconnaissance des actions d'un être humain dans une séquence vidéo,

certains paramètres doivent être déterminés. Tout d'abor~ l'être humain doit être isolé de

la scène de fond. Cette information est par la suite utilisée pour discerner des

caractéristiques importantes relevant des actions de la personne. Ces caractéristiques

comprennent le centre de masse, les contours et les régions en mouvement.

La présente thèse analysera les divers outils de traitement d'images permettant

l'obtention des caractéristiques mentionnées ci-haut. Ces outils comprennent des filtres,

des techniques d'isolement de scène de fond, de corrélation de couleur de peau et de

détection de contour. Une comparaison détaillée des techniques classiques et plus

récentes de reconnaissance d'action sera également présentée. Enfin, un algorithme se

servant de données temporelles plutôt que spatiales est plus adapté à une application de

reconnaissance d'action. En effet, ce-dernier nécessite une connaissance trop détaillée de

la scène de fond.
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ClIAPl'ER.l

1.1 Introduction

Although human gesture recognition bas been studied for quite sorne time [Tarige and

Kono, 1992; Imagawa et aL, 1998], action recognition is an area of research still al ilS

infancy. The difference between these two terms can he best differentiated as follows: A

gesture is a stationary pose of a user that may he cIassified withÏn a single image. For

example, pointing to an object requires only an outstretcbed arm along with a single

finger extended towards the abject in question. An action, however, requires a series of

gestures or poses over time to properly identify what the user wishes to convey. This is

perhaps best exempüfied by a conductor of a symphony orchestra, who communicates

effectively with the musicians through the use of pre-defined actions. Both the volume

and tempo are communicated through actions that must he inferred by a sequence of

images. A single image of the conductor al any one time would he insufficient to deduce

either of these variables.

Perhaps the simplest way of decipbering an action is to observe how a person

accomplishes such a task. For example, if one were to descnbe the action of waving

~hello,' they would not begin by descnbing the angle of the knee. The logicaI approach

of descnoing tbis action may start with ooting that the band moves back and Cortb. This

shows not ooly that the need to ideotify the location of the user is noteworthy, but aIso

the relationship of the individual body parts. This encompasses two areas of computer

vision: traeking and abject recognition. These are both widely studied and many

algorithms exist for such applications, bowever, few exist tbat specificaRy address the
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field of action recognition. It is the goal of this thesis to review bath existing and novel

approaches to computer vision to hetter formuIate an image segmenting scheme suitable

for action recognition. We aIso wish to develop an algorithm that worles not ooly in the

laboratory, but also in a real worId environment. If action recognition is ever to evolve

ioto the mainstream, it must remain robust in any type ofenvironment. The variables that

are most commonly encountered in these scenarios are noise, occlusion, light intensity

changes, and the overall unpredictability of the environment.

Noise in the computer vision domain is the introduction of erroneous pixel color

values to the original image. Pixels resulting from noise are often referred to as outliers

[Yang and Levine, 1992]. It may he a result of many different factors such as inherit

camera noise, image transmission [Liebe, 1993], or compression-decompression

techniques. Whatever the case, noise poses a significant challenge, as there is often no

specific way of distinguishing color values introduced by noise, from troe pixels. Sorne

interesting techniques exist to reduce or eliminate ouillers at the various stages of

processing an image and will he addressed in more detail in Chapter 2.

When developing a robust tracking algoritbm, one must consider the problem of

occlusion. For instance, if a skin-based tracker is used to traek a person's face while

teaching a class, the algorithm must account for the scenario in which tbey tom their face

towards the board to write notes. Partial and total occlusion of an abject is a common

occurrence in traeking scenarios. Solutions include movement bounding boxes, and

optical Dow to prediet where the traeked abject may he headed [piaggio et al, 1998].

In the real world environment, light intensity can he expected to change

frequently and randomly. As a persan heing traeked during a sunny day moves into a
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shaded area, features such as color, texture, and even shape appear to change

dramatically. Algorithms bave been developed to deal with such situations through the

use of histogram equalization, as weil as edge-detection in concert with a low

thresholding scheme. This will he examined in furt.her detail in Chapter 2.

FlDally, the unpredictability of the real world gives rise to a substantial obstacle to

overcome in vision techniques. For example, if traeking by shape aIone, background

objects may aIso resemble the contour of a persan, tbus forcing the algorithm to choose.

Worse still, trying to predict motion of a persan is al best, a guess. Some methods have

been studied to better predict the motion of abjects with the use of Markov models and

Kalman filters, but as stated before, it is merely an estimation [lmagawa et al, 1998;

VogIer and Metaxas, 1999].

Developing an action recognition algorithm requites investigation of two major

fields of computer vision: traeking and object recognition. As these are vast fields of

research in themselves, we confine our study to algorithms that are weil suited for action

recognition. Cbapter 2 deals with possible pre-processing methods tbat are commonly

used to aid in bath the reduction of noise and to expose relationships between pixels, such

as common regions or edges. Chapter 3 discusses segmentation algorithms tbat are based

on knowing what is not heing traeked in order to deduce where the abject in question

resides.. This is commonly referred to as background removal. Chapter 4 investigates

color-based tracking methods to ascertain their robustness for skin tone traeking. Chapter

5 reviews contour techniques to isoIate areas of interest and their relationship to one

another. Fmal1y~ Chapter 6 reviews the overaR results to determine the best possible

combination oftechniques towards a robust~ action recognition algoritluIL
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CRAPrER2

FILTERS AND KERNELS

2.1 Introduction to Filten

Severa! preprocessing steps are often included in computer vision algorithms to help

isolate and expose the appropriate data. [Yang and Levine, 1992; Arseneau, and

Cooperstock, 1999a} Perbaps the most commen such step involves the convolution of

the original image with a small mask, known as the kemel or filter. Matbematically

speaking, tbis process calculates the correlation between the image and the reversed

kemel. In a discrete domain such as image processing, convolution of the image, f(x)

with the kemel g(x) is calculated as follows:

, ~

h(x) = f(x) • g(x) =r, f(u) g(x-u) (1)

In essence, processing is performed on a pixel by pixel basis, extraeting the local

cbaracteristics of the pre-determined neighborboods of each pixel. The most commonly

used filters are low-pass or smoolhing filters, bigh-pass or sharpening filters, and median

fillers. These will he descnbed in the following sections.

2.2 Low·Pass Filter

This tilter takes the local average of pixel values within a given neighborhood. In the

global scheme, this bas the effect of reducing outliers due to noise by producing a

smudging effect. Although many outliers are eliminated, smoothing reduces the accuracy

of the edges in the image. A 3x3 kemel reveaIs the optimum tradeoffby reducing noise,
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yet not smoothing the edges to such a degree where they become negligtble. (See figure

2.1)

(a)

(c)

(b)

(d)

Figure 2.1, (a) grayscale image, (b) lowpass (average) 3x3,

(c) lowpass 7x7, (d) Gaussian tilter

The general purpose of low-pass filtering is to reduce the occurrence of large pixel

variations within the image, hence reducing the gradient values tbroughout the scene. By

increasing the kemel's sile, the image becomes far more blurred. (Note figure 2.1c) It

should he also noted that new pixel calor values are introduced ioto the image due to the

nature of this averaging scheme.
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2.3 Median Filter

As the name implies, this particular tilter determines the median pixel value within a

given pixel neighborhood. This tool is aIso used to reduce the etTects of noise, bowever,

unlike the low-pass tilter less gradient information is lost in the process (See Figure 2.2).

By using the median, as opposed to the mean, the pixel value is less suscepuble ta

spurious noise values tbat have occurred within the neigbborbood.

(a)

(h) (c)

Figure 2.2 - (a) original grayscale image, (b) median 3x3, (c) median 7x7

This procedure avoids the tradeoff of Iow-pass tiIters and provides the researcher with a

valuable tool to eliminate noise while maintaining edge information helpful in

determining the general outIine of the user. Furthermore, if color matching is to he

performed, no new color values are introduced tbat were not present in the original

image.
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2.4 High-Pass Fdter

High-pass filtering of an image sharpens the gradient information witbin the scene.

Convolving with a kemel containing bath positive and negative elements whose sum is

one~ results in an edge-enhanced image (See figure 2.3). While high-pass tiltering tends

ta he pleasing to the eye~ this process is aIso sensitive to noise, making it unsuitable as a

pre-processing step for action recognition.

(a) (b)

Figure 2.3 - (a) Original image~ (b) High-pass (3x3)

2.5 Dilation and Erosion

The next filtering technique to he discussed is normally used on binary images to vary the

thickness of edges. Dilarion amounts to replacing a pixel value with the maximum value

among its neighbors. For color scenes, the resuiting image becomes ligbter in intensity

wbi1e edges become thicker. This technique is mast often used to merge edge segments

in a binary image~ as will he discussed further in Chapter 3.

Erosion is the same ide~ but replaces the pixel value with the minimum value

among its neighbors. This darkens color images and tbins edges in binary images. This
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serves as an efficient noise filtering technique wben combined with other steps, as

discussed in section 3.2.

2.6 Edge Detection

A common preprocessing tool applied to extraet pertinent gradient information is known

as an edge detector. This tilter transfonns the scene into a grayscale or binary image

where the value of each pixel denotes the magnitude of the gradient. AIso, the phase

image is sometimes used to denote the direction of the gradient as a function of pixel

intensity.

2.6.1 First Derivative Edge Detection

The mast common fonn of an edge detecting tilter is the tirst derivative of a pixel's

neighborhood. Using a Sohel, Roberts, or Prewitt operator, the image is convoLved with

a kemel thal transfonm the scene into its tirst derivative equivalent [Levine, 1985]. An

example using the Sahel operator is shawn in figure 2.4.

(~ ~)

Figure 2.4 - (a) Original image, (h) Sohel edge detectian
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The advantages of a first derivative approach are its low computational cost and

insensitivity to noise. Edges are preserved if the gradient value is above a pre-determined

threshold~ wbile edges with a graduai slope are ignored.

2.6.2 Second Derivative Edge Detection

Byexamining the second derivative of an image~ edges are now identified by observing

the zero crossings. The advantage of tbis method is that thinner edges are more likely to

he identified through the technique.. as opposed to the tirst derivative case. The graphicaI

equivalent of this method can he seen in figure 2.5.

(A)

f
(8)

1\
(C) Zero Gr'CI&ÏDg

1

~

Figure 2.5 - GraphicaI equivalent ofgray level gradients, (a) origin~

(b) tirst derivative of (a), (c) second derivative of (a)

The disadvantages of tbis scheme are that it is computationally more expensive and

susceptible to noise within the scene. An interesting offshoot of this approach is known

as the Laplacian of Gaussian [Marr and Hildreth, 1980}. This implementation involves

convolving the scene with a Gaussian tilter, followed by a Laplacian kemeL The
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stipulation for an acceptable edge is that the zero crossing in the second-arder must also

have an equivalent tirst-arder crossing above some pre-determined thresbold. This

method is often referred to as the Mexican Hat Operator due ta the resulting kernel's

shape.

2.7 Conclusion

A closer look will reveal tbat only a few of the filters discussed prove usefui as a

preprocessing step towards action recognition. The low-pass tilter does not serve weIl as

a pre-processing step for action recognition due to its combined blurring effect~ and

introduction of new color values into the image. The median filter however proves quite

effective for reducing noise while retaining edge information. High-pass filters do not

seem appropriate for this application due to their sensitivity to noise. Both dilation and

erosion prove quite useful for extraeting more coherent edge information, however using

them as a pre-processing step to a color image yields little henefit. Fmally, edge

detectors prove quite useful to determine the gradient tbat couId he used for contour

extraction, which will he further discussed in Chapter 5.
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Chapter3

Background Removal ScheIDeS and Noise Reduction Techniques

3.1 Background Removal Techniques

With a goal such as action recognitio~ it is vital to properly locate and identify specifie

parts of the user's body. This in itself is the IllOst common challenge in computer vision,

hence the pIethora of literature devoted to the problem. One of the mast widely used

methods to deal with this challenge is known as background removal [Wren et al., 1997;

Davis and Bobick; 1998 Arseneau and Cooperstoc~ 1999a). In its simplest farm as

chroma-keying, the ease of computation bas increased its popularity in such realms as

special effects and television production. thus being a testimony to its efficacy.

3.1.1 Chroma-KeyiDg

Background removal uses a priori knowledge of the background scene in an attempt to

isolate the person in the image. In its simplest fo~ the background is made of a solid

color or texture [Davis and Bobick, 1998]. The algorithm ignores all occurrences of a

particular color within the scene to properly isolate the user. This technique is known as

chroma-keying, or more commonly as blue-screening, as blue was the predominant color

of backgrounds used in the pasto It is used most often to overlay weather maps into the

background for meteorologists, and proves quite effective. Having the distinct advantage

of being one of the least computationafty expensive methods, it is still plagued with fatal

tlaws. For instance, if the user is wearing a sbirt that is similar in color to the pre

determined background, that part of the body is ignored in. the resuiting difference image.
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The consequence of this is an image with a disembodied bead and legs. Another flaw

surfaces when changes in light intensity saturate the background to such a degree where it

no longer faIIs within the acceptable background color range. This results in large blobs

of faIse positives appearing in the difIerence image.

(a)

(c)

(b)

(d)

Figure 3.1 - Chroma-keyingIFlXed Threshold - (a) original image against solid

background, (h) clifference image for (a), pixels within calor range removed ta show user

(in white), (c) another scene with ügbt intensity change, (d) difference image for (c)

Ta demonstrate this method. a soüd white background was constructed to test the validity

of chroma-keying. (Figure 3.1) After setting the calor and lighting intensity, the

technique was performed on an image, (figure 3.1a) revealing fantastic results outlining

the user in the center (figure 3.1b). However, when the üghting changes such that the

intensity becomes bigher than the pre-determined threshold, many false positives are

14



created. (See Figure 3.1d) Note a1so that parts of the user are labeled black indicating

background, however since the 6gbt retlects off of the face, the algorithm is fooled. One

might suggest an increase in the threshoid to such a point that the noise is removed, but

this would remove correctIy identified user pixels as welt In summary, tbis method is

the least computationally demanding, bowever, it is highly restricted in its application

domain requiring uniform lighting conditions, and restricting the color of the user's

clothes.

3.1.2 Background Ditferencing

The next stage in the evalution of background removaL is ta take a snapshat of the

background without the user in it to obtain the a priori knowledge of the scene. This

information, namely the pixel color values. is compared against the incoming videa

sequence in arder ta remove the background. Knawn as background differencing't tbis

method is analogous to constructing a cbroma-keying scheme on a pixel by pixel basÎS.

Without the restriction of having ta create a mono-calored backdrop, background

differencing is becoming the basis of many researchers' vision algorithms. [Huang et al.

1986, Kahn and Swain. 1995; Davis and Bobick, 1997] By performing the calculation on

a pixel by pixel basis, the background bas fewer constraints as to what it may include. If

Fxy is the pixel value at (x, y) in the original image, and Bxy ÎS the pixel value at (x. y) in

the background image't the binary, difference image D is constructed using equation 1't

where Tis the threshold value.

D'Y = { O. if 1S'Y - F.y 1< T

li otherwise

(1)
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If all objects in the background remain statie, the resulting differenee image reveals

promising results. However, note that little is mentioned about the threshold value T.

Unfortunately, there is no universal threshold as a value tao low will include tao many

false positives, or outliers, in the difference image. At the other extreme, if the value is

too hi~ many false negatives will result in parts of the user disappearing. One

restriction that applies to background differencing, but not to chroma-keying, given that

the background always remains uniformly colored, is that the camera must remain

stationary. Even the sligbtest movement would render the difference image useless as all

of the pixel values would be shifted, resulting in a faIse background. Thus, the pixel by

pixel calculation would result in a pixel falsely being identified as the user wberever a

high frequency edge oecurs in the background scene. Also, background differencing is

still susceptlble to lighting changes as a result of the fixed threshold for the eotire image.

(a) (h)

{cl

r.
I(

Figure 3.2 - Background Differencing - (a) background image, (h) scene with user, (c)

difference image
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Figure 3.2 shows an example of background differencing with a multi-colored

background scene. Figure 3.2a shows the background image used, i.e. excluding the

user, which is then subtraeted from the incoming scene (figure 3.2b). If the difference

exceeds a constant threshoId, a white pixel is drawn, otherwise, il is bIac~ denoting what

is believed to he the background. The resulting difference image, (figure 3.2c), shows the

user clearly outlined, however the white square to the (eft is a result of the display

frequency of the monitor. A closer look reveals that the scan line is near the bottom of

the monitor's screen in the background image, whereas it is near the top in the incoming

scene, resulting in falsely identified user pixels. Although it cannat he seen al this scale,

the difference image also results in a few stray pixels that were triggered as a result 0 f the

lamp in the background. 80th the scan line and the Iamp vary the Iighting intensity of the

background. hence producing additional candidate pixels or pixels denoting sufficient

change in the difference image.

3.1.3 Background PrimaI Sketch

In an attempt to overcome the limitations of the previously discussed aIgorithms, the

background primaI sketch was introduced [Yang and Levine, 1992]. The background

primaI sketch, Bly, is constructed by taking the median value of each pixel over a

sequence ofN background images F l xy, [ilxy, ... fIIly, without the user:
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The median value rather tban the mean is used as it is more robust to spurious outliers

[Rousseeuw and Leroy 1987]. For instance, if the sampled pixel values for given point

over a sequence of tive images was {80, 82, 83, 85, 130}, one would likely infer that 130

is an outIier and thus the median, (83), would he a far better estimate than the mean, (92).

Robustness is normally referred to as the property of insensitivity to stray data

points. To measure robustness, the term breakdown was introduced as, "...an estimator

of the smallest fraction of the data that bas to he replaced to carry the estimator over all

bounds" [Hampel et al. 1986]. The breakdown point of the mean of n samples is lIn.

Thus the replacement of ooly one sample by an ouiller can greatly affect the mean.

However, the median bas a breakdown point of 50%, in other words, at least baIf of the

samples must he replaced by outliers hefore serious corruption results.

Yang and Levine decided to incorporate outliers into the calculation as they are

not always due to noise, but may result from a legitimate scene change. The practice of

leaving the outliers in the calculation is categorized as an accommodation-based metbod

[Yang and Levine 1992}. An example of tbis would he the least-median-square

approacb. [t is aIso common to attempt to identify which of the points in the data set are

outliers, eliminate them, and continue using a less robust technique, such as the least

mean-square. For the most part, it is preferable to use an accommodation-based approach

as points that are far from the mean may he correct and sbould exude influence, he it less

than thase oear the mean, 00 the final resuJts. Other methods attempt to lessen the effects

of outliers by imposing a weighting scheme to the data such that ail points nearer the

mean will have a greater influence [Hampel et al 1986].
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The second step of the background primal sketch is to account for minute changes

in the camera position. This is accomplished with a slight modification ta the methad

used far chroma-keying by comparing the pixel value in the incoming image not only to

its positional equivalent in the background seene, but aIso ta those pixels in the 2n-

neighborhood of the background pixel, as indicated in the following equation:

Dly ={ 0 if1Bij - Fxy 1< Tt for any (iJ)

li otherwise

(3)

Note tbat Fxy is DOW compared to B1j where i E {i-n, ... , i, ..., i+n} and j EV-n,. .. j, ...,

j+n} as opposed to equation 1. This implies tbat each pixel of the incoming frame is

compared against a neighborhood of (2n x 2n). If any of the differences are less than a

pre-determined tbreshold, then the pixel is not a candidate pixel of the person in the

scene. As the value of n increases, the camera may shift its view by larger angles.

However, fewer pixels will he identified as candidates in tbis case. The tirst condition of

equation 3 excludes any pixels with at least one difference value less than the threshold.

The third step is thresholding to account for areas in the background that may he

more susceptIble to lighting changes, 5uch as windows or computer monitors [Yang and

Levine, 1992]. Again, this is accomplished on a pixel by pixel basis. Gathering the set

of pixel values over N images, a sorting is performed using a methad simüar ta a bucket-

sort technique. Next, these values are grouped ioto smaller sequences of length N12. The

sequence with the smallest span, or the difference between the maximum and minimum
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value within the sequence, is then cbosen as the tbreshold range for that particuJar pixel

location.

The result of these steps is a background removal metbod tbat is far more robust

than background differencing, as the dynamic tbreshold deals with areas in the scene that

may he more susceptIble to lighting changes.

For example, in the difference image of figure 3.3, the candidate pixels resulting

from the video monitor are now eliminated as compared to figure 3.2c, due to the

dynamic thresholding technique. Altbough there are still outliers, the improvement over

a simple background difference method is dramatic.

(a)

(c)

(h)

Cd)

Figure 3.3 - Background PrimaI Sketch Method - (a) Background primaI sketc~ (b)

scene with user, (c) threshold image where intensity denotes threshold value at that

pixel location. (d) difference image
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3.2 Gbosting

One of the constraints for simple background removal techniques is that background

objects must remain stationary, otherwise a ghosting effect will ensue (See figure 3.4).

This limitation discourages the use of this method as an action recognition tool since Cully

static backgrounds are relatively uncommon in the real world. However, in the case that

the background scene is stationary, this method proves very accurate. This observation

motivates a slight variation of technique.

(a)

(b) (c)

Figure3. 4 - (a) edge-detected background, (h) outlier with user,

(c) outlier with user and ghosting due to chair

One novel approach to reduce the effects of ghosting is to update the background primaI

sketch periodically. For instance, suppose there was a closed door in the background

scene when the sketch was constructed.. If the door is opened, the resulting difference

image will then contain both a moving user and the region denoting changes in the door
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position. By updating background images in the manner of a shift register, the

recoostructed primal sketch will eliminate the ghosting due to the door. Once there are n

images of (2n-l) in the register with the new door position, the median pr0Perty will

eosure that the new background primal sketch is updated properly to account for the new

door position.

ADother method to reduce ghosting considers ooly those pixels within a smaller,

cropped region around the user known as the region of interest (ROn, while all of the

pixels outside of tbis region denote background. This bas the advantage ofboth reducing

the complexity of the caicuIation, as wen as inherently reducing the effects of ghosting.

If the user can he identified throughout a range of images, the location information can he

used to create, for example, a rectangular ROI about the user. Again, as in the shift

register method, the pixels that lie outside the ROI can he updated to retlect the most

current state of the background. Any scene changes that occor outside the ROI will not

lead to gbosting, provided the sketch is updated sufficiently oCten so that the user's

movement does not cross into a background area that bas changed since the last update.

Although these techniques significantly reduce the effects of ghosting, they

cannot eliminate it entirely. For instance, if the light intensity changes dramatically,

candidate pixels will result frOID bath the light source and the user. Thus, it may he

helpful to employ a variety of methods in concert to deduce the specifie action heing

Performed.

One soch approach., illustrated in figure 3.5, preprocesses the images using an

edge-detector (see Section 2.6) such that ooly the oullines of abjects in the scene are

subtraeted [Yang and Levine 1992].
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(a)

(h) (c)

Figure 3.5 - (a) Background (edge-detected). (h) original image (edge-detected), (c)

difference image

This added step greatly reduces the candidate pixels due to gbosting wbile retaining

pertinent edge information. In the example of figure 3.5, ooly the pixels along tbe aura of

tbe ligbt source would contnbute towards gbosting, therefore eliminating many of the

false positives. One potential drawback of edge-detected images however, is that tbey

provide less information about the center of mass of the person, which is sometimes

useful for simple traeldng algorithms [Arseneau and Cooperstock 1999b]. However, in

the action recognition reaIm. the contour of the user often proves quite important. For

instance, to recognize a painting gesture, the outline of the arm and its location with

respect to the rest of the body is of greatest importance, wbile the center of mass is of

titde interest.
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In general. gradient information with contour methods proves useful in action

recognition. Further discussion of outlining or contouring techniques is discussed in

Chapter 5.

Another approach to person traeking could use histogram differencing. With the

challenge of varying Iight intensities, it is conceivable to compare a normalized

histogram of the background against a normalized incoming scene. Whereas the primaI

sketch technique attempts to account for areas in the background scene that may he more

suscepuble to varying light intensities by taking the median over a sequence of images, it

relies on the assumption tbat any relevant variations will occur during that specifie span

of time. Taking advantage of the fact that the shape of the histogram remains fairly

constant as the global light intensity varies in RGB space, preprocessing the image

through normalization belps eliminate false positives in the difference image. For

instance, if a background primaI sketch were created in a dimly lit room, the introduction

of a bright, globallight source wouId drastically increase the number of faIse positives in

the difference image. However, ncting that objects retain their respective values in HSV

space. varying mainly in saturation due to changes in lighting intensities, a more robust

estimation can he made as to whether a pixel value belongs to the user or background.

While this technique bas not yet been tested it provides a unique perspective to the

relationship between color values over a range of light intensities, as will he discussed

further in the following chapter.
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3.3 Motion Information

A newer train of thougbt tbat seems ta he catching on in the action recognition

community is that of motion detection. The goal is to locate the change in the scene from

image t to image t+1. Closely related to background remo~ it is a kin to continuously

updating the background scene with the present image once the difference image bas

been obtained. Davis and Bobick have implemented this technique using temporal

templates to identify actions of a user, with a high degree of success. [Davis and Babic~

1997] This appraach bas many advantages over background removal techniques. FlCStly,

there is no dependence on a priori knowledge of the background scene prior ta functian

praperly. Also, if there is a sufficiently bigh frame rate, the light intensity changes aver

time will not adversely affect the outcome due to its temporal cbaracteristics. This

technique has been used to successfully traek people in a classroom environment by

ooting the shape of the resulting motio~ [Arseneau and Cooperstock, 1999b], as weil as

directing an avatar while interacting with performers on stage [Pinhanez and Bobick,

1998].

3.4 Noise Reduction TecbDiques

Once a reasonable difference image is constructed, there is still the cballenge of reducing

candidate pixels due to noise, while retaining as many of the correctIy identified pixels as

possible. Outliers resulting from noise often appear as isolated pixels in the difference

image. As this is the prime reason for errars in the final result, a few techniques for

removing auillers are evaluated.

2S



3.4.1 8-Connected Isolated Pixe~

Isolated in this context refers to a labeled candidate pixel whose 8-connected

neighborhood coosists entirely of non-candidate pixels. A common technique of

removing these pixels is to erode the image. as discussed in Cbapter 2. such that the

image contains fewer stray pixels (See figure 3.6c). Unfortunately. while many of the

outliers due to noise are removed. this technique alsa eIiminates many of the candidate

pixels denoting the user. A better alternative eliminates candidate pixels tbat have only

non-candidate pixels in their four or eight-connected neighborhood. Adding this

constraint removes isolated candidates while ignoring others that are part of a larger

connected region. most likely denoting the user (See figure 3.6d).

(a)

(c)

(h)

Figure 3.6 - Color differencing - (a) Original image, (h) difference image.

(c) eroded ditTerence image. (d) difference image with isolated pixels removed
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(a)

(c)

(h)

(d)

Figure 3.7 - Edge differencing - (a) Original image, (b) difference image,

(c) eroded difference image, (d) difference image with isolated pixels removed

The summation of the 2n neighborbood is calculated to determine if a pixel is isolated, as

shown in equation 4.

IfDJ,Y = 1t (denoting a candidate pixeO
l+D Y1'D

Fq = 0 if I r DU = 1
i=x-n j=y-n

lotherwise

(4)

This assures that given a neighborhood of 2n x 2n, outliers tbat are connected ta a larger

region are not eroded, while at the same lime, isolated pixels in the difference image D

are removed.

It is worth aoting that erosioa and isolated pixel removal bave very different

results on images that were derived from gradient methods, as opposed to colcr
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ditIerencing. Sïnce the color-based difference image resuIts in a dense blob-like seene,

eroding successfully removes many of the outliers, while preserving most of the shape of

the region.

The isolated pixels technique is less successful at eliminating outliers but

preserves both the size and shape of the user. When these same two techniques are

performed on a difference image derived from an edge-detected scheme, the results are

quite different. Eroding the image now removes far too many candidate pixels as the

gradient image consists primarily of thin lines denoting edges. The erading scheme risles

eliminating these edges due to the neigbborhood style calculation. (For details, see

Chapter 2). In this case, the isolated pixel removal proves the better of the two schemes

as it successfully removes many of the outliers, while ignoring chains of pixels, normally

denoting edges in the scene. It is evident tbat for maximum effectiveness, the choice of

noise removal technique should depend on the various methods used prior to tbis step.

3.4.2 Otsu Tbresholding Method

Another noise reduction technique employed eliminates the outliers that form as a result

of low-gradient edge values. This assures that only candidate pixels denoting sharp edges

are kept, however, choosing a threshold is a challenge in itself. There exist many

different methods of histogram manipulation in arder to choose a reasonable threshold

such that the true valley is found, as opposed to a local minima Otsu's method [Otsu

1979], a non-parametric, unsupervised approac~ based on the characteristics of the gray

Level bistogram proved ideal. This approach is far more robust when the resulting peaks

are of different magnitudes. As can he seen in figure 3.89 the bistogram bas a distinct
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valley between two peaks, however the heights of these peaks as weIl as the distnbution

can vary widely from image to image.

50·

1" ..
~30 ~ .

'aar.,• .....r Z50 -

Figure 3.8 - Histogram ofdifference image, Otsu's threshold at gray leve133

Sorne researchers have tried to manipulate the bistogram such that only pixel values aIso

exfubiting high gradient values are used [Weszka 1974]. This type of approach uses

neighboring pixels ta ascertain a reasonable threshold, while other approaches deai

specifically with the shape of the histogram itself. Through the use of parametric

techniques. the histogram is fitted to a Gaussian type distnbution. The mean and

variance are then used to choose a threshold [Fukunage 1972]. The problem with this

technique, like so many athers based on a Gaussian distnbution, is tbat data does not

necessarily fit such a distnbution.

Otsu's approach employs the zeroth and first-order cumulative moments of the

grayscaie histogram. He noted that many images with a single object and background

could he categorized by finding the valley in the histogram and using tbis value as the

threshold.. The pixel values denoting the foreground were most likely on one side of the

threshold with the background on the other.
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The tirst step of Otsu's method is to construct the gray level histogram consisting

of L levels. The riumber of occurrences of gray level n is denoted as ni, and the total

number of pixels S is equivalent to the sum of ( nit n2, ..• , nL}. The histogram is then

normalized and treated as a probability distrIbution function:

L

pi= nil S, wbere 1: Pi= l
i=1

(5)

The problem DOW is to identify the class of pixels Co as those with a value less than or

equal to the threshold k, and those above k as Cl. The probabilities of each class

occuning, Wo and Wh as weIl as the class means, Uo and Ult are then calculated as

follows:

k

Wo = Pr (Co) =l Pi (6)
i=l

L

WI = Pr (Ct> = I Pi (7)
i=k+l

k k

no =~ i Pr Ci ICa) =l i Pi 1Wo= u(k)1W0 (8)
i=1 i=l

L I.

uI=I iPr(iICt)=IiPi/Wt
i=k+l i=k+l

(9)

The zeroth-order (equations 6 and 7), and the tirst-order u(k) (See equatian 8) cumulative

moment are used ta calculate a measure of cIass separability. Discriminant analYsis is

then used ta find the optimum threshold [Fukunage 1972]:
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(10)

The problem then simplifies to tineling the optimum threshold k* that maximizes aB.

This technique was performed on the histogram in figure 3.8 and successful1y chose a

thresbold of 33, which ralls within the valley region. thus logically separating the

histogram in two.

AIl pixels that feU below this threshold were discarded. resulting in an image in

which all of the candidate pixels denoted high gradient values in the original scene (See

Figure 3.9).

(a)

(h) (c)

Figure3. 9 - (a) Original imaget (h) difference image before Otsut (c) after 015u

As an experiment. Otsuts threshoIding metbod was tested with celor values instead of

gradient values. In RGB space, eliminating an pixel values below a threshold translates
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to eliminating dark colors. With a difference image constructed from color rather than

edge-detected scenes, a person's sbadow often resides in the lower region of the resulting

histagram. Otsu's method eliminated most of the undesirable sbadows, but had the

unfortunate side-effect of a1so removing parts of the people if they were wearing clark

colors.

3.5 Conclusions

Background removal techniques are able to produce valuable information about a user in

the scene. Examples include the center of mass, contour, and location of body parts.

This information can then he used to ascertain many different variables to facilitate an

action recognition feature vector, as will he discussed in Chapter 5. The resulting

differeoce image, however. is highly dependent on the environmental variables at play

during the image sequence. For instance, the camera must remain stationary throughout

the sequence to produce a satisfactory image and the background should remain static in

arder to avoid ghosting effects. Since computer vision algoritbms must he robust in a11

types of scenarios to succeed autside of the Iaboratory environment, background removal

is perhaps tao overly restrictive. Under proper conditions, this technique proves ta he a

useful tool for action recognition, but due to its inherit restrictions it is best used in

conjunction with other techniques to identify candidate pixels properly"
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Cbapter4

Color Detection

4.1 Color Models

The study of colors bas been a realm of great debate for hundreds of years. In scientific

terms, different colors arise as a result of the spectral content of radiant energy tbat

emanates from a given object. Sir Issac Newton performed the first recorded stndy of

colors in 1704 with bis prism experiment [Levine, L985]. Newton successfully proved

tbat Light is formed from different, monochromatic (single-wavelength) coloes. This

became the foundation upen which trichromatic tbeories are based today. It is interesting

to note that Newton actually chose red, yellow, and blue ta represent the three chromatic

portions upen which any other colar made be made, however, the more popuJar red,

green and blue combination emerged as a result of its similarity to cbaracteristics of the

human eyes'. [Levine, 1985] The cones on the inner wall of our eyes react specifically ta

stimulus of wavelengths denoting red. green and blue, bence our naturaI tendency

towards this combination ofcolaes.

Many computer vision applications such as face recognition and persan traeking

cao he simplified due ta the cammon characteristic of skin tane.. Sïnce this type of

application relies upon human characteristics, one can attempt to discem the color

information from a scene ta simpIify calculatians. This approach is one of the most

popular for identifying buman characteristics due to its simple compare and contrQSt

evaluation. The alternative classification of contours and shapes is discussed in detail in

Chapter 5. A typical color matcbing scheme tbat produces a color-identified resu1t S,

often takes the form ofequatian 1.
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Sxy = {o ifl C-Fxyl<T
L1otberwise

(1)

where each pixel location (x, y) in frame Fis compared against a pre-determined color C

as ta whether or not it exceeds some heuristic threshold T.

Many researchers bave made the color matching scheme the basis of their

a1gorithms [Yang and WalDel, 1995; BregJer, 1997; Ayers and S~ 19981, as the range

of possible skin tones is limited. However, color alone is insufficient. Sorne researchers

argue that there exists a universal skin tone in which an tones are accounted, from the

darker shades of Africans, to the lighter shades of Caucasians [Chai and Ngan, 1999].

This amounts to stating that there exists a region in RGB space tbat encapsulates an

possible values of skin tone. This is not a temoly profound statement as it simply

expresses the fact that a specific color exists in a certain region of RGB space, as do an

other colors! Ofcourse, it is the shape ofthis region tbat is important. Whether the RGB

values are used directly [Birchfield, 1998] or indirectly, by converting to HSV, YUV, or

some other transformation [Bregler, 1997; Ayers and Shah, 1998], specific values to

define the region must he determined a priori.

4.1.1 RGB

The mest basic color scheme is red, green, and blue (RGB). As mentioned earIier, these

three, menocbromatic colors in combination can produce any other color in the visible

spectrum. Figure 4.1 shows these ca10rs as a function ofwavelength [Lammens, 1994].
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Figure 4.1- Color as a function ofwavelen~ (nm) [Lammens, 1994]

In the field of computer vision, this model is seldom used as a method to detect skin tone

directly. This is mainly due to its inherit inseparability of colors ioto easily

distinguishable regions. For instance, most skin tone based algorithms begin by

accumulating a data set of known skin colors al various lighting intensities [Campbell et

al. 1997]. Next. either a lookup table is implemented [Islubuchi et al, 1992], the mean

and variance are calculated directly from the data [Yang and Waibe~ 1995] or an

unsupervised leaming approach is implemented [Campbell et al. 1997]. This translates

into a three-dimensional region in RGB space in which aIl pixel values are labeled as skin

tone candidates, while those exterior to the space are not. It is vital that the region

denoting skin tone is smaIl enough in proportion to the entire color space 5uch that a

lookup table (LUT) is rninimized to reduce processing time. However, it must include

enough tones to account for skins of varying pigment and different Iighting conditions.

Figure 4.2 exlubits the RGB values of varying skin tones, grouped by pigment as Asians,

Caucasians, Latin Americans, and Africans. As is evident from the graphs, an of the

different sm pigmmts evaluated occur aIong a cOIDlIlOn diagonal region protruding from

the origin, and stretching towards full white, (RGB=255,255,255). This to be expected

due as to account for most sm tODes scenarios, the swatches were taken using ditIerent
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lighting intensities. Images of humans can occur in any Iighting condition, from in

shadows to an intense sunlight or electronic flash. The final outcome produces swatches

ranging from near-black values (RGB=O,O,O) to full white, with the proportions of R, G,

and B being roughly equal.

(a)

(c)

(b)

(d)

Figure 4. 2 - RGB color space denoting different racial skin tones deriving fro~

(a) Asian, (b) Caucas~ (c) Latin American and (d) African descent

Even though the region denoting various skin tones seems sufficiently clustered, applying

a color matching scheme using RGB space does not always yield good results [Zarit et al.

1999]. Wbat is needed is a color space mat is Iess suscepUble to variances in lighting
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intensity, and deals specifically with color, not sbade. This requirement led to the

development of hue, saturation, and value color space (HSV).

4.1.2 HSV

The shape of the HSV space allows for a better understanding of colors as the pixel

location maves about its cylindrical coordinate system. The hue, for instance, spans from

o to 360 degrees, and normally denotes the family of color. This value is most closely

related to how humans distinguish between colors, by referring to the general color type,

such as red or yellow. The distance from the center of the cylinder, or saturation, refers

ta the strength of the color. A saturation of 0 signifies a color in the grayscale range. As

tbis number increases, the contnbution of the color famiIy associated with the angle bas a

greater effect. For example, travelling from the center along the green hue will grow

from a dark green ta an intense green. FlDally, beight within the cylindrical space

denotes the value component. This translates ta how dark or bright a color family

becomes. The vaIue is synonymous witb brightness or grayscale.

The calculation of HSV from RGB is more complex than most other color spaces,

as it must transform a Cartesian space into cylindrical coordinates (see table 1).

Using HSV color space to amalgamate skin tone values produces a closer knit

region than RGB space, and bence is much faster as a lookup table scheme, as can he

seen from figure 4.3. More importantly, there exists a specifie hue region that

encapsulates many pigments ofskin under varying lighting conditions.
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Table 1 - Steps to transform a given value ofRGB to HSV

H - (0-360 degrees), S - (O. 1). V - (0, 1)

1 Normalize RGB values

2 Determine the global minimum and maximum value of RGB

3 V =maximum value

4 Delta = maximum - minimum

5(a) If (maximum != 0). men S =Deltlllmaxim"",

5{b) Else. S =0, and H =lltu1e/iMtl (i.e. Since this occurs at the center of the

cylinder. no angle is appropriate

6(a) If(R =maximum). then H =(G - BJ 1ulla
6(b) Else if (G =maximum). then H =2 + (B - R)ldelttl

6(c) Else. H =4 + (R - G) d,1t4

7 H=H * 60 (to convert to degrees)

8 If (H is negative). H=H+ 360

(a) (b)

Figure 4.3 - Skin tone values denoted in HSV for people of

(a) Asian and (b) Caucasian descent

* The vertical line denotes the grayscale pixel values within this cylindrical coordinate system
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(c) (d)

( .

Figure4. 3 (cant'd) - Skin tone values denoted in HSV for people of

(c) Latin American and (d) Afiican descent.

*The venicalline denotes the grayscale pixel values within this cylindrical coordinate system

The intuitive architecture of the HSV space bas inspired many sm tone detection

algorithms. Bregler found that the data set identifying skin tone within HSV space was

very effective [Bregler, 1997], and used tbis to narrow down the possible poses of a

user's legs. However, there is no mention as ta how the data set was compared against

the incoming scene, whether it uses a lookup table or statistical variables.

HSV bas also been adopted for the recognition of band gestures [Islubuchi et al.

1992]. In this case, ooly bue and saturation were employed in the detection of skin tone,

while the value data was used in a separate background differencing step. Excluding the

value component from the detection of skin tone is appropriate as this value is most

closely related to shading, or light intensity. While the published results are promising,

the test scenes were basic in the sense that a monocbromatic background was used, with

onlya few books in the scene. However, Bregler's work was tested on people in real
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world backgrounds. such as a runner at a traek meel with many different colors appearing

in the background and was far more encouraging.

4.1.3 YUV

Another widely applied color model is the luminance and chrominance space. aIso known

as YUV. Computationally less expensive tban HSV, YUV bas gained widespread

popularity in the area of skin tone recognition [Wren et al. 1997]. 115 color space is

Cartesian thus accounting for ilS ease ofcalcuJation:

y 0.299 0.587 0.114 R

U =-0.147 -0.289 0.437 G

V 0.615 -0.515 -0.100 B

(2)

Like HSV, it extraets the shading or luminance component from the color, leaving pure

chromatic cOOlPOnents. This model is the basis of the European standard for television

broadcasting known as PAL.

Many researchers bave turned to YUV over HSV due to its ease of computation,

and bence, ability to process al faster fraIœ rates. For instance, Wren et al employed

YUV to identify skin tones for several applications including American Sign Language

recognition and vision-driven avatars [Wren et al. 1997]. Their algorithm uses the mean

and variance of a priori data sel of skin tones to identify possible skin tone matches. This

approximating technique risks identifying tones that do not occor in the test set, as the

simplified estimate of the skin tone region is inexacty compared to a loakup table.

40



Reducing the variance to cut down on false positives leads to more false negatives. This

is a typical tradeoff in such models. Il is interesting to note that Wren et al incorporated

a slight mutation of YUV space in arder to eliminate pixel values due to shadows.

Normalizing the cbrominance components by the lumjnance as in equation 3, they cIaim

tbat the resulting true color, (U*, V*), is independent of illumination.

U*=U/Y

V*=V/Y

(3)

Ayers and Shah have also been successful in detecting skin tone using YUV [Ayers, and

Shah 1998]. Their goal is to identify general actions tbat take place in a static

environment. By tracking the position and velocity of the bands and face, actions such as

picking up a phone, or exiting a room are determined. Again, as Wren et al., they utilize

the Gaussian variables of mean and variance in arder to detect skin tone matches. While

the results were promising for static environments, it is difficult to ascertain whether the

background included abjects such as beige colored corkboards, which may he identified

falselyas skin in YUV space. Unfonunately. as with most other color matching papers,

the authors fail to descnbe 30y experiment with such background dîstraeters. The pitfalls

ofcalor matching are addressed further in section 4.3.

Again, the region denoting various skin tones is more refined in YUV compared

to RGB, as can he seen in figure 4.4. More importantly, using oo1y UV components

provide a reasonable trade-ofI in data versus the error rate, as will he discussed in section

4.3.
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(a)

(c)
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(d)

Figure 4.4 - YUV color space ofskin tones ofpeople from

(a) Asian, (b) Caucasian, (c) Latin American and (d) African descent

4.1.4 YIQ

Another important color model is YIQ, which exploits panicular features of the human

visual system in arder ta minimize bandwidth [Levine, 1985]. Closely related to HSV,

the YIQ model bas been adopted as the North Alœrican standard for television broadcast

known as NTSC (National Television System Committee). The Y component serves the

same detinition as the luminance factor in YUV. However the in-phase or 1 component

determines the orange-cyan content, while the Q or quadrature component detennines

the green-magenta content of the color. This scheme evolved as researchers noted that 64
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levels of V in HSV space, with ooly 32 levels of hue and 8 levels of saturatio~ are

sufficient to denote colors for typical buman observers. (See equation 4)

y 0.299 0.587 0.114

1 = 0.596 -0.274 -0.322

Q 0.212 -0.523 0.311

R

G

B

(4)

4.1.5 Nonnalized RGB

The final color space tbat we discuss is normalized ROB space. As the name implies. the

vaIues of red, green, and blue are convened such that they represent the percentage of

total contnoution to the color:

nR=R/(R+G +8)

nG=G/(R+G +8)

nB =BI (R + G + 8)

(5)

where nR, nG, and oB represent the normalized red, green, and blue components

respectively. It is important to note that this particuIar representation is unique in its

ability to reconstruct the entire color with the use of ooly two of its components i.e. oR +

nG + oB =1. This further restricts the region, bence allowing for a more condensed

lookup table and facilitating faster processing. The range of skin tone data for various

pigments is shawn in figure 4.5.
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(a)

(c)

(h)

(d)

Figure 4.5 - NormaIized color space for people of

(a) Asian, (b) Caucasian, (c) Latin American and (d) African descent

This color space bas been employed in a real-time face traeking algorithm with notable

success [Yang and Waibel, 1995]. The authors claim that any skin tone can be discemed

from the background using the normaIized ROB celer space in concert with motion

detection. Using the mean and variance approach, as opposed to a lookup table, they

were able to traek humans at a frame rate of 30 Hz. Unfortunately, no data is provided to

indicate its robustness when it is in the presence of abjects of simi1ar color to skin, or

under extreme Iighting conditions 50ch as shadews or high illumination..
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4.2 LUT vs. Gaussians

In implementing the various color space matching schemes9the most important choice is

whether to use a lookup table (LUT) or Gaussian variables. As mentiooed before, the

advantage of a LUT is that it categorizes pixels based on a priori knowledge of skin tone

rather than an approximation of the enclosed region. Since the appropriate region of

most color spaces does not conform ta an easlly approximated Shape9 (i.e. figure 4.2), tbis

results in fewer false positives (and negatives). However9due to the LUT's massive size,

it does oot lend weIl ta real-time application, as the process of comparing each pixel

value to every cell of the table is very expensive.

Due to the heavy computational requirements of such a scheme, the most popular

alternative is to approximate the skin tone data using a Gaussian fonction. Comparison

based on the mean and variance ofthis dat~ can then he performed efficiently. However,

tbis strategy suffers from potential over-simplification of the data space and risks

increasing the number of false positives.

4.3 Resolts

Figures 4.6 and 4.7 display the results of applying six. different color spaces to the

skin data set and finding the appropriate values in the image based on a lookup table.

The table was created from swatches of skin from 25 different individuals of different

skin pigmentation, and under a variety of lighting conditions. From these results, two

conclusions can he drawn. FtrSt9 the color segmentation is highly dependent on the

lighting conditions and imaging characteristics of the system used ta produce the LUT.

Secon~ differentiating skin tone from background abjects is by no means robust, at least,
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oot when applied in isolation. However, color matcbing does serve as a useful tool in

tinding possible areas of interest in the sceoe.

In figure 4.6b, ROB color matching successfully identified the general outline of

tive out of the six people in the scene. However, it mislabeled the leftmost persoo's pants

as skin and entirely missed the face of the individual kneeling. With this color space,

densely packed candidate pixels would oot result in tinding aIl six people, oot even a

shape detecting scheme like Birchfield's elliptical head tracker would he sufficieot to

extract the person's elliptical face with the oumber of candidate pixels present for the

kneeling individual [Birchfield, 1998].

The YUV scheme, i1Iustrated in figure 4.6d did oot perform weil either. While a

few more pixels were correctIy labeled for the face of the man kneeling, the various

regions denoting pants at both sides of the image introduced far too many false positives

to he of use. Furthennore, contrary to the claims of a oumber of papers, the effects of

shadows were oot completely eliminated. This can he seen in terros of the differing

proportion of correctly ideotified pixels for faces and bands for the gentleman 00 the far

right.

Isolating the search to match pixel values ooly of common UV components

proved beneticial al correctiy identifying more of the skin pixels. At the same time, it

a1s0 inlroduced a much higber density of false positives, as the LUT criteria were

broadened. Following the UV color matching with an elliptical or circular face detector,

such as Birchfield's scheme [Birchfield, 1998], may prove effective. However,

extraeting the location of bands is likely to he far more difficu1t. Using knowledge of the

head location may he a good Slarting point as to possible search areas for bands.
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(a)

(h)

(d)

(c)

(e)

Figure 4.6 - Resulting sm tone detected images

(a) Original image, (Courtesy of: http://www.execpc.coml-Iamlstartrek.html)

(h) Pixels found in RGB space, (c) Distnbution ofsm tone in RGB

(d) Pixels round in YUV space, (e) Distnbution ofskin tone in YUV
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(h) (i)

(j) (k)

Figure 4. 6 (cont'd) - Resulting skin tone detected images

(f) Pixels found in UV space, (g) Distnbution ofskin tone in UV

(h) Pixels found in HSV space, (i) DistrIbution ofskin tone in HSV

Cj) Pixels found in HS space, (k) Distnbution of skin tone in HS

~,,-
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(1) (m)

Figure 4.6 (confd) - ResuIting skin tone detected images

(1) Pixels found in Normalized ROB space,

(m) Distnbution ofskin tone in Normalized ROB

HSV color matching, shown in figure 4.6h performed weIl under various lighting

conditions. The five peaple standing all exhJ.bited a high density of ideotified pixels for

their faces. while the kneeting gentleman bad far fewer candidate pixels. Agam. the

pants of the woman 00 the extreme left ÎDtroduced many false positives. Hawever, tbis

may he addressed by later applying an elliptical or circular face detector as mentioned

befare.

Limiting the search ta matches of hue and saturation as shawn in figure 4.6j,

Yielded the best resuIts of all the color spaces tested in this experiment. Nearly aIl of the

face pixels were identified in the image. Even the outline of the kneeling man's face was

recognized as skin tone. Incorporating a circle-finding mecbanism would certainly lead

to six humans in the seene, despite the added noise introduced by sorne of the

individuals' pants..

FmaIly, normalized RGB color space, shown in figure 4..61 was by far the worst at

differentiating skia tone from background colors. Nonnalization of the optimized region
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of skin tone may bave been respoosible for the poor performance. As with the other

schemes, the color space may he expanded byadding a few skin swatches to the lookup

table. In its defense, it could he said that the normalized ROB space provides a

conservative approach to color matching such that any faces found with this method have

a higher probability of being valid matches than those resulting from other schemes.

The same LUT's were then compared against another scene to ascertain whether

the results were consistent. Improved resuJts were observed overaU. but in particular for

the UV space, possibly as a result of biased data. As can he seen in figure 4.3d, data

coUected for the African skin pigment was quite spread out. In contrast, the density of

identified pixels for the Caucasian boxer is quite low in comparison.

(a)

Figure 4.7- Resulting skin tone detected images

(a) Original image, (Courtesy of: bttp://www.e§pn.coml

50



(b)

(d)

(f)

Cc)

(e)
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Cg)

Figure 4.7 (cont'd) - Resu1ting skin tone detected images

(b) Pixels found in RGB space, (c) DistnDution ofskin tone in RGB

(d) Pixels round in YUV space, (e) Distnllutionofskin tone in YUV

(t) Pixels found in UV space, (g) Distnbution ofskin tone in UV
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(h)

(D

(1)

(i)

(t)

(m)

Figure 4.7 (cont'd) - Resulting skin tone detected images

(h) Pixels round in HSV space, (i) DistnbUtiOD ofskin tone in HSV

CD Pixels round in HS space. (k) Distnbution ofskin tone in HS

(1) Pixels round in Normalized RGB space,

(m) Distnbution ofsm tone in NormaIized RGB
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One possible direction for further research is to examine methods of optimizing

the data selected for the LUT. In order to obtain the most appropriate dat~ a common

method of reducing the size of the table is to ignore data for skin tones that have a

saturated value for any of the red, green or blue components. These colors are normally

due to very bright lighting, and while useful in identifying skin under bright lighting, the

same values can result from bright lighting on any surface. Another possible method of

reducing the LUT wouid he to eliminate outliers or values that are sufliciently separated

from clusters of the data. This couJd he done through a number of pattern recognition

techniques such as simple partitioning using a minimal spanning tree [Zhao, 1971] or a

variant of the nearest neighbor technique with a threshold. Once the data bas been

properly optimized, the choice of technique depends heavily on the application. If an

unmodified lookup table is employed the processing demands will reduce the achievable

frame rate but no approximation is required, thus the identified pixels are certain to have

a skin tone from the data set. On the other ban~ simpIifying the data allows much higher

frame rates. Simplifications can he made by noting the Gaussian distnoution variables or

by approximating the contour of the data by a simple geometric shape.

4.4 Conclusions

After testing color matcbing schemes in six differeot color spaces, severa! outcomes

emerged. FtrSt, it was found tbat there do exist certain color spaces tbat yield satisfactory

results in finding pixel values reIated to human skin tone. Most importantly, though.

these results indicate that color matcbing schemes, alooe, are insufficieot as a person
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locating algorithm due to the bigh density of faJse positives and the potential for false

negatives.

Now that we have considered various strategies for localizing an individuai within

a scene, we DOW turn to the task ofextraeting information relevant for action recognition.

The next chapter considers one sucb strategy based on contouring methods.
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ChapterS

Contour Extraction

5.1 Contours

ACter an image bas been segmented sufficiently such tbat the user's whereabouts are

known, information must then he extraeted to facilitate action recognition. If one

examines how humans interpret actions, some key features come to mind, notably, joint

angles, the velocity and acceleration of movements, and the context of the environment.

For instance, consider the actions of the conductor of a symphony orchestra. Observing

the position or pose of the bands and the velocity and acceleration of their movement

determine such factors as tempo and volume. Furthermore, the context, in this case a

concert hall, allows one to, for exampIe, discem that the conductor is trying to convey

musical instructions as opposed to tlagging down a taxi cab! While tbis latter factor

plays a role in action recognition.. it is beyond the scope of this chapter. Instead, our

focus will rest in locating key points, as weIl as their relative characteristics, in pursuit of

an action recognition aIgorithm.

This chapter discusses various computer vision tools to extraet the contour of a

given abject, as weil as possible methods of utilizing this information to develop an

action feature vector. Frrst, a general review of object properties useful in obtaining

feature vector elements is otfered, fol1owed by a discussion of boundary following

techniques. Next, region segmentation is considered for multiple objects, and

skeletonization methods and active contours are presenled. FmaRy, sorne preIiminary
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conclusions are drawn concerning the utility of these techniques to the field of action

recognition.

5.2 Action Feature Vector Elements

In the area of abject recognition9 three key variables are normally considered: size,

position, (denoted by the center of the abject), and orientation. Together, these features

determine whether or not the abject matches a preconceived model or template. We

begin tbis section with a briefoverview ofthese features.

5.2.1 Size

Since the reahn of image processing lies in the discrete domain, many of the calculations

are simplified versions of their continuous domain counterparts. One such example is the

caicuJation of size, or area of an object. Given a binary image l
, the area may he found as

follows:

N M

Area =~ ~ B(i, j)
i=1 j=l

(1)

where the region or image is of size N x M, and B(i, J) denotes the pixel value at location

(i, j) in the binary image. This calculation, which also refers ta the zeroth-order moment,

is commonly used in situations where the camera remains at a tixed distance from the

abject in question, for example on an assembly line conveyer belt.

1 The term binary image refers to an image in which a pixel value of 1denotes a potential user pixel and 0
denotes the backgrcund
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5.2.2 Position

One of the more important feature elements in action recognition is position. The center

location of various regioos, such as those denoting bands is vital in determining actions.

ln image processing, position is often used to denote the center of mass of an object.

This calculation, also known as the first-order moment, is easily determined for discrete

space:

N M

X =l 1: (i) (B{~ j})
i=l j=1

N M

y = l I: ()) (B{~j})
i=l j=t

(2a)

(2b)

Given tbat we are dealing with a binary image, the object is assumed to have uniform

mass throughout, Le. each pixel bas an equal weighting of 1.

5.2.3 Orientation

ADother important feature element to action recognition is orientation. This element

serves as the basis of angular velocity and acceleratioD, whicb are often fundamental to

discerning an action. For example, if someone is pointing to an abject, the orientation is

vital to determine which object the user wishes to identify. Without the orientation value,

no distinction could he made as to whether the user is pointing at the book on the top, or

the bonom shelf: The mast commonly used tool ta obtain this information is the second-

order moment, whicb determines the orientation along the elongated center line of the

abject (Sec figure 5.1).
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Figure 5.1 - The dashed line denotes orientation along the most elongated region of the

object. forming the second-order moment.

This helps to interpret actions as these normally accur along the skeletal equivalent of the

user. For instance. painting direction can he established directly by ooting the hand-to-

elbow vector. typically the mast elongated portion of the arm.

The equation for the second-order moment is calculated by minimizing the sum of

the squared distances between object points and the centerline. The centerline tbat

provides the least second moment is the line that denotes the orientation of the abject.

FlI'Stly. second-arder moment is calculated as noted in equation 3:

N M

z. =~ ~ dij B(i.j)
i=1 .Ft

(3)

where dij denotes the distance of abject pixel at (i. j) to the axis. Using polar coordinates

to account for axes that exhibit a slope of 90°t the problem DOW becomes a minimization

equation to find the minimum value ofz:.. (For full detaiIs. see [Iain et aL 1995])
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5.3 Regions

Once a reasonable binary image is created identifying the possible location of the user, it

is often useful to segment and label the connected regions. Grouping coonected regions

allows for the efficient elimination of those clusters smaller in area than a pre-determined

threshold (See section 3.2). In general, regions may he labeled recursively or

sequentially. The recursive algorithm follows the steps outlined below:

Table 1: Recursive Region Labeling Method

Recursive Labeling Algoritbm

1 START position, (top-left of image) and perfonn raster style search

2 Fmd an unIabeled pixel, if none tben stop

3 If any neighbors have no labels, label them and goto (1)

While this algorithm is easy to visualize, its recursive nature makes it computationally

expensive. Fortunately, the same result can be acbieved using the foUowing, more

efficient, sequential algoritbm:

Table 2: Sequential Region Labeling Method [Jain et al 1995]

Sequential Labeling Algorithm

1
2
2a
2b
2c

2d
3
4
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This method requires only two sweeps through the image, whereas the cast of the

recursive method is dependent upon the number of regions. It should a1so be noted that

the sequential labeling algorithm can he easily modified ta label 8-connected regions,

simply by noting the northwest pixel in addition to the northem and western neighbors.

5.4 Boundary Algorithms

Once the regions in the binary image are properly segmented, their boundaries can be

round. As a general definition, a path exists between (XhYI) and (XN, YN) if: for ail k., l S k

S (N-l), (Xk, Yk) and (Xk+lt Yk+l) are 4 or 8-connected neighbors. A boundary can tben he

detined as the maximum length closed path consisting entirely of pixels with at least one

background pixel as a neighbor. From this definitio~ it is cIear tbat ooly the dashed line

of Figure 5.2., constitutes a boundary ofthe enclosed region.

••••••••••

---
region A

region 8

Figure 5.2 - A valid (dashed) and invalid (dotted) boundary of the shaded region.

5.4.1 Boundary FoDowing Algorithm

One of the simplest methods for extraeting boundary information is the Boundary

Following Algorithm [Rosenfeld and Melter., 1989]. Also known as Moore Tracing, this

technique tirst identifies a pixel that is part of the abject and bas at least one background

neighbor, denoted as P1. Following a clock.wise direction, each of this pixel's eight
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neighbors is checked to see whetber this condition also applies. If 50, the corresponding

pixel is labeled successively as P2, P3, etc., until the following two conditions are met:

1. Pl is found again; and

2. The next pixel found after Plis P2.

These conditions ensure that the a1gorithm will continue until a maximum length path is

identified, thus preventing an erroneous identification of path A as the boundary of the

region in Figure 5.2. The final outcome is a connected boundary in the form of a list of

pixel location. In terms of its effectiveness, tbis a1gorithm works weIl for binary images

with densely connected regions. However, for highly fragmented regions, other

techniques such as dilation must he used ta obtain a reasonable contour (see Section 2.5).

5.4.1 Dilate and Compare

One methad that is quite effective in dealing with higbly fragmented edges is the dilate

and compare a1goritbm [Yang and Levine, 1992]. The tirst step, as the name implies, is

ta perfarm a number of dilations on a capy of the binary image. Assuming that ooly one

region is faund, i.e. corresponding ta a persan in the seene, the outermost boundary layer

of the dilated image is then Iabeled BI. This boundary is then removed and the second

outermost boundary is labeled 82. The pracess continues until there are no more

boundaries ta label. The secand step calculates the number of candidate pixels in the

original binary image that match locations in each of the boundaries {B/t••,BN }. The layer

with the maximum number of matches is chosen as the boundary for the binary image.
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It is interesting to note tbat because of diIatio~ this method warles quite well for

severa! independent regions of edges tbroughout the image as they fill the broken regions.

Sïnce the pixels are expanded from known edges, the middle, or median boundary is

usually the most likely candidate. This algorithm aIso worles weil as a global technique

as opposed to a neighborhood or local technique as a dilation may he performed for the

entire image in one step which significantly reduces the computational requirements

compared to the local approaches.

The drawback of dilation and compare is that the tirst step may join regions that

are truly non·contiguous, thus adversely affecting the final result. The advantages,

however, are that it elinûnates small fragments in the edges, and offers an inexpensive

computational approach to locating the boundary.

S.4.3 Pixel Sweep

Another method to extract contour information from a binary image is to perform a pixel

sweep [Arseneau and Cooperstock, 1999a). EssentiaIly, a row of pixels sweeps from one

side of the image to the other until it contacts a candidate pixel. The result is anaiogous

to dragging a fleXible snake from one side to the other, however no energy values are

optimized. This technique, iIlustrated in Figure 5.3, is computationally inexpensive and

provides a reasonably accurate assessment of the most likely contour. To reduce noise

related errors, an impulse delector can he implemented. This detector rates the likeIihood

of each pixel helonging to the user by noting the slope of the preceding and successive N

candidate pixels. If its value fails to meet a pre-determined threshol<L it is recalculated as

the average value of its immediate neighbors (ie. interpoIated).

62



1

1 .1

(a) (h)

Figure 5.3 - (a) original image, (h) pixel sweep denoted in white

s.s SkeletonizatioD

Once the boundary information is obtained, it is sometimes useful to extraet the basic or

skeletal rorm of the object. Skeletonization sbrinks the boundary shape until it forros a

series of curves and lines that are of unity width. The resulting skeleton easüy allows one

to identifies key elements relevant to action recognition such as joint angles. Before the

various strategies are examined, it is imponant to define the distance metric.

5.5.1 Distance Metric

The three most common methods ofdetermining the distance between two pixels are the

Eucüdean metric, Minkowski metric, and the chessboard metric, as illustrated in figure

5.4.

(a) (h) (c)

Figure 5.4 - (a) Euclidean metric, (h) Minkowski metric, and (c) cbessboard metric
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The Euclidean metric provides the mast accurate distance between (wo pixels, but unlike

the Minkowski and cbessboard metrics, does not guarantee an integer valued resuit. Of

course, the result can he rounded up or down as needed. The Minkowski, or city-block

metric, is weil suited to finding boundary skeletons while the chessboard metric, wbich

measures ooly in a single dimension bas a much smaller application base. In the

foUowing sections, the Minkowski metric shall he used to demonstrate the media! axis

transfomL

5.5.2 Medial Axis

The medial axis algorithm re-labels object pixels according to tbeir distance ta the nearest

background pixel.

(a) (h)

Figure 5.5 - Medial Axis, numbers denate distance fram the object pixel (gray), ta

nearest background pixel (white cell). (a) AlI abject pixels with accompanying distance

to backgrountL (b) Medial axis. *The Minkowski metrie was used in the example
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Next, pixels are eliminated if this distance is less tban that of their 4-connected neighbors.

The results af the algorithm are illustrated in figure 5.6.

(a) (h)

Figure 5.6 - (a) Medial Axis Transfarmation, (b) Effect ofnoise on the Medial Axis

The resulting skeletonization of a noise-free boundary forros a good approximation,

hawever the presence or noise can have a significant impact, as illustrated in Figure 5.6.

S.S.3 Thinning

A more robust appraach ta skeletonization, Iess susceptIble to noise, is to thin the abject.

This involves stripping successive layers from the object until it bas reduced to a line or

curve. In arder ta maintain end points, a series of checks are Performed to ensure tbat the

appropriate skeietai fonn is maintained. (See table 3)

Table 3: Conditions farTbinning [lainet aL 1995]

1 Connected regions must thin to connected structures

2 The final connected structure should he minimally 8-connected

3 End points should he maintained

4 The final connected structure shouId approximate the Medial Axis

5 Short branches caused by thinning shouId he eIiminated
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This method provides a good approximation of the skeletal structure af a given abject,

althaugh the tbreshold for eliminating short branches (criterion 5) must he chosen

carefully so as not to eliminate important branches.

S.6 Simplifying Data Set lDformatioD

Once a reasonable boundary or skeletonization is attained, the next step toward action

recognition is to transform tbis discrete set of points into fines, quadratic, or cubic curves

lbat approximate their general shape. [Bbaratkumar et al. 1994; Bircbfield, 1998]

Beyond simplifying Iater processing, this serves the added benetit of reducing memory

requirements. Though the various algorithms available for such transformations,

surveyed in the following pages, are quite effective, they are ooly as accurate as the

information passed ta them. The presence of noise can have a significant impact on the

curves cbosen to represent the contour list.

S.6.1 Chain Codes

Chain codes descnbe a shape by noting the direction of coinciding pixels over its

boundary. This provides a quick method of comparing object sbapes that may differ ooly

in scale, translation or rotation. Unlike other techniques, chain codes do not approximate

the boundary, hence errors introduced due to improper approximation are eIiminated.

However, no data reduction results.

The first step is to label the neigbborhood ofa boundary pixel as per figure 5.7:
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1 i 2 3 4
1 X 5
8 7 6

Figure 5.7 - Slope representation for chain codes

The contour boundary is followed in a clockwise direction and each binary pixel is

replaced by the appropriate label (1 to 8) c0rresPOnding to the slope of its neighbor. The

resulting chain code is a general shape description, of equal length to the original

boundary list.

Since chain codes do not reduce the data set, the contour of complex shapes may

prove less efficient that those created from an approximation technique. On the other

band, by not approximating the data set, less error is introduced as to the exact shape of

the abject in question. Therefore, the final decision will rely heavily on the application

needs.

5.6.1 Curve Fitting

Polyline approximation, or curve fitting., is widely used in computer vision due ta its

inherit simplification of data. [Bircbfiel~ 1998; Benjamin, 1990; Lipardi et al., 1989] Ta

simplify the following discussio~ we will consider the boundary to be reduced ta an

open path to facilitate simpler carves.

This approach tests different corves and notes baw well eaeh approximates the

general path of existing pixels. This is reminiscent of the dilate and compare method,

discussed in section 5.4.2, in which the nomber of matching locations with the boundary
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is compared to the original binary image.. However, with polyline approximation, the

shortest distance of each of the N boundary pixels to the corve is noted, and the curve is

updated until the maximum absolute error is mjnimized (See equation 4)

forCI ~i SN) (4)

where the distance di [efers to the minimum distance from the point to the curve.. For

instance, approximating only with lines, equations 5 and 6 descnbe the calculation of

distance ofeach point, (u, v) from the line with endpoints, (XI, YI) and (X2, ,Y2).

r= u (YI - Y2) + v(X2 -XI) +,Y2XI - YIX2 (5)

(6)

where equation 6 normalizes the absolute distance, r, by the Iength of the line. If there

are no sign changes over the set of r values. this indicates that the chosen curve should he

translated closer to the data set. Iain et al propose that the number of sign changes of r

should he used to choose the next curve to fit, for example, selecting a quadratic if there

are two sign changes or a cubic for three sign changes [Jain et al, 1995]. If there are no

sign changes. it is a good indication that the curve chosen should he translated closer to

the data set.

While there are many situations for which this heuristic fails, it appears to he a

reasonable approach in determining the compIexity of the curve needed to approximate

the data set.
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5.6.3 Recursive Subdivision and Polygonal Approximation

Ifeither a connected sequence of lines or a polygon can reasooably approximate the data

then recursive subdivision or polygonal approximation prove useful [Zhu and Po~ 1988;

Laumond et al., 1994] These techniques follow the same general approach outlined in

Table 3 with polygonal approximation adding the constraint tbat the PQlyline must form a

closed loop.

Table 4: Recursive Subdivision

1 Construct a line joining the end points of the data setand add these ta the vertex

list

2 Calculate the maximum absolute error (equation 4) with respect to the vertex list

'3 While the errar is above a given threshold, add the point carresponding to this
1

error ta the vertex list, and gOlo 2

4 Otherwise, stop

A restriction on the number of recursive subdivision may he desirable in order constrain

the polyline to a maximum number of segments. For example, five segments wauld seem

a reasonable breakdown of a human's arms, in arder ta discem the two forearms, upper

arms and shouJder region. The angles formed at the vertices could then he used to

interpret the action being performed.

5.6.4 Hop Along Recursive Subdivision

A slight refinement of this technique, known as hop-a1ong recursive subdivision obtains

the same resuIts with less computation [Jain et al, 1995]. The first-step of the a1gorithm

remains unchanged. However9 after the first subdivisio~ the a1gorithm considers only

69



, 1

those points between the tirst two vertices in order to determine the maximum error and

select a new point for the next subdivision. This continues recursively, as before, until

the maximum error faIls below the chosen tbreshold. The process is then repeated on the

second bali This reduces the calculations needed for each subdivision by conceming

itseIf only with data points close to the line segment currently heing examined. While the

authors do not explain bow to determine these points without explicitly performing the

distance calculations, a nearest neighbor type of algorithm might he used to group the

data set.

5.6.5 Hough Transform

Another commonly used method of tinding lines in a binary image is the Hough

Transform [Chan and Sandler, 1992}, which maps the (x, y) pixel coordinates to the slepe

and y-intercept in another demain" known as the Hough space. The intersections of the

resulting lines are used in a voting scheme to estimate the best approximation. Ifmultiple

lines occur in the initial binary image, a number of clustered intersections typically

appear in the Hough space. Various statistical pattern recognition schemes sucb as a K

means approach, or clustering techniques based on Gestalt clusters [Zhao" 1971}, could

he used to determine the exact number of lines" while minirnizing noise. Although the

Hough transfonn works reasonably weil for images with multiple straight lines, the

presence of corves may lead to an overly complicated representation, making it difficult

to select appropriate thresholds and intersections.
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5.6.6 Active Contours

Another class of contour extraction methods is the physics-based approach of sna/ces.

These use a model wbere a pre-defined deformable line is attracted towards regions of

bigh energy. while escaping areas of low energy. The effect is a-kin to a snake wrapping

its body in such a manner as to overlay the most pixels. while avoiding areas denoting

background [Blake and Isard. 1998]. With this approac~ the initial placement of the

snake is vital to ilS success. Snakes are also computationally expensive, and al the

present, are not a feasible option for real-time action recognition.

S.7 Summary

This chapter bas surveyed various tools that perform operations of importance ta action

recognition. Previous cbapters investigated filters. background removal techniques, and

color matching. This chapter examined a number ofcontour extraction techniques, which

provide key information concerning object sbapes. Note tbat this review is by no means

complete, as there eXÎSl many other fealure elements 50ch as symmetry [Reisfeld et al,

19951 and other matching techniques including templales and correlation methods

[Sawasaki et al, 1996] tbal were not expücitly mentioned but may warrant consideration.

Now that a review of the image processing tools is complete, the task DOW

becomes one of choosing the appropriate algorithms to effectively extraet key action

feature clements from a video sequence to facilitate an action recognition scheme.
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Chapter'

Action Recognition Segmentation

6.1 Steps Towards Action Recognition

Now that the various tools have been described and investigated, wc can begin the task of

assembling them into a framework to facilitate action recognition. The general outline

proposed consists of three steps:

1. Segment the user from the scene;

2. enhance the binary image; and

3. locate points of Înterest (features) and quantify these over a period of tîme.

A fourth step, outside the scope of this thesis, wouId then use this information to

classify or recognize SPecifie actions. As a staning point, consider the action that

represents lowering the volume. This action begins with one band extended bigh in the

air, followed by lowering the band along an imaginary, vertical line, until the band is

pointed downwards (See figure 6.1).

This particular action exhibits features in commen with mast everyday human

gestures. There is a starting pose, indicating the beginning of a gesture, followed by a

moveIœnt, which imirares, to some degree, the idea heing expressed. In tbis case, the

Iowering of the arm is ret1ective of the lowering of volume. Fmally, there is an ending

pose denoting the completion ofthe action.
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Figure 6.1 - Lowering volume action - (a) starting pose, (b) movement period,

(c) ending pose

In order to interpret the action being performe~ there are severa! key elements at work.

FtrSt, the person performing the action (the actor) must he located within the observer's

field of view. Next, key points on the actor, such as elbows, bands and feet, called

feature elements, must also he located. The specifie set of points relevant to the action in

any particular frame is known as the fearure vector. As actions span a period of time, the

collection of feature vector will fonn the action's feature set. In addition to identification

of the feature elements, it is imponant to note the relationship between these points. For

our previous hand-Iowering example. the downward movement of the right band shouId

he interpreted differently if the upper body is simultaneously lowered, which may

indicate another type ofaction.

An important issue, but one outside the scope of this work, is the problem of

recognizing whieh frames of a video sequence contain the start and end poses. We are

primarily concemed with image segmentation to retrieve the salient features of the

person, not the translation of these features ioto actions. However, sorne preliminary

efforts to taclde this problem using probabilistie modeis [Bregler and Omojundro, 1995],
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as well as an examination of poses over time [Emering et al, 1996), are worth noting~

Among the more intuitive approaches, temporal templates, statistical data formed from

the motion WÎthin a seene, have been implemented to recognize actions over a fixed

period oftime [Davis and Sobiele, 1997]~

Returning to the task of segmentation for action recognition, two strategies have

evolved. The tirst follows the approach adopted by Arseneau and Cooperstock

[Arseneau and Cooperstock, 1999a), based on a variation of the background primaI

sketch, discussed in Chapter 3 [Yang and Levine, 1992}. The second strategy, not yet

implemented, is based on motion and a virtual skeleton.

6.2 Background Removal Scheme

As this approach is based on the background primaI sketch. restrictions of a tixed camera

as weIl as a reiatively statie background sbould he abserved for oost performance.

Ta avoid noise due ta lighting changes in the seene, the incaming images (Figure

6.2a) are pre-pracessed by a Sohel edge-detector (Figure 6.2b)~ This step will belp twa

roid by reducing the number of candidate pixels, while providing the appropriate pixel

locations denoting contours~ These edge-detected images are then used to canstruct a

background primaI sketch (Figure 6~2c), cantaining aoly bigh frequency edges. Note that

tbis reduction in the number of candidate pixels restricts the applicability of later image

processing operations. For example, it wouid he very difficult ta determine wbich pixels

belong to the largest cannected regio~ or calculate the exact center of mass, without

knowing what is inside the contour.
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(a) (b)

(c)

Figure 6.2 - (a) Original image, (h) Sobel edge-detection,

(c) Difference image created fromedge-detected Background PrimaI Sketch

Once the user bas been segmented from the background, the difference image is

processed to reduce noise pixels while retaining the maximum number of true candidate

pixels. As observed in Chapter 3, removing isolated pixels yields better results on edge

detected images than does erosion, due to the thinning nature of edge-detection.Also,

pixel locations that deoote a low gradient value can be eIiminated usÎDg Otsu's adaptive

thresbolding technique [Otsu, 1979]. The resulting binary image, illustrated in Figure

6.3, satisfies our requirements of eliminating many of the false positives while retaining

most of the true user pixels.
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(a) (h)

Figure 6.3 - Noise remova4 (a) Original difference image, (b) post-noise removal

The final and mest difficult step is to transfonn pixel locations into useful feature

elements for action recognition. Following edge detection, the logicaI approach is to

extract the user's contour, which we perform by the pixel sweep technique discussed in

Chapter 5. The resulting contour informatio~ shawn in Figure 6.4, is sufficient to

interpret the action of lowering the volume. However, a more complex scheme may he

required for actions involving a more complex set offealure elements.

(~ ~)

Figure 6.4 - Contour traeing, (a) cropped version ofdifference image,

(b) pixel sweep from top to battom.. *Note tbat these images have been cropped manuany

50 that the pixel sweep is clearly vistble..
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Using the pixel sweep contour. pertinent feature information including points such as the

angles formed at the elbows, cao he obtained through polygonal approximation.

Traclcing endpoints such as the bands and feet couId aIso he accomplished by first noting

their location during a robust pose, for example, with the user's arms, legsy and body

fonning an uX' shape. Keeping a record of the position and velacity of these fealures

aver time is important, in arder ta cope with traeking prablems, for instance, wben the

user's band is swept in front of the body. In 5uch a case, the contour-traeing algorithm

would lose one of the user's arms. This problem helPed inspire the second segmentation

aIgorithm, descnbed in the following section.

The background removal segmentation scheme descnbed here proves efficient at

locating the user, segmenting, and extraeting feature information to he used for action

recognition. However, the restriction of a static background is a severe drawback tbat

precludes a geoeral purpose application. As discussed in Chapter 3, there are various

methods for reducing ghosting effects due to the movement of smaD objects. However, if

the scene change is dramatic, tbis algorithm will breakdown. Ideally, we seek an

algorithm tbat needs minimal a priori knowledge of the scene and imposes 00 restrictions

on the background. This leads to the second algori~ based on skeletal attraction.

6.3 Skeletal Attraction

Tc avoid the need for background construction and remove the restriction of a stationary

camera, we begin with a temporal rather than spatial approach to segmentation. Thus,

subtraeting image (t) from image (t+1) produce the binary image, as shawn in Figure 6.5.
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(a) (b)

Figure 6.5 Temporal Differencing, (a) Original image,

(b) Difference image resulting from smafi movement of the user.

The horizontal and vertical ÜDes represent the maxima ofthe horizontal and vertical

histograms, respectively.

The candidate pixels in the difference image DOW denote a change in the scene over a

small period of time. as opposed to a difference ftom the background. Since an actions

involve a sequence of different poses over time, tbis approach seems weIl suited for

action recognition. Next.. the binary image is enhanced by an erosion to eliminate stray

pixels. At that point. we are ready to isolate key features.

This step requires the use of a virtual skeleton, possibly initialized by the user

standing in a pre-determined pose (ie. with the bands and feet extended in the shape of

the letter ·"Xn
). Once initialize(f. the virtual skeleton would he maintained by deforming

the joints in accordance with the user's movements (see Figure 6.6). This could he

accomplished in a manner akin to snakes.. in which the joints are attraeted to areas ofhigh

energy, corresponding to motion in the binary image.
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Figure 6.6 - Skeletal Attraction (a) Gray regioo denotes initial user position,

(h) Gray region denoles motion, (c) 00 motion

In this case, fealure elements would he much easier to quantify, as the shape and

proportions of the skeleton are pre-defined. This method wouId also assist in determining

the location of feature elements when the user's band is swept in front of the body.

While the earlier background removal algorithm would rail in this situation, the skeletal

attraction scbeme wouId create a potential motion region in front of the user's body, thus

aUowing the virtuaI skeleton to follow the band's position.

In order to implement this aIgorithm successfully, (WO imponant challenges must

he addressed. FtrSt, some mechanism is needed to differentiate motion due to the user

from that due to background changes. Cenainly, simple segmentation techniques offer a

reasonable approximation, but more accurate methods are called for. Second, a scbeme is

required for controDing the movement about each of the joints, wbile restricting their

movement to physically realizable poses. Il is helieved that progress can he made fairly

quicldy and foresee this algoritbm proving itself to he of significant relevance and

applicability due to its simplicity and Iack ofrestrictions on the background.
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6.4 Conclusions

In reviewing bath existing and new image processing tools for segmentation, a few key

points have been discovered. In order to construct a reasonable action feature vector,

specifie parts of the body must he traeked, both spatially and temporally. Using a

combination of filters and contouring techniques appears logicaI to aid in the location of

the user. However, the choiee of algorithms must he chosen with utmost care. If vision

algorithms are to he applied suecessfully outside of the laboratory environment, they

must not he encumbered by unrealistic restrictions. Furthermore, the algorithms must he

sufficiently robust enough 50 as to cope with a wide variety of scenarios without manual

tuoing.

The background removal scheme proposed provides a high degree of robustness.

The fearuee vectors are quite easily ealculated from the resulting binary image, whieh is

the prime goal of the algorithm. However, the restrictions that accompany such an

algorithm may he too detrimental for use outside the laboratory environment. Requiring

bath a stationary camera and more importantly a statie background, this approach is

significantly limited. Also, adding the coostraint on the user as to the color of clothing

they may wear further hinders this approach.

The second algorithm proposed seems to hold promise, providing bath robustness

in dynamic environments, as weil as accurately identifying key features of the user.

Combining this method with a color malchïng step, identifying skin tones in UV space,

may provide an added level of stability to this algorithm in situations where the binary

image becomes saturated due to camera motion. or sudden changes to the background.
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In the future, multimodal interfaces incorporating gesture and speech are likely to

augment, if not replace the keyboard and mouse. With speech recognition well on its

way to maturity, action recognition must make up for lost tilDe, and provide algorithms

that may he adopted in real world, general-purpose settings.
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