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CHAPTER 1 

INTRODUCTION 

The relation between meaning and existence is central to metaphysics. 

Russell·s theory of definite descriptions was designed to eliminate an 

ontological problem: what does it mean to say that an entity does not 

exist? Quine has continued in the tradition of Russell making contextual 

definition a foundation of his criterion of ontologica1 commitment. 

Bergmann has also noted the inseparability of semantics and ontology. His 

ideal language philosophy provides a means of making this connection precise. 

ln this essay 1 shall deal with two aspects of the relation between 

semantics and ontology. The first invo1ves the relation between semantic 

theory and meaningful ontological questions. A variant of this problem was 

pursued by the Logical Positivists. They tried to reject certain questions 

as meaningless on the basis of syntactical considerations. Semantics was 

not an explicit part of their analysis. Carnap c1aimed in his Logical 

Syntax of Language that lia special l ogi c of meaning i s superfl uous ... A 11 

the questions which it is desired to treat in the required logic of meaning 

are nothing more than questions of syntax ••• 11.1 

The use of semantics to arbitrate between genuine and pseudo-problems 

of ontology is examined in terms of Carnap·s 1ater philosophy. The treat­

ment will be brief as it reduces to the second aspect of the meaning­

existence relationship. 

l 
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Semantics is also crucial in considering the problem of ontological 

commitment. In the second part of this essay I will examine the semantic 

presuppositions in the ontic criteria proposed by Quine and Bergmann. The 

relation between these semantic assumptions and their corresponding onto­

logies will be made clear. In the process I will answer criticism against 

Quine's criterion of commitment by appealing to certain aspects of semantics. 



CHAPTER II 

CARNAP '5 APPROACH 

Language and ontology 

Carnap's metaphysics serves as a convenient introduction to both of 

the questions mentioned above. The relation of semantic considerations to 

both ontic commitment and meaningful ontological problems is explicit in 

his writing. Before examining his position, however, it is important to 

note a distinction which 1 shall make throughout this essay. 1 will be con­

cerned, as are Quine and Carnap, with ontological commitment of theories and 

the criteria by which we can evaluate such commitment. 1 will examine 

neither the meaning of 'existence' nor the problem of existence in isolation 

from language. 

There are several reasons for this decision. The first 1s based upon 

a methodological consideration. Any ontological (and indeed any philosophi­

cal) investigation must be carried out within a language. Whether we exam­

ine questions about absolute existence or theoretical commitments we must 

use a language as our tool. But before we can even begin to consider onto­

logical questions we must know what it means to be committed to an entity 

in the language of analysis. Explication of ontological commitment is there­

fore a precondition of any ontological investigation. 

There is another justification of this restriction which 1 consider 

more fundamental. 1 fail to see how we can even make sense of the notion of 

existence in abstraction from language. As both Quine and Carnap have 

3 
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argued our conceptual scheme arises conjointly with the development of 

language. That is, conceptualization on any considerable scale is insepara­

ble from language. l It makes no sense to attempt to "detach ourselves from 

that conceptual scheme and objectively compare it to an unconceptualized 

reality".2 Our ontological presuppositions arise from the interaction of 

language, conceptualization, and assessment of sensory input in light of 

these. In short "the fundamental-seeming philosophical question, How much 

of our science is merely contributed by our language and how much is a 

genuine reflection of reality? is perhaps a spurious question ..• To an­

swer the question we must talk about the world as well as about language!, 

and to talk about the world we must already impose upon the world sorne con­

ceptual scheme peculiar to our ,own special language".3 

l certainly do not consider this a conclusive argument for the in­

separability of language and ontology. It does!, however!, offer sorne jus­

tification for relativizing ontological discussion to particular languages 

or theories. If there are more important aspects of ontology to be dealt 

with our discussion will at least provide a mealls for attacking them. Before 

we examine any aspect of ontology we must understand what it is for something 

to existe 

Internal and external quèstions 

Carnap was well aware of the distinction l have just made. 4 The 

division parallels the line he draws between ontological pseudo-problems and 

genuine questions about existence. His position is that one may ask mean­

ingful questions about existential commitment within a language but we cannot 

significantly talk of absolute existence. We must now make these notions 
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precise and illustrate their semantic foundations. 

Any ontological discussion, according to Carnap, must be couched 

within a linguistic framework. Su ch a framework is determined by both 

syntactic and semantic rules. 

definition of well-formedness. 

The former incorporate a standard recursive 

Semantic rules are of three kinds. There 

are rules of truth (following Tarski; Chapter VII), meaning postulates, and 

rules of designation. These latter introduce predicates and individual 

constants. Recognizing a new type of entity in our linguistic framework 

requires two amendments to the system. We must first add a rule of desig­

natlon. The new rule introduces a general term, or higher level predicate, 

permitting us to say of the entity that it is of the particular kind we wish 

to recognize. If we wish to talk about e.g. "properties" in a framework 

designed to describe things we must'first add the predicate lis a property' 

to the framework. 

Second, we must add a variable ranging over the type of entity we 

wish to recognize. Constants, naming such entities, are substitutable for 

these variables. In our example we would also have to add property-variables 

to our thing-framework if we want to talk about properties. 

A distinction can now be made between two types of ontological ques­

tion. First, there are questions about the existence of entities within a 

given framework. These are called internal questions. Within a thing­

framework questions such as "00 unicorns exist?" or "00 tables exist?" fall 

under this heading. In our example of a property-framework the question "Is 

red a property?" is likewise perfectly sensible. (In fact it can be answered 

affirmatively if we consider red the value of a property-variable.) 

The second type of existence questions are external ones. They con-
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cern the existence or reality of the framework itself. 5 The questions "00 

things exist?" and "00 properties exist?" are external questions with re­

spect to thing and property-frameworks. Carnap considers these meaningless 

or pseudo-questions. 

It is meaningful to ask about the entities to which we are committed 

within a particular language. There are several criteria by which we might 

establish such commitment. Questions about the reality of a linguistic 

system, however, are meaningless. For Carnap 'to exist' means 'to exist as 

an element of a system'. Hence 'existence' cannot be predicated of an iso-

lated system itself. He has thus produced a semantically legislated divi­

sion which sorts out ontological pseudo-problems. We may meaningfully ques­

tion whether elements of a system existe We cannot question the existence 

of the entities corresponding to the general predicates introduced by our, 

semantic rules. (It should be noticed that a pseudo-question is relative to 

the particular framework in which we happen to find ourselves. While "00 

properties exist?" is meaningless in a property-framework it may be a genuine 

question within a concept-framework.) 

Upon further analysis we see that this position is simply an extension 

of an earlier one. This is Carnap's doctrine of universal words. liA word is 

called a universal word if it expresses a property (or relation) which belongs 

analytically to all the objects of a genus, any two objects being assigned to 

the same genus if their designations belong to the same syntactical genus. 1I6 

These universal words are precisely the higher order predicates which 

must be introduced into a framework if we are to admit new entities. Thus 

'thing' is a universal word because it expresses a property (i.e. being a 

thing) that belongs analytically to all the objects of a genus; specifically, 
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the genus of things. 

But we are now faced with a problem. On this analysis we must admit 

every predicate as universal because ~ predicate Ipl is such that it ex­

presses a property (i.e. being a P) that belongs analytically to all the 

objects of a genus; specifically, the genus of PIS.? The distinction 

between universal and non-universal predicates is therefore vacuous. In 

light of this, however, the distinction between external and internal ques­

tions also loses its cogency. As we saw external questions challenge the 

existence of properties expressed by universal predicates. Since any predi­

cate is a universal predicate the external-internal dichotomy vanishes. On 

this analysis we have as much right to question thing-frameworks as chair­

frameworks, electron-frameworks, and number-frameworks. Rejecting questions 

about any of these requires us to reject analogous questions about the others. 

Conversely, if we think it meaningful to speak of e.g. chairs without explic­

itly considering chair-frameworks we need not hesitate about questioning 

things either. 

If Carnap were able to give sorne independent criteria by which a 

"syntactical genus" is defined this problem could be avoided. (Carnap uses 

syntactical in a misleading way here. It turns out, for example, that both 

Inumber l and Ithing l delineate syntactical genera; cf. footnote II.7) But 

such a characterization is not forthcoming. Two words are of the same genus 

if they can be substituted for each other in all contexts without changing 

the significance of these contexts. If substitution of one word for the 

other reduces a meaningful expression to a meaningless one they do not belong 

to the same genus. 

Unfortunately the notion of "meaningfulness of a sentence Il is (in the 
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absence of a satisfactory semantic theory) as obscure as that of syntactical 

genus. Furthermore if we could judge which sentences were meaningful we 

would not need Carnap's external-internal distinction to begin with. We 

could apply our test directly to the questionable sentences without bothering 

about the purported division. 

Carnap's dichotomy between meaningful and pointless ontological ques­

tions cannot be defended by considering the semantics of the system in which 

we are working. With the collapse of this criterion he must also re-evaluate 

his position on the existential commitments of a language. Acceptance of a 

framework, Carnap maintains, does not entail ontological commitment. In 

accepting a thing-framework, for example, we do not commit ourselves to the 

existence of things. Asking about the reality of the thing world (an exter­

nal question with respect to a thing-framework) is pointless. We should 

rather ask about the practical value (e.g. for science) of accepting such a 

framework. Our acceptance is a pragmatic matter to be judged on the grounds 

of efficiency, fruitfulness, and simplicity among others. 

But if the external-internal dichotomy falls th en either all ontolog­

ical questions are meaningful or all are pseudo-problems. Questions about 

things and questions about chairs are of the same ontological status. Both 

speak of entities although they appear to be of quite different types. 

Quine argues that sorne concepts are more central to our linguistic 

and conceptual framework than others. Because of their fundamental character 

we do not often question them. This, however, does not mean we cannot 

question them. Nor should we expect that the answers to these questions will 

be of the same form as answers to less general questions. As Bergmann has 

said "ontology is not a night in which all cows are black". 
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In justifying a sentence like lX is a rabbit l we look to our senses 

for evidence. In the case of lX is a propertyl or lX is a number l the 

evidence is much more difficult to isolate. "Existence statements in this 

philosophical vein do admit of evidence in the sense that we can have rea­

sons, and essentially scientific reasons, for including numbers or classes 

or the like in our ontology •.. ".B 

We see here a natural development of the Carnapian position. Exter­

nal questions are pragmatic and internal questions are ontological. Quine 

has argued against the dichotomy. In conflating external and internal all 

ontological questions become pragmatic ones. Thus "physical objects are 

postulated entities which round out and simplify our account of the flux of 

experience, just as the introduction of irrational numbers simplifies the 

laws of arithmetic". 9 But "the tT\Yth of physical objects is superior to most 

in that it has proved more efficacious than other myths as a device for 

working a manageable structure into the flux of experience". 10 

Carnap has failed to produce semantic criteria by which we can select 

meaningful ontological problems. Consideration of the semantic rules of our 

language do es not delineate this group. There are, as Quine holds, meaning­

ful existence questions of all types. Sorne are more central or basic to our 

conceptual scheme than others. But there is no linguistic way of drawing 

this distinction as sharply as Carnap desires. A theory can meaningfully be 

said to be committed to both things and tables, numbers and primes, proper­

ties and colors. We shall now examine the mechanism through which these 

commitments arise. Semantics here plays a more essential role. 



CHAPTER III 

QUINE'S CRITERION 

Clarification 

Quine's criterion for determining the onto1ogica1 commitment of a 

theory is by now fami1iar. "The objects whose existence is implied in our 

discourse are fina11y just the objects which must, for the truth of our 

assertions, be acknow1edged as 'va1ues of variab1es ' ; i.e. be reckoned into 

the tota1ity of objects over which our variables of quantification range. 1l1 

Putting it aphoristica11y: To be is to be a value of a variable. 

For Quine the existentia1 quantifier becomes the sole channel of onto­

logica1 commitment. We are committed to the existence of the things which 

are values of the quantified variables of our theory. It is essentia1 to 

understand Quine's use of Iva1ue". 8indab1e variables (Le. those variables 

which can be juxtaposed with the quantifier) stand in place of names of enti­

ties. The denotata (or nominata) of these names, the entities themse1ves, 

are the values of the variables. This termino1ogy is not universa1 and has 

1ed to sorne confusion. 2 

Suppose our discourse contains the fo11owing sentence: 

(3-1) (Ex) (x is the president of the U.S.A.). 

The truth of (3-1) is assured by substituting the name 'Nixon ' in place of 

the second occurence of the variable. This makes the sentence fo11owing the 

quantifier true. The denotatum of 'Nixon ' (i.e. the man himse1f) is said to 

10 
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be the value of the bound variable which makes (3-1) true. The value is thus 

an extra-linguistic entity. 

The values of the bindable variables of our discourse constitute the 

ontology to which our discourse is committed. But there are several incipi­

ent problems with this formula. We would do well to clear up these ambigui­

ties before examining the efficacy of the proposal. 

In the first place there are alternative formulations of Quine's 

criterion of commitment. We must make these readings explicit. A theory is 

ontologically committed to the values of its bindable variables. These 

·values are just those entities which must be assumed to exist if all the 

statements of our theory are to come out true. Thus a close link is estab­

lished between the predicates and entities which a theory recognizes. We 

might even rephrase our criterion as follows: a theory is committed to just 

those entities of which sorne of the predicates must be true in order for our 

whole theory (i.e. all statements within the theory) to be true. 3 These 

formulations are easily seen to be equivalent. If for each predicate the 

theory contains a complementary one, then for every value of a variable sorne 

predicate or its complement is true of that entity. Conversely, if a predi­

cate is true of a thing we may apply existential generalization to a state­

ment involving the name of that entity to exhibit it as a value of a bound 

variable. We shall return later to the relation between predicates and 

ontology. 

We must also consider exactly what our criterion commits us to. If l 

claim that there is a prime number between 10 and 12 l am committed to the 

existence of primes between 10 and 12. But am l also thereby committed to 

prime numbers greater than 10 or primes simpliciter? Quine answers that 
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"entities of a given sort are assumed by a theory if and only if sorne of them 

must be counted among the values of the variables .•• "4 (italics mine). 

Claiming that 

(3-2) (Ex) (x is prime. 10"::::: x ~ 12) 

therefore commits us to prime numbers in general. If, however, we were to 

reparse our statement as 

(3-3) (Ex) (x is a-prime-between-10-and-12) 

this would not, l take it, be the case. In (3-3) the "given sort" of entities 

are 'primes-between-10-and-12'. (3-2) commits us to two sorts of entities: 

those which are 'prime' and those which are 'between-10-and-12'. 

8indable variables 

As straightforward as the criterion appears there are still radically 

different interpretations of what it means. We are committed to the values 

of our bound variables. The question "Which variables are, or can be, bound?" 

is a natural one to ask. Quine equivocates at this point. He feels uncom­

fortable quantifying over all but individual variables. Predicates are con­

strued as schemata rather than names. Since, on Quine's analysis, schemata 

are not names they have no denotata. Hence it makes no sense to speak of 

binding predicates since "values of predicate schemata" do not exist. An aim 

of Quine's regimentation (Chapter IV) is therefore to manoeuver all entities 

to which we want to be committed into the position of an individual variable. 

Generally 'bound variable' is an· elliptical way of referring to a bound indi­

vidual variable. 

This position is unproblematic in dealing with things like chairs, 

unicorns, primes, and the like. Confusion sets in only when we want to commit 
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ourselves to the existence of e.g. properties (as distinct, for the moment, 

from classes). We can as sert that 

(3-4) (Ex) (x is a property) 

or simply 

(3-5) Red is a property. 

and treat them as we would any other entity. But we can also waive the re­

striction Quine places upon variables of quantification and assert that 

(3-6) (EF) (Ex) (Fx). 

In treating 'F' as a bindable letter we must consider the substitution in­

stances for it as denoting entities. In the case of predicates it seems 

natural to construe these denotata as properties or attributes. 

This appears to be Bergmann's interpretation of Quine's criterion. On 

his reading our commitment to properties arises through "expressions of the 

form '(EF) ( .. F .. )' which are colloquially rendered by 'There is (exists) a 

property such that .•• '",5 Quine does not object to this construal of his 

doctrine provided we recognize that "unbindable predicate variables, viewed 

simplyas schematic letters, carry no ontological commitment •.• ".6 

(Bergmann's interpretation follows quite directly from his view of semantics 

as we shall see below.) If, however, we must be committed to abstract enti­

ties Quine would prefer classes to Bergmann's properties. 

Classes are easily introduced into our ontology by considering predicate 

letters as bindable class variables. The difference between class and attrib-

ute can be made explicit in our notation. While (3-6) can commit us to either 

attributes or classes the statement 

(3-7) (Ex) (xey) 

translates (3-6) into a statement of class membership. Formulation (3-7) is 
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preferable in that identity conditions for classes are straightforward while 

identity conditions for properties or attributes are an uncharted realm. 7 

The notion of "value of a variable" is alien to all but logical and 

perhaps mathematical discourse. But it is of course not the case that all 

other types of discourse leave us free of ontological commitment. If our 

method for determi ni ng commi tment i s to be adequate i t shoul d captul"e the fact 

that classical mathematics is committed to numbers, realist physics to elec­

trons, phenomenalists to qualia, and most of us to tables, chairs, and rabbits. 

1 shall now consider this problem in detail. 



CHAPTER IV 

REGIMENTATION 

Synonymy 

Quine maintains that the existential quantifier is the logical counter­

part of such ordinary language phrases as "there is sorne entity such that .•. " 

and "there are things such that ... ". l Whatever the meaning and function of 

these locutions the quantifier plays an analogous role. 2 This of course does 

not mean that ordinary language is infallible. There is good reason for 

couching our criterion in logical terms. While I(Ex)1 may be a counterpart of 

"there is an x such that ll
, the quantifier functions within a system of logic. 

Utilization of this whole system provides the key to uncovering our ontology. 

Surface grammar can be philosophically as well as linguistically decep­

tive. Before deciding upon the ontology of a theory we must therefore elimi­

nate the misleading linguistic idiosyncrasies it contains. This clarification 

can be achieved by paraphrasing the discourse in sorne standard or canonical 

language. Quine refers to this translation procedure as regimentation. 

According to Davidson we would like to have 

Il ••• a theory that makes the transition from the ordinary 
idiom to canonical notation purely mechanical, and a canonical 
notation rich enough to capture, in its dull and explicit way, 
every difference and connection legitimately considered the 
business of meaning. The point of canonical notation so con­
ceived is not to improve on something left vague and defective 
in natural language, but to help elicit in a perspicuous and 
general form the understanding of logical grammar we all ha~e 
that constitutes (part of) our grasp of our native tongue ll

• 

15 
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The canonical notation with which we shall be concerned is first-order predi­

cate calcul us. One goal of the present chapter is to show that we are far 

from having the IImechanical translation procedure ll of which Davidson speaks. 

Quine believes that regimenting a true sentence in predicate calculus 

solves the problem of ontological commitment. The values of the quantified 

variables of our regimented sentences are the things which our discourse rec­

ognizes. But even if we grant Quine's criterion of commitment we are faced 

with a problem. We must be able to determine what constitutes a IIparaphrasell 

into the canonical language. While we need not expect to find Davidsonls 

IItranslation algorithm ll from ordinary language into logical we do have a right 

to ask for the general criteria by which we can pair a sentence with its para­

phrases. We might also be tempted to look for a way to rate the IIcorrectnessll 

of one paraphrase with respect to others. The limiting case of this proce­

dure might be sorne formal rule by which we pick out IIthe right ll logical trans­

lation of a sentence. 

The most obvious criterion is the following: 

(4-l) A sentence S is a paraphrase of a 
sentence SI just in case S has the same meaning as SI. 

The closer in meaning the better the paraphrase. This simple rule, however, 

is not available to Quine. In its rejection we see another important connec­

tion between semantics and ontology. 

Proposal (4-l) depends upon a semantic theory which admits of II same-

ness of meaning ll of sentences. Quine rejects any such semantic theory. To 

understand Quinels position it is useful to examine the corresponding theory 

of translation with which it meshes. This is the doctrine of lIindetermi nacy ll.4 

Given a sample of data we shall always be able to formulate substan-
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tially different sets of hypotheses to "agree with" the data base. The rele­

vant sense of "agree with" can be illustrated by a simple example. Suppose 

our data sample can be represented on a graph as the set of all ordered pairs 

of integers whose first and second members are identical. (We do not yet 

have any information about non-integral rationals or reals.) In this case 

both the theories consisting of the single axiom 

(4-2) (x) (y) (x=y) 

and 

(4-3) (x) (y) (Ix.x:y.v.-Ix.x:-y) 

(where 'Ix' means 'x is an integer') "fit" or "agree with" the data we have 

amassed. Yet they are substantially.different. Suppose we came across a 

sample of data representable as an ordered pair of two identical non-integral 

rationals. "Theory (4-2)" would fit the new data base but (4-3) would note 

It is of.course the case that supplementing our data base can eliminate 

one of the two proposed hypotheses. But given this new data we can construct 

other alternative theories. On Quine's view there is no amount of data for 

which we will be able to eliminate all rival hypotheses. There will always be 

this basic indeterminacy. Putting it concisely, the data always underdeter­

mines the theory.5 

In the case of language we have the possibility that rival hypotheses 

("analytical hypotheses") about translating the meaning of a sentence in a 

language "can conform to all speech dispositions within each of the languages 

concerned and yet dictate, in countless cases, utterly disparate translations • 

•.. Two such translations might ev en be patently contrary in truth value, 

provided there is no stimulation that would encourage assent to either". 6 

Given a sentence several different translations of it could accommodate 
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the same "speech dispositions". There might be 110 empirica1 consideration 

that wou1d persuade us to accept one as a better translation than the others. 

On this view none of these alternatives can be said to capture "the rea1' mean­

ing" of the original sentence. In Quine's semantics there is no sûch thing. 

The notion that each sentence is somehow tied to its unique meaning 

underpins the position that there is a correct translation of that sentence. 

But the view that sentences are somehow bound to a unique meaning or proposi­

tion (the "museum myth"7) is bui1t on a mistaken semantic theory. If our 

semantics tries to assign meaning to sentences in isolation from the 1inguis-

tic system in which they function it will be forced to postu1ate these disem­

bodied "meanings". As we shall see be10w there is an approach to semantics 

which dispenses with "proposition ta1k" entire1y by re1ating meaning to the 

1inguistic system as a who1e. 

The point to be noted here is that Quine rejects the mode1 of semantics 

which permits us to speak of a "correct" paraphrase or translation. This is 

because we are no longer permitted to speak about sentences having "the same 

meaning". 

Pragmatic criteria 

We might next look for pragmatic criteria by which to judge one para­

phrase better than another. The pragmatic relation between a sentence and 

its translation is based upon the use to which the paraphrase will be put. It 

need not be specified in terms of simi1arities in the 1inguistic structure of 

the sentences invo1ved. A non-pragmatic ru1e of paraphrase can be exemp1ified 

as fo110ws: A sentence S is paraphrased by preceeding it with a double nega­

tion. We have no assurance, however, that such a paraphrase will be of any 
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pragmatic value. There is no guarantee that it will be useful. 

A general rule is that a good paraphrase should simplify the unregi­

mented theory whenever possible. But this principle tells us very little. 

While regimenting natural language sentences in logical notation simplifies 

doing proofs it is not likely to simplify e.g. giving orders. A simplifi­

cation in this sense depends upon what we are trying to do with the theory. 

This can be contrasted with a formalist approach to simplicity as proposed by 

Goodman or Kemeny.8 

Another pragmatic criterion is what Quine calls the "maxim of shallow 

analysis": "Expose no more logical structure than seems useful ••. ".9 The 

extent of the paraphrase should also depend upon its use. We need only regi­

ment those parts of our discourse which are relevant to the inquiry at hand.­

This usually involves at least elimination of ambiguity from the original 

sentences. 

In short, a good paraphrase is one which aides us in conceptualizing 

and understanding the problem under analysis. Our choice of language and the 

paraphrase into that language are aimed at clarifying our theory and making 

it easier to use. 

Unfortunately these pragmatic stipulations tell us nothing new. They 

impose no real restriction upon the notion of paraphrase. Without genuine 

constraints on translation, however, Quine1s criterion of ontological commit­

ment seems vacuous. We are committed to the values of the bound variables of 

our theory. But we have been given no procedure for translating our theory 

in the language which uses bound variables. 

Our present situation is that given an unregimented sentence we know 

nothing about its ontological commitments. We cannot even determine the 
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possible range of commitment without first specifying the pragmatic parameters 

by which we choose the appropriate logical paraphrase. In this case, however, 

our criterion of commitment is useless. Its application rests on a para­

phrase procedure which is left completely unspecified. Retaining Quine·s cri­

terion therefore demands there be specifiable relations between a sentence and 

a possible paraphrase. Lack of any such formal restrictions means that natu­

ral language sentences can be arbitrarily translated into logical language. 

This leaves little connection between the ontology of our theory and the range 

of the quantified variables. 

Stimulus synonymy 

We have seen above that synonymy (llsameness of meaning ll
) cannot be a 

criterion for adequate paraphrase. Quine objects that saying IIsentences are 

paraphrases if they are synonymous ll tells us no more than we knew before. If 

we had sorne empirical method for determining when two sentences had the same 

meaning there would then be sorne point to the synonymy talk. Definition of 

·synonym· in terms of intensions, propositions, semantic markers, and the like 

does not provide this empirical foundation. Quine·s notion of stimulus syno­

nymy, however, might be thought to provide the necessary behavioral support. 

·Stimulus synonymy· tries to capture the meaning of the locution II same-

ness of confirming and disconfirming experience ll
•
10 We say that two sentences 

are stimulus synonymous for a speaker if his disposition to assent to or dis­

sent from them is the same in any given situation. ll If a subject will be 

prompted to lIuse a sentence 511 in the same situations in which he would a sen­

tence S· then S and S· are stimulus synonymous for the speaker. (If this 

stimulus synonymy holds across a large portion of native speakers we say the 

• ~ ... 1 
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sentences are simp1y stimulus synonymous.) IUsing S and SI in the same situ­

ation l is equiva1ent on this ana1ysis tosaying that IS and SI will be af­

firmed or denied by the speaker in the same contexts l . A1ternative1y we cou1d 

say that the speaker wou1d maintain they had the same truth value in a11 sit­

uations in which they cou1d be used. We must now see whether this notion of 

stimulus synonymy can serve as a criterion for determining when one sentence 

is a paraphrase of another. 

It is fair1y easy to estab1ish that under the above definition stimulus 

synonymy is not a necessary condition for paraphrase. Natura1 language is 

rife with ambiguity. It derives from various sources. Lexical ambiguity a­

rises from po1ysemous words or phrases. Grammatical or syntactica1 ambiguity 

cornes from (on Chomskyls ana1ysis) different deep structures generating the 

same surface structure. Consideration of syntactica1 ambiguity is here suffi­

cient. Given the sentence 

(4-4) John wants to marry someone. 

we might paraphrase it as either 

or 

(4-5) Someone is such that John wants to marry her. 
(4-5 1

) (Ex) (John wants to marry x) 

(4-6) John wants it to be the case 
that there is someone for him to marry. 

(4-6 1
) John wants it to be the case that (Ex) (John marries x). 

Sentence (4-5) characterizes the Ire1ationa1"12 or "referentia11y opaque" 

sense of Iwants l . (4-6) catches the Inotiona1" meaning of the verbe In 

(4-7) John is 100king for a uni corn. 

lis 100king for 1 exhibits the same ambiguity. 

In these examp1es we have a c1ear case of paraphrases for which the 
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confirming and disconfirming instances could vary. Suppose that John will 

marry almost anyone he can get hold of. It still need not be true that any 

particular person is the object of his desire. Thus there might be no indi­

vidual in our domain for which a speaker would assent to (4-5) while he would 

assent to (4-6). As one reading of (4-4) is (4-5) we have no linguistic 

guarantee that the reaction to (4-4) will be the same as to (4-5). Hence 

stimulus synonymy might fail. 

It could be argued here that we will know the use to which the para­

phrase will be put and therefore will understand the sense in which (4-4) is 

to be taken. But we are now looking for formal (non-pragmatic) conditions 

that tell us when we have a paraphrase. Stimulus synonymy alone does not 

provide this guarantee. One intention of regimentation is clarification of 

the original sentences. This usually means elimination of ambiguity from the 

unregimented discourse. Our example shows that this can lead to a breakdown 

of stimulus synonymy. 

Truth-value gaps 

A criterion of paraphrase related to stimulus synonymy is preservation 

of truth value. We might argue that both a sentence and its canonical repre­

sentation must, at the very least, be conjointly true or false. Even this 

weak condition is at odds with the pragmatic guidelines we set out above. 

One aim of regimentation is to simplify the regimented theory. To this end, 

for example, we define the material conditional as true if it has a false 

antecedent. But it is quite easy to construct a case based on this definition 

in which a paraphrase has a truth value different from its unregimented coun­

terpart. The example 
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(4-8) If there are as many men as women in Canada 
then there are more men than women in Afghanistan. 

wou1d be regimented as a conditiona1. The contingent falsity of its antece­

dent renders the sentence true in this canonica1 forme This seems c1early 

contrary to our intuitions about the truth value of (4-8). Cases such as 

these, in which natura1 language is vague or noncommittal as to the truth of 

a sentence, are dubbed IItruth-va1ue gapsll by Quine. 13 Here again dependence 

of regimentation (and hence onto1ogica1 commitment) on our semantic theory 

becomes exp1icit. 

It is now in fashion in 1inguistic circ1es to extend this notion of 

truth-va1ue gap as far as possible in ordinary language cases. This is done 

by 1abelling certain sentences IIsemantica11y anoma10us ll or meaningless. These 

anoma1ous sentences cannot take a truth value. If the linguists are correct 

logica1 paraphrase of such sentences is a serious distortion of ordinary lan­

guage which can have undesired onto1ogica1 consequences. In this case the 

regimentation threatens to g;ve meaning to purported1y vacuous statements. 

However loose our criteria for paraphrase are they must at least block a mean­

ingfu1 sentence as a paraphrase of a meaning1ess one. The following are 

c1aimed to be semantica11y anoma10us sentences: 

(4-9) He painted the wa11s with si1ent paint. 14 
(4-10) The corpse is sleeping. 15 

(4-11) 1 poured the girl into the inkwell. 
(4-12) The present king of France is wise. 

It ;s c1ear that (4-9)-(4-11) can be easi1y translated into predicate ca1cu1us. 

Hence they must have we11 defined truth values. 

The mistake is, 1 think, on the part of the 1inguists. IISemantic anom­

alyll is a concept resu1ting (in Morris' termino10gy16) from confusion of 
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semantics and pragmatics. Whi1e there may be sorne kind of pragmaticoddness 

in (4-9)-(4-11), in that the situations in which they wou1d be used are 

un1ike1y, there is no reason to single them out as semantica11y unique. By 

pointing out an appropriate pragmatic context the lanoma10us" character of 

these sentences disappears. 

As an examp1e compare (4-9) with the fo110wing sentences. 

(4-9 1
) He painted the wa11s with quiet, loud paint. 

sad, happy 
grey 
depressing 

The difference between "loud paint" or "quiet paint" (which l do not consider 

at a11 odd) and "si1ent paint" sure1y must de pend upon the particu1ar speaker's 

situation, experience, etc. These need not be considered by a semantic theory. 

The sentences (4-9)-(4-11) are simp1y false, and not like1y to be made true. 

Sentence (4-12) presents a more difficu1t problem. As in (4-8) above 

it is responsible for a rea1 truth-va1ue gap in ordinary language. A pro pert y 

is predicated of a subject (denoted by a definite description) who does not 

exista Strawson argues that such a gap renders the sentence meaning1ess. 17 

For practica1 purposes of communication he is probab1y right. 18 But taking 

this position precludes regimenting (4-12) in our canonica1 notation. Hence 

our ontologica1 criterion would be inapplicable to the sentence. 19 

To avoid this difficulty we accept the artificia1ity of fi11ing the 

truth-value gap. Sentence (4-12) may be regimented in the manner of Russell, 

treating it as the conjunction of an existence clause (marked by the definite 

description) and a predication. The regimented version of (4-12) becomes 

(4-12 1
) (Ex) (Fx. (y) (Fy.::tx=y).Wx). 

('Fx ' ;s to be interpreted as lX is the present king of France 1 and IWX I as 
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lX is wise l .) In this case (4-12 1
) is simply false as the first conjunct is 

false. 

We should expect regimentation to do sorne violence to ordinary language. 

The procedure may create truth values where they did not exist before. However 

it has not been shown gui lty of the more serious charge of turning "vacuous 

sentences into meaningful ones. With the failure of both stimulus synonymy and 

preservation of truth value as a necessary condition for paraphrase we must 

look in another direction. 

Inference and ordinary language 

I have mentioned above that a semantic theory need not explain meaning 

in terms of isolated sentences. On "Quinels view it must take the whole lin­

guistic framework into account. A sentence acquires meaning through its 

IIpl ace ll within a language. This is defined by its relation to other sentences. 

(These noti ons wi 11 be made more preci se in Chapter VII.) This suggests an­

other criterion of adequate paraphrase. The sentences which are related in 

the original discourse must also be related in its regimentation. 

The idea can be pictured in the following way. Language is viewed as a 

network of interconnections between sentences (and derivately, betweEn words). 

Our logical paraphrase should characterize the most important natural language 

relations. Some interconnections will have to be eliminated. Statements such 

as (4-4) are related to divergent sets of sentences through ambiguity. If the 

purpose of regimentation is clarification we would do well to eliminate the 

ambiguity from our regimentation. This problem can be avoided by considering 

only one interpretation of the ambiguous sentence. Only one stimulus synony­

mous sentence is regimented at a time. 
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Another problem is determining the "important relations" between natu­

ral language sentences. Here again we come to an irreducible pragmatic bar­

rier. 1 do not think there is any formal way to specify the relevant sense 

of 'important ' . Our regimentation should try to characterize those relations 

between ordinary language sentences which are relevant to the inquiry under­

way. The present purpose is to preserve the semantic interconnections within 

the original discourse. On our analysis translation into predicate calculus 

"makes clear the logical structure of a sentence which is central to its 

meaning. These logical relations are claimed to be part of any speaker's 

knowledge about that sentence. 20 

as 

ln an early article Quine asserts that the incorrectness of rendering 

(4-13) John is hunting a unicorn. 

(4-14) (Ex) (x is a unicorn . John is hunting x) 

"is conveniently attested by the non-existence of unicorns". 21 Sentence (4-14) 

implies the sentence 

(4-15) (Ex) (x is a unicorn) 

or "there are unicorns". Quine's claim is that the natural language sentence 

(4-13) does not have (4-15) as a semantic component. A speaker does not con­

sider the existence of the direct object of 'hunt ' as necessary for correct 

usage. 

From the truth of 

(4-16) John and Mary ate at the restaurant. 

we know that we can infer 

(4-17) John ate at the restaurant. 
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We do not want our regimentation to allow the inference from 

(4-18) John and Mary met at the restaurant. 22 

to 

(4-19) John met at the restaurant. 

This is a condition which any adequate paraphrase of (4-18) must satisfy. 

Part of our understanding of the verb Imeet l is that two people must partici­

pate in a meeting. (We could alter the semantic interconnections of our lin­

guistic framework to allow the inference from (4-18) to (4-19). The reper­

cussions of such a move would be extensive.) 

Our regimentation proposes a mechanism through which these relations 

might be realized in language. Paraphrase into predicate calculus allows us 

to analyze semantics in terms of truth-functional connectives. Sorne have 

argued that this is not enough equipment to handle the relations found in 

natural language. To this end propositions, semantics markers, transforma­

tions, etc. have all been invoked. 

If there are semantic connections in ordinary language which cannot be 

characterized in terms of implication, consequence, and the like predicate 

calculus is an inappropriate canonical language for this task. Part of the 

aim of the present section is to show that this is not the case. Regimenta­

tion into logical language can preserve those important semantic relations 

between sentences which are part of any speaker's knowledge of his language. 

We can illustrate these ideas by examining Davidson's regimentation of 

action sentences. 23 His aim is to make clear their underlying logical form 

or structure. In doing so he claims to capture certain important semantic 

relations which these sentences exhibit in natural language. 
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Given the sentence 

(4-20) John washed the car. 

we can treat 'wash ' as an ordinary "relational ll transitive verbe Sentence 

(4-20) would thus be regimented as 

(4-20 1
) Washed(John,the car). 

Next consider the sentence 

(4-21) John washed the car in the garage. 

We might now view 'wash' as a three-place predicate. The extra argument is 

the adverbial phrase. (4-21) can be parsed as 

(4-21 1
) Washed(John,the car,in the garage). 

An immediate objection to this procedure is that it can generate an infinite 

number of primitive predicates. This would make learning a language a very 

difficult task. 24 The sentence 

(4-22) John washed the car in the garage at noon. 
(4-22 1 )Washed(John,the car,in the garage,at noon) 

must then be treated as containing a four-place relation 'wash' which has no 

logical connection to that of (4-21). It seems clear, however, that all of 

(4-20)-(4-22) are somehow closely re1ated. This relation is made explicit if 

we realize that (4-21) implies (4-20), and (4-22) implies both (4-21) and 

(4-20). These implications are blocked by the proposed paraphrases (4-22 1
) 

and (4-21 1
). 

This observation can be genera1ized. We can adjoin ~ number of 

adverbial modifiers to (4-20) to obtain a new sentence S. Our original sen­

tence (4-20) will then be implied by S. Kenny refers to this property as 

IIvariable polyadicityll.25 On Davidsonls view any adequate paraphrase of (4-20) 

and its adverbial expansions must take these relations into account. 
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We must therefore find some way to regiment (4-20)-(4-22) which satis­

fies this logical desideratum. Davidson suggests that action verbs like 

'wash ' be treated differently than ordinary relational transitives (such as 

'taller than ' ). He proposes that "verbs of action--verbs that say 'what 

someone did'--should be construed as containing a place, for singular terms or 

variables, that they do not appear to". 26 We would thus regiment (4-20) as 

(4-23) (Ex) (Washed(John,the car,x)) 

to be read as "There is an event x such that x is a washing of the car by 

John". One place action predicates might be transcribed on the model of 

(4-24) John fell. 

as 

(4-25) (Ex) (Fell(John,x)) 

reading "There is some event x such that x is a falling of (by) John". 

The need for making explicit our criteria for regimentation here becomes 

apparent. In order to preserve certain relations characteristic of action 

sentences Davidson has suggested a particular regimentation. This proposal, 

however, uses events as the value of a bound variable and thus admits them into 

our ontology. This commitment was not explicit in the unregimented sentences. 

If we view action verbs on the analog of relational predicates it is indeed 

quite a surprising result. This ontological consequence can be avoided. We 

might deny that the proposed relations need be captured by our logical trans­

lation. In some sense they are not relevant to the meaning of the action 

sentences. This is a radical move and requires justification. It amounts to 

rejecting a plausible criterion for paraphrase on the basis of a bias about 

our ontology. We might also try to preserve the relations through a regimen-
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tation which does not quantify over events. For present purposes, however, 

we sha11 accept Davidsonls proposa1 noting its effect upon our onto1ogy. 

There is no longer any prob1em with (4-21) and (4-22). Their logical 

translations are respective1y 

(4-26) (Ex){Washed(John,the car,x).In(x,the garage». 
(4-27) (Ex)(Washed(John,the car,x).In(x,the garage).At(x,noon». 

Existentia1 specification and simplification yield the required inferences 

(a1ong with severa1 others which were partially obscured in the original sen­

tences; e.g. from (4-27) we infer that something happened at noon). It has 

been objected that this proposa1 not on1y preserves a11 the original relations 

but adds sorne of its own. 27 From (4-26) we may infer that 

(4-26 1
) The washing took place in the garage. 

Sentence (4-21), on the other hand, might mean that John was standing outside 

the garage and mere1y squirting the car with a hose. In this case we would 

need further analysis of the notion of an action to see whether the purported 

implication is correct. A1so, the phrase lin the garage 1 might only modify 

Ithe carl while the washing actually took place in the living room. In this 

case the implication would be simp1y incorrect. 1 do not find these objections 

cogent. They rest on an ambiguity of the unregimented sentence. As remarked 

above we need only consider one reading of a sentence at a time when we repre­

sent it canonically. An aim of regimentation is clarification. It therefore 

cannot be faulted for making the meaning of a sentence more precise. 

The following example from philosophy of science makes even more explic­

it the consequences of relation preservation as a criterion of adequate para­

phrase. An action sentence such as 

(4-28) John knocked the book onto the floor. 
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would be parsed as follows on Davidson's analysis: 

(4-29) (Ex)(Knocked(John,the book,x).Onto(the floor,x)). 

In a recent paper Professor Aronson28 has pointed out that 'knock ' belongs to 

a particular class of transitive verbs; those verbs for which Icause l is a 

"dimension-word". Austin considers a dimension-word to be "the most general 

and comprehensive term in a whole group of terms"of the same kind, terms that 

fulfill the same function". 29 (Other words belonging to this class are 'push ' , 

'make ' , 'lift ' , etc.). Aronson points out that there is syntactic evidence 

for this classification. A grammatical transformation exists between those 

locutions such as (4-28) an~ parallel sentences using the verb Ito cause l
• "In 

sentences containing transitive verbs and objective complements Icause l can be 

substituted, along"with other modifications, for the transitive verb."30 A 

sentence with the grammatical form 

(4-30) Noun Phrase+Transitive Verb~ 
Direct Object+Objective-Complemen~ 

can be replaced by one of the form 

(4-31) Noun Phrasetcaused+Direct 
Objec~Copul~Objective Complement. 

Thus (4-28) can be transformed into 

(4-32) John caused the book to be on the floor. 31 

The claim is that the applicability of this particular transformation enables 

us to sort out causal from non-causal locutions. 

(It is important here to stress the difference between an objective 

complement and adverbial phrase. Aronson's analysis hinges on this distinc­

tion. An objective complement is an adjective, noun, or the equivalent of 

either which both completes the action described by the verb and modifies or 

or qualifies the direct objecte An adverbial phrase, on the other hand, 
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modifies the action described by the verbe The use of the objective comple­

ment in a transitive locution marks it as causal.) 

Returning to Davidson's analysis of (4-28) we see that it implies the 

sentence 

(4-33) (Ex)(Knocked(John,the book,x)), 

or 'John knocked the book'. But what regimentation shall we give to (4-32), 

the transformation of (4-28)? It is clear that we cannot analyze it in the 

same manner. This would allow us to infer 

(4-34) John caused the book. 

(parallel to (4-33)). This is an implication we must block. The problem here 

is that 'cause' relates the subject to a whole sentence while the transitive 

action verb it replaces relates the subject to another term (a noun phrase). 

On Davidson's analysis it appears that we must either (i) treat the 

'cause' of (4-32) as a three-place predicate with the objective complement as 

one of the arguments or (ii) treat 'caused-to-be-on-the-floor' as an unstruc­

tured diadic predicate. Neither of these alternatives is desirable. Approach 

(i) yields an infinite number of primitive predicates due to the variable 

polyadicity of the causal statements; e.g. 'John caused the book to be on the 

floor, at noon, in the house, willfully, maliciously, etc.' Proposal (ii) 

has the same consequence. It also prevents us from speaking of any syntactic 

relationship between notationally different causal locutions. 

Another problem with these suggestions is the fact that there are infer­

ences to be drawn from (4-32). If John caused the book to be on the floor we 

know that he has caused something to happen. We also know that the book is on 

the floor. These relations are captured in the following regimentation of 
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(4-32) : 

(4-35) (Ex)(Ey)(Cause(John,y,x).On(the book,the floor,y)). 

This can be read (in a somewhat artificial manner) as "There is sorne event x 

and sorne situation (event) y such that x is John's causing of y, and y is the 

book's being on the floor". From (4-35) we can infer 

(4-36) (Ex)(Ey)(Cause(John,y,x)), 

"There is an event x such that x is John's causing of something"; or more 

simply, "John caused something". It does not, however, allow us to derive 

(4-34). The parsing also makes perspicuous that relation between the direct 

object and objective complement which is the trademark of causal locutions on 

Aronson's analysis. 

There are several consequences of this treatment which are important to 

note. Oavidson's proposal suggests that we regiment sentences involving verbs 

such as 'knocking' in terms of events. Aronson has argued that such sentences 

can always be transformed into a locution using the verb 'cause'. This new 

sentence is semantically related to its untransformed root; (see fn IV.3l). 

They have a semantic core in common. These claims jointly entail that we be 

able to regiment the transformed version of the transitive verb statement in 

terms of events. If two sentences have a semantic element in common the onto-

logical commitments based upon this element should be the same in both sen­

tences. With a bit of violence to ordinary English we have shown this to be 

the case. 

Our regimentation of (4-32) has another ontological consequence. It 

shows that causal locutions commit us to two things: an event and a state of 

affairs. 32 While these entities are obviously related they are not the same. 
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The observation is somewhat obscured in the transitive verb form (4-28). It 

might seem from (4-28) that the knocking of the book and the book's being on 

the f100r commit us to on1y one event. But from the existence of the event 

of John's knocking the book we cannot be sure of the situation of the book's 

being on the f100r. This is at 1east a prob1em for the "sing1e event" inter­

pretation of the causal statement. Final ana1ysis in part rests on the for­

mulation of individuation criteria of events. The important feature to note 

here is the way in which our regimentation has suggested an onto10gica1 con-

sequence which is not obvious in the unregimented sentence. 

Contrasting the inferences derivab1e from (4-28) with those from (4~32) 

1ead to radica11y different regimentations of them. This difference in 10gi­

cal form ref1ects an important grammatical distinction. Sentence (4-28) con­

tains a factitive transitive verb which takes a noun phrase as its direct 

object. In (4-32) 'cause' takes a sententia1 object. Our 10gica1 transcrip­

tion made this difference exp1icit by re1ating the subject of (4-32) to a 

variable which takes a state of affairs (or event) as its va1ue. 33 

Sufficient conditions 

We might next try to specify sorne sufficient conditions for adequate 

paraphrase. I think Quine's phi10sophy of language prec1udes this possibi1-

ity. A set of sufficient conditions wou1d a110w us to assert once and for a11 

that certai n sentences "mean the same" as others. A paraphrase that satisfied 

these conditions cou1d be considered a correct paraphrase. On Quine's view, 

however, sufficient conditions must be irreducib1y 1inked to pragmatic factors. 

The essentia1 point is that any condition can be sufficient to guarantee 

adequate paraphrase if that paraphrase satisfies the pragmatic considerations 



35 

at hand. As an example let us suppose the conditions which must obtain for 

stimulus synonymy to be a sufficient condition. Under normal circumstances 

it is clear that the sentences 

(4-37) That animal is hirsute. 

and 

(4-38) That animal is a mammal. 

have different meanings. We would not call them paraphrases of each other. 

Yet the fact that they contain coextensive predicates assures that they will 

be applicable in the same situations. The sentences are therefore stimulus 

synonymous. 34 This does not, however, contradict the assumption that stimulus 

synonymy can be a sufficient condition for adequate paraphrase. 

Suppose an amateur zoologist is given a set of pictures. He is told 

to separate them into two groups; one pile for mammal-pictures the other for 

amphibian-pictures. In this situation (4-38) would be a perfectly adequate 

paraphrase of (4-37). It will probably even aid the zoologist in his task. 

Pragmatically speaking it is a "correct paraphrase". Goodman has made the 

same point in another connection. 35 

Even the weaker restriction that paraphrases be materially equivalent 

can be sufficient. This is the case if we are only worried about truth value 

preservation in extensional languages. 36 

1 shall not belabor this point any further. While it seems consistent 

with Quine's philosophy to specify necessary conditions for a paraphrase 1 do 

not think we can formulate sufficient ones. These will inevitably interfere 

with the pragmatic constraints we have placed upon our regimentation. 



CHAPTER V 

NAMES 

Professors Harman and Donagan agree that the occurrence of an entity 

as a value of a bound variable is a sufficient condition for recognizing its 

existence. l Reading the quantifier as we normally do oit is indeed difficult 

to deny that referring to entities via the bound variables carries this com­

mitment. If the words IIthere are X'SII do not commit us to the existence of 

xls it is unlikely that any locution will. In this sense Quine's criterion 

reduces to the truism that a theory is ontologically committed to whatever it 
j 

says there is. 2 But Quinels is not the only reading of the quantifier. Before 

we examine the semantic basis of his criterion we should look at another ap­

proach to quantification and existence. 

Quine takes bindable variables to be the sole channel of existential 

commitment. Other positions are possible. Sorne philosophers3 have used extra­

logical constants (e.g. names) as a vehicle for noting existence. 
1 

We should first note that the exjstence of an individual constant or a 

name (in its standard sense) is not sufficient to insure the existence of a 

corresponding entity. Any non-referring name (e.g. Pegasus) establishes this. 

More generally given any extra-logical constant, say 'a', we cannot be sure 

that it has a non-null denotation. We cannot be sure, that is, unless the 

statement '(Ex)(x:a)' is true. Only under this condition do we know that 'a' 

is actually being used to name an object; that is, that our use of 'al is 

36 
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performing an ontological, rather than a merely notational, function in our 

theory. It is the existential quantifier, not the name or constant itself, 

that carries the existential commitment. 4 

The objection might be raised that lIordinary names" are quite different 

from IIlogically proper names ll
• Establishing that the former are insufficient 

to insure ontic commitment does not establish the insufficiency of the latter. 

l shall not examine this criticism in any detail, but l think the following 

consideration relevant. 

Any language must have a means of distinguishing expressions which refer 

from those which do note In the case under consideration we must have sorne 

criterion for distinguishing genuine 1.llogically proper names ll or genuine lIele­

mentary proper names ll from spurious ones. This criterion might be formulated 

metalinguistically as e.g. all and only names of a certain linguistic form 

denote entities. 5 Or we could, just as easily, use the objectual reading of 

quantification as Quine suggests. The point is that in any language we will 

want to say that lai does not refer while Ib l does. 6 The quantifier, or sorne 

metalinguistic device, seems necessary to this end. Names alone are not suffi­

cient. 

Quinels lIobjectual li reading of the quantifier detennines ontological 

commitment by relating terms of our discourse to extra-linguistic entities. 

The attempt to use logic to establish this connection has been criticized. 

Followers of Lesniewski, for example, maintain that logic should be kept puY'e 

and divorced from any extra-linguistic consideration. 7 

It is also maintained that the objectual reading of quantification can 

be made to yield counterintuitive results. If we read the existential 
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quantifier as "there is something such that •.. " it is argued that there are 

certain statements which cannot be expressed within logic. 

One example is the statement "something does not exist". Quine's ren­

dering of this would have to be "there exists something (e.g. an entity) that 

does not exist". 8 While the latter is an obvious contradiction the former 

seems a truisme We might even construe it as an existential generalization on 

'Pegasus does not exist'. Quine, on the other hand, must impose a restriction 

aga'inst generalizing on 'Pegasus' (or any other non-referring name) on pain of 

deriving the above noted contradiction. 

These are interesting observations but they do not constitute a criti- . 

cism of Quine. 9 He proposes his reading of the quantifier as a means of estab­

lishing ontological commitment. He cannot then be faulted for failing to keep 

his logic pure. The occurrence of the statement '(Ex)(x does not exist)' in a 

theory would mean that we are committed to sorne entity in our theory and this 

entity do es not existe But this is a contradiction (although not of the S.-S 

variety). The very position an entity holds within our theory renders it 

existent. Ontologically speaking, to be is to be an element of a system. 

Substitutional quantification 

Professor Marcus has raised similar criticism against Quine's interpre­

tation of quantification. 10 She feels that we need a reading of 

(5-1) (Ex )(Fx) 

which has the force of 

or 

(5-2) Sorne substitution instance of 'Fx' is true. 

(5-3) There is at least one value 
of x for which 'Fx' is true.ll 
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We saw above that the use of names was not sufficient to insure any type of 

onto10gica1 commitment. The substitutiona1 .interpretation of quantification 

as exemp1ified in (5-1)-(5-3) is not a necessary condition for commitment 

either. 

To see this we need on1y consider a uni verse with a non-denumerab1e 

number of entities. By hypothesis we will not be able to name sorne of the e1e­

ments. If we choose to read (Ex)(Fx) as "some substitution instance of 'Fx' 

is true" we may have the paradoxica1 situation in which '(Ex)(Fx)' is fa1se 

whi1e something in our domain is actua11y an F. 

For illustration let us take the rea1 numbers as our universe. Since 

they are non-denumerab1e the statement 'There are unspecifiab1e rea1 numbers' 

is true. 12 But the entities guaranteeing the truth of the statement are defi­

nite1y not objects with names. The statement wou1d therefore be fa1se under 

the substitutiona1 interpretation of quantification. 

We shou1d note that this argument is quite genera1. It does not depend 

upon the type of name we plan to substitute for our bound variable. Further, 

the more genera1 resu1t that names are not a necessary condition of commitment 

fo110ws direct1y from the examp1e. If we are content to work within a 

denumerab1e domain each e1ement can correspond to sorne 1inguistic forme In 

this case it is possible for names to carry the entire onto10gica1 burden. But 

for non-denumerab1e domains there will, by hypothesis, be entities which have 

no corresponding 1inguistic forme In the end indenumerab1e and indefinite 

universes are what give point to objectua1 quantification. 13 

These resu1ts are not surprising. If we go to 1engths to keep our 10gic 

pure of onto10gy we shou1d not then expect it to be an adequate vehic1e for 
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depicting ontology. By construing quantification in terms of substitutable 

expressions rather than real values we waive reference. Distinctions between 

truth and falsity are preserved but we no longer have a referential dimension. 14 

This is precisely what interests us in ontological questions. 

Even in dealing with domains of denumerable individuals we can argue 

that objectual quantification is necessary. We still have problems of non­

referring names and constants. Developing the theory of definite description 

introduced by Russell Quine has proposed a method for eliminating all singular 

terms from regimented discourse. 15 With this accomplished all reference to 

entities must be achieved via the variables of quantification. But since names 

and singular terms can be eliminated without affecting the commitment of our 

theory they are certainly not necessary for establishing such commitment. 

Quantifiers, on the other hand, cannot generally be eliminated in favor of names. 

Quine's criterion of commitment seems to be the fundamental one. 



CHAPTER VI 

PREDICATE SCHEMATA 

Harman points out that the sufficiency of Quine's criterion of com­

mitment turns on the truism that "what a theory says there is is what the 

theory says there is".l But it is not a truism that a theory is committed 

to .Q!i!.t those enti ti es whi ch i t "says" there i s . 1 t mi ght be the case that 

a discourse can be committed to other entities as welle 

The crux of the problem is to.determine the degree to which the lin­

guistic forms of our language commit us to an ontology. We must decide to 

what extent e.g. first-order predicate calculus is ontologically neutral with 

respect to the interpretation which can be placed upon it. Quine is of the 

opinion that ontological commitment arises only through the variables of quan­

tification. It is then legitimate to ask about the criteria for determining 

which terms in our theory may be bound. The problem is crucial to sorting out 

our ontology. If, for example, the predicate letters are construed as names 

substitutable for predicate variables we are committed to the values denoted 

by the letters. As discussed above this leaves us with either classes or 

properties (or both) in our ontology. In Bergmann's system undefined descrip­

tive constants of all types are a vehicle for ontological commitment. Indi­

vidual constants refer to individuals (more precisely, individual constants 

are labels for "bare individuals,,2) and the undefined predicate constants 

refer to universals. 

41 



42 

Quine wishes to avoid commitment to abstract entities whenever possi­

ble. Unless he can avoid treating the predicate letters as names his own 

criterion forces him to accept their denotata in his ontology. His move is 

to construe the predicate letters of the calculus as schemata instead of 

names. 

Words need not have extra-linguistic referents in order to function in 

a language. 3 'And ' , Inot l
, 'but ' , 'when ' , and 'sake ' are all non-referential 

bùt perform essential roles within the language as a whole. It can even be 

argued t~at such terms are "meaningless" in isolation from a contexte One 

would be hard put, for example, to produce a non-contextual definition for 

'sake ' . The discourse dependency of these terms obviously does not affect 

their meaningfulness within the appropriate contexts. Such terms are called 

syncategorematic. 4 

Quine's overall view of language is that all components are to sorne 

degree syncategorematic. The meaning of every term5 depends upon its place 

within the whole linguistic system. It is therefore senseless to speak of the 

meaning of words in isolation "From the contexts in which they are used. Sorne 

terms, however, are less system dependent than others in that their extra­

linguistic connections are strong. This is the case for Quine's bindable 

variables. They are the channel through which these extra-linguistic ties are 

established. They have, so to speak, a double allegiance. 

On the one hand bound variables are themselves part of the linguistic 

system. The sentences in which they occur are related to other sentences of 

the discourse through the rules of inference, inductive generalization, or 

empirical and semantic considerations. On the other hand they have an extra-
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linguistic link. They mark out the "boundary conditions" of experience with 

which the whole linguistic network must comply.6 

Quine's view is that the predicates of a language serve no such dual 

role. They need not, and do not, correlate directly with the extra-linguistic 

boundaries of the system. They are syncategorematic deriving meaning only 

from the role they play within the language. While the variables are in sorne 

way directly connected to the reality external to language predicates must 

derive their meaning indirectly from their position within the linguistic 

system. Ontologically they are on a par with our logical connectives. Their 

semantic position is also quite similar. 

Looking at language in this way we can begin to make sense of Quine's 

talk of predicates as schemata. A name establishes (if we are lucky) an 

extra-linguistic link with the linguistic system. In doing so it becomes 

less dependent upon that system for meaning. Names therefore maintain a de­

gree of independence from the system in which they function. In the termi­

nology of Frege and Strawson this amounts to saying that names are more 

"complete" than predicates. 7 In rejecting predicate letters as bindable vari­

ables we maintain the complete dependency of predicate meaning upon the system. 

The predicate letters simply stand in place of predicates. They do not name 

anything. 

This point rests on a semantic assumption. Quine can only deny that 

predicates are names if he can explain how an undefined descriptive expres­

sion can be significant. As Donagan points out "the proposition that a given 

predicate is true of a given individual does say something about the world 

other than that the individual exists."8 The question whether predicates 
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carry ontological conmitment (and therefore whether Quine's criterion is 

cogent) reduces to whether a predicate can accomplish this without having a 

counterpart in the external world. 

Bergmann is of the opinion that extra-linguistic counterparts must 

exist for each linguistic form of our ideal language. This is a referential 

theory of semantics in its most restricted sense. In the sentence e.g. 'This 

spot is green 1 each element is correlated with an extra-linguistic entity. 

'This' (or 'This spot l ) and 1 green 1 represent things; a "bare individual" 

and universal, respectively. 'Is ' represents a "fundamental tie". The whole 

sentence is a complex of the kind called a "fact". Bergmann feels this 

pregnant ontology is necessary to make sense of the meaning of the sentence. 

For what can we be saying in asserting 'This spot is green l? On his view we 

say that 'This spot l refers to a spot, Igreenl to a universal and 'is' signi­

fies the relationship between the denotata. 

Quine, of course, has another interpretation of what's going on in our 

semantics. Predicates derive meaning from their position within a system of 

language. Saying that'a spot is green of course says more th an that the spot 

exists (although treating 'the spot l as a definite description does commit us 

to a "spotted" ontology). It specifies the relation between 1 the spot 1 and 

the other elements of the linguistic system. 

We immediately know, for example, that the entity referred to by 'the 

spot l is not red, that it has been illuminated by light, that it is only 

reflecting light of a certain wavelength~ that it is not Inot green 1 
, etc. 

Sorne of our conclusions about the spot follow logically from our initial 

statement. Others depend upon our knowledge of e.g. physics or ordinary lan-
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guage color talk. The linguistic system in which we are working is the means 

of establishing the connection. 'This spot is red ' positions 'the spot l 

within that system and allows us to draw certain conclusions about the deno­

tatum of the label. 

All this talk of "systematic placement" etc. is vague and metaphorical 

(as Quine himself tends to be). To make the claims more precise requires the 

development of an appropriate semantic theory. 1 shall now turn to this 

problem. 



CHAPTER VII 

A THEORY OF MEANING 

Criteria 

There are several things which an adequate semantic theory should do • 

. It must first of all show how the meaning of complex sentences relates to 

simpler ones. Understanding a IInew" sentence is in sorne way related to those 

previously learned. Otherwise we would never be able to learn a language~ A 

semantic theory must account for the relation between sentences such as (7-l) 

and (7-2) 

(7-l) (a) John kicked the bucket. 
(b) John kicked the bucket in the yard. 
{cl John kicked the bucket in the yard at noon. 
(d) John kicked the bucket in the yard at no on deliberately. 

(7-2) (a) Tex rode to the saloon. 
(b) Hopalong is distraught. 
(c) Tex rode to the saloon and (but, because, •.. ) 

Hopalong is distraught. 

It has traditionally been assumed that the meaning of a sentence is 

dependent upon, or a function of, the meaning of its components (llwords ll
). 

This approach seems a necessa.ry one if the theory is to satisfy the above con­

dition. However, the matter cannot be left here. The claim that IImeanings of 

sentences depend upon component meanings ll merely defines a problem. It is 

totally unenlightening as to how that condition is satisfied. Specifying the 

relation between words and sentences is a goal any semantic theory must 

achieve. 
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Sorne phi10sophers (e.g. Carnap, Katz) fee1 that the statement of this 

condition is a1so its solution. As a resu1t they postu1ate "word meanings" 

as the primary semantic unit and 1eave semantic ana1ysis at that. I think 

that this approach is total1y unsuccessfu1 in showing how sententia1 meaning 

depends upon the words in the sentence. 

If we want to know the meaning of e.g. ISocrates is morta1 1 it he1ps 

very 1itt1e to be to1d the fo110wing: 

(i) ISocratesl designates (refers to) the individual 
concept (individua1) Socrates. 
(ii) lis morta1 1 designates the property of being 
morta1. 
(iii) ISocrates is morta1' means that the property 
of (ii) is attributed to the individua1 concept (in­
dividual) of (i). 

One prob1em here is that the ana1ysis is constructed to suit the sen­

tence. Difficu1ty in hand1ing other simple cases such as lIt is snowing l or 

the relation between the sentences of (7-1) in a simi1ar manner rests on 

this facto Our semantics may contain (iii) as one particular resu1t, but 

this is to narrow a base from which to start. A second problem is that the 

notions of property, individua1 concept, and attribution seem in as much need 

of clarification as meaning does. 

The moral is that words in isolation need not be the primary consider­

ation of our semantic ana1ysis. We must look at words in their relation to 

sentences if we are to understand how they contribute to the meaning of sen­

tences. We shou1d expect our semantic theory to make sense of the notion of 

"meaning of words". It can do this if it contains sorne type of recursive 

procedure which relates words to the meaning of the sentences in which they 

occur. The c1aim that sentences depend upon words for meaning just poses a 
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prob1em. We must now make c1ear what this dependence is. 

In his discussion of an artificia1 language B Carnap c1aims that a 

"semantica1 system furnishes an interpretat10n of language B, since it con­

tains ru1es which yie1d for each sentence si of B a truth-condition Pi such 

that si is true if and on1y if Pi. Once this truth-condition Pi is obtained 

we 'understand ' si' we know what it Isaysl about the individua1s of the do­

main in question, what its 'mealling' is". 1 

A sentence is used cOl'rect1y on1y if it is true of, or tru1y describes, 

the situation (state of affairs) to which it is app1ied. The meaning of a 

sentence is the set of situations of which the sentence is true. Hence, to 

know its meaning is to know those situations which it correct1y (tru1y) de-

scribes. 

A slight1y different rationa1e for the samemove is presented by 

Hintikka. He fee1s that the 

"who1e concept of meaning (as distinguished from reference) 
is very unc1ear and usua11y hard to fathom. However it is 
understood, it seems to me in any case hope1ess to try to 
divorce the idea of meaning of a sentence from the idea of 
the information that the sentence can convey to a hearer or 
reader, shou1d someone truthfu11y address it to him. Now 
what is this information? C1ear1y it is just the informa­
tion that the sentence is true, the wor1d is such as to 
meet the truth-conditions of the sentence". 2 

Putting aside doubts about a workab1e theory of information for sentences the 

ideas e1aborated here are quite close to Carnap ' s.3 The meaning of a sentence 

is what it tells us about the wor1d. Theory of meaning reduces to considera­

tion of truth and reference. 

Theory of truth 

We know how a sentence "depends upon" a word when we know how the word 
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affects the truth value of that sentence. If we can produce a theory which 

shows how each word of a sentence influences its truth value the theory has 

given a semantic analysis for the sentence. 

Showing how the truth value of a sentence depends upon the words 

which compose it is equivalent to stipulating the truth-conditions for it. 

These conditions make explicit when the sentence will be true and false. 

That is, they tell us the situations in which the sentence can be used cor­

rectly. But, as argued above, knowing how to use a sentence of our language 

correctly is indistinguishable from knowing its meaning. 

If our theory also shows how a word affects the truth value of every 

context in which it can occur we have, by the same reasoning, a plausible 

analysis of the meaning of the word. Ultimately we want a theory which ex­

hibits how every word of our language affects the truth value of every sen­

tence in which it can occur. The semantic theory will thus give the meaning 

of every word and sentence in our language. 

The procedure here is to reduce the problem of meaning to that of 

truth. 4 In view of Tarski's work such a reduction makes meaning more trac­

table. We want a semantic theory which will pair each sentence with its 

meaning. Specifically, the theory must entail a statement of the form 

(7-3) 's' means that p 

for each sentence 's' of our language. 'p' is a sentence which gives the 

meaning of 's'. 

The above remarks suggest that we replace 'p' with the set of neces­

sary and sufficient conditions for the truth of 's'. Instead of (7-3) our 

semantic theory need entail only equivalences of the form 
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(7-4) 15
1 is true if and only if p, 

where Ipl is nowa sentence giving the truth-conditions for 15
1

•
5 

It is obvious that the necessary and sufficient conditions for e.g. 

IThe book is red l to be true is that the book, in fact, be red. We there­

fore demand as a condition of adequacy that our semantic theory entail all 

equivalences of the form (7-4) where ISI is a name or structural description 

of p. 

Tarski has argued that a recursive definition of the truth predicate 

can satisfy these conditions in a formal language. 6 The dependence of com­

plex sentences upon their sentential components is made explicit by recur­

sively defining the semantic properties of the logical connectives and quan­

tifiers. The relation of component parts of a sentence (the words in it) to 

the sentence is exhibited through partial truth definitions of the form (7-4). 

Taking 'satisfaction l as a primitive of our theory we state that 

(7-5) For any object a, a satisfies the 
sentential function IFx l if and only if Fa. 

(This scheme can be extended to the general case where the given sentential 

function contains an arbitrary number of free variables. 7) Truth is then 

easily defined in terms of the notion of satisfaction. 8 The definition there­

fore makes explicit the effect of linguistic terms upon the sentential con­

texts in which they occur. If a term refers to an object which satisfies a 

sentential functi0n the sentence formed by replacing the free variable with 

the term is true. On our analysis, Tarski 15 theory of truth thus satisfies 

the criteria of adequacy for a semantic theory (i.e. a theory of meaning) 

outlined above. 
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Consequences 

We shruld note that if these suggestions are correct Quine's distinc­

tion between a "theory of reference" and a "theory of meaning" is illusory.9 

Tarski's "semantic concept of truth" (which Quine considers a paradigm 

theory of reference) is alone sufficient, to stipulate meanings for each term 

and sentence of the discourse to which it is applied. 

The importance of the regimentation procedure discussed in Chapter IV 

should be mentioned in the present contexte As formulated Tarski's defini­

tion of truth applies to formal languages. He himself points out that there 

is little hope of extending it directly to natural language. 10 If we can 

regiment sentences in terms of predicate calcu1us, however, we can use 

Tarski's proposa1. Logical paraphrase al10ws us to app1y both our semantic 

analysis and our onto10gical criterion. This is of course not coincidenta1. 

Both depend upon the perspicuous representation of a sentence's under1ying 

10gi cal structur,e or forme 

Quine's prob1em is to exp1ain how a predicate can "have meaning" if it 

does not refer. If predicate letters are merely "schemata" with no extra­

linguistic correlate how can they tell us anything? What does it mean for a 

non-referring term to be significant in a "referential" semantic theory? 

Predicates l as a11 other terms, function on1y within a linguistic 

system. It is in terms of this system that we must look for their meaning. 

The 10gica1 and empirica1 connections which relate a sentence to others of 

the discourse assign it a place within that system. If someone asserts 

(7-5) The moon is round. 

we have been told many things. We may infer that the moon is not square, its 
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shape can be described by a simple mathematical equation, it is either round 

or elliptical, it is not 'not round', the moon has been illuminated by light 

(otherwise it could not have been seen), the satellite is in a certain po­

sition with respect to the earth, etc. The relationship between the origi­

nal assertion and these consequences carry the full semantic burden. We 

need have no recourse to the property of IIroundness ll to explain why (7-5) 

says more that 'The moon exists'. These ideas are made precise in the ap­

proach to semantics 1 have just outlined. 

This analysis do es not show that Quine's criterion of commitment is 

necessary. The possibility of becoming committed to entities through devices 

other than quantified variables has not been ruled out. But 1 think Don,agan 

is wrong in presenting this as a condition of adequacy for Quine's proposal. 

The demand rests on confusion of ontology with ontological commitment. Quine 

is concerned with the latter when he suggests that the bound variables be 

used to delineate things recognized by a theory. As we noted in Chapter III 

this proposal itself does not discriminate ,against any entity. We can recog­

nize e.g. attributes by referring to them via a bound individual variable. 

Quine's criterion provides a means of making perspicuous the ontol,ogy of a 

discourse. 

If someone wishes to be obscure about his ontology that right cannot 

be denied him. If attributes do exist, and predicates are names for them, 

the very form of the predicate calculus will carry an ontological burden. ll 

But the antecedent of this conditional has not yet been established. The 

above discussion shows that we cannot use an argument from semantics to 

establish its truth. We can make sense of predicate meaning without recourse 

-, 

! 
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to universals. We need only realize that a theory of meaning can be sup­

planted with a the ory of truth. The value of Quine's criterion is that it 

does not necessitate acceptance of a particular ontology as a precondition 

for its cogency. 

1 am well aware that mY analysis leaves important questions unan­

swer'ed. A crucial one deals with the semantic theory which 1 used to· 

justify Quine's proposal. 1 have not explained how a predicate acguires the 

place it has in the linguistic system. This is another way of aski.ng what 

it means for a predicate to be Itrue of ' or 'satisfied by' an individual. 

By adopting truth (or satisfaction) as our semantic primitive our theory 

sidesteps these questions. But it affords no less of an answer, 1 believe, 

than saying that lia predicate is true of an individual because it refers to 

a universal which is exemplified by the individual". A theory of truth pro­

vides an adequate semantic framework to explain how predicates can be sig­

nificant without referring. Like logical connectives they function within a 

system and derive meaning from it. Questions about the nature and genesis of 

that system itself may be another matter entirely. In any case 1 shall not 

pursue them here. 

A host of traditional problems with nominalist ontologies has also 

been ignored. 1 justify this lacuna by mY primary con cern with ontic commit­

ment as opposed to ontology. Questions of existence must be dealt with at 

sorne point. But a precondition for this examination is that we know when an 

entity has been claimed to be an existent. It is this more modest goal 1 

have sought to clarify here. 



CHAPTER VIII 

BERGMANNIS OBJECTION 

In conclusion 1 shall consider a criticism which Bergmann has urged 

against Quinels criterion of ontological commitment. l It will serve to 

emphasize the importance of considering our background semantic theory in 

determining ontological commitment. He argues that our choice of primitives 

affects the possible situatlans which can be expressed in a language. From 

this Bergmann concludes that the predicates cannot be ontologically neutral. 

We assume that a "world" is describable within first-order predicate 

calculus supplemented by both predicate and individual constants. Possibil­

ity in a world is introduced as the class of all synthetic statements that 

can be formed by means of the undefined descriptive constants. Thus, predi­

cates can be used to define possibility. 

Now consider the following statements: 

"It is clear that in this case every class definable in terms of Fis is also 

definable in terms of GiS and conversely. Yet the two Iworlds l determined by 

choosing once the Fis and once the GiS as primitive predicates do not contain 

the same possibilities". 2 In the F-world the statement Fl . F2 t @ is, 

according to Bergmann, a synthetic statement and expresses a possible state 

of affairs. It is easy to see that the same state of affairs is expressible 
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in the G-world as Gl . (G2.-Gl ) t~. But this is a contradiction and there­

fore it does not describe a possibility in the G-world. 

If two worlds differ in their possibilities they must be two worlds 

and not one. Bergmann thus concludes that "the undefined descriptive pred­

icates of an ideal language are ontologically significant in a sense in which 

this could not be the case if they were 'replaceable' by others .•. as the 

illustration indicates, so to 1 replace 1 the undefined descriptive predicates 

of an ideal language means to propose the ideal language of what is, if 

possibility is ta ken into account, a different world". 3 

ln his reply to the criticism Quine4 draws a distinction between the 

ontology and ideology of a theory. While the former concerns the entities of 

a theory the latter concerns the ideas expressable in it. Bergmann's example 

shows only that a "possible idea" in one world need not be possible in an­

other. Changing primitive predicates therefore affects a theory's ideology 

not its ontology. 

The ontology-ideology dichotomy is paralleled in the semantic distinc­

tion between a theory of reference and a theory of meaning. Variable value 

is a matter of the entities to which the variables refer. Ontology is thus 

handled by the referential part of semantics. Ideology is part of the theo­

ry of meaning in that this component of our theory explicates the notions of 

possibility, analyticity, etc. 5 

As 1 mentioned above the theory of reference which Quine presents 

(including a Tarskian definition of truth) is sufficient for handling the 

problem of meaning. Drawing a line between reference and meaning is there­

fore misleading. The two components are interdependent. It makes no sense 
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to talk of either in isolation. This was the point of the system dependency 

talk in the preceding chapters. While sorne aspects of the system are almost 

totally dependent upon it for meaning others have a more direct connection 

with the ontology. 

Quine's reply to Bergmann amounts to this. The same ontology can be 

accounted for in different ways. By suitably adjusting the systematic inter­

connections of our linguistic framework we can produce different sets of 

ideas all compatible with a particular ontology. This is merely a meta­

physical analog of a scientific truism that we noted in another connection; 

the data underdetermines a theory. 

Quine leaves all "systematic interconnection" talk at the metaphorical 

level. It can be made precise through a referential semantics as outlined 

above. The importance of this approach is that it relates "the known truth­

conditions of each sentence to those aspects ('words') of the sentence that 

recur in other sentences".6 But this is just what is meant by system 

dependency.7 

Our theory makes the meaning of the sentential components derivative 

from the meaning of whole sentences. In order to provide an adequate seman­

tic analysis of any component a semantic theory must therefore consider all 

the sentential contexts in which the word can occur. The same is true of 

each sentential component in the language. But this means we must consider 

the whole language in analyzing the meaning of individual terms. 8 To use 

Quine's terminolog)) language is the ultimate parameter of semantic analysis. 

Bergmann fails to realize this. He therefore feels there is a semantic justi­

fication for the multiplication of entities in his ontology. 
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6Quine, "Ontology and Ideology", Phil. Studies, 2(1951), p.12. 

7It should be noted that the extension of quantification theory to 
include predicate variables is a serious matter. In construing predicates 
as bindable we do far more than admit a realm of universals mirroring 
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Measures of Simplicity", Journal of Phil., 52(1955), pp.722~733. 
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Language", Studies in Linguistic Semantics (N.Y.: Holt, Rinehardt, and 
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Chapter VI: Predicate Schemata 

1Harman, "Quine on Meaning and Existence", p.346. 
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