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Abstract 

Microgrids are constantly evolving to integrate more renewable generation, operate 

autonomously, provide continuous power supply to critical and high-value loads and offer 

advanced control capabilities necessitating the deployment of a communication infrastructure 

vulnerable to cyber intrusions. This thesis provides a cyber security analysis of microgrid systems 

and proposes novel cyber resilient control strategies to mitigate cyber-attacks. Benchmark systems 

are first developed to provide a basis for the cyber security analysis of diverse microgrid 

configurations operating based on different control strategies. Interest is attributed to cyber-attacks 

compromising the microgrid data integrity and availability, namely FDI and DoS/DDoS cyber-

attacks. Mathematical models for the attacks are developed and performance indices are rigorously 

defined to provide a mean for cyber-attack physical impact quantification. The impact assessment 

results are then used to facilitate the proposition of novel mitigation strategies, to test their 

performance and evaluate their effectiveness in enhancing the resiliency and robustness of the 

microgrid control infrastructure to resist cyber intrusions. Enhanced supplementary control loops 

added at the primary and secondary control levels are proposed to provide attack compensation 

and post-attack recovery in the event of FDI cyber-attacks. A novel rule-based fallback control 

strategy is proposed to mitigate DoS/DDoS cyber-attacks and provide coordination amongst DERs 

in a partially or fully-decentralized manner. A multi-stage cyber resilient control infrastructure is 

then developed to embed cyber security into the microgrid’s design to ensure resiliency, robustness 

and reliability in the event of cyber-attacks. A real-time HIL co-simulation platform modeling and 

interfacing the microgrid power system, information and communication network layers is 

presented and used to analyze the impact of cyber-attacks and to test and validate the effectiveness 

of the proposed cyber resilient mitigation strategies. Recommendations and best cyber security 

practices concluded from this work are also presented.  
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Résumé 

Les microréseaux sont en constante évolution pour intégrer plus de production 

renouvelable, fonctionner de façon autonome, fournir une alimentation continue à des charges 

critiques et offrir des capacités de contrôle avancées nécessitant le déploiement d'une infrastructure 

de communication vulnérable aux intrusions cybernétiques. Cette thèse fournit une analyse 

complète de cybersécurité des systèmes de microréseau et propose de nouvelles stratégies de 

contrôle cyber-résilients pour mitiger les cyber-attaques. Des systèmes de référence sont d'abord 

développés pour fournir une base pour l'analyse de la cybersécurité de différentes configurations 

de microréseaux fonctionnant selon des stratégies de contrôle divers. L'intérêt est attribué aux 

cyber-attaques compromettant l'intégrité des données et la disponibilité du microréseau, à savoir 

les cyber-attaques FDI et DoS/DDoS. Des modèles mathématiques pour les attaques sont 

développés et les indicateurs de performance sont rigoureusement définies pour fournir un moyen 

de quantification de l'impact physique. Les résultats de l'analyse d'impact sont ensuite utilisés afin 

de faciliter la proposition de nouvelles stratégies de mitigation, tester leurs performances et évaluer 

leur efficacité pour améliorer la résilience et la robustesse de l'infrastructure de contrôle des 

microréseaux pour résister aux intrusions cybernétiques. Des boucles de contrôle supplémentaires 

ajoutées aux niveaux primaire et secondaire sont proposées pour fournir une compensation 

d'attaque et une récupération après attaque dans le cas de cyber-attaques FDI. Une nouvelle 

stratégie de contrôle de repli est proposée pour atténuer les attaques DoS/DDoS et assurer la 

coordination entre les ressources énergétiques distribuées de manière partiellement ou entièrement 

décentralisée. Une infrastructure de contrôle cyber résiliante à plusieurs étapes est ensuite 

développée pour intégrer la cyber sécurité dans la conception du microréseau afin d'assurer la 

résilience, la robustesse et la fiabilité en cas de cyber-attaques. Une plateforme de co-simulation 

HIL en temps réel, modélisant et interfaçant les couches du réseau électrique, des réseaux 

d'information et de communication du microréseau, est présentée et utilisée pour analyser l'impact 

des cyberattaques et tester et valider l'efficacité des stratégies de mitigation cyber-résilientes 

proposées. Les recommandations et les meilleures pratiques de cybersécurité découlant de cette 

recherche sont également présentées.
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𝑃𝑆𝑂𝐶 𝑚𝑎𝑛𝑎𝑔𝑒𝑚𝑒𝑛𝑡 DER active power for SOC management [kW] 

𝑃𝑎𝑡𝑡𝑎𝑐𝑘 Modified active power resulting from the application of the FDI attack [kW] 
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𝑇𝐴 Cyber-attack period [s] 

𝑐𝐸𝑆𝑆 Levelized cost of ESS energy [$/kWh] 

𝑡𝐴 Time when the cyber-attack is launched [s] 
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𝑡𝑈𝐹 Period after which under frequency protection schemes initiate [s] 

𝑡𝑑 Time of attack detection [s] 

𝑡𝑝𝑟𝑜𝑡𝑒𝑐𝑡𝑖𝑜𝑛 Time of activation of protection scheme [s] 

𝑡𝑟𝑒𝑠𝑡 Frequency and voltage restoration time, in SM and inverter based microgrids [s] 

𝑡𝑠 Simulation time [s] 

∆𝑉𝑡ℎ Minimum permissible voltage deviation [V] 
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Chapter 1  

Introduction 

1.1. Background 

“The next major war will not be fought with guns, ships and missiles. It will be a cyber war with 

far more devastation than could possibly be achieved by our combined nuclear arsenals. Or if 

conventional weapons are used, they are likely to be our own turned against ourselves” said John 

McAfee, the developer of the first anti-virus program [1]. In fact, numerous cyber events targeting 

critical infrastructures were launched in the 21st century. Stuxnet was the first cyber-warfare 

weapon consisting of a complex piece of malware targeting industrial control systems. Its purpose 

was far more destructive than stealing, erasing or modifying data; instead, the aim of Stuxnet was 

to cause physical damage to the critical infrastructures [2]. An estimated 50,000 to 100,000 

computers located mainly in Iran, Indonesia, India and Azerbaijan have been infected by the 

Stuxnet [3]. The Canadian government represented a major target to threat agents. As a matter of 

fact, in 2011, the Canadian government reported a major cyber-attack against its agencies giving 

hackers access to highly classified federal information and forcing Canada’s main economic 

centers to disconnect from the internet [4]. In 2015, several Denial-of-Service (DoS) cyber-attacks 

targeted Canadian federal government websites including the Canadian Security Intelligence 

Service (CSIS) and Service Canada. The United States (U.S.) was also a victim of various cyber-

attacks. For instance, coordinated DoS cyber-attacks targeting 46 major financial institutions 

including the New York Stock Exchange, Bank of America and Capital One have been carried out 
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in several phases starting in 2012 [5]. One of the cyber-threat agents also gained remote access to 

the controls of a Dam in New York [6]. Another potential cyber-attack targeted the U.S. Office of 

Personnel Management (OPM) in 2015 and resulted in the theft of an estimated 21.5 million 

confidential records [7]. A massive cyber-attack has been launched in May 2017 and has targeted 

many large international companies resulting in more than 200,000 computers being infected in 

over 150 countries [8, 9]. 

The reason behind the numerous cyber events compromising critical infrastructures is the 

rapid advancement and increased complexity of information and communication technologies 

(ICT) which render connectivity more convenient enlarging the cyber-attack surface. The majority 

of cyber-attacks are inexpensive, easy to launch, effective and have a low risk of detection. The 

chemical, nuclear, healthcare, financial services, transportation and energy sectors are all 

endangered and securing and protecting critical infrastructures against cyber-attacks became more 

and more challenging. As it provides essential services to the other sectors, the electricity sector is 

debatably the most complex of all. The evolving electric grid increasingly relies on ICTs to ensure 

enhanced control and automation paving the way to more frequent and sophisticated cyber-attacks. 

In fact, the first real attack which targeted the electricity sector was the unprecedented cyber-attack 

that compromised the Ukrainian power grid in December 2015. This cyber-attack resulted in a 

widespread outage depriving 700,000 customers from electricity for several hours [10]. The 

attackers were able to find vulnerable access points to penetrate and compromise the Ukrainian 

power grid although industry standards for cyber security were employed. North American experts 

claim that the U.S. power grid is not protected against such breaches and the Ukrainian attack is 

easily repeatable [11]. As a matter of fact, in 2014, the Industrial Control Systems Computer 

Emergency Response Team (ICS-CERT) detected the threat agents behind the Ukrainian attack 

attempting to target the U.S. electric sector. Although the attack never occurred, an increased risk 

for potential future attacks on the U.S. critical infrastructure is anticipated [12]. 

The microgrid is considered as an important element in power systems as it provides 

improved energy delivery to local customers, higher renewable distributed energy resources 

(DER) penetration and has the ability to operate autonomously as a self-contained power system 

entity [13]. The advanced capabilities and functionalities provided by microgrids are enabled by 

means of a communication infrastructure vulnerable to cyber-attacks similar to the ones 

perpetrating the large power systems. As microgrids are gaining increased importance amongst 
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stakeholders operating critical loads and requiring reliable and efficient energy delivery, a detailed 

analysis of their cyber security is compulsory before their deployment. 

1.2. Microgrid Operation 

1.2.1. Microgrid Definition and Benefits 

The Department of Energy (DOE) defines the microgrid as “A group of interconnected 

loads and DERs with clearly defined electrical boundaries that acts as a single controllable entity 

with respect to the grid and can connect and disconnect from the grid to enable it to operate in both 

grid-connected or islanded mode.” [14]. 

A microgrid may be connected to the distribution system at one point, notably the point of 

common coupling (PCC), and features various DERs, including inverter-interfaced renewable 

energy resources, fossil fuel based rotating machines, energy storage systems (ESS) and 

controllable loads. Microgrids have the ability to seamlessly shift from islanded to grid-connected 

mode and vice versa, necessitate the deployment of a microgrid controller to manage the DERs 

and loads and require information exchange among the various entities [15]. 

The ability of microgrids to integrate renewable energy sources into distribution networks 

on a large scale increases their value and interest amongst utility engineers and provides greater 

efficiency and flexibility in the evolving electric grid. By employing local energy sources to supply 

local loads, microgrids reduce the energy losses in transmission and distribution further increasing 

the efficiency of the electric grid. Microgrids can provide continuous operation even when the 

main electric grid is down and can ensure faster grid response and recovery by operating as a grid 

resource, strengthening the electric grid resiliency against disturbances [14]. 

1.2.2. Microgrid Operation and Control 

The smooth and reliable operation of microgrids featuring highly intermittent renewable 

DERs with various characteristics and power capacities necessitates power and energy 

management strategies coordinating by means of a communication infrastructure. The 

communication network required by the microgrid controller to provide a mechanism for the 
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exchange of information enhances the operation and dynamics of the microgrid; however, it 

introduces access points and vulnerabilities that may be exploited by attackers [16].   

1.2.2.1. Microgrid Controller EMS Functions 

Microgrid controllers can have a large subset of functions, such as frequency and voltage 

control, energy and load management, seamless reconnection to the grid and transition from grid-

connected to islanded operation. The energy management system (EMS), the microgrid 

controller’s most critical function is typically employed to coordinate the various DERs available 

to provide continuous and smooth operation of the microgrid in the multi-minute time frame, 

particularly in autonomous mode, in the absence of a connection to the main electric power system 

(EPS) [17, 18]. The EMS can assume two configurations, either centralized or decentralized. The 

centralized topology is typically more suitable in islanded microgrids, as it provides better 

coordination amongst the DERs, resulting in improved microgrid performance metrics (fuel 

consumption, levelized cost of electricity, energy sourced by renewables) [17-19]. 

The EMS manages the DERs local controllers and dispatches power set-points to the 

various resources in order to optimize specific objectives while respecting the system constraints. 

The main objectives include maximizing the power sourced by the renewable DERs, minimizing 

fuel consumption, emissions and levelized cost of energy [20]. These objectives need to be 

achieved while respecting some imposed requirements and limitations including DERs capacity 

limits, cost of generation, energy and reserve limits, load levels, safety restrictions, environmental 

impacts and maintenance intervals [21]. 

1.2.2.2. Power Management Strategies  

The DERs primary power control loops compensate for the power mismatch during the 

inter-dispatch period, the period between EMS dispatch set-points updates. The local controllers 

coordinate to improve the microgrid dynamic response, restore the voltage and frequency during 

and after transient events and ensure power sharing amongst the various DERs [22, 23]. 

The microgrid DERs can be classified into grid-feeding, grid-forming and grid-supporting 

resources, each of which provides specific functions in the microgrids. 
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Grid-Forming DER 

When operated in the islanded mode the microgrid’s grid-forming or isochronous DER 

maintains the system’s voltage and frequency and compensates for the fluctuations caused by the 

renewable energy sources and load. The grid-forming voltage and frequency are used as the 

reference for the rest of the grid-feeding or grid-supporting DERs [22, 24]. 

Grid-Feeding DER 

The grid-feeding DERs are primarily renewable DERs which inject power and do not 

actively regulate the system voltage and frequency [25]. These DERs commonly employ a power-

electronic interface, operated as a current-controlled voltage source inverter (VSI) to interface with 

the grid [22]. In grid-connected mode, the grid-feeding DERs can operate in parallel, in contrast 

to the islanded mode of operation, where they require the deployment of a grid-forming or grid-

supporting DER to properly operate.  

Grid-Supporting DER 

The microgrid grid-supporting DERs may or may not participate in voltage and frequency 

support. Depending on their mode of operation, these DERs can function with or without a grid-

forming DER in both grid-connected and islanded microgrids.  

1.2.3. Microgrid Communication Network and 

Information Exchange 

The EMS relies on a wide variety of information and employs different decision-making 

techniques to achieve the specified objectives while ensuring operation within the defined 

constraints [18, 19, 21]. Initialization parameters are first used by the EMS to operate the DERs 

and include: 1) the regulatory constraints on DER operation, emissions and system efficiency, 2) 

the DER equipment specifications, 3) the present and forecasted load values 4) the present and 

forecasted weather data, 5) the load types (critical, curtailable and reschedulable) for load control. 

The data that needs to be continuously communicated to the EMS to evaluate operating set-points 

and commands that allow global centralized control of the DERs include: the varying cost of 

energy from the different sources, the mode of operation of the DERs in terms of the power  
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management strategies employed, the energy and power generated by the DERs and that demanded 

by the loads. 

In contrast to conventional power systems, microgrids employ wired and wireless 

communication technologies to provide a distributed and hierarchical communication 

infrastructure for energy delivery and microgrid management [26, 27]. These communication 

technologies should ensure fast and reliable exchange of commands and controls between the 

microgrid entities. The microgrid communication infrastructure needs to be reliant to standardized 

communication protocols with high performance. The Distributed Network Protocol (DNP3) and 

Modbus protocols and the International Electrotechnical Commission (IEC) standard, IEC 61850, 

are widely used in microgrid communication systems. Every protocol corresponds to a 

communication model that represents the microgrid entities. Modbus is an application layer legacy 

protocol that employs a client-server communication technique. The client represents any 

peripheral device that processes information and sends it to the server which runs application 

software. A client-server communication model could represent the microgrid system whereby the 

DERs and loads are modeled as clients and the microgrid central controller represents the server 

[28]. The DNP3 protocol can also be used in microgrids and it is based on a Master/Slave model 

whereby the master represents a control center and the slave or outstation models the field devices. 

Unlike Modbus, DNP3 slave can send unsolicited responses to the master, the protocol includes 

time-stamped events and data quality information and multiple data types can be encapsulated in 

a single DNP3 message [29]. The IEC 61850 standard was initially designed for substation 

automation whereby three levels are defined: the process, the bay and the substation levels. Three 

different protocols are supported: Manufacturer Message Specification (MMS), Generic Object 

Oriented Substation Events (GOOSE) and Sampled Measured Values (SMV) modeling the 

messages at the different levels [30]. In order to exchange information at the various levels, MMS 

protocol employs a client-server unicast communication model whereas GOOSE and SMV use the 

concept of publisher-subscriber multicast-based communication. The IEC 61850 configures 

intelligent electronic devices (IED) with different data attributes and functionalities developed by 

different manufacturers to ensure interoperability. Depending on the type of the application 

employed, communication requirements such as latency are specified. The IEC 61850 protocol 

has been recently gaining importance in distribution automation and it provides a suitable 

representation of the microgrid and its information exchanged. 
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1.2.4. Simulation Platforms for Cyber-Physical Systems 

Modeling 

The IEEE P2030 defines three separate interoperability architecture perspectives (IAP) that 

together comprise the smart grid: the Power System IAP defined in terms of power elements and 

their interoperability, the Communication Technology IAP defined in terms of communications 

elements and networks and the Information Technology IAP defined in terms of information flows, 

entities and protocols used to exchange that information [31]. In order to perform a detailed cyber 

security analysis for power grids, the three IAPs need to be modeled and interfaced. 

The co-simulation of heterogeneous systems has previously gained a lot of importance in various 

research areas but remains a relatively new topic for power systems analysis and control. Just like 

power systems, microgrids are undergoing radical changes and evolving towards more flexible 

infrastructures and technologies at the generation, sensing, control and monitoring levels to form 

the so called “smart grid”. To fully benefit from the capabilities of these advanced technologies, 

the deployment of a communication network becomes mandatory. More attention has been 

recently directed towards modeling the smart grids’ communication networks and information 

exchange layers and interfacing these models with the simulated power system. One of the very 

first co-simulation tools modeling the power system with its underlying communication network 

was EPOCHS [32]. Off-the shelf power system and communication network simulators were used 

to model the different layers and a software mediator was employed to interface and synchronize 

the simulators. The time-synchronization process is based on a simple time-stepped approach 

whereby the different simulators run respectively and halt at fixed step-points to allow information 

exchange. One major drawback of this method is that if information needs to be exchanged in the 

inter-synchronization period, it will be kept in a queue until the next synchronization point. This 

process leads to an accumulation of errors jeopardizing the fidelity of the simulations, especially 

the time-critical ones. VPNET [33] and Powernet [34] employ synchronization algorithms similar 

to the one implemented in EPOCHS and therefore result in the same type of errors accumulation. 

In addition, these tools are not suitable for large scale power networks. Another emerging solution 

is the use of real-time simulators to accurately represent the real-world power system. The 

simulators could be interfaced with network emulators to overcome the time-synchronization and 
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data exchange issues faced in non-real-time simulations [35]. For instance, the research works 

done in [36, 37] use OPNET and OPAL-RT which provide real-time operation of the power system 

and its corresponding communication network whose interface ensures time-synchronization. 

Although useful for simplified modeling of power systems, these setups do not provide detailed 

modeling of the power system components, the control strategies implemented and the 

communication protocols employed. 

1.3. Microgrid Cyber Security 

1.3.1. Cyber Security Objectives and Cyber-Attacks 

Types  

Centralized control strategies necessitate two-way information flow between the microgrid 

controller and the DERs local controllers [19], and are enabled through a microgrid 

communication network, adhering to the defined communication protocols. This reliance on ICTs 

along with communication protocols, such as internet protocol (IP) based protocols, enhances the 

operation and control of the microgrid; however, it creates potential vulnerabilities and access 

points which can be maliciously exploited by cyber-attackers [38-41]. As per the National Institute 

of Standards and Technology (NIST) guidelines, cyber-attacks are classified into three levels: 

attacks compromising availability, confidentiality and integrity [42]. Cyber-attacks compromising 

confidentiality allow threat agents to eavesdrop on the communication network to acquire 

information that could reveal the identity of the customers and their electricity usage. These attacks 

have a less significant impact on the microgrid main functions’ operation. Cyber-attacks 

compromising data integrity cause malicious modification of information flowing in the grid. 

These attacks can result in corruption of the measurements or commands exchanged in the grid 

leading to a disruption or malfunction of the microgrid critical control functions such as voltage 

and frequency regulation, energy and load management, islanding and resynchronization. A 

typical example of attacks jeopardizing the data integrity of the grid is False Data Injection (FDI) 

cyber-attacks. As for the loss of availability, it is caused by attacks whose main purpose is to block, 

delay or corrupt the communications so as to make network resources unavailable to the system 

nodes that require information exchange [43]. Whether launched from one source or from multiple
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sources, DoS and Distributed DoS (DDoS), are typical examples of cyber-attacks jeopardizing the 

availability of the grid and can be initiated by sending malformed packets to the attack target, 

performing network/transport or application layer flooding attacks by exhausting the bandwidth, 

the processing capacity of the routers or the network resources or by exhausting the server resource 

[41, 44]. DoS and DDoS cyber-attacks impact the communication network performance and make 

the network resources and services unavailable to legitimate users requiring this information [38, 

41]. 

1.3.2. Cyber-Attack Impact Assessment 

Various studies have investigated the impact of FDI and DoS/DDoS cyber-attacks on the 

operation of the power system and the communication network, respectively. FDI cyber-attacks 

targeting the power system state estimation were introduced in [45]. It was shown that with 

complete knowledge of the power system configuration, an attacker could inject into meters, false 

data which bypasses bad data detection schemes modifying the state estimation outputs and 

resulting in erroneous decisions. Load redistribution (LR) attacks, a special type of FDI, were 

presented in [46]. The attack consists of a cooperative manipulation of load measurements and line 

power flows, misleading the state estimation and resulting in a false economic dispatch. As such, 

the non-optimal dispatch causes unnecessary load shedding and the power flows exceeding the 

lines’ capacities result in more pronounced curtailments. The research in [46] is further extended 

in [47] to propose bi-level and tri-level models to identify the most damaging immediate and 

delayed LR attack which impact is quantified in terms of the increased operational cost. To 

overcome the limitations of [45-47] requiring full knowledge of the system configurations, the 

studies performed in [48, 49] showed that knowledge of the local attacking region’s parameters is 

sufficient to successfully launch an undetectable FDI attack. The impact of FDI cyber-attacks 

which maliciously modify the sensor measurements on the operation of control systems is 

evaluated in [50, 51] on the operation of voltage [52] and angle stability control loops [53, 54] and 

have showed that the effectiveness of the attack depends on its magnitude, target and location. FDI 

cyber-attacks jeopardizing the operation of automatic generation control (AGC) are investigated 

in [55, 56] and their impact is quantified in terms of frequency instability and loss of load. Different 

types of FDI cyber-attacks including constant injection, bias, positive and negative compensation, 

scaling, ramp, pulse and random cyber-attacks are proposed and tested in [57, 58]. In [59], 
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tampering with the load sensor measurements showed to cause incorrect load management 

decisions, such as unnecessary load shedding or DER disconnection, in a microgrid system. 

Most of the studies investigating DoS and DDoS cyber-attacks evaluate their impact on the 

communication network performance. For instance, a traffic flood was conducted in [39] to cause 

a DoS cyber-attack on a power grid communication network implementing the DNP3 protocol. It 

was shown that the attack could result in phase transition in the delay performance of the DNP3 

protocol and that shorter DNP3 packets are more immune to such intrusions. An SYN flood attack 

is launched in [60] against phasor measurement units (PMU) in a distribution network and results 

in large traffic congestions disrupting the data sent to the controller causing wrong decision 

making. The impact of DoS and DDoS attacks which compromise one or many network devices 

respectively to launch SYN flood and compromise the utility server responsible for demand 

response (DR) was evaluated in [61]. The DoS attack did not affect the overall operation of the 

power grid as it resulted in a slight reduction in the average number of packets received by the 

smart meters. In the case of a DDoS, 89.7% of the meters were not able to communicate with the 

server. The partial unavailability of the DR mechanism in the majority of the meters in the event 

of a DDoS would cause an unsafe mode of operation, especially during critical peak periods when 

load shedding is necessary.  

Although cyber-attacks could be performed using different techniques, could target 

different power system entities and their impact on the power system operation could vary in 

intensity, it could be concluded that power grids do not fundamentally embed cyber security and 

their underlying infrastructure is not inherently built to resist cyber-attacks. In addition, very few 

are the studies analyzing the cyber security of microgrid systems which too are prone to cyber 

intrusions that could severely impact their operation. Hence, before the deployment of microgrids 

as a solution for reliable and efficient energy delivery, their underlying infrastructures should be 

designed with cyber security and resiliency in mind. 

1.3.3. Cyber-Attack Prevention Strategies 

Prevention of cyber-attacks targeting the grid’s integrity and availability is commonly 

achieved by improving the information security techniques applied. In order to prevent FDI and 

DoS/DDoS cyber-attacks, measures such as the inclusion of data integrity checking, encryption 

message protocols and authentication mechanisms are to be employed [41-44, 62] [63, 64]. The 
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NISTIR standard presents a list of approved algorithms for encryption by means of symmetric key, 

such as the Advanced Encryption Standard (AES) and Triple-Data Encryption Algorithm/Standard 

(TDEA/TDES) [65-67], and asymmetric or public key, such as the Digital Signature Algorithm 

(DSA), Digital Signature Standard (DSS), Rivest–Shamir–Adleman (RSA) digital signature and 

Elliptic Curve Digital Signature Algorithm (ECDSA) [68, 69]. Accordingly, Cipher-based 

Message Authentication Code (CMAC), Galois/Counter Mode (GCM) and its specialization 

GMAC, and the Hash Message Authentication Code (HMAC) are approved message 

authentication algorithms [70-72]. However, if not properly deployed, these measures might 

negatively impact the microgrid operation [73]. Unencrypted or weakly encrypted network 

protocols expose the authentication keys and data payload enabling attackers to obtain credentials, 

access the network devices and decrypt encrypted traffic using the same keys. For instance, 

standard well-documented protocols used in plain-text create a vulnerability and enable session 

hijacking and MITM attacks allowing malicious tampering of the data exchanged between the 

devices. Accordingly, insecure key exchange and storage, or inadequate authentication and data 

protection between clients and access points could result in insufficient authentication and enable 

attacks on authentication keys facilitating session injection and hijacking, DoS/DDoS and MITM 

attacks. The verification of the integrity of a message protocol and data should be performed before 

any data routing and processing. A lack of data integrity checking and security monitoring, 

inadequate security architectures, poorly configured security equipment and failure to detect and 

block compromised traffic in valid communication channels could significantly impact the grid 

operation and result in buffer overflows, the compromise of the devices and servers, MITM and 

DoS/DDoS cyber-attacks. Network segregation, single and multipath routing [58], the 

employment of virtual local area networks (VLAN) along with priority tagging and 

communication redundancy are other prevention means that could also be employed at the 

communication network layer.  

Utilities tend to protect their power assets against potential cyber-attacks through 

conformity to security guidelines and regulations and through the application of the 

aforementioned defense mechanisms and prevention strategies. Although effective in some 

scenarios, the conformity to security regulations and most of the currently implemented prevention 

strategies cannot ensure a comprehensive protection of the power grids, as seen following the 

success of the Ukraine attack. Just like the large EPS, microgrids are prone to cyber disturbances 
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and embedding resiliency into their control infrastructure is, therefore, necessary [57]. Hence, as 

prevention means are bypassed, detection mechanisms need to be put in place to localize the 

compromised entities and post-attack recovery plans must be proposed to ensure enhanced 

resiliency. 

1.3.4. Cyber-Attack Detection  

Different control strategies have been proposed in the literature to detect cyber-attacks 

compromising data integrity of smart grids and cyber-physical systems in general. The research 

work performed in [74] analyzed cyber-attacks on sensors and actuators on a generalized 

continuous-time linear control system model. The limitations in attack detection and identification 

have been presented by defining algebraic and graphical conditions. Centralized and distributed 

filters are developed to detect and identify, when feasible, arbitrary errors inserted by the attacker 

to vulnerable sensors and actuators. In a similar effort, [75] identifies the maximum number of 

sensors that could be compromised in a linear control system in order for attack detection and 

recovery to be possible. The study shows that by identifying sensor attacks, state estimation could 

be properly performed by disregarding the malicious sensors and relying on the trusted ones. The 

ability of conducting perfect state estimation in the presence of compromised sensors is hence 

equivalent to the ability of performing perfect identification. Different efforts have been put in 

order to solve the problem of robust state estimation in deterministic systems [76] and [77], and in 

stochastic and uncertain systems [78, 79] to reconstruct the system’s state in the event of a limited 

number of cyber-attacks.  

The aforementioned strategies rely on the assumption that the attacker has partial access to 

the system and cannot manipulate all the sensors measurements. To overcome this constraint, [80] 

proposes a moving target scheme to detect cyber-attackers having knowledge of the system state 

and measurements. The proposed control scheme consists of adding extraneous states with time-

varying dynamics known by the defender and hidden from the attacker that are correlated to the 

original states. Additional sensors are also introduced in the system to measure the extraneous 

states. As such, as the original states are maliciously varied by the attacker, the extraneous states 

will be impacted. The dynamics of the additional states vary fast enough so that the attacker cannot 

identify the extraneous system. Conducting unidentifiable attacks on sensors requires the attacker 

to have knowledge of the system model. This creates limitations on the number of identifiable 
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attacks which would require adding more sensing to withstand more attacks or designing systems 

resilient to a small number of attacks. The study performed in [81] argues that limiting the 

attacker’s knowledge of the system model reduces the ability to conduct unidentifiable attacks. 

Changing the dynamics of the system model in a time varying manner, unknown to the attacker, 

would force the attacker to launch unambiguously identifiable attacks allowing the defender to 

perform proper state estimation without requiring more sensing. The design of the time-varying 

dynamics, acting as a moving target, is discussed in this paper and the performance of the proposed 

control strategy is evaluated for deterministic and stochastic systems. 

The concept of adding noise to the control commands to detect cyber-attacks, or what is 

commonly known as physical watermarking, is another common approach to detect cyber 

intrusions in cyber physical systems and is discussed in [82]. The cyber-attacker considered is 

assumed to have no knowledge of the system model and is only capable of performing a replay 

attack causing the repetition of the sensors’ measurements to cause disruption of the control system 

in steady-state. As compared to other detection means, the noisy control authentication enhanced 

attack detection on the expenses of the controller performance. Physical watermarking is further 

analyzed in [83] to detect replay attacks on sensors using different watermarked inputs. An 

algorithm was developed to evaluate the statistical properties of the watermarked input based on 

the trade-off between the detection performance and the tolerable control performance loss. The 

concept of physical watermarking is further extended in [84] to detect an attacker with knowledge 

of the system model, the true system outputs and a subset of the control inputs. As such, the 

attacker can design stealthy virtual outputs and insert damaging inputs to the system. Physical 

watermarking has proved to enhance the ability of the defender to detect replay and stealthy attacks 

with or without knowledge of the system model, sensor measurements, and a subset of the control 

inputs. This detection enhancement however results in a degradation of the control performance. 

In addition, if the attacker gains access to all the control inputs and sensors measurements of the 

system, the watermark detector would fail. 

In the area of distributed control approaches, a distributed control strategy is proposed in 

[85] to enable the wireless network nodes to evaluate any arbitrary function of the node values in 

the presence of malicious agents. A broadcast communication model is assumed and a linear 

iterative strategy is employed to define the information exchanged by the nodes. A malicious node 

is detected whenever it updates its values arbitrarily without following the linear strategy. The 
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study shows that under specific connectivity requirements it is possible for the nodes to calculate 

any arbitrary functions even in the presence of malicious nodes. Although distributed control 

strategies ensure resilience in the event of cyber disturbances, they could only defend against a 

limited number of attacks. In addition, if the attacker has knowledge of the system model and data 

exchanged he/she would be able to extract the needed information to maliciously tamper with the 

nodes’ updates without being noticed by the defender. 

Detecting DoS and DDoS cyber-attacks is typically performed by monitoring the operation 

of the communication network layer. Signature-based and anomaly-based intrusion detection 

schemes (IDS) could be employed to identify suspicious network activity enabling the detection 

of DoS/DDoS and FDI cyber-attacks. Knowledge or signature-based IDSs create databases of all 

the cyber-attacks that could possibly compromise the communication network. Based on these 

patterns, known attacks could be easily detected without generating any false positives. The widely 

used open-source Snort [86] tool is a typical example of such IDSs. The major drawback of such 

schemes is their inability to detect unknown or slight variations in the attack patterns. Anomaly-

based IDSs on the other hand, make use of the model of normal communication network behavior 

and identifies any variant as anomaly. D-WARD [87] is a widely used anomaly-based detection 

scheme which uses a model for the normal system traffic and continuously monitors the two-way 

traffic flow between the network peers to identify anomalous behavior. Trade-offs between the 

ability to detect all the attacks and misidentifying a normal behavior as an attack should be 

performed when implementing such IDSs. IDSs could also be setup to monitor the behavior of the 

grid underlying physical process governed by the power system theories. For instance, a model-

based attack detection and mitigation scheme is proposed in [55] and tested in [88] for AGC 

compromised by integrity cyber-attacks. The attacker modifies the sensor measurements to cause 

wrong control commands drifting the system frequency to unstable operating points. The cyber-

attack detection mechanism evaluates, based on forecasts, an estimate of the expected control 

commands which are compared to the real-time commands using statistical and temporal 

characterization. A set of rules are defined to ensure that the commands that are not anomalous 

conform to the power system theory. The parameters of the anomaly based detection scheme are 

tuned in order to minimize the false negative and false positive rates in the studied attack period. 

When the attacks are detected, an educated guess of the real commands is evaluated to replace the 

compromised commands. The proposed strategy could be employed if the attacker has knowledge 
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of the system model, the sensors measurements and all of the actuators commands. However, the 

detection and mitigation schemes highly depend on the load forecasts whose reliability is affected 

by faults and unexpected load changes and which could be maliciously manipulated by cyber-

attackers. These limitations could not be disregarded as in such scenarios, instead of enhancing the 

cyber resiliency of the system, the proposed scheme would lead to very high rates of false negatives 

and false positives deteriorating the operation of the grid. 

1.3.5. Resilient Control for Cyber-Attack Mitigation 

The strategies and techniques mentioned in the previous section cannot always guarantee 

cyber-attack detection. Even if they do, they do not always ensure instantaneous attack detection. 

Therefore, a resilient microgrid control infrastructure should be designed to account for, counteract 

and survive both, detected and undetected cyber-attacks. This section first reviews the 

decentralized and distributed power and energy management strategies which the microgrid could 

employ in the event of detected FDI and DoS/DDoS attacks targeting microgrids centralized 

controller. The control loops that could be added to the DERs primary controllers to provide 

frequency support in the event of unplanned power imbalances or undetected FDI cyber-attacks in 

low inertia microgrids are then presented. 

1.3.5.1. Power and Energy Management Strategies for Mitigation of 

Cyber-Attacks on Microgrid Centralized Controller 

Different control strategies could be employed to mitigate FDI and DDoS cyber-attacks 

compromising the microgrid centralized EMS operation which maliciously modify or cause 

disruption of the information exchanged between the controller and the DERs. A distributed 

network control approach is proposed in [89] to define a strategy for each network node to follow 

when updating its internal state. A numerical design procedure is employed to determine how the 

node’s state will include the neighboring nodes’ states so that the updates of the nodes closest to 

the actuators can ensure a stable operation of the plant. The numerical design is modified and a 

distributed scheme is presented to ensure stable operation in the event of packet drops and node 

failures. The research works performed in [90, 91] suggest cooperative control techniques whereby 

each DER monitors the behavior of its neighbors, using multicast communications, and isolates 



16                                                                      Introduction 
 

the misbehaving DERs from the network. These strategies make use of communications which 

could be intruded, only operate in the event of partial system compromise and assume that it is 

guaranteed that the leader DER is secure and cannot be attacked using methods such as in [41, 43, 

44, 62, 92]. Another common practice that could be employed to mitigate the centralized EMS 

single-point of failure drawback is to operate the DERs in droop control mode as it relies on local 

measurements and does not require communications resulting in high reliability and flexibility 

[93-95]. However, when in conventional droop control mode, two or more DERs could actively 

participate in the regulation of the voltage and the frequency [19]. Although this control strategy 

is highly flexible and it could be used in the event of unreliable or lost information exchange due 

to FDI or DDoS cyber-attacks, it has drawbacks such as its slow and oscillatory dynamic response 

and it results in poor performance as renewable DERs are integrated [96]. Methods such as angle 

droop replacing frequency droop [97], the addition of a derivative term to the static droop 

characteristics [98], adaptive decentralized droop [99] and non-linear droop control [100] could be 

employed to enhance the performance of the traditional droop control method. 

There are many benefits of operating the ESS in grid-forming mode, as will be explained 

in chapter 4. If this power management strategy is employed, managing the ESS SoC is of 

paramount importance as a cyber-attack which causes violation of its energy limits would restrain 

its ability to regulate the microgrid voltage and frequency. Decentralized SOC management 

algorithms are proposed in [101, 102] however most applicable only in grid-connected microgrids. 

In [103, 104], the ESS reference frequency is adjusted based on SOC limits in order to manage the 

SOC in a decentralized manner. Active power limits ensuring that the ESS provides its isochronous 

functions and compensates for the loads and renewable DERs variability are not accounted for. As 

the SOC reaches its lower or upper limits a frequency decrease or increase signals load shedding 

or renewable generation power curtailment to allow the ESS to charge or discharge, defeating the 

main purpose for which microgrids were designed; maximizing the hosting capacity of renewable 

DERs and providing continuous power supply to the loads. These strategies do not perform 

adequately in the presence of other dispatchable DERs in the islanded microgrid as supplementary 

control loops for the DERs are required for coordination and sufficient compensation.  
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1.3.5.2. Enhanced Primary DER Control for Frequency Support 

If detection means are bypassed or do not operate instantaneously, the microgrid DERs and 

their circuit breakers could operate based on maliciously tampered power set-points or commands 

creating sudden power imbalances in the grid. Therefore, it is imperative that the DERs local 

controllers be equipped with loops that provide transient and steady-state compensation of such 

events, especially in low inertia microgrids where small power imbalances could result in very 

severe voltage or frequency excursions.   

Various robust control architectures have been proposed to tackle the problem of low-

inertia microgrids subject to load disturbances or generation outages. For instance, the study in 

[105] utilizes a multivariable 𝐻∞ approach to design a centralized controller, robust to system 

nonlinearities, to ensure power sharing among low-inertia DERs in the event of disturbances. 

Another multi-input multi-output (MIMO) robust controller, designed via µ synthesis, is proposed 

in [106] to control the DERs and ESS to minimize the battery size and reduce frequency variations 

in the presence of model uncertainties. These robust controllers enhance the system stability but 

require communications with the microgrid entities which expose them to a high risk of cyber 

intrusions. Many variants of droop control have also been proposed in the literature [107-109]. 

These control loops are local to the DERs and they improve the microgrid stability and power 

sharing capabilities. However, the DERs equipped with droop control only do not provide inertia 

support to low-inertia microgrids [110]. The concept of virtual inertia has therefore been proposed 

to mimic both, the steady-state and the transient characteristics of synchronous generators by 

applying the swing equation to provide inertia support. For instance, dynamic frequency control 

support by distributed energy storage was proposed in [111] to generate short-term compensation 

following a disturbance and operate as a synthetic inertia. The ESS generates power to reduce the 

rate of change of the frequency and the frequency nadir. The synthetic inertia is tuned such that it 

activates before the initiation of the load shedding schemes, it provides contribution at least until 

the remaining resources primary controllers compensate to restore imbalance, and its end of 

delivery is progressive to avoid creating additional sudden imbalances. The proposed control 

strategy has been tested in the event of generation outages in an isolated power system with high 

penetration of renewable energy and it enhanced the frequency response while reducing the 

amount of load shedding and in some of the scenarios avoiding it. An ESS operated as a virtual 
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synchronous generator has been proposed in [112] to emulate the inertia of synchronous generators 

in an autonomous wind-diesel power system. The active power contribution provided by this ESS 

is proportional to the rate of change of the frequency and an inertia gain. Three different values of 

the gain were tested to evaluate the performance of the ESS in enhancing the frequency response. 

As compared to small values of the gain, higher values resulted in a reduction in the maximum 

deviation in the diesel generator rotor speed following a disturbance but also caused the system to 

become slower and more oscillatory. In order to dampen the oscillations resulting from a high 

value of the inertia gain, the damping properties of synchronous generators were emulated together 

with virtual inertia in [113]. This control strategy was applied to an ESS operated as a virtual 

synchronous machine added to a PV-hydro microgrid to reduce the frequency variations and the 

rate of change of the frequency. The active power contribution associated with virtual inertia is 

evaluated in proportion to the rate of change of the frequency excursion and an inertia gain to 

provide transient frequency support, while the damping contribution is proportional to the 

frequency excursion and a damping gain and is added to return the frequency to its nominal value. 

The gains associated with the inertia and damping contributions are constant values evaluated as 

the ratio of the nominal power of the ESS to be deployed to the maximum rate of change of the 

frequency and the frequency excursion, respectively. Accordingly, an oscillation damping 

approach is developed in [114] for a virtual synchronous generator operated in a grid with a non-

negligible power angle. As a result, active and reactive power are no longer independent and are 

both affected by the angle and voltage changes, making the system’s swing equation more 

complicated to realize and control. Linear control theory is employed to linearize the non-linear 

swing equation and decouple the voltage deviation and the damping factor. The proposed strategy 

has been tested for different damping factor values and proved to damp the oscillations with a 

trade-off between smaller frequency overshoot and shorter response time. The study performed in 

[115] proposes a modified droop controller for inverter-interfaced DERs to improve the transient 

frequency response in a droop controlled microgrid in the event of disturbances. The proposed 

controller evaluates the droop gain in proportion to virtual inertia, computed as a function of the 

frequency derivative. The modified droop controller only operates in the event of disturbances 

improving transient frequency response and reducing unnecessary load or generation curtailment 

outweighing the capabilities of conventional droop control strategies. A combined virtual inertia 

and droop control strategy is proposed in [116] for doubly-fed induction generators (DFIG) to 
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regulate the frequency in the event of microgrid load disturbances. The droop and virtual inertia 

gains are evaluated based on a trial and error approach and they are continuously adjusted 

depending on the wind speed conditions. The variable coefficient strategy ensured fast response 

to the rate of change of frequency and temporary frequency support due to virtual inertia, and a 

permanent frequency support due to droop control. Another combined droop and virtual inertia 

control scheme is introduced in [23] to variable speed wind turbines controllers to provide transient 

inertial response and permanent droop-based compensation in the event of generation outages. 

Different values of the inertia gain are tested and the parameter which increases the frequency 

nadir without highly increasing the time to restore steady-state is selected. The power reserve 

required to enable the droop function in over-frequency scenarios is also selected with a trade-off 

between enhanced frequency response and higher energy losses. The proposed strategy is also 

tested under normal operating scenarios during wind fluctuations showing that droop control 

provides the same results as the combined controller. In fact, virtual inertial response showed to 

be the most effective in the event of fast frequency changes resulting from large disturbances as 

opposed to droop control which operates in relatively slower events. 

1.4. Problem Statement 

With the large integration of renewable intermittent energy resources, it became 

challenging to control the microgrid especially in the absence of the EPS operating as an infinite 

bus. A microgrid controller which coordinates and controls the various DERs using 

communication technologies and based on predefined communication protocols is therefore 

indispensable for smooth and continuous operation. Theory and real-world scenarios have proven 

that communication networks are never utterly secured and impenetrable. As a result, threat agents 

could gain unauthorized access, modify, steal, block or corrupt the information exchanged in 

microgrid systems causing the maloperation of the critical control functions they provide. The 

severity of the impact a cyber-attack could have on the microgrid operation depends on many 

factors that will be explained throughout this thesis. To the best of the author’s knowledge, the 

literature still lacks a detailed cyber security analysis for microgrid systems. 

FDI cyber-attacks which compromise the microgrid data integrity by maliciously 

modifying the measurements sent or the commands received by the DERs to or from the microgrid 
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controller could result in large disturbances in the system. This is mainly due to the fact that 

microgrids are extensively deploying static power-electronic interfaced DERs which provide 

enhanced dynamic performance but result in a microgrid with very low inertia. As a consequence, 

slight attack-induced power disturbances would yield severe voltage and or frequency excursions 

imperiling the microgrid stability. If not instantaneously detected and mitigated, cyber-attacks of 

this type lead to the initiation of protection schemes causing nuisance load shedding and generation 

disconnection that might conclude with a microgrid blackout. Another significant example is 

DoS/DDoS cyber-attacks which are being extensively launched recently due to their simplicity 

and the very severe impact they could engender. In fact, such attacks make the information and 

services requested by the targeted resources unavailable endangering the critical control functions 

provided by the microgrid. For instance, a DoS/DDoS cyber-attack can make the commands or 

measurements sent to or from the microgrid controller unavailable affecting the DERs operation 

and the controller’s decision-making process resulting in violation of the power and energy 

management requirements.  

Ensuring resiliency of the microgrid to cyber-attacks cannot be guaranteed by solely 

implementing prevention measures and guidelines applicable at the communication network 

infrastructure. In fact, various scenarios showed that even with these strategies deployed, 

exploitable holes and vulnerabilities still exist. Hence, the need for building resiliency at the 

microgrid control infrastructure arises. Both, the primary and secondary control levels need to 

embed enhanced control loops and be able to shift to fallback control modes to ensure robustness 

of the microgrid control infrastructure and ability to survive and operate in the presence of 

undetected attacks and to counteract and mitigate detected attacks. An in-depth cyber-attack 

impact assessment, facilitated by a quantification of microgrid specific performance indices, is 

compulsory before proposing effective mitigation methods and developing a cyber resilient control 

infrastructure for microgrid systems.  

1.4.1. Thesis Statement 

The main goal of this thesis is to perform a detailed analysis of cyber security for islanded 

microgrids filling the research gap found in the literature. This first requires the development of 

microgrid benchmark test systems which model the power system, information exchange and 

communication network layers and their interconnection. Quantification of the impact of cyber-



 1.4. Problem Statement                                                                                                                          21                                                                                              
 

 

attacks on the operation of islanded microgrids having various configurations and operating under 

different control modes would then be possible. Primary control loops and fallback mitigation 

strategies that ensure the survivability and resiliency of the microgrid primary and secondary 

control infrastructure against cyber-attacks are then proposed, implemented and validated. A cyber 

resilient control infrastructure for microgrid systems is developed and recommendations and best 

practices for cyber security are concluded. 

1.4.2. Research Objectives 

Cyber-attack impact quantification  

Various factors affect the impact that cyber-attacks can have on the microgrid operation 

and they include the type of DERs employed, the microgrid configurations, the secondary 

controller architecture and the primary power management strategies local to the DERs. 

Benchmark test systems modeling and interfacing the microgrid power system, communication 

network and information exchange layers in real-time need to be developed to allow proper 

modeling of the cyber-attacks and provide a basis for cyber security analysis. Microgrid specific 

performance indices should be defined to provide a mean for quantitative assessment of the cyber-

attacks’ impact on the operation of critical control functions. The impact assessment facilitates the 

proposition of mitigation strategies and the performance indices provide a mean for quantifying 

and testing the performance and effectiveness of the strategies in counteracting cyber-attacks. 

Control loops for enhanced survivability of microgrids in the event of cyber-attacks 

compromising data integrity 

After quantifying the impact of cyber-attacks compromising the microgrid data integrity, 

solutions need to be proposed to ensure that the microgrid control infrastructure can survive and 

operate resiliently in the event of such attacks, whether they are detected or not. Primary control 

loops, which provide transient and steady-state voltage and frequency support, need to be 

implemented, and adaptive load management schemes, ensuring post-attack power and energy 

balance, need to be designed to compensate for sudden power imbalances induced by FDI cyber-

attacks which successfully bypassed the detection schemes employed. The performance of the 

control strategies needs to be evaluated for different microgrid configurations and under different 

operating scenarios. 
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Fallback energy management strategy for DoS/DDoS cyber-attacks mitigation 

DoS/DDoS cyber-attacks can target one or many entities in the microgrid causing loss of 

some or all the information exchanged over the communication network resulting in maloperation 

of critical power and energy management control functions. A mitigation strategy which operates 

in the event of such cyber-attacks needs to be proposed. The microgrid should shift to a fallback 

control strategy which provides the primary and secondary power and energy management 

functionalities even in the event of lost data. The proposed strategy should ensure safe and secure 

operation of the microgrid when the communications cannot be trusted and its effectiveness should 

be evaluated and its performance should be validated for different microgrid control architectures 

and configurations. 

Multi-Stage Cyber Resilient Control Infrastructure and Recommendations for Enhanced 

Cyber Security 

In order to investigate cyber security for islanded microgrid systems, a cyber resilient 

control infrastructure which embeds security into the grid’s design should be proposed. The 

infrastructure should combine different mitigation strategies and operate at different stages to 

provide voltage and frequency stability, power and energy management and enhance the ability of 

the grid to provide continuous power supply and host renewable DERs while operating 

economically in the presence of detected and undetected FDI and DDoS cyber-attacks in the 

system. As such, even if conventionally applied prevention and detection means are bypassed, the 

grid would be designed to survive, respond and recover from cyber-attacks targeting data integrity 

and availability. A parametric study should be performed to evaluate the performance of the 

proposed infrastructure under different operating conditions. Recommendations and best cyber 

security practices could then be concluded. 

1.5. Claims of Originality 

The outcomes of this thesis build upon existing research work and supplement the 

emerging field of microgrid cyber security by providing the following research contributions: 

1. Development of a real-time HIL benchmark co-simulation platform to enable the analysis of 

microgrid cyber security. The microgrid power system layer, comprising power-electronic 
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interfaced, synchronous machine (SM) based and renewable DERs with their underlying 

power management control strategies, is interfaced with the communication network and 

information exchange layers, employing legacy and modern communication protocols. 

Different hardware and software are employed to provide detailed modeling of the microgrid 

constituting layers, to ensure interoperability, real-time operation, no accumulation of errors, 

and increased flexibility of the platform to be adapted to larger systems overcoming the 

drawbacks of setups found in the literature.    

2. Formulation of the microgrid cyber security problem and the need for a cyber resilient control 

infrastructure [117, 118]. Mapping cyber events modeled on the microgrid communication 

network layer to physical impacts evaluated on the power system layer: Modeling cyber-

attacks compromising data integrity and availability of microgrid systems in specific, 

quantification of the attack’s parameters causing infringement of the microgrid power and 

energy management control functions, along with quantitative assessment of the attacks’ 

impact by means of specific performance indices. 

3. Development of mitigation strategies and post-attack recovery plans applied at the control 

layers of SM based and 100% inverter-interfaced microgrids targeted by cyber-attacks, 

accounting for both, detected and undetected attacks. The performance of primary control 

strategies, commonly applied in the context of physical disturbances, is evaluated in the context 

of undetected FDI cyber-attacks to enhance the microgrid survivability and provide fast 

transient and permanent steady-state compensation [119, 120]. A rule-based fallback control 

algorithm is developed to provide power and energy management functions in the event of 

DoS/DDoS cyber-attacks causing partial or total loss of communication [121]. 

4. Development of a multi-stage cyber resilient control infrastructure which embeds cyber 

security into the microgrid’s design and operates at different stages to provide frequency 

stability, power and energy management and enhance the ability of the microgrid to host 

renewable energy and supply critical loads while operating economically, in the event of FDI 

and or DoS/DDoS cyber-attacks. Recommendations and best practices for enhanced microgrid 

control and resiliency are concluded. 
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1.6. Dissertation Outline 

Chapter 2: Microgrid Underlying Layers for Cyber Security Analysis and Cyber-Attack 

Modeling 

The three constituting layers allowing analysis of the cyber security of microgrid systems, 

namely the power system, communication network and information exchange layers, are presented 

in this chapter. The methods used to model the layers and interface them to operate as a single 

entity while overcoming the downfalls of similar platforms available in the literature are explained. 

The various vulnerable access points to threat agents are presented and the cyber-attacks that could 

target the microgrid system are mathematically modeled with more emphasis attributed to attacks 

compromising data integrity and grid availability. Performance indices which allow the 

quantification of the cyber-attacks impact on the microgrid operation and the evaluation of the 

effectiveness of proposed mitigation solutions are defined. Operating bounds are evaluated to 

facilitate the selection of the cyber-attacks parameters so as to cause severe impacts and result in 

an infringement of the microgrid power and energy management requirements. The steps followed 

and the assumptions made in order to ensure cyber resilience and survivability of the microgrid in 

the event of detected or undetected cyber-attacks are finally presented. 

Chapter 3: Control Loops for Enhanced Survivability of Microgrids against FDI Cyber-

Attacks 

Primary control loops, typically applied in the context of physical events, are added to the 

power-electronic interfaced DERs to enhance the microgrid survivability in the event of FDI 

cyber-attacks on the EMS, when detection schemes have been bypassed or haven’t operated in a 

timely manner. The control loops emulate virtual inertial response mimicking SMs operation and 

may be combined with droop control for additional cyber-attack compensation. The impact of the 

FDI cyber-attacks is quantified by means of reliability indices which facilitate the evaluation of 

the performance and effectiveness of the control loops. Adaptive load management strategies are 

also proposed to provide a second layer of cyber-attack compensation. Two microgrid 

configurations are investigated: SM based and 100% inverter-interfaced islanded microgrids. The 

results are validated on the real-time hardware-in-the-loop (HIL) co-simulation setup. 
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Chapter 4: Fallback Energy Management Control Strategy for DoS/DDoS Cyber-Attack 

Mitigation 

A fallback control mitigation strategy is proposed to enhance the resiliency of microgrids 

against DoS/DDoS cyber-attacks compromising the communication network and causing the loss 

of information exchanged between the DERs and the microgrid controller in a microgrid operating 

the ESS as the grid-forming DER. A rule-based fallback control strategy is proposed in order to 

distribute the energy management functions of the EMS among the microgrid DERs. Advanced 

supplementary control loops added to the DERs primary controllers are proposed to provide 

coordination between the DERs without the reliance on vulnerable communication links. A 

detection mechanism allowing transition to the fallback control architecture is proposed. The 

DDoS cyber-attack is modeled, its impact is quantified and the performance of the proposed 

fallback mitigation strategy is tested and evaluated on the real-time HIL co-simulation setup for 

SM based and 100% inverter-interfaced islanded microgrids. 

Chapter 5: Multi-Stage Cyber Resilient Control Infrastructure and Recommendations for 

Enhanced Cyber Security 

A multi-stage cyber resilient control infrastructure extends and complements the work done 

in the previous chapters to ensure that, by design, microgrid systems could resist and survive FDI 

and or DoS/DDoS cyber-attacks while operating reliably and efficiently. For the sake of generality, 

the microgrid system considered operates a SM based DER as the grid-forming resource. The 

proposed strategy implements among others the control strategies of chapters 3 and 4 which are 

adjusted to ensure transient and steady-state stability, power and energy management, enhanced 

microgrid ability to supply critical loads and host renewable energy, and economic operation in 

the event of cyber disturbances. A parametric analysis is conducted to evaluate the performance 

of the proposed infrastructure and test its ability to adapt to the different operating conditions. 

Recommendations and best cyber security practices drawn from the research work performed are 

then concluded. 

Chapter 6: Summary and Conclusions 

The results and major contributions of this thesis are presented in this chapter. The 

applicability of the proposed analyses and methods to the practical engineering environment is 
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also highlighted. Finally, potential future research work that builds upon and supplements the 

contributions of this thesis is proposed.
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Chapter 2  

Microgrid Underlying Layers for 

Cyber Security Analysis and Cyber-

Attack Modeling 

2.1. Introduction 

In this chapter, the microgrid power system along with its underlying information and 

communication network layers are separately modeled then interfaced to form the interconnected 

system. Assessment of the impact of different types of cyber-attacks on the microgrid power 

system operation along with validation and testing of the effectiveness of mitigation strategies 

employed at the control layer in enhancing the grid’s resiliency when subjected to cyber 

disturbances will then be made possible.  

The co-simulation platform developed in this chapter to interface the power system, 

communication network and information layers of a microgrid system overcomes the drawback of 

the tools presented in the literature [32-34], [36, 37]. For instance, the platform does not employ 

synchronization algorithms which halt the different simulators at fixed time-steps to enable 

information exchange leading to an accumulation of errors. In addition, it models the power system 

components, the underlying control strategies and the communication protocols in details, it 
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employs real-time simulators to accurately represent real-world microgrid systems, and it is easily 

extendable to model large scale power networks. The co-simulation tool is later used throughout 

the thesis to validate the concepts and theories proposed as it helps: 

- Develop and evaluate the performance of different primary power control strategies and 

secondary EMSs modeled on digital controllers using HIL simulations 

- Model and simulate different microgrid communication network components and 

topologies and information exchange based on legacy and modern communication 

protocols 

- Credibly model real-world cyber-attacks exploiting the vulnerabilities of the microgrid 

communication network and information exchange layers, quantify their impact and 

evaluate and test the effectiveness of proposed mitigation solutions  

Although implemented to model a specific microgrid system, the setup described in this 

chapter can be easily modified to represent any other power system as it incorporates all the 

building blocks needed at the power system, information and communication network levels. 

Most of the work available in the literature either investigates cyber security from a 

communications perspective by modeling the cyber-attacks, evaluating their impact and proposing 

mitigations solutions applied at the network’s layer or analyses cyber-attacks that compromise the 

large power system control functions such as state estimation and electricity market operations 

[122-124]. Very few are the studies that perform an analysis of cyber-attacks targeting microgrid 

systems’ critical control functions from the power system, communications and information 

exchange perspectives. As the microgrid constituting layers are presented and interconnected, the 

chapter proceeds with a rigorous modeling of cyber-attacks which compromise the microgrid data 

integrity and availability, namely FDI and DoS/DDoS cyber-attacks. The steps that need to be 

followed by the attacker along with the assumptions considered are first explained succeeded by 

mathematical modeling of the FDI and DDoS cyber-attacks. Specific performance indices are 

defined to allow quantitative assessment of the cyber-attacks’ impact and evaluation of the 

effectiveness of proposed mitigation solutions applied at the control layer in enhancing the 

resiliency and robustness of the microgrid in the event of cyber-attacks. The selection criteria of 

the cyber-attacks’ parameters which violate the power and energy requirement of microgrid 

systems are then mathematically formulated. The assumptions made and the steps followed to 
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develop a microgrid control infrastructure which can survive undetected cyber-attacks and 

counteract detected cyber-attacks are finally presented.   

2.2. Microgrid Constituting Layers 

2.2.1. Co-simulation Platform Implementation 

The three layers forming the microgrid systems are presented in Fig. 2.1. The microgrid 

real-time HIL co-simulation setup details and configuration are provided in Appendices A and C. 

The microgrid feeder and DERs along with the primary power management strategies defined in 

Appendix B and section 2.2.2.2 are modeled on a real-time digital simulator. The microgrid feeder 

and DERs measurements are sent using the IEC 61850 GOOSE messaging protocol, over a 

communication network, to the microgrid EMS which in turn evaluates dispatch set-points to 

operate the DERs. The real-time simulator provides an interface to publish and subscribe to IEC 

61850 GOOSE messages. Therefore, the measurements and commands sent from/to the DERs are 

published/subscribed to over the communication network. Correspondingly, at the second end, 

another real-time simulator subscribes to and publishes the IEC 61850 measurements and 

commands which are exchanged over analog inputs and outputs with the National Instruments (NI) 

-cRIO digital controller. Additional details regarding the IEDs and their configuration in reliance 

with the IEC 61850 standard are provided in section 2.2.3 and Appendix C. The communication 

network emulator, OPNET, has a System-in-the-Loop (SITL) module which provides 

interconnection capabilities between the hardware and the software running the communication 

network. Therefore, the real-time simulator running the microgrid feeder and DERs could be 

seamlessly connected to the communication network emulated in OPNET which also connects to 

the second simulator running the EMS controller information exchange interface resulting in no 

accumulation of errors. The NI-cRIO connects over the IP network with the computer running the 

EMS script (formulated in section 2.2.2.1) to perform the optimization and generate dispatch set-

points that are sent back to the real-time simulator which forwards them over the communication 

network to the microgrid DERs. As such, the three constituting layers of the microgrid system, 

namely the power system, communication network and information exchange layers are modeled 

and interconnected to form a closed loop and operate as a single entity. 
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Fig. 2. 1: Microgrid system constituting layers 

2.2.2. Microgrid Power System Layer 

The microgrid power system layer consists of the DERs, loads and their underlying control 

infrastructure. The DERs typically employed in a microgrid system consist of SM based DERs, 

ESSs and renewable resources. Details pertaining to the modeling of the microgrid feeder, DERs 

and loads are provided in Appendix B. The extensive deployment of distributed renewable energy 

and energy storage resources in microgrids is technically feasible via the employment of power-

electronic inverters to interface these DERs with the electric grid [125]. These power-electronic 

interfaces decouple the rotating masses from the electric grid (i.e. type 4 wind turbine generator 

(WTG)) or interface systems with no inertia (i.e. photovoltaics (PV), ESSs); hence they provide a 

poor voltage and frequency response in the event of disturbances, due to the lack of kinetic energy 

[115]. Managing the DERs power and energy and controlling the power-electronic interfaces is, 

therefore, a major concern when operating microgrids in an islanded mode [94]. The power and 

energy management strategies deployed throughout this thesis for DERs control and coordination 

are proposed and formulated in this section. 

2.2.2.1. Microgrid EMS Function 

The objective of the EMS employed throughout this thesis is to minimize the average cost 

of energy in the islanded microgrid. The objective function is formulated as follows:    
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                     min{Cd(t) + CESS(t) = ∑c (α +  β Pd(t) + γ Pd(t)
2) + ∑ cESSPESS(t)}                (2. 1) 

Whereby Cd(t) represents the cost of the power produced by the diesel generator at time 

t, CESS(t)the operational cost of the ESS, c the cost in $/liters of diesel, α, β and γ the diesel 

generator quadratic parameters, cESS the levelized cost of the battery in $/kWh, Pd and PESSthe 

active power produced by the diesel generator and the ESS respectively. cESS represents the 

levelized cost of the ESS in $/kWh, evaluated the average total cost of building and operating the 

ESS over its lifetime, divided by the total energy generated by the ESS over its lifetime. 

The following constraints are to be met: 

1) Active power balance:  

                               Presidual(t) = PL(t) − ∑ Pj(t)∀ j∈RDER = ∑ Pl(t)∀ l∈ dDER                           (2. 2) 

Where 𝑃𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙 is the residual active power calculated as the load power 𝑃𝐿 minus the power 

generated by the renewable DERs, RDER and dDER represent the renewable and the non-

renewable DERs, respectively. 

2) DERs capacity limits: 

                                                                 PDER
min ≤ PDER(t) ≤ PDER

max                             (2. 3) 

Where 𝑃𝐷𝐸𝑅is the active power generated by the DER, 𝑃𝐷𝐸𝑅
𝑚𝑖𝑛 and 𝑃𝐷𝐸𝑅

𝑚𝑎𝑥 the DER minimum and 

maximum active power limits. 

3) Limits on ESS stored energy: 

                              EESS
min ≤ EESS(t) ≤ EESS

max                                        (2. 4) 

Where 𝐸𝐸𝑆𝑆 is the energy stored in the ESS, 𝐸𝐸𝑆𝑆
𝑚𝑖𝑛 and 𝐸𝐸𝑆𝑆

𝑚𝑎𝑥 the ESS minimum and maximum 

energy limits. 

4) ESS stored energy: 

                                                      EESS(t) = EESS(t − 1) −  ɳPESS(t)∆t                 (2. 5) 

Where ɳ is the ESS efficiency, 𝑃𝐸𝑆𝑆 its active power and ∆𝑡 the EMS dispatch period. 
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2.2.2.2. Power Management Strategies and Microgrid 

Configurations 

The DER primary power control loops compensate for the power mismatch during the 

inter-dispatch period, the period between EMS dispatch set-points updates, whereby the local 

controllers coordinate to regulate the microgrid voltage and frequency. The local control loops are 

directly connected to the DERs and they do not rely on vulnerable communications to operate the 

resources. These control loops are therefore assumed to be secure, limiting the attackers’ ability to 

maliciously tamper with their settings. Typically, in an islanded microgrid, one DER operates as 

the isochronous generator forming the microgrid voltage and frequency while the remaining DERs 

may or may not assist in providing voltage and frequency support [22, 23, 25].  

Isochronous DER Power Control 

In a SM based microgrid, a SM such as the diesel generator or a power-electronic interfaced 

ESS could operate as the grid-forming or isochronous DER. When operated as the isochronous, 

the diesel generator sets the voltage and the frequency of the microgrid; a voltage reference is fed 

to the excitation system and the mechanical power of the machine is set in accordance with a 

frequency reference and a proportional integral (PI) gain as shown in Fig. 2.2. In the case where 

the ESS is operated as the isochronous resource, its power-electronic interface is operated as a 

current-controlled VSI (Fig.2.3) whose dq-frame currents are dispatched in accordance to the 

primary controller set-points. This local control consists of two loops (Fig. 2.4); the outer regulates 

the grid frequency and voltage to their reference values and the inner controls the active and 

reactive power set-points. In such a configuration, active power mismatches are associated with 

frequency deviations.  

In 100% inverter-interfaced microgrids, the ESS is operated as a voltage-controlled VSI. 

As shown in Fig. 2.5 the inverter control, in that case, consists of an outer loop to regulate the grid 

voltage and an inner one to regulate the inverter current. The frequency of the grid-side voltage is 

imposed and set to the nominal frequency by a virtual phase-locked-loop (PLL). Active power 

mismatches, in this case, are associated with voltage deviations. 
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Fig. 2. 2: Synchronous generator with diesel engine operating in isochronous mode (upper) active power control 
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Fig. 2. 3: Grid-tie inverter control loops used for the ESS operating as a current source 
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Fig. 2. 4: ESS current-controlled VSI for SM based microgrids (upper) active power control loop (lower) reactive 
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Fig. 2. 5: ESS voltage-controlled VSI for 100% inverter based microgrids 

Grid-supporting DERs Power Control 

The grid-supporting DERs can be directly connected to the grid through a rotating machine 

(i.e. SM based microgrids) or decoupled from the grid through a power-electronic interface (i.e. 

100% inverter-based microgrids). The grid-supporting DERs in the microgrid may or may not 

participate in voltage and frequency support. Depending on their mode of operation, these DERs 

can function with or without a grid-forming DER in both grid-connected and islanded microgrids. 

Typically, the DERs are dispatched fixed active and reactive power references and are equipped 

to provide an additional power contribution based on frequency and voltage droops [126-129]. The 

active and reactive power droop contributions are specified in proportion to the deviations of the 

frequency and voltage from their reference values and the droop gains specified by the microgrid 

controller [25] as shown in Figs. 2.6 and 2.7. Droop control provides power sharing capabilities 

for the DERs and regulates the amount of power generated in accordance with the voltage and 

frequency profiles to ensure proper microgrid operation mimicking the self-regulation ability of 

synchronous generators [22]. A power smoothening contribution could also be added to the ESS 

fixed active power set-point and droop compensation to smoothen the high frequency power 

oscillations (greater than 1 Hz) generated by the renewable WTGs (Fig. 2.7). 

Renewable DERs Power Control 

The renewable DERs consist of grid-tie inverters with DC-links fed from DC-DC 

converters following their corresponding maximum power point tracking (MPPT) curves. The 

power generated by the DERs is typically evaluated in accordance with the wind speed or the solar 

irradiance and the corresponding MPPT curves as shown in Fig. 2.8. Supplementary control  
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Fig. 2. 6: Synchronous generator with diesel engine operating in grid-supporting mode (upper) active power control 

loop (lower) reactive power control loop 
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Fig. 2. 8: Look up tables used to emulate the WTG or PV DER 



36                        Microgrid Underlying Layers for Cyber Security Analysis & Cyber-Attack Modeling 
 

mabc

Vdc-ref

Vdc-link

ΔV

Imin

PI

Imax

idref

iqref
up

u

lo

y

Iq ref limit

idmeas

iqmeas

ωLRL

RRL

RRL

ωLRL

vdmeas

vqmeas

md

mq

dq
abc

θPLL 
PI

PI

 

Fig. 2. 9: Renewable DER (WTG, PV) current-controlled VSI 

functions can be added to the grid-feeding DERs local controllers in order to establish a reserve; a 

concurrent example is the deployment of functions featuring active power curtailment for 

frequency regulation [23]. The renewable DER power-electronic interface is operated as a current-

controlled VSI with an outer loop that generates an inverter current reference to maintain a DC-

link voltage (Fig. 2.9). The 𝑖𝑞𝑟𝑒𝑓 current reference is dispatched in accordance to a primary 

controller, whose limits are defined by the converter ratings, prioritizing active power. In islanded 

mode, the DERs require the presence of an isochronous generator setting the grid voltage and 

frequency. 

2.2.3. Microgrid Communication Network and 

Information Exchange Layers 

The selection of the microgrid communication protocols, network topology and 

architecture depends on many factors including cost, operational constraints and most importantly 

the control objectives. As previously explained, the microgrid control architecture is assumed to 

be a centralized one whereby: 1) on a primary level, the DERs and their corresponding local 

controllers whose functions are defined based on the power management strategies employed, are 

tightly coupled and operate based on local measurements without the reliance on a communication 

network, and 2) on a secondary level, the microgrid EMS gathers statuses and measurements from 

the DERs and evaluates dispatch set-points and commands that are exchanged over a 

communication network.  
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Acting as an interface between the power system devices and the communication network, 

IEDs are configured to enable the exchange of measurements and commands between the DERs, 

loads and EMS. The IEC 61850 standard is recently gaining interest in distribution automation due 

to its real-time and low latency GOOSE messaging protocol and will be employed to exchange 

information between the microgrid DERs and EMS information exchange interface as it provides 

a suitable representation of microgrid systems. The IEC 61850 specifies for every IED a logical 

device to which corresponds one or many logical nodes defining the device’s functions [130, 131]. 

The GOOSE protocol publisher/subscriber mechanism is defined such as the publisher writes 

values to a local buffer at the sending IED while the subscriber, at the receiving IED, reads the 

data from a local buffer [132]. The DERs and loads measurements obtained at the microgrid side 

are sent over the communication network to the EMS which evaluates dispatch set-points and 

circuit breaker commands that are sent back to the DERs and loads. At the microgrid side, a 

publisher is configured for every DER whose measurements are needed by the EMS and a 

subscriber is configured for every dispatchable DER requiring power set-points from the EMS to 

operate. Accordingly, at the microgrid controller EMS side, subscribers subscribe to the DER 

measurements and statuses and publishers publish the dispatch set-points and commands to the 

DERs.  

A combination of real and simulated network elements is used to model the microgrid 

communication network. In fact, the communication network connecting the microgrid feeder and 

DERs to the EMS information exchange interface is simulated using the network emulator OPNET 

and consists of Ethernet links which connect the DERs’ IEDs to the microgrid controller EMS 

interface through a switch to allow the exchange of IEC 61850 GOOSE messages. On the other 

hand, the microgrid digital controller performing the EMS functions is connected through analog 

channels to the EMS information exchange interface. The digital controller also connects over the 

IP network with its HMI which runs the EMS script to allow the exchange of measurements needed 

by the EMS to generate commands and dispatch set-points that are sent back to the digital 

controller over the IP network based on the transmission control protocol (TCP)/IP protocol. 
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2.3.  Cyber-Attacks Modeling and Impact 

Quantification 

Interest is attributed in this thesis to the analysis of cyber-attacks which impact is apparent 

on the operation of the microgrid power system layer. Cyber-attacks compromising the microgrid 

data integrity and availability are therefore considered; although cyber-attacks which target the 

grid confidentiality could severely affect the grid operators and customers’ security and privacy, 

they will not be covered in this thesis as they do not directly affect the microgrid power system 

operation. FDI and DoS/DDoS cyber-attacks are typical examples of cyber-attacks compromising 

data integrity and availability and will be rigorously defined and modeled in this section. Various 

studies have analyzed cyber-attacks which jeopardize reactive power control in power systems. 

For instance, [52] evaluates the impact of data integrity attacks on reactive power control 

commands sent to operate voltage control devices causing abnormal voltage conditions and 

drifting the system to unstable operating points. Accordingly, the study performed in [133] showed 

how cyber-induced network delays targeting static VAR compensator (SVC) controllers, could 

affect the reactive power distribution in the power system, causing it to surpass the transient 

stability margins and possibly making it unstable. The main focus of this thesis though will be 

attributed to cyber-attacks which compromise the active power and energy management 

functionalities provided by microgrid controllers. Cyber-attacks compromising reactive power 

control are outside of the scope of the thesis. 

2.3.1. FDI Cyber-Attack Modeling and Performance 

Indices 

An FDI cyber-attack which tampers with the microgrid controller EMS dispatch set-points 

and commands sent to operate the DERs is modeled on the microgrid information exchange layer. 

The cyber-attacker is assumed to have valid credentials to connect to the IP network connecting 

the digital controller to its human machine interface (HMI). Different tools could then be used to 

allow the attacker to gain unauthorized access to the microgrid controller HMI and perform 

malicious actions without being noticed by the grid’s operators. By doing so, the attacker can
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maliciously modify the DERs set-points and circuit breakers’ commands generated by the EMS 

before being sent over analog channels to the real-time simulator running the microgrid controller. 

The FDI attack which tampers with the EMS dispatch set-point consists of simply adding a bias to 

the DER dispatch set-point such that: 

                                                                PDER_FDI(i∆t) = PDER(i∆t)+B (tA)                                     (2. 6) 

s. t.          B(t) =  {
B     if t ≥ tA
  0  elsewhere

    

Whereby 𝑃𝐷𝐸𝑅_𝐹𝐷𝐼(𝑡) is the modified DER active power at time 𝑡 (kW) and B(t) the bias value at 

time t (kW), 𝑡𝐴 the time of the attack (s), ∆𝑡 the EMS dispatch period (s) and 𝑇 the duration of the 

simulation.             

The value of the index i in equation (2.6) and (2.7) is a constant which could take one of the 

values [1, … , T ∆t⁄ ] and is evaluated based on the time of the attack such that (i − 1)∆t < tA ≤

i∆t. 

The FDI cyber-attack which modifies the commands sent to operate the microgrid DERs 

circuit breakers causing malicious unplanned disconnection or reconnection of the DER is 

modeled as follows: 

PDER_FDI(i∆t) = |c − 1| PDER(i∆t)       (2. 7) 

s. t.     c = {
1 if the circuit breaker is open
0  if the circuit breaker is closed

 

Whereby 𝑐 is the binary value specifying the DER’s circuit breaker status.  

In the case of a microgrid operating with a large mix of low inertia power-electronic 

interfaced DERs the FDI attacks will cause system-wide power imbalance, resulting in large 

voltage or frequency excursions. If the DERs primary controllers cannot compensate for the large 

power imbalances to regulate voltage and frequency, protective schemes limiting the cyber attack’s 

burden will initiate.  

Performance indices are employed to evaluate the cyber-attacks’ impact and the 

effectiveness of the proposed mitigation solutions in counteracting the FDI cyber-attacks targeting 

SM based and 100% inverter-interfaced microgrids. In SM based microgrids, active power 

disturbances resulting from the FDI cyber-attacks are associated with frequency excursions. While 

in 100% inverter-interfaced microgrids, cyber-induced active power imbalances result in voltage 
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excursions. This is due to the fact that in SM based microgrids, the synchronous generators rotating 

masses provide kinetic energy in the event of frequency deviations. Therefore, the frequency is 

directly coupled to the rotational speed of the synchronous generators and thus to active power 

balance [134]. On the other hand, microgrids deploying inverter-interfaced DERs only, lack this 

kinetic energy. In addition, low and medium voltage microgrid systems are typically resistive with 

a very low inductance as compared to the resistance resulting in a small power angle [22]. 

Therefore, in 100% inverter-interfaced microgrids, the voltage amplitude mainly depends on the 

active power flow, while its frequency is mainly affected by the reactive power injection. 

The indices considered are therefore defined as follows: 

- Frequency and voltage nadirs fnadir and Vnadir, specifying the lowest value observed in the 

frequency and voltage responses in SM based and 100% inverter-interfaced microgrids 

targeted by FDI cyber-attacks, respectively (Hz and p.u.): 

                 fnadir = min(f(tA +m∆t))         ∀m = 0,1,2, … , end                          (2. 8) 

                                     Vnadir = min(V(tA +m∆t))        ∀m = 0,1,2, … , end                         (2. 9) 

-  The time to restore the frequency trest_SM and the voltage trest_inv back to their nominal 

operating values after the occurrence of the cyber event in SM based and 100 % inverter-

interfaced microgrids, respectively (s): 

                                                              trest_SM = t(f = fnom) − tA                                        (2. 10)    

                                                              trest_inv = t(V = Vnom) − tA                                     (2. 11)         

- The amount of load unserved due to the initiation of load shedding schemes in the post-

attack period (kW).                                

2.3.2. DDoS Cyber-Attack Modeling and Performance 

Indices 

Although there are different strategies that could be followed to successfully perform a 

DDoS cyber-attack, such as UDP, TCP, ICMP flood and Smurf attacks, [135] in this thesis, a TCP 

SYN flood is performed to compromise the microgrid centralized controller EMS, depriving the 

DERs from receiving updated dispatch set-points. The TCP SYN flooding attack exploits the TCP 

protocol three-way handshake mechanism, limited in maintaining half-open connections. The 

steps required to launch the attack consists of the following: 
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1) The attacker connects to the IP network and scans for vulnerable hosts with abundant resources 

enabling them to perform powerful attacks. 

2) The attacker exploits the vulnerabilities and gains access to the hosts. The attacker controls the 

compromised hosts to send, using fake IP addresses as a source, a large number of SYN packets 

to the victim, the host running the microgrid EMS script and HMI. 

3) As the victim receives the SYN packets, it replies with an SYN-ACK and waits for some time 

to receive an ACK response to establish the connection. 

4) Due to the fictitious source address, no ACK would be returned to the victim creating a large 

number of half-open connections. These unestablished connections cause the connection queues 

and memory buffer to fill up consuming the victim’s resources. As all the resources are 

exhausted, legitimate TCP users, mainly the digital controller, would be denied service and 

would no longer be able to communicate with the targeted host.   

As a result of the flooding, the DERs measurements sent from the digital controller are no 

longer sent over the network and therefore do not reach the compromised host running the 

optimization engine. This can be clearly observed on the controller HMI which no longer updates 

the DERs measurements as they vary on the grid side. The optimization script terminates in the 

absence of input measurements and no longer evaluates dispatch set-points to operate the DERs. 

Therefore, the EMS dispatch set-points sent over the analog channels will no longer be updated 

and the IEC 61850 GOOSE commands sent to operate the DERs will be held at a value equal to 

the one generated prior to the attack. The dispatchable DERs dispatch set-points resulting from the 

application of the DDoS cyber-attack are formulated as follows: 

                                                   PDER_DDoS((i + j)∆t) = PDER((i − 1)∆t)                                 (2. 12) 

  for j = 0, 1, … ,
TA

∆t⁄  

Whereby, 𝑃𝐷𝐸𝑅_𝐷𝐷𝑜𝑆(𝑡) is the dispatch set-point sent to operate the DER at time t following the 

DDoS attack (kW), 𝑃𝐷𝐸𝑅(𝑡) the dispatch set-point generated by the EMS at time t, 𝑡𝐴 the time of 

the attack (s), 𝑇𝐴 the attack period (s), ∆𝑡 the EMS dispatch period (s) and 𝑇 the duration of the 

simulation. 

The value of the index i is a constant which could take one of the values [1, … , T ∆t⁄ ] and is 

evaluated based on the time of the attack such that (i − 1)∆t < tA ≤ i∆t. The index j is introduced 
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in (2.12) to show that all the dispatch set-points sent to the DER at each EMS update after the 

attack will be equal to the one generated before the attack. 

The DDoS cyber-attack causes loss of information sent to and from the microgrid -

controller. As a result, the microgrid feeder and DERs will have to operate in a fully-decentralized 

manner. The dispatchable DERs primary control loops inherently rely on the information received 

by the EMS to operate properly. Therefore, in the absence of supplementary or enhanced control 

loops which account for this unplanned loss of information large frequency excursions will result 

activating the protection schemes and causing unnecessary load and or generation curtailment. In 

order to quantify the impact of the DDoS cyber-attack and to evaluate the effectiveness of the 

mitigation strategies applied, the following indices will be calculated as follows:  

- The maximum and minimum frequencies fmin and fmax which specify the lowest and 

highest values in the frequency response in the post-attack period (Hz), respectively in SM 

based microgrids: 

𝑓𝑚𝑖𝑛 = 𝑚𝑖𝑛(𝑓(𝑡𝐴 +𝑚𝑡𝑠))     ∀𝑚 = 0,1,2, … ,
𝑇𝐴

𝑡𝑠
                                    (2. 13) 

           𝑓𝑚𝑎𝑥 = 𝑚𝑎𝑥(𝑓(𝑡𝐴 +𝑚𝑡𝑠))     ∀𝑚 = 0,1,2, … ,
𝑇𝐴

𝑡𝑠
                                     (2. 14) 

              Where 𝑡𝑠 is the simulation time step (s) and 𝑇𝐴 the attack period (s). 

- The maximum and minimum voltage Vmin and Vmax which specify the lowest and highest 

values in the voltage response in the post-attack period (Hz), respectively in 100% inverter-

interfaced microgrids: 

            𝑉𝑚𝑖𝑛 = 𝑚𝑖𝑛(𝑉(𝑡𝐴 +𝑚𝑡𝑠))     ∀𝑚 = 0,1,2, … ,
𝑇𝐴

𝑡𝑠
                                  (2. 15) 

                                        𝑉𝑚𝑎𝑥 = 𝑚𝑎𝑥(𝑉(𝑡𝐴 +𝑚𝑡𝑠))     ∀𝑚 = 0,1,2, … ,
𝑇𝐴

𝑡𝑠
                                  (2. 16) 

- The amount of load not served (kWh)  

                               EL not served = ∑ PL Base Case(t)∆t
T
t=0 − ∑ PL served(t)∆t

T
t=0                   (2. 17) 

Whereby, 𝑃𝐿 𝑠𝑒𝑟𝑣𝑒𝑑(𝑡) is the load served at time t in kW, 𝑃𝐿 𝐵𝑎𝑠𝑒 𝐶𝑎𝑠𝑒(𝑡) the load served 

under normal operating conditions at time t in kW and ∆𝑡 the time step. 

- The amount of generation curtailed (kWh)  

                                            Eshed = ∑ PBase Case(t)∆t
T
t=0 − ∑ Pgenerated(t)∆t

T
t=0                    (2. 18) 
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Whereby, 𝑃𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑(𝑡) is the active power generated by the DER at time t (kW) 

and 𝑃𝐵𝑎𝑠𝑒 𝐶𝑎𝑠𝑒(𝑡) the power generated by the DER at time t under normal operation (kW). 

- The average cost of energy ($/kWh) 

                                                      Cost =  
∑ (Cd(t)+CESS(t))∆t
T
t=0

∑ PL served(t)∆t
T
t=0

                                    (2. 19) 

Whereby 𝐶𝑑 and 𝐶𝐸𝑆𝑆are the costs of operating the diesel generator and the ESS as defined 

in section 2.3. 

2.3.3. Cyber-Attacks Parameters Selection  

Whether FDI or DDoS, the cyber-attacks considered in this thesis compromise the 

microgrid controller EMS operation by modifying the set-points and commands or by disabling 

the communication. In order for the attack to have a significant impact on the microgrid operation, 

its parameters could be selected to maximize the violation of the power and energy constraints 

stipulated by the secondary control formulated in section 2.2.2.1. 

The study performed in [118] showed that a microgrid which features an isochronous DER 

inherently provides additional robustness and resilience to cyber-attacks than a microgrid 

operating the dispatchable DERs in droop control mode. For this reason, the power management 

strategies employed in this thesis will always consist on microgrids featuring a grid-forming DER. 

Consequently, the microgrid considered will feature one grid-forming DER that could be an SM 

or an ESS, renewable DERs, dispatchable generators and loads. Power balance is met when: 

𝑃𝑖𝑠𝑜𝑐ℎ𝑟𝑜𝑛𝑜𝑢𝑠
𝐷𝐸𝑅

(𝑡) = 𝑃𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙(𝑡) − ∑ Pq(t)∀ q∈DDER                (2. 20) 

Whereby, 𝑃𝑖𝑠𝑜𝑐ℎ𝑟𝑜𝑛𝑜𝑢𝑠
𝐷𝐸𝑅

(𝑡) is the active power generated by the isochronous DER at time t (kW), 

and DDER the dispatchable DERs which are not operating in isochronous mode. 

To ensure that the isochronous DER always has enough power to provide its functions in 

forming and regulating the microgrid voltage and frequency, the following condition must apply: 

 𝑃𝑖𝑠𝑜𝑐ℎ𝑟𝑜𝑛𝑜𝑢𝑠
𝐷𝐸𝑅

𝑚𝑖𝑛 ≤ 𝑃𝑖𝑠𝑜𝑐ℎ𝑟𝑜𝑛𝑜𝑢𝑠
𝐷𝐸𝑅

(𝑡) ≤ 𝑃𝑖𝑠𝑜𝑐ℎ𝑟𝑜𝑛𝑜𝑢𝑠
𝐷𝐸𝑅

𝑚𝑎𝑥                (2. 21) 

Whereby, 𝑃𝑖𝑠𝑜𝑐ℎ𝑟𝑜𝑛𝑜𝑢𝑠
𝐷𝐸𝑅

𝑚𝑖𝑛  and 𝑃𝑖𝑠𝑜𝑐ℎ𝑟𝑜𝑛𝑜𝑢𝑠
𝐷𝐸𝑅

𝑚𝑎𝑥  are the minimum and maximum active power limits of the 

isochronous resource (kW). 
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Assuming that the microgrid features only one dispatchable DER, in order for the FDI 

cyber-attack to cause violation of the EMS power balance constraints, the bias should be evaluated 

such that one of the following conditions is violated: 

𝐵(𝑡𝐴) ≤ 𝑃𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙(𝑖∆𝑡) − 𝑃𝐷𝐷𝐸𝑅(𝑖∆𝑡) − 𝑃𝑖𝑠𝑜𝑐ℎ𝑟𝑜𝑛𝑜𝑢𝑠
𝐷𝐸𝑅

𝑚𝑖𝑛              (2. 22) 

𝐵(𝑡𝐴) ≥ 𝑃𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙(𝑖∆𝑡) − 𝑃𝐷𝐷𝐸𝑅(𝑖∆𝑡) − 𝑃𝑖𝑠𝑜𝑐ℎ𝑟𝑜𝑛𝑜𝑢𝑠
𝐷𝐸𝑅

𝑚𝑎𝑥              (2. 23) 

Accordingly, in the case where the FDI attack tampers with the DER circuit breaker command 

(2.22) and (2.23) still apply with a bias value equal to the DER active power prior to the attack. 

Based on the same line of reasoning, the following conditions should be violated in order for the 

DoS/DDoS cyber-attack to cause a violation of the power balance constraints set by the EMS to 

ensure that the isochronous resource provides its main functions: 

𝑃𝐷𝐷𝐸𝑅((𝑖 − 1)∆𝑡) ≤ 𝑃𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙((𝑖 + 𝑗)∆𝑡) − 𝑃𝑖𝑠𝑜𝑐ℎ𝑟𝑜𝑛𝑜𝑢𝑠
𝐷𝐸𝑅

𝑚𝑖𝑛                  (2. 24) 

𝑃𝐷𝐷𝐸𝑅((𝑖 − 1)∆𝑡) ≥ 𝑃𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙((𝑖 + 𝑗)∆𝑡) − 𝑃𝑖𝑠𝑜𝑐ℎ𝑟𝑜𝑛𝑜𝑢𝑠
𝐷𝐸𝑅

𝑚𝑎𝑥   (2. 25) 

In the case where the ESS is operated as the grid-forming DER, the ESS should not only 

operate within its power limits, the energy bounds defined in (2.4) also need to be respected to 

ensure proper operation. Using (2.4) and (2.5), the ESS energy could be written as: 

                           𝐸𝐸𝑆𝑆 (𝑡) =  𝐸𝐸𝑆𝑆(𝑡 − ∆𝑡) +  ɳ∆𝑡(𝑃𝑟𝑒𝑠𝑖𝑑u𝑎𝑙(𝑡) − ∑ Pq(t)∀ q∈DDER )             (2. 26) 

Assuming the microgrid features only one dispatchable DER, one of the following conditions 

should be violated for an FDI attack to cause exhasution of the isochronous ESS energy limits: 

        𝐵(𝑡𝐴) ≤ 𝑃𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙(𝑖∆t) − 𝑃𝐷𝐷𝐸𝑅(𝑖∆𝑡) −
(𝐸𝐸𝑆𝑆

𝑚𝑖𝑛−𝐸𝐸𝑆𝑆((𝑖−1)∆𝑡))

ɳ∆𝑡
              (2. 27) 

        𝐵(𝑡𝐴) ≥ 𝑃𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙(𝑖∆𝑡) − 𝑃𝐷𝐷𝐸𝑅(𝑖∆𝑡) −
(𝐸𝐸𝑆𝑆

𝑚𝑎𝑥−𝐸𝐸𝑆𝑆((𝑖−1)∆𝑡))

ɳ∆𝑡
    (2. 28) 

Accordingly, a successful DoS/DDoS cyber-attack resulting in the exhaustion of the ESS energy 

could be performed if one of the following conditions is violated: 

            𝑃𝐷𝐷𝐸𝑅((𝑖 − 1)∆𝑡) ≤ 𝑃𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙((𝑖 + 𝑗)∆𝑡) −
(𝐸𝐸𝑆𝑆

𝑚𝑖𝑛−𝐸𝐸𝑆𝑆((𝑖+𝑗−1)∆𝑡))

ɳ∆𝑡
   (2. 29) 

𝑃𝐷𝐷𝐸𝑅((𝑖 − 1)∆𝑡) ≥ 𝑃𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙((𝑖 + 𝑗)∆𝑡) −
(𝐸𝐸𝑆𝑆

𝑚𝑎𝑥−𝐸𝐸𝑆𝑆((𝑖+𝑗−1)∆𝑡))

ɳ∆𝑡
   (2. 30)



  2.4. Cyber-Attack Prevention, Detection & Mitigation: Strategy Followed & Assumptions    45  
 

 

It is important to mention that an attacker who manages to gain access to information pertaining 

to the microgrid configuration, generation mix, power and energy management strategies 

employed, and DERs power and energy limits would be able to reformulate equations (2.20) 

through (2.30). This would enable the attacker to launch cyber-attacks inflicting the most severe 

impacts violating the power and energy management functionalities provided by the microgrid 

controller. 

2.4. Cyber-Attack Prevention, Detection and 

Mitigation: Strategy Followed and Assumptions 

Before proceeding to chapter 3, it is important to first present the strategy followed and the 

assumptions made in this thesis. When analyzing cyber security of cyber-physical systems, it is 

imperative to consider all the possible scenarios and to account for the limitations of the different 

schemes employed to enhance cyber resiliency. Therefore, in this thesis the following assumptions 

are made:  

1- As mentioned in section 1.3, the prevention schemes currently deployed in smart grids and 

cyber-physical systems in general, have proved to be efficient in different scenarios; 

however, real-world scenarios have shown that they either have limitations or are not being 

properly deployed and hence are being bypassed. Cyber-attackers are assumed to have the 

skills required to bypass the prevention strategies deployed and to successfully launch 

cyber-attacks. 

2- Cyber-attack detection: Detection methods such as physical watermarking and moving 

target cannot be applied to detect the FDI attacks considered in this thesis as they are 

typically implemented to detect attacks on sensor measurements. In fact, the attacks 

covered in this thesis consider attackers who gain access to the microgrid EMS and modify 

the controller’s commands and set-points. At this access level, the extraneous states and 

their varying dynamics along with the physical watermark would all be known by the 

attacker defeating the main assumptions set by those detection schemes. 

Therefore, the work performed in this thesis assumes that an IDS which monitors both, the 

network activity and the physical processes and their underlying power system theories of 
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the microgrid is employed to detect FDI and DDoS cyber-attacks. Regardless of the type 

of the IDS deployed and the rules set, false alarms and missed detections are impossible to 

be avoided [136]. The thesis will therefore tackle the problem of quantifying the impact of 

detected and undetected FDI and DDoS cyber-attacks and evaluating the performance of 

different control strategies in mitigating their effects on the microgrid system operation. 

3- Fault detection: It is assumed that fault detection schemes are also employed to detect the 

physical faults that could occur in the microgrid and that post-fault strategies are 

implemented to isolate and mitigate them [137-139]. Just like cyber-attack detection 

schemes, the fault detection schemes also result in missed detections and false alarms. 

Therefore, the same strategies followed to enhance the survivability of the microgrid in the 

event of undetected cyber-attacks will be followed in the case of undetected faults. In fact, 

if not detected, both events would result in the degradation of the microgrid operation and 

therefore adding control loops to compensate for the impact they induce would enhance 

the grid reliability.  

The research work performed in this thesis is not intended to propose advanced solutions for cyber-

attack and fault detection, instead it focuses on evaluating the impacts of cyber-attacks, testing and 

proposing potential solutions applied at the control level to enhance the microgrid resiliency and 

survivability. Therefore, for the sake of completeness, it is necessary to account for the scenarios 

where detection schemes are successful and the ones where they are not.  

The block diagram of Fig. 2.10 presents the steps followed in the upcoming chapters in order to 

ensure microgrid resiliency in the event of the FDI and DDoS cyber-attacks presented in section 

2.3 while taking into account that the detection schemes cannot always guarantee successful attack 

detection. The enhanced local control loops that could be added to the DERs to provide voltage 

and frequency support in the event of undetected FDI cyber-attacks causing sudden transient 

disturbances are presented in chapter 3. The fallback control strategy responsible for power and 

energy management in the event of cyber-attacks is proposed in chapter 4. Finally, the combination 

of the different schemes operating at three different levels to provide a multi-stage cyber resilient 

control infrastructure for microgrid systems is presented in chapter 5.
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Fig. 2. 10: Block diagram of the strategy followed for cyber resiliency 

2.5. Conclusion 

Communication networks are becoming part and parcel of smart power grids as they 

provide, amongst others, real-time sensing, monitoring and control capabilities. Just like large 

power systems, microgrids also require a communication network to provide these advanced 

capabilities. This reliance on ICTs creates access points to cyber intruders which could launch 

cyber-attacks affecting the microgrid operation. To study and analyze microgrids operation, the 

power system and its underlying communication network and information exchange layers must 

all be modeled and seamlessly interfaced, especially when cyber security is of concern. The 

majority of the co-simulation platforms presented in the literature either suffer from 

synchronization issues which cause an accumulation of errors or do not provide detailed modeling 

of the three underlying layers. 

This chapter started by detailing the microgrid underlying power system, information 

exchange and communication network layers. The layers were seamlessly interfaced to form the 

real-time HIL co-simulation platform used throughout this thesis to perform impact assessment 
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studies and to test the performance of the proposed cyber-resilient control methods in the event of 

cyber-attacks. The chapter proceeded with a listing of the steps that any attacker could follow and 

the underlying assumptions that allow launching of FDI or DDoS cyber-attacks. The cyber-attacks 

were then mathematically modeled, and performance indices were defined to enable quantification 

of the attacks’ impact and evaluation of the effectiveness of the mitigation strategies proposed in 

the upcoming chapters. Bounds on the cyber-attacks’ parameters were evaluated such that the main 

requirements of the microgrid controller, being power and energy management, are violated 

maximizing the impact the cyber-attack could have on the microgrid operation. Finally, the steps 

followed and the assumptions made in the upcoming chapters to survive and react to cyber-attacks 

were presented. The upcoming chapter analyzes FDI cyber-attacks on the microgrid controller 

EMS in the event where the implemented detection strategy fails to detect the attacks. The 

performance of local control strategies, commonly implemented to compensate for physical 

disturbances, applied in the context of undetected FDI cyber-attacks to provide transient and 

steady-state voltage and frequency regulation is evaluated. Adaptive load shedding schemes are 

proposed to ensure power and energy balance. The impact of the cyber-attacks is evaluated using 

the predefined performance indices and the performance of the control schemes is evaluated for 

SM and 100% inverter-interfaced microgrids on the real-time HIL co-simulation platform 

presented in this chapter. 
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Chapter 3  

Control Loops for Enhanced 

Survivability of Microgrids against FDI 

Cyber-Attacks  

3.1. Introduction 

The primary power management control strategy employed to locally operate the DERs, along 

with the type of DERs and their penetration levels largely impact the microgrid transient voltage 

and frequency stability. The extensive reliance on power-electronics interfaced DERs results in 

microgrids with very low inertia. In low inertia microgrids, small active power imbalances cause 

large voltage or frequency excursions, especially when operating in islanded mode, in the absence 

of an EPS operating as a slack bus [59, 140, 141]. FDI cyber-attacks which compromise the 

microgrid controller EMS and maliciously tamper with the dispatch set-points and the commands 

sent to operate the dispatchable DERs and circuit breakers were modeled in the previous chapter. 

A list of the schemes that could be employed to detect cyber-attacks compromising data integrity 

and their limitations were presented in section 1.3.4.1. As stated in the previous chapter, it is of 

paramount importance to account for all the scenarios and possible failures that could occur in the 

system when analyzing cyber security. This chapter investigates FDI cyber-attacks compromising
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the data integrity of microgrid systems in specific, when attackers have successfully bypassed the 

detection schemes employed. Chapter 5 further analyzes the scenarios where the FDI cyber-attacks 

have been successfully detected and proposes potential mitigation solutions. The impacts of the 

FDI cyber-attacks on the operation of SM and 100% inverter-interfaced microgrids are quantified 

using specific performance indices. Virtual inertial response which could be combined with droop 

control, employed in the literature to provide frequency support in the event of generation and load 

outages, is added in this chapter to the power-electronic interfaced DERs local controllers of SM 

based and 100% inverter interfaced microgrids to evaluate its performance in improving the 

frequency and the voltage response in the event of undetected FDI attacks. Adaptive load 

management schemes are also proposed to provide post-attack power and energy balance. The FDI 

cyber-attacks’ impact is quantified and the ability of the control loops to enhance the grid 

survivability is evaluated for SM and inverter-interfaced microgrids modeled on the real-time HIL 

co-simulation platform presented in the previous chapter.                         

3.2.  Control Loops for FDI Cyber-Attacks 

Mitigation 

3.2.1. SM Based Microgrids 

3.2.1.1. Combined Droop and Virtual Inertial Response 

If data integrity cyber-attacks detection schemes do not operate in a timely manner or are 

successfully bypassed by attacker, an FDI cyber-attack which tampers with the microgrid EMS 

dispatch set-point or commands sent to operate the DER or its circuit breaker results in active 

power disturbances, that could induce large frequency excursions in SM based microgrids. The 

amplitudes of the excursions largely depend on the microgrid inertia and the grid-forming 

resource’s dynamic response and ability to compensate for the attack. Therefore, it is critical that 

the fast-acting power-electronic interfaced DERs local controllers have the ability to provide 

frequency support, especially when the FDI cyber-attack targets microgrids with very low inertia 

or when the isochronous DER has a very slow dynamic response.  
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In order to benefit from the fast-acting capabilities of ESSs as proposed in [112-114], a 

combined virtual inertia and droop controller added to the ESS local control is presented in this 

section. The virtual inertia and droop control loops are similar to the ones deployed in [116] and 

[23] and are applied to the ESS control. The proposed enhanced control is tested in order to ensure 

improved transient and permanent frequency support in the presence of FDI attacks such as the 

ones previously described in section 2.3.1. The virtual inertia controller employed emulates the 

inertia of synchronous generators. The ESS injects/absorbs active power 𝑃𝑖𝑛𝑒𝑟𝑡𝑖𝑎(pu) in proportion 

to the reference speed 𝜔𝑟𝑒𝑓(p.u.), the rate of change of the frequency excursion 

𝑑(𝜔𝑟𝑒𝑓 − 𝜔𝑚𝑒𝑎𝑠) 𝑑𝑡⁄  and the equivalent inertia 𝐻𝑒𝑞 as shown in the lower block diagram of Fig. 

3.1 and formulated in (3.1). The common differentiation operation is hypersensitive to the noise 

in the frequency measurements and will therefore pickup the high frequency components of its 

input signal and amplify the noise. A low-pass filter, with a bandwidth which ensures that 

important system dynamics are not filtered out, is therefore employed to smoothen the derivative 

of the input signal [110, 116, 142]. 

                                      𝑃𝑖𝑛𝑒𝑟𝑡𝑖𝑎 = 2𝐻𝑒𝑞𝜔𝑟𝑒𝑓
𝑑(𝜔𝑟𝑒𝑓−𝜔𝑚𝑒𝑎𝑠)

𝑑𝑡
= 𝐾𝑖𝑛e𝑟𝑡𝑖𝑎

𝑑(𝜔𝑟𝑒𝑓−𝜔𝑚𝑒𝑎𝑠)

𝑑𝑡
            (3. 1) 

As for the droop control scheme, an active power contribution proportional to the 

frequency deviation from the reference value is generated as in (3.2): 

                  𝑃𝑑𝑟𝑜𝑜𝑝 = 𝐾𝑑𝑟𝑜𝑜𝑝(𝜔𝑟𝑒𝑓 − 𝜔𝑚𝑒𝑎𝑠)                            (3. 2) 

Where 𝐾𝑑𝑟𝑜𝑜𝑝 is the droop gain and 𝜔𝑚𝑒𝑎𝑠 is the measured speed (p.u.).  

The combined control shown in Fig. 3.1, is achieved by adding the active power 

contribution of each of the control loops. The resulting combined active power correction 

𝑃𝑐𝑜𝑚𝑏𝑖𝑛𝑒𝑑 is then added to the EMS active power dispatch set-point for the ESS 𝑃𝑟𝑒𝑓0:  

              𝑃𝐷𝐸𝑅 = 𝑃𝑟𝑒𝑓0 + 𝐾𝑑𝑟𝑜𝑜𝑝(𝜔𝑟𝑒𝑓 − 𝜔𝑚𝑒𝑎𝑠)+𝐾𝑖𝑛𝑒𝑟t𝑖𝑎
𝑑(𝜔𝑟𝑒𝑓−𝜔𝑚𝑒𝑎𝑠)

𝑑𝑡
                    (3. 3) 

The virtual inertia and droop controllers only activate when active power imbalances result in 

frequency excursions exceeding the bounds set by their corresponding Dead Zone block (Fig. 3.1). 

The Selector block of Fig. 3.1 generates as output the active power compensation pertaining to the 

selected control loop, i.e. droop control, virtual inertial response or the combined droop and virtual 

inertial controller. This would enable testing of the different control strategies deployed separately 

or combined.  
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The combined virtual inertia and droop controller could be considered as a conventional 

proportional derivative (PD) controller. A lot of research has been performed in order to optimally 

tune such controllers [143]. The focus of the work, in similarity to the studies reviewed in section 

1.3.5.2 [23], [111], is to evaluate the performance of the combined controller in enhancing the 

system’s stability in the event of cyber-attacks. Therefore, the droop and inertia gains are tuned 

such that they provide transient and steady-state compensation reducing the frequency nadir, the 

amount of load energy curtailed and the time needed to restore the frequency back to its nominal 

value without inducing unwanted oscillations. In fact, as explained in section 3.4.1.3, the gains are 

evaluated for the worst-case FDI cyber-attack such that the selected gains could also provide 

maximum compensation when the attacks are less severe. 

3.2.2. Inverter-Interfaced Microgrids 

The mitigation strategy proposed hereafter consists of a two-layer cyber-resilient control 

strategy applied to 100% inverter-interfaced microgrids targeted by FDI cyber-attacks such as the 

ones formulated in section 2.3.1. On one hand, supplementary control loops based on the concept 

of virtual inertial response, are added to the VSI primary controllers to respond to the voltage 

excursions resulting from the attack. On the other hand, in the event where supplementary control 

is not sufficient to compensate for the attacks, an adaptive load management scheme which ensures 

active power balance is proposed. 
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Fig. 3. 1: ESS VSI supplementary combined control 
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3.2.2.1. Supplementary Control for VSIs 

The tight coupling between active power and voltage in an inverter-interfaced islanded 

microgrid causes FDI cyber-attacks inducing active power imbalances to result in voltage 

excursions. As a solution and in analogy with the virtual inertia concept applied to regulate 

frequency excursions, a virtual inertial controller based on voltage variations and their rate of 

change is proposed and added to the ESS and WTG primary control loops to provide transient 

voltage support in the event of FDI attacks. With reference to Fig. 3.2, the inner current regulation 

control loop of the ESS voltage-controlled VSI is modified to include a virtual inertia contribution. 

As the voltage deviation becomes steeper, an amount of current representing the virtual inertia 

contribution is added to the d-frame current reference to provide voltage support.  

Fig. 3.3 shows the supplementary control loop associated with virtual inertia added to the 

WTG MPPT controller. The WTG SM rotor speed specifies based on the MPPT curve, the active 

power that should be generated by the turbine. A virtual inertia active power contribution 

proportional to the voltage excursions and their rate of change is added to this term to set the WTG 

power reference. The ESS current contribution and the WTG power contribution are limited by 

the ESS maximum inverter current and the WTG dynamics. Therefore, in the event of large active 

power disturbances causing the isochronous generator and WTG to saturate, virtual inertia would 

not be sufficient to provide complete compensation and voltage regulation. Deployment of load 

management strategies as discussed in section 3.3.2.2 will then be necessary. 
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Fig. 3. 2: Supplementary control loop for the voltage-controlled VSI 
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Fig. 3. 3: Supplementary control loop for the current-controlled VSI 

3.2.2.2. Adaptive Load Management 

Load management strategies that shed non-critical loads to compensate for under-voltage 

events have been proposed in the literature. In [144] the amount of load to be shed is evaluated as 

a function of the energy deficit and the energy demanded by controllable loads. Another load 

shedding scheme consists of analytically estimating the voltage amplitude, its slope and the 

inverter d-frame current in order to evaluate the amount of load to be curtailed [145]. This chapter 

proposes a centralized adaptive load management scheme to compensate for active power 

imbalances resulting from cyber-attacks, in the event where the isochronous generator and the 

supplementary control loops added to its local controller saturate and are no longer capable of 

compensating for the imbalance. Given that the active power changes cause voltage deviations in 

the case of an inverter-interfaced microgrid in analogy to frequency deviations in the case of a 

microgrid with rotating machines, the traditional load management strategy employed (table 3.1) 

is based on the under frequency load shedding (UFLS) scheme proposed in the North American 

Electric Reliability Corporation (NERC) standard [146]. While the traditional scheme solely 

depends on the severity of the excursions, the adaptive load shedding scheme developed is 

activated only if two conditions are concurrently satisfied: 1) the voltage at the PCC reaches a 

voltage threshold i.e. 0.9916 p.u. and 2) the current reference of the isochronous ESS’s inverter 

reaches its maximum rated value. The voltage threshold has been evaluated in accordance with the 

frequency threshold proposed in the NERC standard for UFLS in SM based microgrids. In fact, in 

SM based microgrids, the first block of loads is shed as the frequency nadir is equal to 59.5 Hz 
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equivalent to 0.833 %. Therefore, in analogy to the traditional UFLS scheme, the first voltage 

threshold for UVLS in 100% inverter-interfaced microgrids was set to 0.9916 p.u. These two 

conditions ensure that the voltage excursion arising is due to the inability of the DERs to generate 

more power and provide balance. In such an event, the amount of load to be shed is calculated as 

the product of the voltage deviation and the currents generated by the DERs. It is important to 

mention that adaptive load management schemes will require the deployment of adaptive relays, 

additional transformers and circuit breakers than possibly needed in the case of traditional UVLS.  

Start
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Fig. 3. 4: Under voltage load shedding algorithm 

Table 3. 1: Traditional load management 

Voltage 

Threshold (p.u.) 

Total 

time (s) 

Load shed at 

stage (%) 

Cumulative 

load shed (%) 

0.9750 10.0 3 31 

0.9816 0.30 7 28 

0.9850 0.30 7 21 

0.9883 0.30 7 14 

0.9916 0.30 7 7 
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In reference to Fig. 3.4, 𝑉 represents the measured voltage at the PCC, 𝑉𝑟𝑒𝑓 the reference voltage 

set to 1 p.u., ∆𝑉𝑡ℎ the minimum permissible voltage deviation selected to be 0.0084 p.u. 𝑖𝐸𝑆𝑆, 𝑖𝑃𝑉 

and 𝑖𝑊𝑇𝐺 represent the grid-side currents of the ESS, PV and WTG, respectively. 𝑖𝑑𝐸𝑆𝑆 is the ESS 

inverter current and 𝐼𝑔𝑟𝑖𝑑 𝑐𝑜𝑛𝑣𝑒𝑟𝑡𝑒𝑟
𝑚𝑎𝑥  is its maximum allowable value, 𝑡𝑘 is the time at the kth 

simulation and ∆𝑡 is the simulation sample time. 

3.3. Microgrid System Overview  

A 25 kV distribution system adapted from a utility feeder and reconfigured as a microgrid 

is used as the test network. The microgrid is composed of a type-4 full converter WTG, a PV 

system, a diesel generator, an ESS fed from a lithium-ion battery and controllable loads. Two 

islanded microgrid configurations are considered in this chapter: SM based and 100% inverter-

interfaced microgrids. The connected DERs, their primary control mode and their corresponding 

ratings for both configurations are shown in tables 3.2 and 3.3. Coordinating with the local primary 

control loops of each DER, the microgrid controller dispatches the power set-points to maintain 

power balance and controls the statuses of the circuit breakers on a multi-minute or event basis. 

Traditional UFLS and under voltage load shedding (UVLS) schemes which shed blocks of loads 

based on the frequency and voltage deviation are implemented. The microgrid systems are 

modeled on the real-time HIL co-simulation setup detailed in chapter 2 and in the appendices. The 

setup is used to implement the FDI cyber-attacks as described in section 2.3.1, to quantify their 

impact and to evaluate the effectiveness of the control strategies proposed by evaluating the 

previously defined performance indices. 

3.4. Real-Time HIL Co-Simulation Results 

3.4.1. FDI Cyber-Attack on SM Based Microgrids 

3.4.1.1. Test Cases 

The FDI cyber-attack considered in this section targets the dispatch set-point sent from the 

EMS to operate the ESS. The base case represents the microgrid operation in the event of an FDI 

cyber-attack when no supplementary control loops are added to the ESS VSI. This test case is 
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developed to evaluate the impact of the FDI cyber-attack on the microgrid operation. Three other 

case studies are developed; in case 1 droop control is only added to the ESS VSI, case 2 employs 

supplementary virtual inertial response control loops and case 3 is a combination of cases 1 and 2 

whereby the proposed combined droop and virtual inertia control is deployed. The base case will 

be compared to the three case studies to test the performance of the droop control, the virtual 

inertial response and the proposed combined control in mitigating the impact of FDI cyber-attacks. 

Traditional UFLS schemes that shed loads in the event of disturbances are employed for all the 

test cases to restore the frequency back to its operating point and ensure balance in the islanded 

microgrid. The post-attack performance indices previously defined in chapter 2 are evaluated in 

table 3.4 for every test case under two scenarios; one where there is sufficient power that could be 

provided by the isochronous resource to supply the load at the time of the FDI cyber-attack (S1) 

and the second where even if the grid-forming DER operates at its maximum at the time of the 

attack, power balance cannot be restored (S2). 

Table 3. 2: SM based microgrid DERs ratings 

Connected 

DERs 

DER 

Ratings 

Power Management 

Strategies 

WTG 150 kW 
Pmode: MPPT 

Qmode: Fixed power factor 

Diesel Generator 320 kW 
Pmode: Frequency control 

Qmode: Voltage Control 

ESS 
100kW/100 

kWh 

Pmode: Fixed active power 

Qmode: Fixed reactive power 

Table 3. 3: 100% inverter-interfaced microgrid DERs ratings 

Connected 

DERs 
DER Ratings 

Power Management 

Strategies 

WTG 150 kW 
Pmode: MPPT 

Qmode: Fixed power factor 

PV 50kW 
Pmode: MPPT 

Qmode: Fixed power factor 

ESS 
125kW/125 

kWh 

Pmode: Frequency control 

Qmode: Voltage Control 

3.4.1.2. Impact Assessment  

The investigated FDI cyber-attack maliciously manipulates the dispatch set-point of the ESS 

operated in fixed PQ mode when the diesel generator is the isochronous resource, responsible for 
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the inter-dispatch voltage and frequency regulation of the SM based islanded microgrid. The FDI 

cyber-attack is applied and its impact is evaluated on the real-time HIL co-simulation platform 

developed as detailed in chapter 2 and the appendices. For the first scenario, a -80kW bias value 

is applied at tA = 10 sec, whereas for the second, B(10) = −100 kW.  

Scenario 1- Available active power 

Figs. 3.5 shows the active power generated by the DERs when a FDI attack compromising 

the microgrid controller HMI maliciously modifies the ESS dispatch set-point while the power 

available in the grid is sufficient to compensate for the cyber induced imbalance. Large frequency 

excursions streaming from the FDI attack result at the microgrid load side and are plotted in Fig. 

3.6 for the different test cases. For the base case, in the absence of supplementary control loops, a 

frequency nadir of 59.32 Hz results from the FDI cyber-attack. These excursions initiate the UFLS 

schemes causing 22.4 kW of unserved load as illustrated in Fig. 3.7. It is important to mention that 

although the bias selected in that case is not confined to the bounds set in (2.22), (2.23), (2.27) and 

(2.28) therefore does not violate the EMS power and energy management requirements, the 

frequency excursions initiating the protection schemes at the time of the application of the attack 

are due to the inability of the isochronous diesel generator to provide fast compensation owing to 

its slow dynamic response. 

Scenario 2- Shortage of active power 

Figs. 3.8 illustrates the active power generated by the DERs when a similar FDI attack 

targets the ESS dispatch set-point. In this scenario, the value of the FDI cyber-attack bias is 

selected so as to violate the power management requirements as defined in equation (2.23) of 

chapter 2. As the isochronous DER does not have enough capacity to compensate for the cyber-

induced imbalance, an amount of load would have to be shed to restore the system’s balance. The 

system’s frequency response is plotted in Fig. 3.9 causing a frequency nadir as low as 58.89 Hz as 

the attack is performed and no mitigation strategies are applied. Fig. 3.10 shows that up to 21% of 

the load was curtailed in order to counteract the impact of the attack and restore the frequency back 

to its nominal value.
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Fig. 3. 5: S1- DER power injections subject to an FDI attack on ESS set-point 

 

Fig. 3. 6: S1 - Frequency response subject to an FDI attack on ESS set-point 

 

Fig. 3. 7: S1 - Load shed due to UFLS – FDI attack on ESS set-point 
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Fig. 3. 8: S2 - DER power injections subject to an FDI attack on ESS set-point 

 

Fig. 3. 9: S2 - Frequency response subject to an FDI attack on ESS set-point 

 

Fig. 3. 10: S2 - Load shed due to UFLS – FDI attack on ESS set-point 
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3.4.1.3. Mitigation Strategy Performance Evaluation 

The performances of the supplementary control loops for droop, virtual inertia and 

combined droop and virtual inertia are tested and compared to the base case for the two scenarios.  

Combined Control Parameters Selection 

The virtual inertia and droop gains used for the combined controller presented in this 

chapter are selected such that: 

1) The virtual inertia compensates for the transient event caused by the cyber-attack. 

Therefore, it increases the frequency nadir and provides more time to the grid-forming 

DER local controller to restore the balance hence minimizing the amount of load curtailed. 

2) The droop control provides permanent compensation and reduces the time needed to 

restore the frequency back to its nominal operating value. 

In order to select the values for the gains, the FDI cyber-attack which causes the worst-case 

imbalance is launched. As such, the selected combined controller’s parameters will also provide 

compensation for attacks which are less severe.  

Fig. 3.11 shows the frequency response for values of inertia gains ranging from 0 to 40 while the 

droop gain is set to 0. Figs. 3.12 and 3.13 show that as the inertia gain increases to values beyond 

30, there is only a slight improvement in the frequency nadir and in the time needed to restore the 

frequency back to 60 Hz. In addition, an inertia gain equal to 35 or higher causes the ESS output 

to oscillate creating instabilities. It could also be seen from Fig. 3.14 that values lower than 20 

cause large amounts of load energy to be curtailed. In order to increase the frequency nadir and to 

postpone the activation of the protection schemes, giving more time to the grid-forming DER to 

ramp up and reduce/eliminate the power imbalance, an inertia gain equal to 30 is selected for the 

simulations. 

Fig. 3.15 plots the microgrid frequency response for different values of the droop gain ranging 

from 0 to 40 while the inertia gain is set to 0. It could be seen that high values of the droop gain 

would result in steady-state frequency errors. While values above 15 would only activate one stage 

of load curtailment, they will significantly increase the time needed to restore the frequency back 

to 60 Hz (Fig. 3.16). In order to minimize the time needed to restore the frequency back to its 

nominal operating point, a droop gain equal to 14 will be used in the simulations. The combination 
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of virtual inertia and droop control would therefore result in a high frequency nadir, a shorter time 

to restore the frequency back to 60 Hz and a limited amount of load energy curtailed. 

 

 
Fig. 3. 11: Microgrid frequency response for different values of inertia gain 

 
Fig. 3. 12: Frequency deviation from nominal value 

 
Fig. 3. 13: Time needed to restore the frequency back to nominal value 
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Fig. 3. 14: Load energy curtailed 

 
Fig. 3. 15: Microgrid frequency response for different values of droop gain 

 
Fig. 3. 16: Load energy curtailed and time needed to restore frequency back to nominal value 

Scenario 1- Available active power 

As compared to the base case, the application of the droop control alone results in a 

 0.11 Hz reduction in the frequency excursion, whereas virtual inertia enhances the frequency 

response even more with a 0.18 HZ reduction in the excursion (Fig. 3.6). Although virtual inertial 

response provides a better performance than the droop control in terms of frequency nadir, it 
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requires more time to restore the frequency back to 60 Hz. The combined controller benefits from 

the advantages of both control schemes as it results in a higher frequency nadir and the same 

frequency restoration time as the droop control strategy. The controllers’ post-attack active power 

compensations are plotted in Fig. 3.17. The droop controller responds and provides compensation 

in proportion to frequency excursions resulting in a slow but permanent frequency enhancement. 

As for the virtual inertial response, it only operates and provides compensation when the rate of 

change of the frequency excursion is significantly high, explaining the fast transient cyber-attack 

compensation. The three cases tested enhance the system’s frequency response by making use of 

the available active power to supply the loads so that load curtailment is no longer required and 

the microgrid ability to provide continuous power supply is maximized. 

 

Fig. 3. 17: S1 - ESS power compensation from supplementary controllers –FDI attack on ESS set-point 

 

Fig. 3. 18: S2 - ESS power compensation from supplementary controllers - FDI attack on ESS set-point 
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Table 3. 4: Performance indices SM based microgrid 

 
Frequency 

Nadir (Hz) 

Load Unserved 

(kW) 

Frequency 

restoration(s) 

Base Case 
S1 59.32 22.4 3 

S2 58.89 67.2 2.86 

Droop 

control 

S1 59.43 0 8.31 

S2 59.2 22.4 6.26 

Inertial 

Response 

S1 59.5 0 10.09 

S2 59.32 22.4 8.56 

Combined 

Control 

S1 59.51 0 8.31 

S2 59.4 22.4 6.26 

Scenario 2- Shortage of active power 

Figs. 3.8-3.10 plot the frequency response, load shed and power compensation due to an 

FDI attack that causes a shortage of active power in the grid. In addition to the diesel generator 

slow dynamic response, the grid-forming DER, in that case, does not have enough capacity to 

provide compensation for the cyber-attack. As compared to the case where no control is applied, 

virtual inertial response and droop control significantly enhance the frequency nadir. The 

application of virtual inertia results in a better frequency nadir than that obtained when droop 

control is employed but takes longer to restore the frequency back to its nominal value. When 

combined, virtual inertia and droop control result in a frequency nadir higher than that obtained 

when operated alone and a time of restoration equal to that resulting from the application of droop. 

As compared to the base case, whether combined or not, virtual inertial response and droop control 

significantly reduce the amount of load curtailed. In fact, only the first stage of load shedding is 

initiated, as compared to 3 stages for the base case. 

Controllers’ Performance Comparison 

The performance of the combined droop and inertia controller implemented in this chapter 

is compared to that of other control strategies proposed in the literature and reviewed in section 

1.3.5.2. The latter strategies consist of adding supplementary control loops to the power-electronic 

interfaced DERs to provide virtual inertial response and or droop compensation in the event of 

physical disturbances such as generation outages [23], sudden load increase [116], and sudden 
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variations in the solar irradiance [113]. In order to have the same basis for the comparison, the 

biases of the FDI cyber-attacks launched are selected such that they result in the same amount of 

frequency excursions induced by the different physical disturbances. As such, the performance of 

the different control loops in enhancing the frequency response could be evaluated. Amongst the 

data provided in the different studies, the frequency nadir is an important measure calculated in 

the three studies conducted in [23], [113] and [116] to quantify the impact of the disturbances and 

evaluate the performance of the proposed control strategies in mitigating them. Therefore, the 

frequency nadir is used here to evaluate the frequency excursions from the respective nominal 

frequencies. Per unit values are used as the nominal frequencies vary depending on the system 

studied. The frequency excursion ∆𝑓 (p.u.) is evaluated as follows:  

∆𝑓 =
𝑓𝑛𝑜𝑚−𝑓𝑛𝑎𝑑𝑖𝑟

𝑓𝑛𝑜𝑚
                                                           (3. 4) 

Whereby, 𝑓𝑛𝑜𝑚 is the nominal frequency (50 or 60 Hz depending on the system studied) and 𝑓𝑛𝑎𝑑𝑖𝑟 

is the frequency nadir (Hz). 

Table 3.5 shows the frequency excursions resulting from the physical disturbances studied in 

[116], [23] and [113] and the FDI cyber-attacks launched in this study to engender a similar impact 

creating a basis for comparison. The excursions are evaluated for the scenarios where: 1) no control 

is applied, and 2) the control strategy proposed in the study is applied. The percentage of reduction 

in the frequency excursion is calculated to facilitate the comparison of the control strategy 

implemented in this study to the other methods. It could be noted from the table that the different 

control strategies provide more contribution as the cyber or fault induced disturbance is more 

severe. In fact, the disturbances in [116] and [23] cause power imbalances which do not exceed 

17% as compared to the 40.4% imbalance caused by the sudden variation in the solar irradiance in 

[113]. This further explains the higher percentage in frequency excursion reduction after the 

application of the control strategies obtained in case 3 as compared to cases 1 and 2. 

As mentioned in section 3.2.1.1, the control loops associated with the combined virtual inertia and 

droop controller implemented in this study are similar to the ones presented in [116] and [23], 

however, the tuning of their parameters is done differently. In fact, in this study, the droop and 

inertia gains are tuned such that for the worst-case attack scenario the combined controller 

increases the frequency nadir, reduces the frequency restoration time and the amount of load 

curtailed without inducing unwanted oscillations. As such, the controller would provide the 
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maximum possible compensation in the event of both, the worst-case cyber-attack and the less 

severe ones. In fact, it can be seen from the results obtained that for the different attack severity 

levels, the combined controller implemented in this study reduced the frequency excursions more 

than the other strategies. The strategies proposed in the other studies compensate for disturbances 

and enhance the frequency; however, the virtual inertia and droop constants tuning is done for 

some disturbances and do not have as objective to generate the maximum possible compensation 

to restore the frequency. As a result, the combined controller implemented in this chapter results 

in a higher percentage of frequency excursion reduction, as compared to the other strategies. The 

study performed in [23] evaluates the time needed by the virtual inertia, droop and the combined 

controller to restore the frequency back to a steady-state value after the disturbance. In fact, this 

study confirms the results that were obtained in this chapter, as it showed that virtual inertia 

provides more transient compensation than droop control to increase the frequency nadir but 

requires more time to restore the frequency to a steady-state value. It was also shown that a 

combination of both schemes would provide transient and permanent frequency regulation by 

reducing the nadir and the restoration time. 

3.4.2. FDI Cyber-Attack on Inverter Interfaced 

Microgrids 

3.4.2.1. Test Cases 

The FDI cyber-attack considered in this section maliciously modifies the command sent to 

the DER circuit breaker and is formulated as in (2.7). The base case represents the microgrid 

operation in the event of an FDI cyber-attack when no supplementary control loops are added to 

the ESS and the WTG VSI and protection schemes are deactivated. Three other case studies are 

developed; in case 1 virtual inertial response is added to the ESS and WTG VSIs, in case 2 

traditional UVLS schemes are employed in addition to the supplementary virtual inertial response 

control loops and in case 3 virtual inertial response along with the adaptive load management 

scheme proposed in section 3.2.2.2 are implemented. The base case is compared to the three case 

studies to test the performance of the proposed supplementary local control loops and the adaptive 

load management strategy in mitigating the impact of FDI cyber-attacks. The post-attack 

performance indices previously defined are evaluated in table 3.6 for every test case under two  
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Table 3. 5: Controllers performance comparison 

 

 

∆𝒇 without 

control 

(p.u.) 

∆𝒇 with 

control 

(p.u.) 

Percentage 

∆𝒇 reduction 

(%) 

C1 
Sudden load increase [116] 0.0145 0.00916 0.534 

FDI attack 𝑩(𝒕) = 𝟕𝟓. 𝟖 𝒌𝑾 0.0145 0.0085 0.6 

C2 
Generation outage [23] 0.028 0.016 1.2 

FDI attack 𝑩(𝒕) = 𝟕𝟗. 𝟑 𝒌𝑾 0.028 0.008833 1.9167 

C3 
Sudden variation in solar radiation [113] 0.1385 0.01416 12.43 

FDI attack 𝑩(𝒕) = 𝟖𝟗 𝒌𝑾 0.1385 0.01 12.85 

scenarios; one where the amount of load to be supplied is low so as to have sufficient available 

power at the time of the FDI cyber-attack (S1) and the second operating at a high loading level 

causing a shortage of power at the time of the cyber-attack (S2). 

3.4.2.2. Impact Assessment and Performance Indices 

The cyber-attack considered in this section consists of tampering with the PV system’s 

circuit breaker status causing its sudden unplanned disconnection at 20 seconds. The impact of this 

FDI cyber-attack is evaluated hereafter for the two scenarios previously defined. The total load 

that needs to be served is set to 150 kW in S1 and 240 kW in S2.  

Scenario 1- Available active power 

In this scenario, the low amount of load to be served ensures that additional active power 

is available from the isochronous DER to compensate for the power imbalance caused by the 

disconnection of the PV streaming from the FDI cyber-attack. The active power generated by the 

various DERs and load in the absence of control are shown in Fig. 3.19. The PV disconnection 

results in a 38.95 kW active power reduction at 20 s. In the pre-attack period, the isochronous ESS 

is operating at around 0 kW and is therefore capable of compensating for the imbalance resulting 

from the cyber-attack. The system voltage measured in the event of the cyber-attack is shown in 

Fig. 3.20 when no control is applied, when virtual inertial control is added and when the load 

management schemes are employed. In the absence of control, the voltage nadir reaches a value 

of 0.9139 p.u. and the excursion is cleared after 1.49 seconds of the cyber event. It is clear in this 



  3.4. Real-Time HIL Co-Simulation Results                                                                                                                          69  
 

 

scenario that the local DERs control loops are capable of ensuring post-attack active power 

balance; however, they cannot eliminate the large transient voltage excursions. Hence, the need of 

supplementary control loops to enhance the voltage profile in the event of such cyber disturbances.  

Scenario 2: Shortage of active power  

In this scenario, the high loading level results in a shortage of active power after malicious 

disconnection of the PV. Fig. 3.23 shows that prior to the application of the attack and as the PV 

was connected, the load was supplied and the ESS had available active power headroom. However, 

as the PV breaker is triggered by the cyber-attack causing the loss of 38.95 kW, the WTG and the 

ESS local controllers cannot compensate for the imbalance due to their limited capacity. The 

microgrid voltage for the four control cases is shown in Fig. 3.24. When no control is applied, the 

voltage nadir after the application of the FDI attack reaches 0.9136 p.u. As the isochronous DER 

operates at its maximum capacity in the post-attack period, the voltage was not brought back to its 

reference value and more severe deviations resulted.  

3.4.2.3. Mitigation Strategy Performance Evaluation 

Scenario 1- Available active power 

As compared to the base case, adding supplementary control loops associated with virtual 

inertial response to the ESS and the WTG local controllers results in an increase in the voltage 

nadir to a value of 0.9756 p.u. and a similar voltage restoration time (Fig. 3.20). The ESS and 

WTG contributions from virtual inertial response are illustrated in Fig. 3.21. Fig. 3.22 shows the 

amount of load shed resulting from the application of the traditional and adaptive load shedding 

schemes. Given that the activation of the traditional schemes depends solely on the voltage 

magnitude, large amounts of load are curtailed regardless of the system’s DERs states. In this 

scenario, the traditional UVLS scheme initiated right after the application of the FDI cyber-attack 

and curtailed 31.5 kW of loads justifying the short voltage restoration time as compared to the 

other cases. The voltage nadir resulting from the application of the traditional UVLS scheme is 

similar to that obtained when virtual inertia is applied alone or with the adaptive UVLS scheme. 

The adaptive load management schemes initiate only if, in addition to the detection of a voltage 

excursion, the maximum capacity of the isochronous DER is reached. In this scenario, the primary 
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DERs’ control loops supplemented by virtual inertial response were sufficient in ensuring transient 

voltage regulation in response to the cyber-attack without requiring activation of the adaptive load 

shedding scheme and unnecessary loss of load. 

 

Fig. 3. 19: S1 - DER power without supplementary control & UVLS – FDI on DER circuit breaker command 

 

Fig. 3. 20: S1 - System voltage with supplementary control & UVLS – FDI on DER circuit breaker command 

 

Fig. 3. 21: S1 - DER supplementary VIR control power contribution – FDI on DER circuit breaker command 
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Fig. 3. 22: S1 - Non-critical load shed – FDI on DER circuit breaker command 

 

Fig. 3. 23: S2 - DER power without supplementary control & UVLS – FDI on DER circuit breaker command 

 

Fig. 3. 24: S2 - System voltage with supplementary control & UVLS – FDI on DER circuit breaker command 
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Scenario 2: Shortage of active power  

As shown in Fig. 3.23, the PV disconnection streaming from the FDI cyber-attack in this 

scenario causes the isochronous ESS not to have enough headroom to provide attack compensation 

and restore the power balance and the voltage. The contribution from virtual inertial response 

plotted in Fig. 3.25 is limited by the ESS’s maximum capacity justifying the degradation of the 

voltage profile even with the supplementary control loops added to the ESS VSI. In such a 

situation, the deployment of load management schemes is essential to restore the active power 

balance and the voltage stability. The traditional and adaptive schemes were employed and tested. 

As shown in Fig. 3.24, and as compared to the traditional scheme, the proposed adaptive UVLS 

scheme supplemented with virtual inertial response results in a higher voltage nadir and a shorter 

time to restore the voltage profile. In addition, the traditional strategy causes an activation of the 

fourth stage of load shedding and curtails 67.2 kW as compared to only 17.13 kW of unserved 

load as the proposed strategy is applied (Fig. 3.26). In fact, the adaptive load management strategy 

sheds an amount of load that is equal to the cyber-induced power imbalance minus the post-attack 

contributions of the supplementary virtual inertia control loops. 

Table 3. 6: Performance indices 100% inverter-interfaced microgrids 

 
Voltage 

Nadir (p.u.) 

Load 

Unserved 

(kW) 

Voltage 

restoration 

(s) 

Base Case 
S1 0.9139 - 1.49 

S2 0.9136 - -- 

Inertial Response 
S1 0.9756 - 1.49 

S2 0.9654 - -- 

Inertial Response + 

Traditional UVLS 

S1 0.9756 31.3 1.3 

S2 0.9654 67.2 5.89 

Inertial Response + 

Adaptive UVLS 

S1 0.9756 0 1.49 

S2 0.9666 17.13 5.59 
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Fig. 3. 25: S2 - DER supplementary VIR control power contribution – FDI on DER circuit breaker command 

 

Fig. 3. 26: S2 - Non-critical load shed – FDI on DER circuit breaker command 

 

3.5. Conclusion 

Microgrids are increasingly employing static power-electronic interfaced DERs such as PV 

systems, WTGs and ESSs resulting in no or very low inertia. Therefore, slight disturbances will 

cause large voltage or frequency excursions, especially in the absence of the EPS operating as the 

slack bus. In addition, a centralized controller requiring a communication network to provide a 

mechanism for the exchange of information with the DERs local controllers is essential to ensure 

stable and autonomous operation of islanded microgrids. This reliance on communication 

technologies creates access points and cyber vulnerabilities that may be maliciously exploited. FDI 

cyber-attacks constitute a major threat to the resiliency of islanded microgrids and can, if 

undetected, cause large active power imbalances and result in DER maloperation and even a grid 
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blackout. In this chapter, FDI cyber-attacks which compromise the key control functions provided 

by the centralized microgrid controller by gaining unauthorized access to its HMI, bypassing 

detection schemes such as physical watermarking, were investigated. FDI cyber-attacks which are 

successfully detected are further considered in chapter 5. Control loops associated with virtual 

inertial response and droop control were added to the power-electronic interfaced DERs to provide 

frequency and voltage support improving the microgrid survivability in the event of undetected 

FDI cyber-attacks. Adaptive load management schemes were proposed to provide post-attack 

power and energy balance. The impact of the attacks and the effectiveness of the control strategies 

were validated using a real-time HIL co-simulation testing platform modeling a 25 kV distribution 

system adapted from a utility feeder and reconfigured as a microgrid. SM based and 100% inverter-

interfaced islanded microgrid configurations were considered; the performance indices and the 

mitigation solutions corresponding to every configuration were evaluated and tested.  

The impact of FDI cyber-attacks compromising the EMS dispatch set-point sent to operate 

one of the DER was evaluated for an SM based microgrid. Control loops combining droop and 

virtual inertial response were added to the ESS local control to counteract the cyber-attack. The 

simulation results showed that virtual inertial control achieved fast transient compensation in the 

event of an attack-induced active power disturbance; whereas, droop control provided a slower 

permanent compensation of FDI attacks. Performance indices, including frequency nadir, time to 

reach stability and amount of load loss were evaluated. The proposed solution proved to enhance 

the transient and steady-state frequency stability by limiting unnecessary load shedding and 

reducing the amount of frequency excursion in an acceptable time.  

Another FDI cyber-attack targeting the status control commands sent by the centralized 

microgrid controller to enable/disable the DERs circuit breakers was also analyzed in this chapter. 

The impact of the attack on the operation of a 100% inverter-interfaced islanded microgrid was 

assessed. A two-layer cyber-resilient control consisting of local control loops for virtual inertia 

and an adaptive load management strategy was proposed to mitigate the impact of the cyber-attack. 

Virtual inertial response was added to the WTG and the ESS VSIs, based on voltage variations 

and their rate of change. The controllers provided transient voltage regulation by smoothing the 

ramps streaming from the cyber-attack. In addition, the adaptive load management strategy 

proposed to overcome the DERs rated capacity limits ensured rapid post-attack recovery, active 

power balance and voltage profile restoration. Performance indices including voltage nadir, 
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amount of load unserved and voltage restoration time were evaluated in order to quantify the 

attack’s impact and test the performance of the proposed control strategies in enhancing the 

resiliency and survivability of the microgrid control infrastructure when subjected to undetected 

cyber disturbances. The following chapter investigates DDoS cyber-attacks causing complete loss 

of information exchange in the microgrid. The performance indices defined in chapter 2 are 

evaluated to quantify the impact of the cyber-attacks. A fallback control mitigation strategy which 

ensures coordination between the DERs to ensure voltage and frequency regulation, power and 

energy management in the event of the DDoS cyber-attacks is proposed and its performance is 

evaluated on the real-time HIL co-simulation platform for SM based and 100% inverter-interfaced 

microgrids. 



76                                                                                        
 

 



                                                                                                    77 
 

 

 

 

 

 

 

Chapter 4  

Fallback Energy Management Control 

Strategy for DDoS Cyber-Attack 

Mitigation  

4.1. Introduction 

In the previous chapter, FDI cyber-attacks have been investigated. This chapter will consider 

DDoS attacks targeting the islanded microgrid communication network and resulting in total loss 

of communication between the secondary microgrid controller EMS and the DERs primary 

control. The impact of the attack on the microgrid operation is investigated and a potential 

mitigation strategy is proposed. 

In islanded microgrids featuring renewable DERs on a large scale, the ESS is typically 

operated as the grid-forming DER, setting the voltage and frequency of the grid, and increasing 

the hosting capacity of intermittent generation. One major drawback of operating the ESS as the 

isochronous generator is its power and energy ratings along with its state-of-charge (SOC) 

limitations. In addition, the ESS might be limited by the base power that it could provide as 

compared to larger synchronous generating units. However, the fast-acting power-electronic 

interfaced storage system has the capability of operating as a load or a generating unit, increasing 

the usability of renewable energy resources by coinciding their generations with the peak demand.
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To operate continuously as the isochronous resource, the microgrid controller dispatches the 

controllable DERs and manages the loads, to control the ESS power and SOC while providing it 

the necessary reserve to regulate the voltage and the frequency. In this operating mode, the ESS is 

considered as the islanded microgrid most critical DER and a cyber-attack which results in the 

violation of its power and/or SOC constraints can severely impact its ability to regulate the 

microgrid voltage and frequency, and its capacity to compensate for the intermittent renewable 

generation. The mitigation solutions that could be applied at the microgrid control layer to provide 

power and energy management functionalities without relying on the centralized EMS have been 

reviewed in section 1.3.5.1. Distributed control strategies are either resilient to a limited number 

of compromised nodes [89] or assume that a master node is unattackable [90, 91]. Other fully-

decentralized strategies either result in poor and oscillatory performance [96] or ensure 

decentralized power and energy management by curtailing inexpensive renewable energy and load 

[103, 104]. This chapter argues that a fallback control mitigation strategy operating the DERs 

based on enhanced primary control loops and ensuring coordination among the different resources 

by means of local measures, overcomes the drawback of the strategies available in the literature. 

The proposed strategy can in fact enhance the microgrid ability to continuously supply critical load 

and to host inexpensive renewable energy without affecting the system stability and without 

relying on a secure master. In addition, the fallback control enhances the microgrid resiliency if 

one [121] or all the nodes were compromised.  

4.2. Microgrid Configuration and Cyber-Attack 

Model 

4.2.1. Power and Energy Management Strategies 

Two islanded microgrid configurations are considered in this chapter: SM based and 100% 

inverter-interfaced microgrids. Typically, in an islanded microgrid, one DER operates as the 

isochronous generator forming the microgrid voltage and frequency while the remaining DERs 

may or may not assist in providing voltage and frequency support [22, 23, 25]. In this chapter, the 

ESS is operated as the isochronous DER to compensate for the renewable DERs fluctuations. In 

SM based microgrids, active power mismatches are associated with frequency deviations and the 
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ESS power-electronic interface is operated as a current-controlled VSI. In contrast, in 100 % 

inverter-interfaced microgrids, the active power imbalances result in voltage excursions and the 

isochronous ESS power-electronic interface is operated as a voltage-controlled VSI. The primary 

control loops pertaining to the ESS power-electronic interface for SM based and 100% inverter-

interfaced microgrids are shown in Figs. 2.3 and 2.4, respectively.  

The renewable DERs power-electronic interface operates as a current-controlled VSI based 

on the MPPT curves, as explained in chapter 2. The corresponding control loops are shown in Figs. 

2.8 and 2.9. Dispatchable or grid-supporting DERs are also employed and they operate based on 

fixed active and reactive power set-points as shown in Fig. 2.6. They may or may not provide 

voltage and frequency support by applying voltage and frequency droop respectively. 

The EMS employed in this chapter updates the DERs primary control set-points on a 5 

minutes basis. The EMS objective is to minimize the average cost of energy in the islanded 

microgrid subject to the various constraints defined in section 2.2.2.1 of this thesis. 

4.2.2. DDoS Cyber-Attack Model 

The microgrid communication network considered in this chapter interconnects the EMS 

and the IEDs associated with the different DERs to exchange measurements needed by the EMS 

to generate dispatch set-points for the dispatchable resources while respecting energy and power 

constraints. This chapter considers an attacker who has gained valid credentials to connect over 

the LAN connecting the EMS information exchange interface with the engine performing the EMS 

optimization. As a result, and based on the steps described in chapter 2, the attacker can launch a 

DDoS cyber-attack which compromises the communication network and results in loss of 

information exchanged between the EMS and the microgrid DERs and loads. The EMS decision-

making process is majorly affected by the ESS SOC measure based on which the remaining DERs 

are dispatched so as to manage the ESS power and SOC while providing the necessary reserve for 

this isochronous resource to regulate the voltage and frequency. As such, the EMS is crucial to 

provide along with power and energy management, voltage and frequency regulation functions 

and a DDoS cyber-attack can result in severe consequences on the overall microgrid operation. 

The evaluation of the performance indices defined in chapter 2 will facilitate the quantification of 

the impact such a DDoS cyber-attack could engender. 
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4.3. Fallback Control Strategy 

In the following, a fallback mitigation strategy that ensures the resiliency of the islanded 

microgrid against DDoS cyber-attacks disrupting the communication between the microgrid 

controller EMS and the DERs is proposed. In order to attain the objective of the proposed 

mitigation strategy, the following sub-objectives need to be achieved. 

1) The ESS should operate in autonomous mode to manage its power and SOC and continue 

assuming its functions as the grid-forming DER, whereby it forms and regulates the grid voltage 

and frequency while compensating for the variations from the loads and the renewable DERs 

2) The uncompromised dispatchable DERs should coordinate with the ESS without relying on 

vulnerable communication links to contribute to the cyber-attack mitigation 

4.3.1. DDoS Cyber-Attack Detection and Transition to 

Fallback Operation 

In the event of a DDoS cyber-attack, the microgrid measurements and EMS dispatch set-

point will no longer be exchanged over the communication network. As a result, the DERs will 

operate based on the dispatch set-points received prior to the application of the DDoS. If the DDoS 

launching time is selected such that the power and/or the energy limits are violated as in (2.24), 

(2.25) and/or (2.29), (2.30), large frequency or voltage excursions will result at the islanded SM 

based or inverter-interfaced microgrid PCC, respectively. The fallback control mitigation strategy 

proposed in the upcoming sections will be activated based on (4.1) and (4.2) for SM based and 

100% inverter-interfaced microgrids, respectively. 

𝐹𝑎𝑙𝑙𝑏𝑎𝑐𝑘 𝐶𝑜𝑛𝑡𝑟𝑜𝑙 =  {
𝑂𝑁       𝑖𝑓 

𝐹𝐷𝐼 𝑜𝑟 𝐷𝐷𝑜𝑆 𝑐𝑦𝑏𝑒𝑟 − 𝑎𝑡𝑡𝑎𝑐𝑘 𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑 𝑜𝑟
𝐶𝑜𝑚𝑚𝑢𝑛𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑙𝑜𝑠𝑠 𝑜𝑟

𝑓(𝑡 + 𝑘𝑡𝑑) ≥ 𝑓𝑚𝑎𝑥     𝑜𝑟 𝑓(𝑡 + 𝑘𝑡𝑑) ≤ 𝑓𝑚𝑖𝑛

 

𝑂𝐹𝐹                                                 𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒                           

                (4. 1) 

𝑓𝑜𝑟 𝑘 = 0, 𝑡𝑠, … , 1            𝑎𝑛𝑑       𝑠. 𝑡.     𝑡𝑑 < 𝑡𝑝𝑟𝑜𝑡𝑒𝑐𝑡𝑖𝑜𝑛
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𝐹𝑎𝑙𝑙𝑏𝑎𝑐𝑘 𝐶𝑜𝑛𝑡𝑟𝑜𝑙 =  {
𝑂𝑁       𝑖𝑓     

𝐹𝐷𝐼 𝑜𝑟 𝐷𝐷𝑜𝑆 𝑐𝑦𝑏𝑒𝑟 − 𝑎𝑡𝑡𝑎𝑐𝑘 𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑 𝑜𝑟
𝐶𝑜𝑚𝑚𝑢𝑛𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑙𝑜𝑠𝑠 𝑜𝑟

𝑉(𝑡 + 𝑘𝑡𝑑) ≥ 𝑉𝑚𝑎𝑥    𝑜𝑟 𝑉(𝑡 + 𝑘𝑡𝑑) ≤ 𝑉𝑚𝑖𝑛

 

𝑂𝐹𝐹                                                   𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒                           

             (4. 2) 

𝑓𝑜𝑟 𝑘 = 0, 𝑡𝑠, … , 1            𝑎𝑛𝑑       𝑠. 𝑡.     𝑡𝑑 < 𝑡𝑝𝑟𝑜𝑡𝑒𝑐𝑡𝑖𝑜𝑛 

Whereby, 𝑓(𝑡) and 𝑉(𝑡) are the frequency and voltage at time t (Hz and p.u.), 𝑓𝑚𝑖𝑛, 𝑓𝑚𝑎𝑥 the 

minimum and maximum frequency limits (Hz), 𝑉𝑚𝑖𝑛, 𝑉𝑚𝑎𝑥 the minimum and maximum voltage 

limits (p.u.), 𝑡𝑑 the time of detection of the attack (s) and 𝑡𝑝𝑟𝑜𝑡𝑒𝑐𝑡𝑖𝑜𝑛 the time of activation of the 

protection schemes (s). 

It is important to mention that the time of detection of the DDoS cyber-attack is set to be negligibly 

lower than that of activation of the protection schemes in order to ensure that the system shifts to 

the fallback control strategy which restores normal operation without causing unnecessary load 

and renewable energy curtailment.  

4.3.2. Rule-Based Algorithm – Standalone ESS Control 

Supplementary control loops are added to the ESS primary control in order to provide 

decentralized power and SOC management functions along with voltage and frequency regulation. 

The active power of the ESS should be properly controlled in order to manage and maintain the 

SOC in the desired operating region. In SM based microgrids, the active power generated or 

absorbed by the storage system is evaluated in accordance with the frequency reference (Fig. 4.1a). 

Therefore, in order to control the ESS active power and SOC, the input frequency reference should 

be modified. On the other hand, in 100% inverter-interfaced microgrids, the frequency of the grid-

side voltage is imposed and set to the nominal frequency by a virtual PLL and the ESS active 

power can be controlled by adjusting the input voltage reference (Fig. 4.1b). Fig. 4.1 shows the 

ESS local controllers with the supplementary loops pertaining to frequency and voltage reference 

control, whereby ∆𝑓𝑆𝑂𝐶 and ∆𝑉𝑆𝑂𝐶 correspond to the SOC management contributions in SM based 

and inverter-interfaced microgrids respectively. 

As the SOC surpasses its maximum or minimum permissible limits, the ESS is forced to 

stop discharging or charging, respectively. Therefore, limits on the PI controller which set the ESS 

active power reference in accordance with the SOC in an SM based microgrid are defined as per 

the diagram shown in Fig. 4.2. In the case of 100% inverter-interfaced microgrids, the maximum 
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Fig. 4. 1: Proposed ESS local SOC and power control loop for (upper) SM based (lower) 100% inverter-interfaced 

microgrids 

SOC(t) ≥  SOC min  &  SOC(t) ≤ SOC max
YES

NO

SOC(t) <   SOC min
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PESS max ref = PESS max

PESS min ref =  PESS min 

PESS max ref = PESS max

PESS min ref =  0 

NO

SOC(t) > SOC max
YES PESS max ref = 0

PESS min ref =  PESS min  

 

Fig. 4. 2: ESS PI controller power saturation limits 

and minimum current limits are evaluated according to the same rules to limit the output of the PI 

controller setting the d-frame current reference. 

The rule-based algorithm employed for frequency reference control associated with SOC 

management of SM based microgrids is explained hereafter. The same concepts apply for inverter-

interfaced microgrids with the main difference being that a voltage reference control strategy is 

employed based on the same rules, SOC and active power limitations. Accordingly, identical 

equations are used to evaluate the change in the ESS voltage reference ∆𝑉𝑆𝑂𝐶 for SOC management 

in an inverter-interfaced microgrids whereby 𝑓𝑚𝑎𝑥, 𝑓𝑚𝑖𝑛 and 𝑓𝑛𝑜𝑚are replaced by 𝑉𝑚𝑎𝑥, 𝑉𝑚𝑖𝑛 and 

𝑉𝑛𝑜𝑚 being the maximum, minimum and nominal voltage values. 
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Four SOC limits are defined for the ESS; the maximum and minimum critical SOC limits, 

𝑆𝑂𝐶𝑚𝑎𝑥 and 𝑆𝑂𝐶𝑚𝑖𝑛, that the ESS should not exceed at all times, and the upper and lower bound 

SOC limits, 𝑆𝑂𝐶𝑢𝑏 and 𝑆𝑂𝐶𝑙𝑏, forming the desired operating region. The frequency deviation 

∆𝑓𝑆𝑂𝐶 corresponding to the SOC management loop is evaluated in accordance with the rule-based 

algorithm shown in Fig. 4.3 and developed to ensure that the local controller manages the ESS 

SOC and active power. Given that the ESS operates as the isochronous DER, its main functions, 

being frequency and voltage regulation, are prioritized over SOC management.  

The desired SOC operating region [𝑆𝑂𝐶𝑙𝑏 ; 𝑆𝑂𝐶𝑢𝑏] is further divided to include two bounds 

𝑆𝑂𝐶𝑙𝑜𝑤 and 𝑆𝑂𝐶ℎ𝑖𝑔ℎthat need to be surpassed for the SOC management and frequency reference 

control to activate. In this operating dead-band, the frequency reference is equal to its nominal 

value. As the SOC exceeds these high or low limits, the ESS local controller increases or decreases 

the reference frequency, controlling the ESS power exchange with the microgrid. When the SOC 

surpasses the upper or lower bounds, the frequency reference is maintained at its maximum or 

minimum permissible values, not to trigger DER disconnection and load shedding protection 

schemes.  

With reference to Figs 4.1, 4.3-4.5 the following equations are defined, whereby 

∆𝑓𝑆𝑂𝐶(𝑡) represents the change in the ESS frequency reference resulting from the SOC 

management loop at time t, 𝑓𝑚𝑎𝑥 and 𝑓𝑚𝑖𝑛 the maximum and minimum allowable frequency limits, 

𝑓𝑛𝑜𝑚 the nominal frequency, 𝑆𝑂𝐶𝑙𝑜𝑤 and 𝑆𝑂𝐶ℎ𝑖𝑔ℎ the low and high SOC limits.  

        ∆𝑓𝑆𝑂𝐶1(𝑡) = ∆𝑓𝑆𝑂𝐶(𝑡 − 1)                   (4. 3) 

  ∆𝑓𝑆𝑂𝐶2(𝑡) = (𝑓𝑚𝑎𝑥 − 𝑓𝑛𝑜𝑚) (
𝑆𝑂𝐶(𝑡)−𝑆𝑂𝐶ℎ𝑖𝑔ℎ

𝑆𝑂𝐶𝑢𝑏−𝑆𝑂𝐶ℎ𝑖𝑔ℎ
)                           (4. 4) 

          ∆𝑓𝑆𝑂𝐶3(𝑡) = (𝑓𝑚𝑎𝑥 − 𝑓𝑛𝑜𝑚)                  (4. 5) 

   ∆𝑓𝑆𝑂𝐶4(𝑡) = (𝑓𝑚𝑖𝑛 − 𝑓𝑛𝑜𝑚) (
𝑆𝑂𝐶𝑙𝑜𝑤−𝑆𝑂𝐶(𝑡)

𝑆𝑂𝐶𝑙𝑜𝑤−𝑆𝑂𝐶𝑙𝑏
)     (4. 6) 

                ∆𝑓𝑆𝑂𝐶5(𝑡) = (𝑓𝑚𝑖𝑛 − 𝑓𝑛𝑜𝑚)                       (4. 7) 

The variation in the frequency reference resulting from the SOC management loop ∆𝑓𝑆𝑂𝐶is 

not solely dependent on the SOC operating bounds; it also varies based on active power limits set 

to ensure that the ESS properly performs the isochronous DER functions. The active power 

reference of the ESS includes both an AC and a DC component associated with frequency 

regulation, and a DC component associated with the SOC management loop (4.8), (4.9).  
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Fig. 4. 3: Frequency control for autonomous ESS power & SOC management 

                                            𝑃𝐸𝑆𝑆 𝑟𝑒𝑓  =     𝑃𝑓 𝑟𝑒𝑔𝑢𝑙𝑎𝑡𝑖𝑜𝑛   + 𝑃𝑆𝑂𝐶 𝑚𝑎𝑛𝑎𝑔𝑒𝑚𝑒𝑛𝑡                            (4. 8) 

                                    𝑃𝐸𝑆𝑆 𝑟𝑒𝑓    =  (𝑃𝐷𝐶 + 𝑃𝐴𝐶)𝑓 𝑟𝑒𝑔𝑢𝑙𝑎𝑡𝑖𝑜𝑛 + 𝑃𝐷𝐶 𝑆𝑂𝐶 𝑚𝑎𝑛𝑎𝑔𝑒𝑚𝑒𝑛𝑡                 (4. 9) 

In order to ensure that the isochronous DER has enough headroom to compensate for the load and 

renewable DERs variations, upper and lower active power boundaries, 𝑃𝐸𝑆𝑆 𝑢𝑏 and  𝑃𝐸𝑆𝑆 𝑙𝑏, are 

imposed to limit the DC component of the reference power. As the reference power reaches these 

limits the frequency contribution ∆𝑓𝑆𝑂𝐶 from the SOC management loop is maintained at its last 

value which, if added to the nominal frequency, does not violate the defined power limits (4.3).  

4.3.3. Coordinated Control for Power and Energy 

Management 

As the ESS SOC management loop modifies its voltage or frequency reference to control 

its power exchange with the microgrid, the dispatchable DER’s local controllers should respond 

to the bias and adjust their power output to charge/discharge the ESS in a coordinated manner. Fig. 

4.5 shows the active power control loop of the dispatchable diesel generator. When the reference 

is equal to its nominal set-point, the DERs operate based on the fixed active power dispatch set-

points. An additional active power contribution associated with the ESS power and energy 

management is added to that fixed power reference. A low-pass filter is employed to limit the 
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contribution only to long-term frequency excursions associated with the isochronous DER power 

and energy management. A conventional droop controller whose contribution is added to the 

resultant active power reference is employed to compensate for the short-term excursions produced 

by the renewable DERs. 
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Fig. 4. 4: Rule-based algorithm for the evaluation of ∆𝑓𝑆𝑂𝐶  
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Fig. 4. 5: Dispatchable DER SOC compensation control loop 
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The DERs should be capable of compensating for the worst-case scenario whereby the 

isochronous ESS operating at its maximum or minimum capacities is forced to shift from 

discharging to charging or vice versa. Therefore, the gains associated with the grid-forming DER 

power and energy management control loop should be tuned in a way that the sum of the 

contributions from the dispatchable DERs is sufficient to cover the transition and compensate the 

mismatch. The gains can be evaluated as in (4.10) and (4.11) such that when the frequency 

reference is set to its maximum or minimum value by the ESS local power and SOC manager, the 

sum of the DERs contributions is greater or equal to the ESS maximum or minimum capacity 

limits.  

               (𝑓𝑟𝑒𝑓 − 𝑓𝑚𝑖𝑛)∑ 𝐾𝑆𝑂𝐶∀𝑙 ∈𝑑𝐷𝐸𝑅 ≥ 𝑃𝐸𝑆𝑆 𝑚𝑎𝑥               (4. 10) 

            (𝑓𝑟𝑒𝑓 − 𝑓𝑚𝑎𝑥)∑ 𝐾𝑆𝑂𝐶∀𝑙 ∈𝑑𝐷𝐸𝑅 ≤ 𝑃𝐸𝑆𝑆 𝑚𝑖𝑛                          (4. 11) 

The coordinated control for power and SOC management of inverter-interfaced thermal 

DERs in 100% inverter-based microgrids is designed in a similar manner. The only difference is 

that the frequency measures 𝑓𝑟𝑒𝑓, 𝑓𝑚𝑒𝑎𝑠 in Fig. 4.3 and 𝑓𝑚𝑖𝑛, 𝑓𝑚𝑎𝑥 in (4.4) - (4.7) are replaced by 

their corresponding voltage measures 𝑉𝑟𝑒𝑓, 𝑉𝑚𝑒𝑎𝑠 , 𝑉𝑚𝑖𝑛 and 𝑉𝑚𝑎𝑥. 

4.4. Microgrid System Overview  

A 25 kV distribution test-line reconfigured as a microgrid was employed throughout this 

work as the testing platform. The inverter-interfaced DERs used consist of a WTG and an ESS. 

The WTG is modeled as a type-4 full converter wind turbine and is operated in MPPT mode and 

at unity power factor for active and reactive power control. A grid-tie inverter also models the ESS 

fed from a lithium-ion battery. The ESS is operated as the isochronous generator that forms the 

microgrid’s voltage and frequency. Average models are used to represent the power converters to 

significantly improve computational speed performance. Two microgrid configurations are 

considered: an SM based microgrid employing a diesel generator directly connected to the 

microgrid and a 100% inverter-interfaced microgrid employing a thermal DER connected to the 

grid through a power-electronic interface. The ratings of the DERs are tabulated in table 4.1. The 

24 hour load and wind power profiles, shown in Fig. 4.6, were taken from the Ontario Independent 

Electricity System Operator (IESO) website [147] and the Waterloo weather station [148],
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 respectively. The wind speed profile includes stochastic variations characterized by the Kaimal 

power spectral density [149]. The simulation results shown in the next section were obtained using 

the load and wind profiles for the period from 8:00 to 8:15 as it reflects a fast decrease in the 

residual power intensifying the impact of a DDoS cyber-attack and resulting in a rapid violation 

of the isochronous resource energy constraints as per (2.30). The DER parameters used by the 

EMS optimization are tabulated in table 4.2. 

The real-time HIL co-simulation setup used and the DDoS cyber-attack model are 

described in section 2.3.2 and Annexes C and D. The setup allows assessment of the impact of the 

DDoS cyber-attack on the operation of the microgrid critical control functions and evaluation of 

the performance of the fallback control strategy in mitigating the attack and enhancing the 

microgrid resiliency and robustness. 

4.5. Real-Time HIL Co-Simulation Results 

4.5.1. Test Cases 

The operation of the rule-based algorithm for standalone ESS control and that of the DERs 

supplementary control for coordination were first tested using simulation. Real-time HIL co-

simulations were performed in order to accurately model the DDoS attack and validate the 

proposed fallback control mitigation strategy.  

Table 4. 1: DERs ratings 

DERs Ratings 

WTG 150 kVA, 150 kW 

ESS 
250 kVA/100 kW, 

33.3 kWh 

Thermal DER 400 kVA, 320 kW 
 

 

Fig. 4. 6: Load & wind power profiles 

Table 4. 2: EMS Parameters 

Parameter 𝑃𝐷𝐸𝑅
𝑚𝑖𝑛 𝑃𝐷𝐸𝑅

𝑚𝑎𝑥 𝐸𝐸𝑆𝑆
𝑚𝑖𝑛 𝐸𝐸𝑆𝑆

𝑚𝑎𝑥 ɳ 

Value 
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320 kW 35 70 0.96 
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The base case represents the microgrid operating under normal conditions in the absence of an 

attack in the system. The results will be compared to the case where a DDoS cyber-attack is applied 

after 2 minutes of the start of the simulation and where no mitigation means are implemented. A 

third case study which consists on applying the DDoS cyber-attack and implementing the proposed 

fallback control mitigation strategy will also be studied to evaluate the effectiveness of the 

developed strategy. The test cases will be analyzed and compared for both SM (case 1) and 100% 

inverter-interfaced (case 2) microgrid configurations. 

The SOC operating limits are set to: SOCmax = 80%,  SOCmin = 20%, SOCub =

70%,  SOClb = 35%,SOChigh = 65% and SOClow = 40%. The ESS upper and lower limits 

associated with active power reserve, such that the ESS has headroom to compensate generation 

and load variability, were set to be 70 and -70 kW, respectively. The maximum and minimum 

power and energy limits are used by the EMS to evaluate the DER dispatch set-points. As per the 

IEEE 1547 standard, the maximum and minimum allowable frequency limits are 60.5 and 59.3 

Hz. The voltage limits were set to±2% of the nominal voltage. After the violation of these bounds, 

load shedding and generation disconnection protection schemes can initiate based on local voltage 

or frequency measurements. Table 4.3 shows the performance indices calculated to quantify the 

physical impact of the attack and to evaluate the effectiveness of the proposed fallback control 

mitigation strategy. The performance indices are quantified in the presence of protection schemes 

which initiate such that the renewable DER is first disconnected to reduce the transients in the 

frequency/voltage responses and an amount of load proportional to the frequency/voltage 

excursions is shed to restore active power balance in SM/inverter based microgrids, respectively.  

4.5.2. Case 1 – DDoS Attack on SM Based Microgrids 

4.5.2.1. Normal Operation 

In this scenario, the EMS gathers the DERs measurements and generates active power 

dispatch set-points so as to manage the power and energy in the microgrid system. As the residual 

power decreases, the sum of the active power generated by the diesel generator and the ESS 

decreases to maintain power balance (Figs. 4.7 and 4.8). In addition, as the ESS SOC approaches 

its maximum limit, the EMS dispatches a lower set-point for the diesel generator so that the ESS 

could start discharging, maintaining the SOC between its permissible bounds (Fig. 4.9). The 
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isochronous resource is therefore always available and can provide its main function and regulate 

the islanded microgrid frequency (Fig. 4.10). 

 

Fig. 4. 7: Case 1 - Normal Operation: Diesel generator power 

 

Fig. 4. 8: Case 1 - Normal Operation: ESS power 

 

Fig. 4. 9: Case 1 - Normal Operation: ESS SOC 
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Fig. 4. 10: Case 1 - Normal Operation: Microgrid system frequency 

 

Fig. 4. 11: Case 1 - Diesel generator power with & without fallback control 

4.5.2.2. DDoS Attack Impact Assessment 

As the DDoS cyber-attack is applied after 2 minutes of the start of the simulation, the diesel 

generator will operate based on the last dispatch set-point it received from the EMS prior to the 

attack (Fig. 4.11). In reference to the base case, as the residual active power decreases and the ESS 

SOC approaches its maximum limit (Fig. 4.12), the diesel generator is supposed to decrease its 

active power to ensure power balance and energy management. As a result of the attack, the 

isochronous DER will have to compensate for the imbalance caused by the diesel generator to 

maintain the frequency close to its nominal value (Fig. 4.13). As a result, the ESS keeps on 

decreasing its active power until the maximum SOC is reached leading to an infringement of the 

SOC management constraints as defined in (2.30). As the SOC reaches its maximum bound, a hard 

limit is set on the ESS generated active power forcing it to stop discharging and implying that the 

grid-forming resource can no longer provide its function and regulate the frequency. In the absence  
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of mitigation strategies, large frequency excursions exceeding the permissible limits result at the 

PCC if the protection schemes are not initiated, as shown in Fig. 4.14. The frequency could only 

be restored back to its nominal value if protection schemes are activated curtailing wind generation 

(Fig. 4.15) and load (Fig. 4.16) reducing the microgrid capacity to host renewables and to provide 

continuous power supply to the loads. 

 

Fig. 4. 12: Case 1 – ESS SOC with & without fallback control 

 

Fig. 4. 13: Case 1 - ESS power with & without fallback control 

 

Fig. 4. 14: Case 1 – Microgrid system frequency with & without fallback control 
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Fig. 4. 15: Case 1 – WTG power with & without fallback control 

 

Fig. 4. 16: Case 1 – Load power served with & without fallback control 

4.5.2.3. Fallback Control Performance Testing 

As previously explained, the system transitions to the fallback control topology as soon as 

the frequency exceeds its permissible operating region for a specific amount of time. As the 

fallback control strategy is applied, the ESS increases its frequency reference (Fig. 4.17). This 

frequency reference change actuates the diesel generator supplementary control loops associated 

with power and energy management to dispatch less power (Fig. 4.11), giving more headroom to 

the ESS to start discharging (Fig. 4.13) so as to decrease its SOC (Fig. 4.12) and operate between 

𝑆𝑂𝐶𝑢𝑏 and 𝑆𝑂𝐶ℎ𝑖𝑔ℎ. The diesel generator active power contribution is plotted in Fig. 4.18 and it 

corresponds to the amount needed by the ESS to shift from charging to discharging and reduce the 

SOC to values contained in the desired operating bounds. The gain associated with the diesel 

generator supplementary control loop for power and SOC management is set to 35% in that case 

to ensure that when the frequency reference is adjusted to its maximum value, the diesel generator 

contribution is equivalent to the ESS minimum active power. 
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Fig. 4. 17: Case 1 – Frequency reference change with fallback control 

 

Fig. 4. 18: Case 1 - Diesel generator compensation for decentralized energy management  

4.5.3. Case 2 – DDoS Attack on Inverter-Interfaced 

Microgrids 

The simulation results presented in this section prove the applicability of the fallback 

mitigation strategy to 100% inverter-interfaced microgrids.  

4.5.3.1. Normal Operation 

Under normal operating conditions, and in the absence of a DDoS cyber-attack affecting 

the microgrid communication network, the EMS dispatched the DERs such that it manages the 

ESS SOC and ensures power balance in the 100% inverter-interfaced microgrid (Figs. 4.19 -4.21). 

As power and energy constraints are not violated, the grid-forming ESS will always have enough 

capacity and headroom to compensate for the intermittency of the renewable DERs and to ensure 

power balance while regulating the microgrid voltage (Fig. 4.22) 
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Fig. 4. 19: Case 2 – Normal Operation: Diesel generator power  

 

Fig. 4. 20: Case 2 – Normal Operation: ESS power 

 

Fig. 4. 21: Case 2– Normal Operation: ESS SOC 

4.5.3.2. DDoS Attack Impact Assessment 
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This results in active power mismatches that cannot be compensated by the dispatchable DER local 

controller. In 100% inverter-interfaced microgrids the active power imbalances are translated into 

voltage excursions rather than frequency excursions as in the case of SM based microgrids. As the 

ESS active power is limited, the DER no longer has enough headroom to compensate for the 

varying load and renewable energy and it becomes incapable of providing its isochronous  

 

Fig. 4. 22: Case 2 – Normal Operation: Microgrid system frequency 

 

Fig. 4. 23: Case 2 – Microgrid system voltage with & without fallback control 

 

Fig. 4. 24: Case 2 – ESS power with & without fallback control 
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functions regulating the microgrid’s voltage. Fig. 4.23 clearly shows the severe voltage excursions 

resulting from the DDoS cyber-attack and triggering the protection schemes (Figs. 4.27 and 4.28). 

 

Fig. 4. 25: Case 2 – ESS SOC with & without fallback control 

 

Fig. 4. 26: Case 2 – Thermal DER power with & without fallback control 

 

Fig. 4. 27: Case 2 – WTG power with & without fallback control 
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Fig. 4. 28: Case 2 – Load power served with & without fallback control 

 

Fig. 4. 29: Case 2 – Voltage reference change with fallback control 

 

Fig. 4. 30: Case 2 – Thermal DER compensation for decentralized energy management 

4.5.3.3. Fallback Control Performance Testing 

Figs. 4.23 and 4.25 show the ability of the fallback controller to manage the SOC while 

ensuring that the ESS continues to provide the grid forming capabilities and regulates the voltage 
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in the post-attack period. It can be observed from Figs. 4.24 and 4.26 that the proposed strategy 

provides coordination between the isochronous ESS and the dispatchable DER. For instance, as 

the voltage exceeds its permissible limit for a specified amount of time, the fallback control 

initiates and the ESS performs the adjustment of the voltage reference based on the rule-based 

algorithm (Fig. 4.29). The dispatchable DER supplementary control loop for power and energy 

management is activated and the DER responds to the voltage bias and provides attack 

compensation (Fig. 4.30). The dispatchable DER supplementary control loop gain for SOC 

management is set to 30% to ensure that when the voltage reference is adjusted to its maximum 

value, the DER contribution is equivalent to the ESS minimum active power. 

Performance indices quantifying the impact of the attack and the effectiveness of the 

proposed fallback controller are summarized in Table 4.3. It can be concluded that in the event of 

a DDoS attack disrupting the communication between the microgrid DERs and their secondary 

controller, the fallback strategy not only increases the hosting capacity of renewable energy and 

ensures reliable power supply to the loads but also results in a lower average cost of energy.  

It is important to mention that in the absence of a mitigation solution, larger amounts of load and 

renewable energy would be curtailed if the DDoS cyber-attack is not directly detected and the 

communication network restored. The proposed fallback mitigation strategy distributes the power 

and energy management functions of the EMS amongst the DERs and would never initiate load or 

renewable energy curtailment schemes due to DDoS cyber-attacks. Although the average cost of 

energy when the fallback control strategy is applied is close to that obtained under normal 

operating conditions, this will not always be the case since the proposed strategy’s main objective 

Table 4. 3: Performance indices 

 

Renewable 

Energy Shed 

(kWh) 

Load Energy 

Not Served 

(kWh) 

Average Cost of 

Energy ($/kWh) 

Case 1–Base Case 0 0 0.3591 

Case 1-w/o FBC 5.7036 1.3562 0.3689 

Case 1-w/ FBC 0 0 0.3571 

Case 2-Base Case 0 0 0.3318 

Case 2-w/o FBC 3.6603 1.4806 0.34 

Case 2-w/ FBC 0 0 0.3313 
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is to ensure power and energy management without accounting for the cost. Therefore, from an 

economic point of view, shifting back to a centralized EMS architecture after detection of the 

attack and restoration of the communication network would always be desired. The fallback 

control strategy will however always be more economical than the case where no control is applied 

since in the latter case, load and renewable energies are curtailed and conventional costly resources 

are used instead of the inexpensive renewable DERs. 

4.6. Conclusion 

In islanded microgrids with a large penetration of renewable energy, operating the ESS as 

the grid forming DER has various advantages that were previously explained. When in 

isochronous mode, the ESS sets and regulates the microgrid voltage and frequency. It is the 

function of the EMS to manage the power and the energy in the microgrid to ensure that the 

isochronous resource always has enough headroom to compensate for power imbalances and 

intermittent penetration of renewable generation in order to regulate the voltage and the frequency. 

A DDoS cyber-attack compromising the microgrid communication network and causing loss of 

information exchange between the DERs and the centralized EMS was investigated in this chapter. 

The impact of the attack has been quantified by means of performance indices and the effectiveness 

of the proposed mitigation strategy has been validated for both 100% inverter-interfaced and SM 

based microgrids, using the real-time HIL co-simulation setup. In the post-attack period, the ESS 

energy is depleted and the DER no longer has enough headroom to compensate for active power 

variations and provide its voltage and frequency regulation functions. As the remaining DERs 

control loops are not inherently designed to provide compensation in such events, the protection 

schemes will be initiated causing unnecessary curtailment of generation and loads. 

A fallback control strategy was proposed to mitigate the impact of the DDoS cyber-attack. Based 

on local frequency measures, the DDoS cyber-attack is sensed and the microgrid shifts from the 

centralized control topology to the fallback architecture; whereby the power and energy 

management functions initially provided by the centralized EMS are distributed amongst the 

DERs. Supplementary control loops are added to the DERs such that the isochronous resource 

modifies its frequency or voltage reference to signal to the dispatchable DERs the need to provide 

compensation and ensure power and energy management. As a result, the ESS power and energy 
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are always managed to keep the isochronous resource available at all times to compensate for the 

load and renewable DERs variations and to regulate the islanded microgrid voltage and frequency. 

The performance indices evaluated showed that the proposed technique enhanced the microgrid 

resiliency against DDoS cyber-attacks as it maximized the grid’s capacity to host renewable 

generation and to continuously supply critical loads, promoted coordination between DERs for 

power and energy management and reduced the average cost of energy. The upcoming chapter 

further analyzes DDoS and FDI cyber-attacks targeting microgrids operating the SM in grid-

forming mode and proposes a multi-stage cyber resilient control infrastructure which enhances the 

microgrid resiliency and survivability in the event of detected and undetected cyber-attacks. 
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Chapter 5  

Multi-Stage Cyber Resilient Control 

Infrastructure and Recommendations 

for Enhanced Cyber Security  

5.1. Introduction 

The previous chapters provided a detailed analysis of cyber-attacks which compromise the 

microgrid data integrity and availability. The impact of FDI and DDoS cyber-attacks was 

quantitatively evaluated by means of microgrid specific performance indices and potential 

mitigation strategies were proposed. Before concluding this thesis, a cyber resilient control 

infrastructure which implements among others the aforementioned control strategies in a 

coordinated manner needs to be proposed and tested under different attack scenarios. In this 

chapter, a multi-stage cyber resilient control infrastructure is developed to ensure transient and 

steady-state stability, power and energy management and reliable operation in the event of cyber-

attacks targeting the microgrid data integrity and availability. A parametric analysis is conducted 

to evaluate the performance of the cyber resilient control infrastructure and test its ability to adapt 

to the different operating conditions.   

With a high penetration of renewable energy into the grid, operating the ESS as the grid-

forming DER has numerous benefits that were detailed in chapter 4. For the sake of generality and 
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in order to analyze cyber-attacks targeting microgrid systems, it is imperative to investigate the 

case of microgrids featuring an SM based DER operating as the grid-forming resource. In fact, 

operating the SM as the grid-forming DER provides many advantages as the resource is typically 

larger than power-electronic interfaced DERs and it has additional reserve capacity to ensure 

power balance and regulate the voltage and the frequency of the islanded system [19].   

The multi-stage cyber resilient control strategy developed in this chapter proposes 

enhanced control loops added to the microgrid DERs and loads to distribute power and energy 

management functions amongst the grid-forming DER, which operates as a master, and the 

remaining DERs and loads operating as slaves. As such, it ensures power and energy balance, 

transient and steady-state frequency stability while maximizing the microgrid capacity to host 

renewable energy and to supply loads without relying on vulnerable communications. The 

proposed strategy has three operating stages that initiate consecutively based on the severity of the 

cyber-attack and the generation mix: 1) the dispatchable DERs local controllers employ control 

loops to compensate for transient events that could result from undetected FDI attacks, 2) if a 

cyber-attack is detected, or the frequency exceeds the permissible bounds, the grid-forming DER 

shifts to a decentralized control mode whereby it modifies its frequency reference to locally signal 

to the remaining DERs the need to provide compensation. The grid-supporting ESS local controller 

employs functions which detect the change of control mode and respond to the grid-forming DER 

signals, 3) in the case of limited capacity of the grid-forming and grid-supporting DERs, the 

renewable DERs and the loads are controlled locally to curtail the amount of energy which restores 

balance. The different control loops added to the DERs and loads to enhance the resilience of the 

microgrid control infrastructure to resist cyber-attacks are detailed below. Recommendations and 

best cyber security practices drawn from this work are then concluded in this chapter. 

5.2. Microgrid Configuration and Cyber-Attacks 

Models 

In this chapter, the SM based diesel generator is operated as the isochronous DER which 

forms and regulates the microgrid voltage and frequency to compensate for the renewable DERs 

fluctuations and load variations in the inter-dispatch period. The active power local control loops 
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pertaining to the diesel generator were detailed in chapter 2 and are shown in Fig. 2.2. The 

microgrid considered also features an ESS operating as the grid-supporting DER based on fixed 

active and reactive power set-points as shown in Fig. 2.7. The DER may or may not provide voltage 

and frequency support by applying voltage and frequency droop control. A WTG is also employed 

and its power-electronic interface operates as a current-controlled VSI based on the MPPT curves, 

as explained in chapter 2. The corresponding control loops are shown in Figs. 2.8 and 2.9. The 

EMS employed in this chapter updates the DERs primary control set-points on a 5 minutes basis. 

The EMS objective is to minimize the average cost of energy in the islanded microgrid subject to 

the various constraints defined in section 2.2.2.1 of this thesis. 

An FDI cyber-attacks which gains access to the IP network, and gains control over the 

microgrid EMS HMI is modeled as described in section 2.3.1. The cyber-attacker maliciously 

tampers with the commands sent from the EMS to operate the dispatchable DERs (2.6). The FDI 

cyber-attack parameters are selected such that the microgrid power management requirements are 

violated as formulated in (2.22) and (2.23). Furthermore, a DDoS cyber-attack which gains access 

to the IP network connecting the microgrid digital controller and the engine performing the EMS 

operation is also launched and analyzed. As in the previous chapter and as formulated in chapter 

2, the DDoS cyber-attack results in complete loss of information exchange between the EMS and 

the microgrid feeder, DERs and loads. The cyber-attack parameters, in that case, are selected such 

that the microgrid power management requirements are violated as formulated in (2.24) and (2.25). 

5.3. Multi-Stage Cyber Resilient Control 

Infrastructure 

The block diagram shown in Fig. 5.1 summarizes the different stages of the cyber resilient 

control infrastructure developed in this chapter. As the EMS commands sent to operate the DERs 

are maliciously modified, corrupted or blocked due to the FDI and or DDoS cyber-attacks 

launched, the system should start relying on local measures to ensure stable and reliable operation. 

Therefore, as shown in the block diagram, the frequency is employed as the measure for attack 

detection and post-attack reaction. Combined virtual inertial response and droop control is added 

to the grid-supporting DER and operates at all times to provide compensation for the transient 
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events streaming from undetected FDI attacks. As the power-electronic interfaced DER reaches 

its maximum capacity delimited by the converter ratings, the frequency would start surpassing the 

allowable bounds. The frequency measurements are monitored at the grid-forming DER side and 

as soon as they exceed the bounds for a specific amount of time, indicating the violation of the 

microgrid power management requirements, or as a cyber-attack is detected or communication is 

lost, the system shifts to the decentralized mode of operation. The supplementary control loops 

associated with the grid-forming diesel generator activate and vary the frequency. Consequently, 

the dispatchable grid-supporting ESS supplementary controller responds to the frequency change 

and vary their active power to provide attack compensation. Load and renewable energy 

curtailment schemes will only activate when both the grid forming DER and the dispatchable ESS 

reach their maximum or minimum power capacities; this event could be detected by monitoring 

the local frequency measures such that load and renewable energy curtailment schemes only 

activate when the system’s frequency is less than the minimum or greater than the maximum 

allowable limits, respectively. Firm frequency bounds and timeouts are set such that the 

supplementary control loops for the DERs and loads do not oppose one another and provide 

compensation at the same time. The master-slave configuration of the decentralized control 

scheme along with the control loops proposed for the mitigation of transient events and 

coordination of the DERs and load to provide cyber-attack compensation are presented in the 

following subsections. 

In reference to Fig. 5.1, 𝑡𝑠 is the simulation time step, 𝑡𝑂𝐹 the time period after which over 

frequency generation disconnection schemes initiate (s), 𝑡𝑈𝐹 the time period after which under 

frequency load shedding schemes initiate (s), 𝑡𝑑 the time period after which the DoS/DDoS cyber-

attack is detected (s), 𝑃𝐿(𝑡) the load power at time t (kW),  𝑃𝐿−𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡(𝑡) the load forecast at time 

t (kW), 𝑃𝐿−𝑠ℎ𝑒𝑑(𝑡) the amount of load to be shed at time t (kW), 𝑃𝑅𝐷𝐸𝑅(𝑡) the renewable DER 

power at time t ( kW),  𝑃𝑀𝑃𝑃𝑇(𝑡) the renewable DER active power following the MPPT curve at 

time t (kW), 𝑃𝑅𝐷𝐸𝑅−𝑠ℎ𝑒𝑑(𝑡) the amount of renewable power curtailed at time t (kW), 𝑃𝐷𝐷𝐸𝑅(𝑡) the 

non-renewable dispatchable DER power at time t (kW), 𝑃𝑟𝑒𝑓0(𝑡) active power reference sent to 

dispatch the DER at time t (kW), 𝑃𝑑𝑟𝑜𝑜𝑝(𝑡) the active power contribution from droop control at 

time t (kW), 𝑃𝑉𝐼(𝑡) the active power contribution from virtual inertial response at time t (kW), 

𝑃𝑐𝑜𝑚𝑝(𝑡) the active power compensation resulting from the transition to the decentralized control 

mode at time t (kW). 
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Fig. 5. 1: Multi-stage control algorithm block diagram 

 

5.3.1. Supplementary Control for Grid-Supporting 

Power-Electronic Interfaced DERs 

The amplitude of the frequency excursions engendered by FDI cyber-attacks largely 

depends on the microgrid inertia and the grid-forming resource’s dynamic response and ability to 
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compensate. Therefore, it is critical that the fast-acting power-electronic interfaced grid-supporting 

ESS local controller has the ability to provide frequency support, especially when an FDI cyber-

attack is undetected or not detected in a timely manner targets microgrids with very low inertia 

operating a DER with a very slow dynamic response, such as a diesel generator, as the isochronous 

resource. Therefore, enhanced supplementary control loops, incorporating virtual inertial response 

and droop control, are added to the ESS local controller to provide transient and steady-state 

frequency support respectively. The virtual inertia controller provides fast compensation for the 

transients typically induced by FDI cyber-attacks by emulating SMs’ inertia allowing the ESS to 

inject/absorb active power in proportion to the frequency excursion, its rate of change and the 

equivalent inertia (Fig. 5.2). As for the droop control, an active power contribution proportional to 

the frequency deviation is generated to provide permanent compensation as per (3.2). 

As explained in what follows, in the event where the combined droop and virtual inertia 

control provide their maximum compensation or when a cyber-attack is detected, normal operation 

would only be restored if power management is handled locally. The grid-forming DER would 

vary its frequency reference in accordance with Fig. 5.3 and (5.1) to signal the need for 

compensation. Therefore, control loops need to be added to the grid-supporting ESS local 

controller to provide, using local frequency signals, means for coordination with the isochronous 

resource and compensation of the disturbances resulting from the attack. Fig. 5.2 shows the 

dispatchable DER local control loop whereby an active power compensation Pcomp is added to the 

DER compromised reference power and combined controller contribution to account for the long-

term frequency deviations associated with frequency reference control for power management.  

 

Fig. 5. 2: Supplementary loops for grid-supporting DER decentralized control 



5.3. Multi-Stage Cyber Resilient Control Infrastructure                                                                107   
 

 

5.3.2. Decentralized Control of Grid-Forming Master 

DER 

If the cyber-attacks bias and/or launching time is selected such that the power management 

functions are violated as in (2.22) through (2.25), and/or the contribution provided by the combined 

virtual inertia and droop controller added to the power-electronic interfaced ESS has reached its 

limits, large frequency excursions resulting in nuisance load and energy curtailment would activate 

in the absence of supplementary control. In order to counteract such impacts, distributing the 

power and energy management functions amongst the DERs which coordinate without relying on 

communication is proposed. Upon detection of cyber-attacks, or abnormalities in the frequency 

response and before exceeding the maximum and minimum frequency limits, the grid-forming 

DER shifts to the decentralized mode of operation as per (4.1) to restore normal operation without 

causing unnecessary load and energy curtailment.  

The proposed strategy has been introduced in chapter 4, in the event of a DDoS cyber-

attack when the ESS is operated as the grid-forming DER. The strategy is extended here to mitigate 

different cyber-attacks as the SM based diesel generator operates as the isochronous resource. Six 

power limits are defined such that: Pmin < Plb < Plow < Phigh < Pub < Pmax. The maximum and 

minimum critical power limits, Pmax and Pmin, that the grid-forming DER should not exceed at all 

times, the upper and lower bound limits, Pub and Plb, forming the desired operating region, and the 

low and high limits, Plow and Phigh, which initiate the proposed control strategy once exceeded. 

This strategy consists of modifying the frequency reference of the isochronous resource so as to 

respect the power constraints in the event of erroneous EMS commands or complete/partial loss 

of information exchange with the EMS. The frequency change ∆f(t) added to the DER nominal 

frequency reference at time t is evaluated as in (5.1) whereby fnom is the nominal frequency, and  
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Fig. 5. 3: Isochronous DER supplementary control for power management 
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P(t) the grid-forming DER power at time t. The local control loop for the grid-forming diesel 

generator is illustrated in Fig. 5.3. Upon detection of the attack based on local frequency measures, 

the decentralized control mode activates initiating frequency reference control. 

                           ∆f(t) =

{
  
 

  
 (fmin − fnom) (

P(t)−Phigh

Pub−Phigh
) if Phigh ≤ P(t) ≤ Pub 

          (fmin − fnom)            if Pub ≤ P(t) ≤ Pmax 

(fmax − fnom) (
Plow−P(t)

Plow−Plb
) if Plb ≤ P(t) ≤ Plow 

        (fmax − fnom)             if Pmin ≤ P(t) ≤ Plb 

∆f(t − 1)           if P(t) ≤ Plow or  P(t) ≥ Phigh

                            (5.1) 

5.3.3. Supplementary Control for Adaptive Load and 

Renewable Energy Curtailment  

Conventional protection schemes initiate as the frequency excursions exceed the allowable 

bounds for a specified amount of time and disconnect the DER. Traditional load shedding schemes 

curtail blocks of loads resulting in unnecessary load loss or rely on communicated information to 

shed the necessary amount of load that restores balance. In this chapter, the attacker is assumed to 

have gained access to the microgrid communication network and can, therefore, spread throughout 

the network to engender more damages. Therefore, the proposed supplementary control will not 

rely on communication links that have a considerable risk of being compromised. In addition, the 

proposed control will only shed the amount of energy which restores normal operation. Figs. 5.4 

and 5.5 show the supplementary control loops added to the renewable DER and loads to 

compensate for the attack in the event where the grid-forming and grid-supporting DERs have 

reached their maximum or minimum power capacities and more or less power is needed, 

respectively. In this scenario, the maximum and minimum frequency references set by the 

isochronous DER in the decentralized mode would be exceeded and energy curtailment becomes 

necessary. The control loop added to the renewable DER operates in the event of over frequencies 

exceeding the maximum allowable limit. An active power contribution proportional to the 

frequency excursion is added to the MPPT reference power of the DER to reduce its energy, restore 

power balance and operate the frequency in between the allowable limits. Accordingly, an amount 

of load power proportional to the frequency excursion in under frequency scenarios is shed to 

restore to restore normal operation. The gains associated with the supplementary loops are selected 
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Fig. 5. 4: Supplementary control for renewable DER decentralized control 
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Fig. 5. 5: Supplementary control loops for load decentralized control  

such that the amount of energy shed exactly corresponds to the amount of imbalance, maximizing 

the microgrid capacity to host renewable energy and supply loads. 

5.4. Microgrid System Overview and Test Cases 

The testing platform considered in this study is based on a 25 kV distribution system 

adapted from a utility feeder and reconfigured as an islanded microgrid. The inverter-interfaced 

DERs used consist of a 150 kW WTG and a 100 kW/ 125kWh ESS. The WTG is modeled as a 

type-4 full converter wind turbine and is operated in MPPT mode. The ESS is operated in fixed 

PQ mode and a 320 kW diesel generator is operated as the isochronous DER that forms the 

microgrid’s voltage and frequency. The DER parameters used by the EMS optimization are 

tabulated in table 5.1. The real-time HIL co-simulation setup developed is described in chapter 2 

and Appendix C and the simulation time step is set to 50 µs. The EMS dispatches set-points every 

5 minutes and the FDI and DDoS cyber-attacks previously formulated are launched after 4 minutes 

of the start of the simulation so that their impact is apparent at the second EMS dispatch. The 
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performance of the proposed multi-stage cyber resilient control infrastructure is evaluated under 

different operating conditions. Different residual power levels are thus considered as plotted in 

Fig. 5.6. 

Table 5. 1: Energy resources’ parameters 

Parameter 𝑃𝐷𝐸𝑅
𝑚𝑖𝑛 𝑃𝐷𝐸𝑅

𝑚𝑎𝑥 𝑃𝐸𝑆𝑆
𝑚𝑖𝑛 𝑃𝐸𝑆𝑆

𝑚𝑎𝑥 𝐸𝐸𝑆𝑆
𝑚𝑖𝑛 𝐸𝐸𝑆𝑆

𝑚𝑎𝑥 ɳ 

Value 96 kW 280 kW -70 kW 70 kW 35 kWh 87.5 kWh 0.96 

 

Fig. 5. 6: Residual power for the different test cases 

5.5. Real-Time HIL Co-simulation Results 

5.5.1. The Case of FDI Cyber-Attacks 

The impact of FDI attacks and the effectiveness of the proposed cyber resilient control 

infrastructure are evaluated under two scenarios: 1) high and increasing residual power causing 

the attack to violate the EMS requirements as stipulated in (2.23) (Fig. 5.6 – Case 2) low and 

decreasing residual power causing the violation in (2.22) (Fig. 5.6 – Case 3). 

1)  Scenario 1 – High loading level – Available active power for FDI 

attack compensation 

An FDI attack with a -30 kW bias is applied to the ESS set-point (Fig. 5.7). If not detected, 

this attack requires a surge in the power from the diesel generator which has a very slow dynamic 

response. This would result in large frequency excursions which would have been cleared if the 

grid-forming DER had enough power headroom to restore balance and regulate the frequency.
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As shown in Figs. 5.8 and 5.9, as the diesel generator reaches its maximum limit, very large 

frequency excursions result (protection schemes are not applied in Fig. 5.8 to show the attack 

severity). As the proposed cyber resilient control is employed, the combined virtual inertia and 

droop controller initiates first to provide a fast transient compensation for the slow dynamic 

response of the diesel generator and a steady-state contribution from droop control (Fig. 5.10). It 

is important to note that for lower bias values, the combined controller contributions would suffice 

to restore normal operation. However, a large bias value is selected to test the effectiveness of 

shifting to a decentralized control mode and evaluate the performance of the proposed multi-stage 

control infrastructure. Hence, after a certain time delay and as the combined ESS controller reaches 

its limit, the decentralized control initiates, the diesel generator decreases its frequency reference, 

and the ESS responds to the bias by increasing its active power to provide additional headroom to 

the isochronous DER to regulate the frequency and balance power. Unlike the case where no 

control is applied (Fig. 5.11), the proposed strategy makes use of the DERs capacities without 

necessitating load shedding. 

 

Fig. 5. 7: FDI – S1 - ESS power with & without control 

 
Fig. 5. 8: FDI – S1 – System frequency response with & without control 
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Fig. 5. 9: FDI – S1 - Diesel generator power with & without control 

 

Fig. 5. 10: FDI – S1 - ESS power contribution for cyber-attack compensation 

 

Fig. 5. 11: FDI – S1 - Load power with & without control 

2) Scenario 2 - Low loading level – Available active power for FDI 

attack compensation 

An FDI attack with a 40 kW bias is analyzed. The attack severity in the absence of control 

and protection schemes can be clearly observed in the frequency response which collapses right 
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after the attack application (Fig. 5.12). Figs. 5.13-5.15 show that as the ESS set-point is modified, 

large amounts of renewable energy should be curtailed to restore balance. Upon application of the 

proposed mitigation strategy, the virtual inertia controller provides the active power surge needed 

to compensate for the transient event and enhance the frequency profile increasing the nadir and 

requiring no generation disconnection. The frequency reference control would then be activated  

 

Fig. 5. 12: FDI – S2 - ESS power with & without control 

 

Fig. 5. 13: FDI – S2 -Wind power with & without control 

 

Fig. 5. 14: FDI – S2 -ESS power contribution for cyber-attack compensation 
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Fig. 5. 15: FDI – S2 – System frequency response with & without control 

 

Fig. 5. 16: FDI – S2 -Diesel generator power with & without control 

as the combined controller provides its maximum compensation, signaling to the ESS the need to 

provide less power to allow the grid-forming DER to balance demand and supply and regulate the 

frequency. 

5.5.2. The Case of DDoS Cyber-Attacks 

The impact of the DDoS attack and the performance of the cyber resilient control are 

evaluated in the cases of high and increasing residual power causing the diesel generator to operate 

at its minimum violating the power management requirement lower bound (2.25) (scenarios 1 and 

2) and low and decreasing residual power causing the violations formulated in (2.24) (scenarios 3 

and 4).The DDoS cyber-attack is analyzed for two-scenarios: available active power whereby the 

ESS and the diesel generator have enough capacity to compensate for the attack (scenarios 1 and 

3, Fig. 5.6 - Cases 1 and 3) and that of power shortage whereby the resources saturate following 

the DDoS attack (scenarios 2 and 4 Fig. 5.6 - Cases 2 and 4). 
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1) Scenario 1 – High residual power level – Available active power 

for DDoS cyber-attack compensation 

Fig. 5.17 shows the IEC 61850 GOOSE message received by the ESS in the post-attack 

period (black) held at their pre-attack value. As the residual power increases, the isochronous DER 

generates more power to compensate for the imbalance caused by the DDoS, until it eventually 

reaches its maximum limit (Fig. 5.18). If the protection schemes are not activated, large frequency 

excursions result (Fig. 5.19). Restoring the frequency back to its nominal value requires load 

shedding to provide headroom for the isochronous DER to vary its power to regulate the voltage 

and frequency (Fig. 5.20). 

The system shifts to the decentralized control mode as soon as the attack is detected based 

on local frequency measures (4.1). Subsequently, the grid-forming DER decreases its frequency 

reference in accordance with (5.1) to signal the need for more power. The grid-supporting ESS  

 

Fig. 5. 17: DDoS - S1- ESS power with & without control 

 

Fig. 5. 18: DDoS - S1- Diesel generator power with & without control 
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Fig. 5. 19: DDoS - S1- System frequency response with & without control 

 

Fig. 5. 20: DDoS - S1- Load power with & without control 

supplementary control loop responds to the bias and generates more power to compensate for the 

imbalance resulting from the ESS and giving more headroom to the diesel generator to regulate 

the frequency. The coordination amongst the DERs ensures that the frequency does not exceed the 

limits set by the IEEE 1547 standard causing no activation of protection schemes and increasing 

the grid capacity to continuously supply the loads 

2) Scenario 2 – High residual power level – Shortage of active power 

for DDoS cyber-attack compensation 

In this scenario, the effectiveness of the proposed strategy is evaluated for the case where, 

even if operated at their maximum, the ESS and diesel generator do not have enough capacity to 

supply all the loads necessitating load curtailment. As the conventional local control loops are not 

inherently designed to provide resiliency and compensate for the attack, large frequency 

excursions would result (Fig. 5.21) in the absence of cyber resilient control, initiating load 

shedding at an early stage (Fig. 5.22). As the DDoS is detected, the decentralized control is 
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activated and the diesel generator starts decreasing its frequency reference signaling the ESS to 

generate more power (Fig. 5.23). In that case, the residual power keeps on increasing and as the 

grid-forming DER and the ESS reach their maximum power limits (Fig. 5.24), the supplementary 

control loops for load control would be activated limiting the load curtailment to just the necessary 

amount needed to regulate the frequency. In fact, the mitigation strategy makes use of all the 

available DERs power capacities before resorting to energy curtailment. 

 

Fig. 5. 21: DDoS – S2- System frequency response with & without control 

 

Fig. 5. 22: DDoS – S2- Load power with & without control 

 

Fig. 5. 23: DDoS – S2- ESS power with & without control 
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 Fig. 5. 24: DDoS – S2- Diesel generator power with & without control 

 

Fig. 5. 25: DDoS – S3- System frequency response with & without control 

 

Fig. 5. 26: DDoS – S3- Wind power with & without control 

3) Scenario 3 – Low residual power level – Available active power for 

DDoS cyber-attack compensation 

In the event of low loading levels, the frequency collapses in the absence of resilient control 

(Fig. 5.25), causing the disconnection of the WTG to provide headroom for the isochronous DER 

to regulate the frequency (Fig. 5.26). As the system shifts to decentralized control, the diesel 
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Fig. 5. 27: DDoS – S3- ESS power with & without control 

 

Fig. 5. 28: DDoS – S3- Diesel generator power with & without control 

generator augments its frequency reference to signal the excess of power in the system. The ESS 

responds to the bias and decreases its active power (Fig. 5.27) allowing the diesel generator to shift 

to the desired active power region (Fig. 5.28) whereby it could regulate the frequency necessitating 

no wind energy curtailment. 

4) Scenario 4 – Low residual power level – Shortage of active power 

for DDoS cyber-attack compensation 

The performance of the supplementary control loop added to the WTG to reduce its active 

power without causing complete disconnection of the DER and high amounts of inexpensive 

energy not harvested is evaluated. If conventional protection schemes are applied and the 

isochronous resource reaches its minimum capacity in the post-attack period, large frequency 

excursions causing the disconnection of the WTG occur (Figs. 5.29 and 5.30). If the proposed 

decentralized control strategy is applied, the ESS responds to the isochronous DER frequency 

change and compensates for the attack (Fig. 5.31). As the residual power further decreases, the 
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DERs would eventually reach their minimum power capacities and would no longer be able to 

provide compensation (Fig. 5.32). The supplementary control added to the WTG will in that case 

initiate and reduce the DER power to maintain the frequency between the allowable bounds. The 

proposed cyber resilient control only sheds an amount equal to the system’s imbalance maximizing 

the microgrid capacity to host renewable generation.  

 

Fig. 5. 29: DDoS – S4- System frequency response with & without control 

 

Fig. 5. 30: DDoS – S4- Wind power with & without control 

 

Fig. 5. 31: DDoS – S4- ESS power with & without control 
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Fig. 5. 32: DDoS – S4- Diesel generator power with & without control 

Table 5. 2: Performance indices for impact assessment and resiliency quantification 

 

Min/Max 

Frequency 

(Hz) 

Renewable Energy 

Shed (kWh) 

Load Not 

Served (kWh) 

Average Cost of 

Energy ($/kWh) 

F
D

I 

S1 – No Control 36.8 / 60 0 13.6 0.2645 

S1 - Control 59.3 / 60 0 0 0.2483 

S2 – No Control 13.4 / 70.4 40.4 0 0.3315 

S2 - Control 59.9 / 60.5 0 0 0.3195 

D
D

o
S

 

  

S1 - No Control 42.1 / 60 0 9.1742 0.2505 

S1 - Control 59.3 / 60 0 0 0.2481 

S2 - No Control 42.8 / 60 0 9.16 0.2133 

S2 - Control 58.9 / 60 0 0.71 0.2122 

S3 - No Control 8.2 / 65.6 47.95 0 0.3962 

S3 - Control 59.9 / 60.5 0 0 0.3335 

S4 - No Control 6.7 / 65.6 48.06 0 0.5379 

S4 - Control 59.8 / 60.7 0.56 0 0.4414 

5.5.3. Discussion and Recommendations for Cyber 

Resiliency 

The performance indices defined in chapter 2 are evaluated in Table 5.2 for the 6 cases to 

quantify the impact of FDI and DDoS attack and to evaluate the effectiveness of the proposed 
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multi-stage cyber resilient control infrastructure in providing reliable operation in the presence of 

cyber-attacks. It could be concluded, that in the cases of available active power, the conventional 

control loops cause large amounts of load or wind energy to be curtailed. The combined virtual 

inertia and droop control added to the grid-supporting DERs provides fast transient and steady-

state compensation reducing the minimum and maximum frequency to acceptable values as FDI 

attacks are launched. As for the decentralized control strategy, it proved to be effective in the event 

of DDoS and FDI attacks as it distributes the EMS functions among the DERs and features 

coordination to compensate for the attacks requiring no energy curtailment. In the case of shortage 

of active power, the decentralized controller makes use of all the DERs capabilities before 

resorting to energy curtailment. As such the proposed control only sheds the necessary amount to 

restore balance in the system (only 0.17% of load in scenario 2 and 0.69% of the wind in scenario 

4 as compared to 2.26% and 59.85% when no control is applied). Although not designed to ensure 

economic operation, the cyber resilient control infrastructure operates the DERs so as to respect 

all the EMS constraints and maximize the microgrid capacity to host inexpensive renewable energy 

and to supply loads, becoming considerably more economical than the case where no control is 

applied. 

Before concluding this thesis in the upcoming chapter, it is mandatory to present the main 

recommendations drawn from the research work performed. These recommendations mainly 

include the following: 

1- Raising awareness on the importance of cyber security and the risk associated with successful 

cyber intrusions 

Utilities tend to disregard the importance of cyber security until cyber-attackers successfully 

gain control over their systems causing severe damages. In order to change the generalized 

perception that cyber security is not a first interest matter, the impact of cyber intrusions should 

be highlighted and a platform for knowledge sharing among grids’ stakeholders should be 

created. This would promote the development of advanced cyber security initiatives. 

2- Impact quantification by means of specific performance indices 

Performance indices need to be defined in order to quantify the level of cyber security, 

resilience and robustness. These measures allow the assessment of the attacks’ impact 

fostering awareness raising and enabling the proposition of mitigation strategies. In addition, 

they facilitate the measurement of the maturity level of the mitigation solutions put in place 
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on both the power system, communication network and information exchange layers and the 

selection of the most effective strategy to be employed.  

3- The need for a robust and resilient grid – Cyber security by design 

The cyber-attacks’ impact assessment studies performed in this thesis proved that attacks 

could engender severe damages which jeopardize the operation of the grid, in terms of 

stability, reliability and efficiency, and result in large monetary losses. In addition, the ever-

increasing complexity of industrial systems and ICTs will pave the way in the near-future to 

more sophisticated and frequent cyber-attacks. There exist numerous methods, previously 

reviewed, that could be applied to prevent cyber-attackers from penetrating the microgrid 

communication network and launching attacks. However, various cyber-attacks were still 

successfully perpetrated against industrial control systems and power grids although these 

prevention means were put in place. Typically, only after being targeted by cyber-attacks, that 

grid operators tend to implement additional security measures which come at a very high cost. 

To limit the damage that could be engendered by cyber intrusions, the grid control and 

communication infrastructures must be designed to embed cyber security in order not only to 

prevent but also to be able to react and recover from cyber-attacks.  

4- The need for a standardized end-to-end cyber security strategy  

The grids’ power system and communication network layers are becoming more 

interdependent and networks are becoming more interconnected increasing the grids’ exposure 

and vulnerability to cyber intrusions. Therefore, it becomes necessary to develop and 

implement a standardized end-to-end cyber security strategy at all levels of the 

communication, information exchange, and power system and control layers. 

5- Trade-off between cost and benefits 

Typically, cyber security is not embedded into the grids’ design due to the high cost associated 

with the implementation of the necessary infrastructure. In order to better understand the trade-

off between cost and resiliency, the monetary losses engendered by cyber-attacks along with 

the impacts derived should be quantified and compared to the cost resulting from embedding 

cyber security into the grid’s design.  
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5.6. Conclusion 

The concepts, theories and simulation results presented in this chapter complements the 

research work performed in chapters 2, 3 and 4 to provide an in-depth analysis of islanded 

microgrid systems compromised by FDI and or DDoS cyber-attacks. A multi-stage cyber resilient 

control infrastructure that distributes the EMS functions amongst the DERs and loads by adding 

enhanced supplementary loops to their primary controllers is proposed to ensure that microgrids 

could resist cyber-attacks and operate reliably without relying on vulnerable communications. 

Local frequency measures are used to initiate the control stages: 1) combined virtual inertia and 

droop control operate to provide transient and steady-state stability in the event of cyber-induced 

transient events, 2) decentralized control which allows coordination between the isochronous and 

grid-supporting DERs initiate as the combined controller provides its maximum compensation, 3) 

as grid-forming and grid-supporting DERs reach their limits and as a last resort, loads and 

renewable DERs supplementary controllers are initiated only shedding the amount of energy 

which restores normal operation. A real-time HIL co-simulation platform was used to implement 

the attacks, quantify their impacts and validate the proposed cyber resilient control strategy. A 

parametric analysis was conducted in order to evaluate the performance of the proposed 

infrastructure under different operating scenarios. The strategy ensured transient and steady-state 

frequency stability, promoted coordination between the DERs and loads operating in a 

decentralized manner to manage power and energy, maximized the microgrid capacity to host 

renewable generation and supply critical loads, and reduced the average cost of energy enhancing 

the grid resilience and robustness in the event of cyber-attacks. The chapter concludes with the 

cyber security recommendations that could be drawn from the proposed research work. Also 

detailed, were the best practices that should be applied in order to highlight the importance of cyber 

security, the impact that cyber-attacks could engender and the need to implement, at the design 

phase, measures for enhanced resilience, robustness and reliability of the grid in the event of cyber 

intrusions. The upcoming chapter concludes the thesis, restates the main contributions and presents 

recommendations for future research work in the area of microgrid cyber security.
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Chapter 6  

Summary and Conclusions 

6.1. Thesis Summary 

The rapid development of microgrids streams from the value they bring in terms of resilience, high 

integration of renewable DERs, and the ability to operate in both grid-connected and islanded 

modes. In order to benefit from these advanced capabilities, microgrids require real-time and 

reliable two-way flow of information. As the microgrid moves toward modernization, the 

development of a communication infrastructure becomes mandatory. The reliance on ICTs to 

provide advanced microgrid capabilities including remote monitoring, maintenance and advanced 

control enhances the microgrid operation, however, creates potential vulnerabilities and access 

points which can be maliciously exploited by cyber-attackers. Large efforts are made to protect 

power assets against potential cyber-attacks through conformity to security guidelines and 

regulations and application of defense mechanisms and mitigation strategies at the communication 

network layer. The conformity to security regulations and most of the currently implemented 

defense strategies cannot ensure a comprehensive protection for power grids, as seen following 

the success of the Ukraine attack. If not designed with cyber security in mind, just like any smart 

grid, microgrids which are considered as a potential solution to maximize the hosting capacity of 

renewable generation and continuously supply critical loads could be compromised, defeating the 

main purpose for which they were initially developed. Very little effort has been put to evaluate 
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the impact of cyber-attacks and propose mitigation methods applied at the control layer to ensure 

resilient operation of the microgrids in the event of cyber intrusions.  

This thesis provides a cyber security analysis for microgrids targeted by cyber-attacks. 

Different cyber-attacks compromising the microgrid data integrity and availability have been 

modeled and benchmark test systems along with advanced real-time simulation testing platforms 

have been developed to perform impact assessment studies and propose and validate novel 

mitigation strategies applied at the microgrid control layer.  

Chapter 2 

Before analyzing the impact that cyber-attacks have on the microgrid operation and proposing 

mitigation strategies to ensure resilient operation, the power system, information exchange and 

communication network layers constituting a microgrid system need to be modeled and interfaced. 

Hardware and software were used to model the DERs and loads along with their underlying power 

and energy management strategies and a communication network allowing the exchange of 

information based on legacy and modern communication protocols. The microgrid constituting 

layers were interfaced in real-time to form a single entity allowing the analysis of microgrid cyber 

security. Mathematical models of the cyber-attacks of interest were provided and bounds ensuring 

that the attacks’ parameters violate the microgrid control requirements were set. Performance 

indices allowing quantification of the attacks’ impacts and testing of the proposed control 

strategies in mitigating these impacts were also defined. The assumptions made in the thesis 

regarding cyber-attack prevention and detection were stated, and the steps that need to be followed 

to ensure enhanced microgrid resiliency and survivability in the event of detected and undetected 

cyber-attack were presented. 

Chapter 3 

FDI cyber-attacks which tamper with the EMS dispatch set-points and the commands sent to 

control the DERs circuit breakers were analyzed. Control loops added at the DERs primary control 

level comprising virtual inertia and droop control were tested and adaptive load managements 

schemes were proposed to enhance the microgrid survivability in the event of undetected FDI 

cyber-attacks. Performance indices were evaluated to quantify the impact of FDI cyber-attacks on 

the operation of SM based and 100% inverter-interfaced microgrids. These indices facilitated the 
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evaluation of the effectiveness of the control loops in enhancing the resiliency of the microgrid 

when subject to FDI attacks.  

Chapter 4 

Cyber-attacks compromising the microgrid availability, namely DDoS cyber-attacks causing loss 

of information exchange in the microgrid, were analyzed. A rule-based fallback control strategy 

was proposed to mitigate DDoS attacks such that it distributes the power and energy management 

functions of the microgrid controller among the DERs. Supplementary control loops were added 

to the dispatchable DERs primary controllers to coordinate based on local signals with the grid-

forming DER which is designed to vary its voltage or frequency reference to request compensation 

from the dispatchable DERs. Performance indices were defined and calculated to assess the impact 

of the DDoS attack and to evaluate the effectiveness of the proposed mitigation strategy in 

enhancing the resiliency of SM based and 100% inverter interfaced microgrids. 

Chapter 5 

A multi-stage cyber resilient control infrastructure combining and extending the strategies 

proposed in the previous chapters was developed. The proposed strategy enhances the microgrid 

control infrastructure to ensure that cyber security is embedded into the microgrid’s design. The 

strategy operates at three different stages which are activated based on the attack detection 

mechanism and the local frequency measures requiring no reliance on vulnerable communication 

links. Enhanced control loops are added to the dispatchable DERs local controller to provide fast 

transient and permanent steady-state frequency stability. At a second stage, and as the attack’s 

severity increases the system shifts to a decentralized control mode whereby grid-supporting and 

grid-forming DERs coordinate to manage the power and energy. The third control stage would 

initiate as a last resort to shed the necessary amount of load and renewable energy as grid-forming 

and grid-supporting DERs have provided maximum compensation. The proposed control 

infrastructure has been validated on the real-time HIL co-simulation setup in the event of FDI and 

DDoS cyber-attacks under different operating conditions. The strategy showed to increase the 

microgrid ability to host inexpensive renewable energy and supply critical loads, and to regulate 

the frequency, manage power and energy and operate economically in the presence of cyber 

intrusions. The set of recommendations and best practices to be applied for enhanced cyber 

security were finally presented. 
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6.2. Conclusions 

The work performed in this thesis becomes more and more pertinent as microgrid systems 

evolve to integrate more renewable generation, operate autonomously, and provide smart 

monitoring and control capabilities facilitated by the deployment of communication networks 

vulnerable to cyber intrusions. As the tools employed to conduct cyber-attacks are constantly 

evolving and the attackers’ capabilities are outpacing the prevention means and defense strategies 

implemented at the communication network layer to protect the power industry from cyber-attacks, 

strengthening the grid’s control infrastructure to resist and operate reliably in the event of cyber 

disturbances becomes mandatory. This thesis tackles this problem as it provides a detailed analysis 

of cyber-attacks jeopardizing the microgrid critical functions and proposes novel cyber resilient 

mitigation strategies reinforcing the microgrid control layer to resist cyber intrusions. 

In order to provide a complete analysis of microgrid cyber security, the thesis starts by 

providing a detailed modeling of the microgrid underlying layers. Hardware and software were 

interfaced to model the power system, information exchange based on different protocols and 

communication network layers of microgrid systems using techniques that allow overcoming the 

downfalls of other platforms found in the literature. The focus has been directed to FDI and DDoS 

cyber-attacks as their application engenders severe physical impacts on the microgrid control 

operation. Mathematical models of the cyber-attacks have been presented and the cyber-attacks’ 

parameters selection criteria that need to be met to cause an infringement of the power and energy 

management functions of the microgrid were also rigorously defined. Microgrid specific 

performance indices have been defined to allow quantification of the attacks’ impacts on the 

microgrid operation and evaluation of the performance of proposed control strategies in mitigating 

these impacts.  

The co-simulation results showed that it suffices to tamper with one of the EMS commands 

sent to operate the DERs to cause large power imbalances, voltage and frequency excursions, 

unnecessary load curtailment and even microgrid blackout. The impact assessment studies 

performed facilitated the development of advanced control strategies, based on widely applicable 

control concepts (virtual inertial response and droop control), added to the SM based microgrid 

DERs primary control to provide transient and steady-state cyber-attack compensation. The 

proposed mitigation strategy was then modified and adapted to 100% inverter-interfaced   
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microgrids and a two-layer cyber resilient control was formulated to ensure cyber-attack 

compensation and post-attack power and energy management. The parametric studies conducted 

to test and evaluate the performance of the proposed strategies showed that the supplementary 

control loops and the adaptive load management algorithm were able to provide steady-state and 

transient voltage and frequency regulation by smoothing the ramps streaming from the cyber-

attack, and to overcome the DERs rated capacity limits and ensuring rapid post-attack recovery, 

respectively. 

The thesis work also showed that it suffices to gain unauthorized access to the microgrid 

LAN to launch a DDoS cyber-attack on the microgrid communication network causing a prevalent 

damage to the microgrid control operation. In fact, the impact assessment studies performed 

showed that the DDoS cyber-attack causes large voltage and frequency excursions, and violation 

of the power and energy limits which could only be remediated by generation and load curtailment, 

defeating the main purpose for which islanded microgrids were initially developed. A novel rule-

based fallback control mitigation strategy was formulated to distribute the power and energy 

management functions amongst the DERs. Supplementary control loops were developed to 

provide means of coordination amongst the DERs without reliance on vulnerable communication 

mediums. The proposed fallback control algorithm was adapted to operate in both SM and 100% 

inverter-interfaced microgrid configurations. Performance indices quantification showed that the 

proposed rule-based algorithm maximises the capacity of the microgrid to host renewable 

generation and to continuously supply critical loads, promotes coordination between DERs for 

power and energy management and reduces the average cost of energy enhancing the microgrid 

resiliency, robustness and ability to resist cyber-attacks. 

The mitigation solutions proposed were combined and extended to form a multi-stage 

cyber resilient control infrastructure for islanded microgrid systems. The proposed infrastructure 

ensures resiliency in the event of FDI and DDoS cyber-attacks and was validated for different 

attacks severity levels, and under diverse operating conditions (generation mix, renewable energy 

penetration levels, loading levels). Recommendations for enhanced cyber security, increased 

awareness regarding cyber-attacks and the severe impact they engender were concluded. The need 

to consider cyber security at the microgrid design stage and the trade-offs resulting from the 

implementation of cyber resilient strategies were also explained.  
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6.3. Recommendations for Future Work 

The thesis has made a contribution in terms of assessing the impact of different cyber-

attacks that have recently interested threat agents aspiring to inflict damage to the electric 

infrastructure and of proposing advanced mitigation methods enhancing the grid’s control 

infrastructure to provide cyber resiliency. Although many aspects of microgrid cyber security were 

addressed in this thesis, many opportunities for extending the scope of this study remain and they 

include:  

1- The mitigation strategies proposed in this thesis are applied at the microgrid control 

infrastructure to provide a resilient microgrid power system layer that could resist and 

operate in the presence of detected and undetected cyber-attacks. Other research could be 

directed towards proposing strategies that could be applied at the microgrid communication 

network layer to detect, prevent and mitigate intrusions. The real-time HIL co-simulation 

testbed developed could be used to evaluate the effectiveness of these strategies. 

2- The co-simulation setup implemented in chapter 2 models the microgrid feeder and DERs 

on one real-time digital simulator. This assumption is valid for the studies analyzing the 

impact of cyber-attacks compromising the microgrid secondary centralized EMS 

operation; however, it no longer applies as information need to be exchanged between 

DERs on a primary level. While the proposed platform provides a wide flexibility in terms 

of the different power system and communication elements that could be employed and the 

various control strategies that could be tested, hierarchical and multi-agent based control 

will necessitate a more rigorous setup. Decoupling the system and running every agent 

requiring information exchange on a separate core of the real-time simulator, would 

facilitate the analysis of cyber-attacks targeting multi-agent based systems requiring peer-

to-peer communication.  

3- As this research analyzes the cyber security of islanded microgrids, a new research avenue 

would be to evaluate the impact of cyber-attacks resulting in unplanned islanding or 

reconnection of the microgrids to the large EPS. Strategies allowing detection and 

mitigation of the unplanned events could be proposed to reduce the damage they could 

cause to the microgrid and the EPS.
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Appendix A 

Simulation Tools 

This appendix describes the simulation tools used throughout this thesis. 

A.1 MATLAB 

MATLAB m-files were used to formulate the EMS optimization script defined in chapter 2 and 

employed throughout this thesis and to generate plots. The Simulink toolbox was used for the 

modeling of the remaining microgrid building blocks, inputs and outputs. The SimPowerSystems 

library of Simulink was used to implement the DERs and load models along with their underlying 

primary power management control strategies. As for the information exchanged, whether analog 

inputs/outputs or IEC 61850 GOOSE messages, they were modeled using the RT-LAB libraries 

which include among others: Artemis, RT-EVENTS, RT-LAB and RT-LAB I/Os libraries. 

A.2 Riverbed Modeler 

The microgrid communication network is modeled using the Riverbed Modeler, also known as 

OPNET, a network emulator which allows modeling and detailed analysis of a broad range of 

wired and wireless networks. OPNET offers a SITL module which acts as an interface for 

connecting hardware applications to a discrete event simulation of a communication network 

modeled in OPNET. The Riverbed Modeler licenses used and installed on the host computer 

modeling the communication network include: OPNET Modeler, Simulation Runtime, Terrain 
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Modeling and System-in-the-Loop licenses.  

A.3 RT-LAB 

RT-LAB is a real-time simulation platform for high-fidelity plant simulation, control system 

prototyping, and embedded data acquisition and control. RT-LAB has a distributed processing 

capability which allows conversion of Simulink models to high-speed, real-time simulations, over 

one or more target computer processors. RT-LAB was used to integrate the Simulink models 

implementing the microgrid building blocks in real-time simulations and facilitate HIL testing. 

A.4 ICD Designer 

The IED Capability Description (ICD) Designer tool is used to define, edit and update substation 

configuration descriptions for the IEC 61850 standard compliant IEDs through a graphical user 

interface to create an XML formatted file. ICD Designer was used in this thesis to model the 

information exchanged based on the IEC 61850 GOOSE messaging protocol and define the 

substation configuration language (SCL) file to configure the communication, access points, 

logical devices, logical nodes, data sets and control blocks amongst others. 

A.5 LabView 

LabView is a development environment designed with a graphical programming syntax and an 

open architecture that enables integration of any hardware device and any software approach. 

LabView was used in this thesis to program the NI-cRIO digital controller and provide an interface 

for its operation and to connect with the EMS script running in MATLAB.  

A.6 Ettercap 

Ettercap is an open source tool for networks cyber security known for its ability to perform MITM, 

DoS/DDoS cyber-attacks on LANs. Ettercap has the ability to intercept the traffic on a network 

segment, capture passwords and eavesdrop on a number of communication protocols. Ettercap was 

used in this thesis to model the cyber-attacks. 



  A.7 Wireshark                                                                                                                                               133 
 

 

A.7 Wireshark 

Wireshark is an open source network traffic analyzer. Wireshark was used in chapter 5 of this 

thesis to troubleshoot and analyze the performance of the communication network emulator and 

of Ettercap. The packet analyzer was running on all the computers used in the co-simulation setup 

to ensure that hardware and software are properly interfaced and to analyze the information 

exchanged throughout the system.
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Appendix B 

DERs and Load Modeling 

B.1 Load Model 

Two load models are implemented and employed in this thesis: base loads and controllable loads. 

The base loads consist of constant impedance models while the controllable loads are modeled as 

a controllable constant impedance current source whose active and reactive powers can be varied 

in accordance with the load management schemes. 

B.2 Inverter-Interfaced Renewable DER Model 

Wind and solar renewable DERs are employed in this thesis. The grid-tie inverter configuration 

shown in Fig. B.1 is used to model these renewable DERs. The inverter is tied to the grid through 

an RL choke and a transformer. Its DC-link is fed from a controllable current source emulating the 

MPPT curves. 

B.3 ESS Model 

The ESS model also consists of a grid-tie inverter connected to the grid through an RL choke and 

a transformer as shown in Fig. B.2. The inverter’s DC-link is fed from a lithium-ion battery which 
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model is taken from the SimPowerSystems Simulink library. The battery parameters were 

modified and set in accordance to specified values. 

B.4 Synchronous Generator Model 

The rotating machine based generator consists of an SM fed from a diesel generator connected to 

the grid through a transformer. The dynamics of the diesel generator are illustrated in Fig. B.3. 

The mechanical power 𝑃𝑚 is dispatched in accordance to power and speed references as per the 

applied power management strategies. The synchronous generator system is also equipped with a  
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Fig. B. 1: Grid-tie inverter configuration used for inverter interfaced renewable DGs 
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Fig. B. 2: Grid-tie inverter configuration used for the ESS
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DC excitation system which controls the field voltage of the generator 𝑉𝑓 in accordance to a 

reactive power mode and set-points. 
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Fig. B. 3: Active power control loop for SM fed by a diesel engine 
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Appendix C 

Real-Time HIL Co-Simulation Setup 

This appendix describes the various components and building blocks of the real-time HIL co-

simulation setup presented in chapter 2 and used throughout the thesis to analyze microgrids’ cyber 

security and to validate the proposed control strategy in mitigating the impact of cyber-attacks. 

The co-simulation setup implemented is illustrated in Fig. C.1 and consists of the following 

components: 4 computers, 2 OPAL-RT real-time digital simulators, the NI digital controller NI-

cRIO 9068, its analog input module NI 9220 and analog output module NI 9264, an OPAL-RT 

terminal to connect the analog channels, 2 Ethernet switches, a 4 ports network card and RJ-45 

Ethernet cables. The software used for the setup include: MATLAB, Simulink, LabView, RT-

LAB, OPNET, Wireshark and ICD Designer. 

As discussed in chapter 2, adequate representation of microgrid systems would necessitate 

the modeling of the power system, communication network and information exchange layers. The 

detailed modeling of the layers along with their interfacing are presented in the following sections. 

C.1 Microgrid Power System Layer Modeling 

The microgrid feeder, DERs and loads are modeled as described in section 2.2 on a host 

computer (IP address: 132.206.62.16) running Simulink. The host computer is connected to the 

real-time simulator (IP address: 132.206.62.12) eth 0 port (MAC address: 00-25-90-24-A1-E6) 
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Fig. C. 1: Real-time co-simulation setup 

through an Ethernet switch. The Simulink model is then loaded into RT-LAB running on the host 

computer to allow real-time operation of the microgrid feeder, DERs and loads on the real-time 

simulator. As detailed in section 2.4, different primary active and reactive power control modes 

could be selected to operate the DERs and evaluate the microgrid performance under various 

power management strategies. 

The microgrid controller EMS optimization script is written as detailed in section 2.2.2.1 

using MATLAB running on a host computer (IP address: 132.206.62.61). This host computer also 

runs LabView which connects to the NI-cRIO digital controller through the IP network. MATLAB 

and LabView are connected through the internal TCP connection of the host computer. The NI-

cRIO analog input and output modules are connected to the OPAL-RT terminal plugged in the 

back of another real-time simulator (IP address: 132.206.62.11) through wires. A Simulink model 

is implemented on a host computer (IP address: 132.206.62.17) to represent the information 

exchanged with the microgrid controller EMS; i.e. the GOOSE messages sent and received from 

the microgrid entity and the analog inputs/outputs sent and received from the NI-cRIO. The host 

computer is connected to the real-time simulator (IP address: 132.206.62.11) eth 4 port (MAC 

address: 00-25-90-53-21-7E) through an Ethernet switch. The Simulink model is then loaded into 

RT-LAB running on the host computer to allow real-time operation of the microgrid controller 
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EMS on the real-time simulator. 

C.2 Microgrid Communication Network Layer 

Modeling 

The communication network for the microgrid system considered is modeled using 

OPNET and it consists of the microgrid feeder and DERs entity and a microgrid controller EMS 

entity connected through a switch by means of Ethernet cables. The SITL modules of OPNET are 

used to interface the two real-time simulators running the microgrid and the EMS with the 

communication network. For every SITL module modeled in OPNET, corresponds a network card 

implemented on the host computer running OPNET to connect to the external hardware. The IP 

address, mask, and gateway for each SITL interface are set so that its IP address is unique, and the 

mask and gateway are appropriate for connection to the physical hardware. Firewalls are also 

properly set so as to prevent the host computer’s operating system from interfering with the SITL 

and terminating the connection. 

The network is implemented on a host computer (IP address: 132.206.62.83) and consists 

of two SITL modules with the following specified MAC addresses: 1) SITL module representing 

the real-time simulator running the microgrid feeder and DERs (MAC address: 00-25-90-24-A1-

E6), 2) SITL module representing the real-time simulator running the microgrid controller EMS 

(MAC address: 00-25-90-53-21-7E). The SITL modules are configured based on the MAC 

addresses of the switches’ Ethernet ports to which the OPAL-RT simulators are connected rather 

than the IP addresses in order to support the GOOSE messaging protocol as it only has the physical, 

the data link and the application layers, as compared to the 7 layers open systems interconnection 

(OSI) model. The links connecting the SITL modules to the switch are duplex 10 Gbps Ethernet 

links. The NI-cRIO digital controller (MAC address: 00-80-2F-19-10-08) and the host computer 

running the EMS optimization script and LabView (MAC address: F8-B1-56-C3-C1-22) are 

connected to the Internet.  
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C.3 Microgrid Information Exchange Layer 

Modeling 

The DERs and load measurements obtained at the microgrid side are sent over the 

communication network to the EMS which evaluates dispatch set-points that are sent back to the 

dispatchable DERs. The IEC 61850 GOOSE messaging protocol is used to enable this exchange 

of information. The publishers and subscribers are modeled in Simulink. At the microgrid side, a 

publisher is configured for every DER whose measurements are needed by the EMS and a 

subscriber is configured for every dispatchable DER requiring power set-points from the EMS to 

operate. Accordingly, at the microgrid controller EMS side, subscribers subscribe to the DER 

measurements and publishers publish the dispatch set-points to the DERs. An SCL is written in 

XML using ICD Designer to configure the various IEDs. Logical devices are defined for every 

entity sending or receiving information over the network. For every logical device, logical nodes 

are defined to represent the information sent or received from or to the IED. To properly exchange 

information between the IEDs, communication attributes need to be properly assigned for every 

IED logical device in the SCL file. A unique APP ID, MAC address and a VLAN priority are 

specified for each IED function defined by the logical nodes. The SCL is then loaded into the 

publishers and subscribers modeled in Simulink. The Ethernet adapter of the real-time simulator, 

the IED name, the logical device’s MAC address and APP ID are all specified for every publisher 

and subscriber for proper information exchange.  

C.4 Microgrid Constituting Layers Interfacing  

In order to implement a co-simulation platform, the microgrid power system, 

communication network and information layers need to be connected and interfaced without 

accumulation of errors. The SITL module of OPNET allows the physical hardware devices running 

the microgrid and the EMS in real-time and the network implemented in OPNET to interact as a 

unified system. This interface facilitates the connection of the two real-time simulators running 

the microgrid feeder and DER and the microgrid central controller and serves as a data buffer for 

real-time packet exchange. In fact, in order to cause no accumulation of errors, the hardware and 
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software used to model the different microgrid constituting layers are controlled such that: i) the 

EMS script and LabView HMI are designed such that they only generate commands when they 

receive the required inputs, ii) the communication network simulation is started after the EMS 

engine, and waits for information to be exchanged, iii) the IEC 61850 GOOSE subscriber at the 

real-time simulator modeling the EMS information exchange interface is operated such that it 

records the time when the first set of measurements is received from the microgrid and based on 

that time specifies the periods when it will be re-enabled and when the publisher sending the 

commands to the microgrid will be enabled, iv) the real-time simulator running the microgrid 

system will therefore be operated at last and the publisher and subscribers at this end will be 

enabled every EMS dispatch update period. As such, the time when the power system simulation 

is started will represent the time reference of the co-simulation platform. Table C.1 summarizes 

the data exchange sequence between hardware and software.
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Table C. 1 : Summary of information exchange 

 

Source Destination 
Information 

Exchanged 
Protocol 

DERs publisher (OPAL-RT 

simulator running the 

microgrid feeder and DERs) 

Communication network 

(SITL OPNET) 

DERs and Load 

measurements 

IEC 

61850 

GOOSE 

Communication network 

(SITL OPNET) 

Microgrid controller EMS 

subscriber (OPAL-RT 

simulator running the 

microgrid controller) 

DERs and Load 

measurements 

IEC 

61850 

GOOSE 

Microgrid controller EMS 

(Analog I/O card connected to 

the OPAL-RT simulator 

running the microgrid 

controller) 

NI-cRIO digital controller 

(connected to the Analog I/O 

card using wires) 

DERs and Load 

measurements 
Analog 

NI-cRIO digital controller 
NI-cRIO LabView Interface 

(through the Internet) 

DERs and Load 

measurements 
TCP 

NI-cRIO LabView interface 

MATLAB running the 

optimization script (through an 

internal TCP connection on the 

host computer) 

DERs and Load 

measurements 

TCP 

 

MATLAB running the 

optimization script (through an 

internal TCP connection on the 

host computer) 

NI-cRIO LabView interface 

(through the IP network) 

DERs and Load 

dispatch set-points 

and circuit breakers 

commands  

TCP 

NI-cRIO LabView interface 

(through the Internet) 
NI-cRIO digital controller 

DERs and Load 

dispatch set-points 

and circuit breakers 

commands 

TCP 

NI-cRIO digital controller 

(connected to the Analog I/O 

card using wires) 

Microgrid controller EMS 

(Analog I/O card connected to 

the OPAL-RT simulator 

running the microgrid 

controller) 

DERs and Load 

dispatch set-points 

and circuit breakers 

commands 

Analog 

Microgrid controller EMS 

publishers (OPAL-RT 

simulator running the 

microgrid controller) 

Communication network 

(SITL OPNET) 

DERs and Load 

dispatch set-points 

and circuit breakers 

commands 

IEC 

61850 

GOOSE 

Communication network 

(SITL OPNET) 

Dispatchable DERs 

subscribers (OPAL-RT 

simulator running the 

microgrid feeder) 

DERs and Load 

dispatch set-points 

and circuit breakers 

commands 

IEC 

61850 

GOOSE 
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Appendix D 

DDoS Cyber-Attack Modeling 

This appendix provides a detailed modeling of the DDoS cyber-attack defined in chapter 2. The 

DDoS cyber-attack modeled targets the microgrid EMS and is implemented using Ettercap as 

shown in Fig. D.1. The attack assumes that the attacker has valid credentials to connect over the 

IP network connecting the microgrid digital controller to the EMS script. For better performance, 

the Ettercap tool was installed on a virtual Linux machine created on the host computer (IP address: 

132.206.62.48). In order to allow packets sniffing, the computer running Ettercap has been 

connected to the IP network. After scanning for hosts connected to the network, the PC running 

LabView and the EMS optimization script (IP address: 132.206.62.61) is identified, as Ettercap 

not only gathers the addresses but also a description of the hosts. A plugin “dos_attack” is provided 

by Ettercap and allows users to launch DDoS attacks against a victim IP address. The plugin first 

scans the victim to find open ports, then starts to flood these ports with SYN packets, using a fake 

IP address as the source. Then it uses fake ARP replies to intercept packets for the fake host. When 

it receives SYN-ACK from the victim, it replies with an ACK packet creating established 

connections with the fake source and half-opened connections with the victim. Different instances 

of Ettercap are used with different fake IP addresses as sources in order to exhaust the victim’s 

resources and cause a DDoS attack. As a result of the attack, and as the victim’s resources are 

consumed, a connection between the digital controller and the host running the EMS script and 

LabView could no longer be established and information could no longer be exchanged. It is 

important to mention that it only takes seconds for the attack to become effective and cause the
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loss of the connection between the two entities. Even if the attack is cleared, restoring the 

connection would require human intervention.  
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Fig. D. 1: Cyber-attack modeling on the co-simulation setup 
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