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ABSTRACT 

Computer graphies are found to be an invaluable tool 

for a large number of applications in which man-machine inter-

action is·needed. T~is work is concerned with the writing of 

a software handler for a disc-oriented graphies unit and with 

the application of this system to interactive regression 

analysis. 

Chapter l contains a survey of computer graphies concepts 

and systems .. The mathematics involved in regression analysis 

and a review of the techniques commonly used are exposed in 

Chapter II. In Chapter III, the Regression Analysis Package 

is,introduced, as weIl as the computing facilities for which 

it has been developed. Chapter IV is concerned with the 

details of the software graphies Interpreter and discusses 

the usage of the multiple user tracks and of the light-pen. 

The last chapter con tains an evaluation of the system from 

the designer's and from·the user's viewpoints. 
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CHAPTER l 

INTRODUCTION: A SURVEY OF COMPUTER GRAPHICS 

Twenty years have elapsed since the first attempt at 

using cathode ray tubes (CRT) in conjunction with computers 

(Massachusetts Institute of Technology 1951) (1) 0 These 

twenty years have seen considerable development o·f computer 

graphies, with two main goals o The first one was to improve 

the transfer of information of a basically graphical nature 

and efforts along this line have led to three-dimensional 

colour display (4), computer animation, 

(5) and even holographie displays (6). 

(5,9), stereoscopie 

The second goal was, more generally, to ease and speed 

1 

up communication between man and machine and has been fulfilled 

in a vast number of applications including, for instance, com­

puter-aided instruction (7,8,9) large-scale computer-based 

record systems (10) and interactive modeling facilities (31). 

The ~ield of application of graphies has also considerably 

widened since the early systems surveyed by Davis Due 

to their highly strategie properties and also, perhaps, due 

to the costs involved, the early graphies systems were developed 

for a military environmento In fact, one of the first fully 

operational systems which was of any i~portance was an integral 



part of the SAGE Air-Defense Command equipment in 1954. 

Later, systems of a more genera1 purpose such as Sketch-

pad (3) made their appearance. Today's systems cover a 

wide range of size, cost, capabi1ities and applications. 

In the fo11owing, we sha1l describe their basic features 

and quote sorne typica1 examp1es of actua1 applications. 

1.1. Graphics as a visua1 aid 

Graphics systems are particu1ar1y usefu1 in applicat­

ions where the computer output is of a graphical nature 

or is better expressed in graphica1 format. This inc1udes 

aIl kinds of graphs, charts or more comp1ex drawings such 

as readi1y found in applications of engineering (12,13,14, 

15), management (16), cartography (17), physio10gy and 

medicine (10,19,20), mathematics (21). 

Improvements in this pure1y visua1 aspect of computer 

graphics have been obtained through hardware techno10gy: 

dot and stroke vector generation (22), hardware character 

generation (2,i2), co1~ur CRT's (36,37) and large screen 

disp1ays; and a1so, much more dramatica11y, through soft-

ware deve10pment. Efforts a10ng this 1ine have been prim-

ari1y aimed at assisting the programmer in his dea1ing with 

graph~ca1 entities. 

2 
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The f±rst step is the building of a library of sub-

programmes written in a conventional language such as 

FORTRAN or ALGOL and stored for further reference by app-

lication programmes. Such a library may find its place in 

a large general-purpose installation' but, very often, it is 
\ 

part of a sophisticated application-oriented system.and, at 

least in its lower level structure, it is machine-dependent. 

A graphic library will contain basic entities such as chara-

cters, squares, circles and special elements such as èlect-

rical component symbols for a circuit designer (12) or sche-

matic vehicles for a traffic-control engineer (23). Also 

in a library May reside a wide range of preprogrammed algor-

ithms for drawing a solid or dotted line between two points 

or for scaling, rotating and translating an element. An 

in teres t ing c las s 0 f algor i thms concerns the 'represen tat ion 

in two dimensions of three-dimensional objects: computation 

of perspective views or of projections given the viewing 

angle; algorithms for concealing hidden lines or surfaces 

in such views (20,24), for shading (20) or colouring diff-

erently ~he various faces of a volume or for representing 

the intersection curve of two volumes (4). Beside obvious 

applications to the design and analysis of three-dimensional 

objects as are found in architecture, macromolecular chemi-

stry (5), mechanical design and many other fields, these 

programmes are very useful for data analysis. Examples are 

given by Birnbaum et al. (25) in nuclear physics and Coulam 
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et al. in physidlogy (20). 

A higher 1eve1 of sophistication is the creation of 

exc1usive1y graphics-oriented languages which permit a 

quasi-infinite graphic creativity. Using such systems, 

\ the programmer may define and manipu1ate graphic variables 

just as easi1y as he does numerica1 variables in FORTRAN. 

For instance, W. Newman's "disp1ay procedures" in EULER-G 

(27) a110w ~he user to position, rotate and resca1e, in 

one statement, aprevious1y defined entity. The definition 

itse1f of comp1ex graphica1 entities by the programmer is 

g~eat1y faci1itated by a number of features such as window-

ing, by which one can define a graphic variable as a subset 

of another by "c1:;'pping" a rectangle from this latter (for 

instance, some figure might be composed by the juxtaposition 

of severa1 arcs c1ipped from a number of initial circ1es of 

various diameters). We shal1 on1y mention here the use of 

input devices such as the 1ight pen for the definition of 

graphic variables, as they will be thorough1y discussed in 

the next section. 

At this point, it is worth whi1e to say a few words 

about the data structures used in computer graphics (11). The 

simp1est case is in fact the total absence of structure: 

the disp1ay information is stored in a 1inear file and con-

tinuous1y read by the disp1ay processor. This 1eads to 

4 
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extreme redundancy (~.g. a new group of instructions is 

added to the file each time the same alphanumeric chara~ 

cter is used). Considerable improvement has been brought 

about with the concept of str.uctured files in which the 

instructions are laid out in.a tree-like structure consist-

ing of several levels ~f sub-pictures. The branching 

through tbose elements of the display is· not performed by 

the computer at the display assembling stage but by the 

display processor itself, by means of a set of pointers. 

These structures provide a .saving in storage space and 

lower the computer time requirements. Th e y a 1 s 0 a 11 0 ,,, 

.a g~eat flexibility for the modification of displays,since 

this can m6st often be reduced to the changing of a few 

pointers. Last, thei facilitate int~ractive procedures. An 

example of a language using this type of structure is GRIN-2, 
'. 

described by Christensen (26). Unfortunately, such languages 

ar~ usuallymachine-dèpenden~ and their adaptation to diff-

erent environments is difficult. Recently, a new approach 

has been used, eliminating the ne~d for such a structure. 

An example of this kind of organisation· may be found in 

EULER-G (27). 

It is worth noting that many of the functions described 

above could be adequately fulfilled by a pIotter or a line-

printer. Such a hard copy might even be ctieaper and more 

convenient when speed is not of primary importance or whe~ 
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the output is of th~ one-of-a-kind type, because the user 

can free the installatio~ or the computer while he is 

stu~ying the output. Other competitors' to computer graphies, 

particularly in managerial applications, are the new micro-

graphies systems which directly produce 35mm slides, l6mm 

films and even microfiches as computer output (38). 

However, graphies has a definite advantage when many 

displays are to be viewed before a hard copy (if any) is 

needed. A typical example'of such usefulness is the debug-

ging of a system under development.And, of course, graphies 

wilJ be irreplaceable when sorne sort of animation takes place 

(dynamic graphies) (9). A typical application is real-time 

process control with on-line decision-makingj it is hardly 

.s~rprising that the largest known computer graphies install-

ation"is part of the NASA Mission Control at Houston. Many 
, 

applications of .this type but of a more modest size are 

found i~ military and indus trial installations. Webber (23) 

describes the use of graphical displays for the on-line con-

trol of London traffic. Graphies animation is also widely 

used in modelling and simulation. A flight simulator is 

described in (5) and another interesting example borrowed 

from aviation is the simulation of an Air Traffic Control 

system carried out by the U.S.Department of Transportation 

(28). A study of computer graphies used as a tool for simul-

ation can be found in Bell (S6). 



Many graphies installations provide an alternative 

hard copy output. In some cases it may be a camera, 

controlled either manually or by software, which records 

the information displayed on the screen. In the most sophi-

sticated installations, the display processor may be simil-
~ 

arly interfaced to the graphies unit or to an x~y plotter, 

thus providing maximum flexibility. 

l~2 Graphies as a communication aide 

While the software described in the previous section 

was particularly aimed at facilitating the programmer's 

task, the contents of this section are rather user oriented. 

Graphies systems greatly improve ,man-machine communication 

by pro~iding an efficient tool for interactiono 

The first level of improvement is the handling of alpha-

numeric characters. Both hardware and software generators 

have been developed and graphie consoles including a storage 

scope and a keyboard advantageously replaced conventiona1 

keyboard-printer units for remote terminal installati~ns. 

Alphanumeric computer output is much faster and editing is 

eas.ier, thanks to a number of features such as scrolling, 

forward and packward paging, etc. A non-negligible side-

advantage of such terminals is their total absence of noise. 

7 

However~ they may be rather costly in a time-shared environ-

ment. 
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Yet the essential feature in interactive graphics is the 

graphic input ability which resides in two types of devices; 

the light-pen(29) consists of a photo-diode which detects the 

electron beam and acts by interrupting the computer; the track­

ball or joy-stick simply outputs the x,y position of a point on 

the screen and feeds it to an analog/digital converter for use 

by the computer. A similar type of device is the RAND tablet 

(30); typical examples of its use are shown in (28) and (31). 

Most of the software effort in graphies interaction has been 

aimed at rendering man-machine communication more and more nat-

ural. The ultimate goal is to free as much as possible the user 

from the programming language constraints and to prevent such 

time-consuming errors as mistyping, choice of illegal code or 

off-limit values etc. 

One very convenient feature in this aspect is the light­

button. When a choice, such as a branching point in a programme 

flow or a parameter value, is required from the user, a menu of 

possible choices is offered in all or part of the display and 

the user selects his decision by pointing at the appropriate 

item with the light-pen. An application where this feature is 

particularly useful is for the on-line input of data by users 

unfamiliar with data processing. Some of the advantages of 

light-button selection over keyboard entry are speed and accur­

acy,(even if the user has no particular typing skill) and relief 

from the necessity of coding or abbreviating entries, since one 
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single selection may be a long and explicit entry. This will 

considerably reduce the risk of time-consuming Gpelling errors 

or of wasteful misinterpretations. Uber et al. (10) describe 

a system used by physicians for the storage of medica1 records 

and for the preparation of lab test orders and drug orders from 

menus of du1y c1assified tests, drugs, doses, modes of admin­

istration etc. A very extensive use of 1ight-pen interaction 

is also il1ustrated in the mode1ing system BIOMOD set up by 

Rand Corporation (31). 

Additional efficiency may be obtained through the concept 

of reactive display (32). Using this technique, items among 

the menu which are not acceptable in the particu1ar context 

(e.g. off-1imit values of parametçrs) are selective1y disab1ed. 

Choosing such an item would not cause an interrupt and might 

for instance light up a warning signal an the screen. Other 

features in the same line inc1ude static intensification; for 

instance only those titles or 1ight-buttons or parts of the 

display which are currently active might be intensified (by 

brighter. illumination, b1inking or use of a larger size). 

This allows the user's attention to be directed to current 

actions to be taken without depriving him of the rest of the 

display. Dynamic intensification will help to prevent errors 

of inattention such as slips of the light-pen; the item being 

pointed at, provided of course that it is acceptable, i8 temp­

orari1y intensified by one of the means mentioned so that the 

user can check his.actual choice; no interrupt will take place 
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until the light-pen is moved away from the screen surface. 

It should be noted that some research has been done to 

seek the optimization of light-button layout and of the break­

up of large menus into successive selections (10,33). 

1.3 Graphies system organisation and hardware. 

In some systems, such as BRAD (34) or the IBM 1500 Instr­

uctiona1 System (35), the CRT is a standard TV monitor in 

which the disp1ay is refreshed by a video signal. Their main 

adv~ntage is the use of a standard disp1ay equipment; this is 

particu1ar1y economica1 when multiple outputs from the same 

disp1ay processor are needed. However, the computation required 

for the coding or the graphica1 iGformation into a video signal 

as we11 as the storage space necessary fo~ that digitized signal 

are prohibitive. Also, the synchronization of the information 

with the raster causes a serious problem. In a recent paper, 

Lovercheek (36) describes a system in which this prob1em bas 

been successfu11y solved tbrough servo-contro1 of a disc-buffer 

and which is used in a number of installations. It may be worth 

noting' that this system makes provision for vertical raster­

scanning, very convenient for the p10tting of sing1e-va1ued 

functions. Covvey et al. (19) discuss an installation where TV 

signa1s are used for both input and output. 

In fact, in many typica1 graphies systems, the standard TV 

monitor and its raster have been replaced by a disp1ay unit in 
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which the beam can be moved by software control to the desired 

position on the screen. This leads to a considerable saving 

in the storage required for the display files and it also 

makes light-pen interaction possible. 

A class of systems make use of storage scopes. On such a 

screen, the phosphor excited by the passage of the electronic 

beam stays illuminated until the whole screen is erased. 

Therefore, the display file needs to be transferred only once 

to the display unit; however, severe limitations restrict the 

areas of application of such systems. Although portions of the 

display may be added to the current picture, none can be rem­

oved without erasing the whole picture and rewriting it in 

full, even if the change is of minor extent. This makes dyn-

amic graphics impractical and in any case expensive. Also, 

the only graphical input device that can be used is an x,y 

detector such as a joy-stick. Since the beam scans the pict-

ure only once, the light-pen is not useable. 

Apart from their simplest use as screen-keyboard units as 

mentioned in the beginning of sectiQn 1.2, some typical appli­

cations of storage tube graphies can be found in the hybrid 

computer-aided design system introduced in (15) and in many 

of the systems specially designed for mathematics and surveyed 

by Smith (21). 

Other systems make use of a short persistence phosphor 

screen. The display needs then to be refreshed at a conven-
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ient rate (30 to 40 times a second) to prevent f1icker. This 

refreshing a110ws the updating of the disp1ay or of part of 

it as often as permitted by computation speed and by other 

delays such as those due to communication 1ines or to time­

sharing. Such conditions permitting, actua1 animation is no 

prob1em. The computer keeps updating the file and the refresh-

ing task is carried out on a cycle stea1ing basis. Some exam-

ples of computer animation are found in reference (5) and a 

very complete bibliography is given by Weiner (9). 

Such a setup will find its limitation when this frequent 

cycle stealing is not desirab1e, for instance because the com­

puter has a heavy non-graphie task or because it is used in 

a time-sharing environment. It,may also happen that the 

transfer rate is not sufficiently high to ens~re a f1icker­

free display (or to match the refreshing rate if this latter 

is fixed). This might be because of long transmission lines 

or, simp1y, because the pictures displayed are too complic­

ated. Data compression schemes such as proposed by Pitteway 

(39) help solve this problem. Also, the refreshing rate may 

be somewhat reduced by using phosphorus of longer persistence. 

Yet the most efficient solution, ev en after data compr­

ession, is the insertion of a refresh buffer between the 

computer and the display unit. This buffer may be a magne tic 

drum or dise, a delay line or a core bank. Once the display 

file has been written in the buffer a reading head continu-
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ously reads it off the buffer and transmits it to the display 

unit; thus the computer is totally free of refreshing tasks 

until a change is required in the display, at which point 

~ither the ~tal picture is reorganised and rewritten on the 

buffer or only part of it is patched o At the cost of a 

slightly slower transfer rate between core and disp1ay unit, 

considerable savings in computing time are obtained. 

The magnetic dise buffer has a particular advantage; it 

gives the capability of storing several different pictures 

on different para11e1 tracks which can be read simultaneous1y. 

A typical l6-track dise can thus be used to monitor simultan­

eously up to 16 different terminals sharing the same display 

processor. This makes the dise buffer the cheapest techn.ique 

when several terminals are required. It also permits the 

storage of colour pictures, by using three para1lel tracks 

for each colour CRT or the use of a grey sca1e with convent­

iona1 black and white CRT'so Other side advantages include 

the superimposition of two or more independent pictures on 

one display; for instance, one track may contain a fixed, 

write-protected frame inaccessible to the user (eogo a map 

oran administrative form) while another, accessible to the 

user, is used to enter the data (36). 

Refreshed displays allow the use of both light-pen and 

joy-stick devices and the y are therefore most flexible since 

each of these devices has its respective advantages. Acting 



by computer interrupt, the light-pen is very convenient 

for identifying an item on the screen, regardless of its 

actual scale or position. It is then widely used for light­

button operation or for constructing a picture from pre-

existing elements. On the other hand, it will be totally 

useless for painting at a blank por~ion of the screen. In 

particular, drawing with the light~pen requires the use of 

14 

a tracking pattern such as the one shown in Figure 1. 1 and of 

an algorithm which recognizes the direction taken by the pen. 

The joy-stick or the Rand tablet is less convenient for 

item identification, because of the necessity of mapping 

back the physical screen into the actual display but it per­

forms very easily graphical input tasks such as drawing. 

Rand drawing is with talking the most natural way of commun­

icating with the machine. Covvey et al. (19) use a light-pen 

to outline a cardiac image on a TV monitor and feed the in­

formation to a computer. Groner et al. (31) ~how how a BIO­

MOD user may enter text information by handwriting on a Rand 

tablet •. 

This brief survey has attempted to sample the numerous 

applications of computer graphies in order to give a general 

idea of what is being done in the field. Before introducing 

the regression analysis package which has been written for 

this project, we shall give in the next chapter a brief 

pre..s .. entation of the mathematics and methods involved. 
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Figure 1.1 A pen-tracking pattern. 

( 



CHAPTER II 

THE REGRESSION PROBLEM 

In most areas of indu~trial activity, it is desirable 

to have a mathematical model of the process, in the form of 

a set of equations between the process variables. The model 

may be used to design a new installation, to simulate the 

process, to control it or to establish production schedulea. 

Very often,however,pure theoretical knowledge ia not suffic­

ient to understand fully the processes involved and to des cr-

ibe them quantitatively. Even in the case of well known 

processes, there often are a number of parameters which it 

would be unrealistic to calculate through theory. This is 

the case in particular when solid raw materials are used in 

the process (e.g. in paper and cement making) (40). 

16 

It is then necessary to derive the model from the observed 

process, by some statistical method such as regression analysis 

(41,42,43). Sometimes this empirical model will even constit-

ute the starting point for some theoretical research. 

Pencil and paper regression analyses have been conducteù 

for decades in a number of fields but the expanding use of 

computer facilities in recent years has largely increased their 

practicality. At the same time, data collection is easier and 
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easier thanks to modern recorders and it often comes as a by-

product of compute~ized process control. In many instances 

one can afford to measure every single process parame ter at 

any desired frequency and hourly, daily or weekly data logs 

are often available on tape or punch cards. This formidable 

amount of numerical information about the process makes stat-

istical analysis more and more significant and thereforp. 

attractive. 

It should be noted that the lack of theory is not the 

only reason for using regression analysis. One of the most 

common uses of mathematical models is for computerized process 

control. It often happens that theoretical knowledge is com-

plete enough to provide a precise and reliable model but that 

this model is much too complex for routine use by the computer - , 

control system. It may then be advisable to use an empirical 

but more practical model. 

Regression analysis may also be used for testing a model 

obtained through some other technique. The discrepancy bet-

ween the ~bserved dependent variable and the calculated one 

is used as the dependent variable to be regressed against the 

independent variables. This may show a trend indicating that 

the .odel should be made more complex and give a clue to the 

form of the additional terms to be included in the equation 

(40). 
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2.1 Generalities. 

In the regression analysis of a set of dat~~ ~ functional 

relationship between two or more variables is first assumed 

either by theoretical knowledge cr after a preliminary examin-

ation of the data. The "model" sought by the analyst is thus 

an equation of the form 

,.. 
This equation predicts the average value y of the "dependent" 

variable (or "response") y when the "independent" (or " con trol-

led" ) variables xl' x 2 ' x 3 ' ••• ·take on specific values. To 

"build" the model is to derive satisfactory values for the para-

meters of the functional 'f'from a set of observed values of 

the dependent and independent variables. 

When a model has been found, a significance test may be 

used to assess its quality with respect to some given criter-

ion. Such a test will help the analyst in deciding between 

several models, by comparing their performances, but it cannot 

decide whether one model is the best. in the absolute sense. 

(43, 44). 

202 Properties attached to models. 

2.2.1 Linearity. 

A very important class of models is the linear class. 



It is important to note that, in this context, "linearity" 

means "linearity in the parameters" and not as one might 

be tempted to interpret it, in the dependent variables (45). 

This class,in fact, covers a wide range of equations o For 

instance, the following models 

are linear (in the unknown parameters aO' al' a 2 ) and they 

could be sought by using a linear technique after transform-

ing the variables; this would be done by defining the new 

variables 

On the other hand, a model such as 

A b 
Y = a O + Xl 

is. non-linear if b is an unknown parameter to be estimated. 

An interesting advantage of linear models is that they 

can be so»ght by the very common least-squares technique, 

discussed later o In fact, most of the statistical techniques 

available are linear whereas nearly all physical processes 

are, strictly speaking, non-linear o Fortunately, it is also 

true that most non-linear processes can be approximated to 

linear ones, within reasonable boundaries to be determined 

in each case 0 

19 
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2.2.2 Bias. 

Let us assume that one has obtained several estimates of 

the model parameters, from different sets of data taken under 

identical conditions (so that they actually are samples of a 

homogeneous population). The estimation technique used is 

said to be unbiased if these estimates, in the long run, ave~ 

age out to the exact values of the model paramete~s.(44,45). 

In the linear case where the true model is expressed in the 

matricial form '" y = Ax , and where the estimates of the matrix 

A are matrices A., the unbiasedness condition is that 
1 

2.203 Goodness of fit. 

The performance of the model is evaluated in terms of the 

overall "closeness" of the actual values y. of the dependent 
1. 

'" variable to the corresponding predicted values Yi 0 

,.. 
The dis-

crepancy e i = Yi- Yi is called the residualo The measure 

commonly ~sed to assess the performance is the standard devi-

ation about the regression line~ From now on and for clarity, 

the model will be assumed to be a first order linear model 

'" Y = a + bx ; hence the expression "regression line" o The 

following discussion will be easily extended to the general 

case of a regression hyperplane o 

One can show that an unbiased estimate of that variance 1s 



n 

s = L 
j=l 

2 
( y j _.' a - b x j) / (n - 2 ) 

where n is the number of data points. This expression i8 

ca11ed the "standard error of estimate". If the model 1s 

correct, this estimate s equals the variance of the resid-

uals e i • 

2.3 The least-square method. 

This is the most common1y used method for find1ng a 

1inear model. It is the one which will be used in this 

project. The exact model is assumed to be 

'" y = 'E(y/x) = cJ.+f>x 

where E(y/x) i8 the mathematical expectation of y when the 

dependent variable takes on the value x. The least-squares 

approach seeks for 0( and f> estimates a and b which mini­

mize the cost function 

2 = a - 2abx. ) 
1 

i.e. the sum of the squares of the vertical distances di 

as shown in Figure 2.10 

This method will be particularly appropriate and will 
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yield best results when a number of assumptions are satisfied. 

The basic asssumptions are the following (44) 

1. The model is linear. 

2. 
A 

The residuals e i = Yi - Yi are mutually independent. 

3. Their variance a2 does not depend on x.(this assump-

tion is known as the homoscedasticity condition). 

If these conditions are satisfied, it can be shown that 

~he least-squares technique gives estimates a and b which are 

unbiased. Furthermore, among all estimators which can'be 

obtained linearly from the data, a and b are those with the 

smallest variances. The linear property is very convenient 

but is should be noted that some non-linear estimates might 

be found to have smaller variances. 

The latter property lies on the assumption of homoscedas-

ticity; ,if the residual variance is not constant, the estim-

ates found with the least-squares technique are still unbiased 

but their variance is no longer minimum among linear estimates. 

In this ~ase, a weighted least-squares approach would be recom-

mended. 

If the residuals are not mutually independent (failure 

to comply with assumption 2), which fortunately happens rar~ly, 

the validity of most statistical techniques, in'particular of 

the F-test,will be affected. The use of these techniques aiso 

requires a fourth assumption. The residuals should have a 
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normal distribution. This property is most likely to be unsat-

isfied. However, a deviation from normality can be most of 

the time tolerated to some extent without leading to serious 

problems. It is shown that when there actually is normality, 

the least-squares estimates also are maximum-likelihood esti­

mates and do have the smallest possible variance (among both 

linear and non-linear estimates). 

In addition to those basic assumptions, required by the 

very nature of the method, its practical application also nec­

essitates that the following conditions be met. The data used 

should be "typical", i.e. they should be taken from the very 

population for which the model is sought and cover the whole 

range of values which the model is supposed to cover. AIso, 

there should be no other variable than those in the model 

which makes the relationship desciibed by the model of little 

in tr ins ic value. 

The estimates a and b are found by equating the partial 

derivatives ~A/ôa and ôA/Ob to zero. A complete derivation 

will be found in reference (43)o 

2.4 Evaluation of a model. 

Once a model has been found, it is necessary to check 

whether the assumptions made in using the method are correct. 

It is important to note that only a negative answer can be 

decisive. If the assumptions look violated, the model is to 



be rejected; however, if the y do not look violated, this is 

no sufficient reason to accept the modela One can only con­

clude that there is no evidence that it is invalide 
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We have seen in the previous paràgraph that the residuals 

are assumed to be independent and normally distributed about 

a zero mean with a' constant variance. There exists a number 

of statistics which permit a quantitative evaluation of the 

validity of these assumptions (46) but visual techniques are 

usually more informative. 

the following (40,44). 

Some of them will be described in 

2.4.1 Histogram. 

A histogram of the residuals will provide a rapid check 

of the normality. With a little practice, one can easily 

detect significant departures from a Gaussian distribution 

curve with zero mean. A more elaborate technique to check 

normality is the plotting of the residual cumulative frequ­

encies on a normal grid. Plotted on such a grid, normal 

variates will fall on a straight line, the slope of which 

represents their variance. (Figure 2.2). 

2.4.2 Time-sequence plot. 

This p~ot helps to detect the influence of time in the 

modela If the model is correct, the residuals should lie in 

a horizontal band centred at zero (Figure 2.3.a). 
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If the band, although of constant width, significantly 

departs from the horizontal, then time (or some other vari-

àble dependent on time) should be included in the model. 

This term might be linear (Figure 2.3.b) or quadratic 

(Figure 2.3.c). 

If the spread shows a tendency to vary in time, th en a 

lack of homoscedasticity is to be suspected and a simple un-

weighted least-square technique is not sufficient (Figure 2.3.d). 

This examination should be carried out not only on the 

overall plot, but also on repetitive subsets, to check for 

possible short-term time effects. 

2.4. 3 Plots against the variables. 

Residuals may be plotted against the dependent variable 

and against each of the independent variables. Here again, a 

correct model will be indicated by a horizontal band. If the 

band has a constant width but is not horizontal (Figure 2.3.b), 

it means that a constant term may have been omitted (if the 

plot is against the dependent variable) or that the coefficient 

of x. has been wrongly calculated (if the residuals are plotted 
J 

against the independent variable x.). 
J 

A pattern such as the one shown in Figure 3.3.d indicates 

a need for a weighted least-squares method or else for some 

preliminary transformation on the dependent variable observed. 



29 

The pattern of Figure 3.3.c would cali for some additional 

terms'to he included in the model (quadratic or cross-product 

·terms). 

2.5 Analysis of variance. 

In order to standardize the assessment of a model, it is 

d~sirahle to double the visual inspection wi%h a significance 

test. Every model foun~ can thus he tagged with a quantitative 

rating. This rating can he used to compare two different 

models which, by simpl~ visu al inspection, appear of equal 

performanc:e. It also provides a mea~s for appreciating how 

rel~able a given model is, by comparing it to a statistical 

distribution table at a specified level of significance, for 

th~ appropriate sample size and number of degrees of freedom.· 

This assessment will be particularly necessary when the sample 

size is small. 

The test usually carried out in such an ·analysis is the 

F-test, which ls now biiefly discussed •. 

The residual e. can be broken up in two parts 
~ 

e. 
~ 

(y.- y.) - (;. - y.) 
~ ~ ~ ~ 

/\ 
where Yi' Yi and. Yi re.s.pect.l·vel.y are the observed, predicted 

and average values of the dependent variable. If one develops 

the residual sum of squares already mentioned in 2.3, one 

- ~ ... -.-... , 
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obtains 

2 L~ Yi) A - ~ 2 e i = y - - (y - y ) i i i 

L< Yi-
- )2 L< A - ) 2 = Yi Yi Yi 

or 

[<Yi -·2 L (Yi 
A ) 2 L (~i- - 2 - y.) = - Yi + Yi) 1. 

SS = SSl + SS2 

SS is the sum of squares about the mean 

SSl is the sum of squares about the regression line 

SS2 is the sum of squares due to the regression 

The larger the ratio 

= SSl / SS , 

the better the modelo This ratio, which ideally equals 1, is 

called the multiple correlation coefficient o It indicates 

what percentage of the total variation can be explained by the 

regress ion. 

In order to be fully significant, the test has to take into 
\ 

account the number of degrees of freedom of each sum of squares. 

Let us assume that there are n data points in the sample used 
\. 

and p dependent.variables in the model o There is one linear 

relationship between the n deviations about the mean (their 

sum equals zero); therefore, the sum of squares about the mean 
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SS only has (n-l) degrees of freedom, i.e. it is ca1culated 

from (n-l) linearly independent elements. Similarly, since 

the p coefficients of the model (used to calculate SS2) are 

found as p independent linear functions of the Y's, the sum 

of squares due to regression SS2 has p degrees of freedom. 

By subtraction SS1 has (n-p-1) degrees of freedom. 

Thus, the mean' squares are 

MS = SS/ (n-1) mean squares about the mean 

MSI = SSl/ (n-p-l) m.e.an squares about the regression 

MS2 = SS2/p mean squares due to the regression 

lt is shown that, if the residua1s are norma11y distrib-
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uted, the residual sum of squares SS and the sum of squares 

due to regression SS2 fo1low two independen.t t. distributions 

with respectively (n-p-l) and p degrees of freedom. 

Therefore, the ratio 

F = MS2/MS 

should fo'llow an F-distribution with p and (n-p-l) degrees 

of freedom. This can be used to assess the normality of the 

residuals, by comparing the calculated F ratio with the per-

centile point of the tabulated F-distribution having the same 

degrees of freedom F(p,n-p-l) at a specified level of signifi-

canee. 
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2.6 Choice and examination of the data. 

One of the most common reasons for the failure of a regr­

ession analysis is the use of a poor set of data. Whenever 

data are specially gathered in view of the building o~ a model, 

the collection should he carefully designed. In fact, the 

design of experiments constitutes an important branch of sta~ 

istics; a very complete reference is the book by Cochran and 

Cox (47). Some common faults to be avoided in data sets are 

the following 

- statistical dependence in the observed values of the 

dependent variable; 

- multi-variate data which are not properly balanced; 

- data which do not cover adequately and uniformly the 

whole range of values for which the model is sought. 

Outliers need particular attention. Théseare points 

which grossly depart from the mass of the other data. They 

should first be detected (either by a statistical test or by 

visual inspection of data plots or residual plots) and then 

carefully analysed. An outlier may be due to an error in the 

recording of the data but it may also a valid data point 

obtained for some extreme value of one variable. In both 

cases, it should be removed from the data set as its presence 

affects the estimated model, but if it has been found to be a 

valid point, it will give a precious indication as to the range 

of validity of the model found. This important subject is 
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discussed by Anscombe (48) and Johnson (49). 

2.7. Computer programmes for regression analysis. 

When one undertakes the regression of a given data matrix 

the first step is to decide how many variables are to enter the 

model and which ones. The safest method is to try aIl possible 

combinations, derive the most satisfactory model for each of 

them and th en select the best among these (50). With this 

strategy,one is certain to make the best possible use of the 

data given. However, as the number of variables goes up, this 

te~hnique becomes extremely lengthy and its cost in computing 

time soon becomes prohibitive. In fact, it is wasteful in the 

sense that some preliminary analysis may often lead to the 

safe elimination of a number of variables fro~ the origirtal set. 

Several schemes have been developed to systematize the 

choice of the variables entering the model. These strategies, 

which include forward and backward regression, stage-wise reg­

ression and step-wise regression, are thoroughly discussed by 

Draper anod Smith (43) and their adaptation for computer program­

ming is found in Efroymson (42). At the beginning of this 

research, some experience has been acquired of stepwise regres­

sion analysis, using one of the BMD programmes developed by 

Dixon (51). This programme gives the user great freedom in 

the scheduling of the regression. Although the choice of the 

variable to enter or leave the model at each step is made by the 
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programme by interpreting the F-test, the user can to some 

extent express his preferences by affecting a priority co­

efficient for every variable~ He can also force a variable 

which he thinks important:into the model (or keep an uncontrol­

lable one out of it) and still obtain at each step the partial 

correlation analysis pertaining to the variable in question. 

All this freedom is extremely convenient, but it still has to 

b~ exerted before the regression is initiated. As the amount 

of output (tables, plots) is also to be pre-specified, the 

rich way to use this programme is to request the maximum inform­

ation; this will end up in lengths of useless listing unless a 

significant result is obtained. If one tries to be money-con-

scious, by requesting the minimum at each trial, one typically 

ends up with a. four-term equation and a promising fifth vari­

able which has been kept out because only four steps have been 

asked for, or else with a satisfactory model which has to be 

reprocessed, the residual plots being requested this time. It 

did not take very long, in these conditions, to feel the need 

for interaction in regression analysis. The BMD programmes 

have been adapted for graphies displays by Dixon (52) and a. 

number of other syst~ms are surveyed and compared by Smith (21). 

In the next chapter, we shall introduce the interactive 

regression ana1ysis package which has been developed as part 

of this project. 
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.. - .... .. 
CHAPTER'III 

AN INTERACTIVE GRAPHICSREALISATION 

We have seen in the previous chapter that visual analysis 

plays an important role in a regression studyo The object of 

this research was to set up a regression analysis package based 

as much as possible on those visual methods and making full 

use of the interactive features of the graphics system avail-

able in this Departmento 

This chapter contains a functional description, in generai 

terms, of the programme which has been developed and a present-

ation of the computing facilities available o The details of 

the graphics software involved will be discussed in Chapter IV. 

3.1 RAP: the Regression Analysis Package 

3 0 1.1 Generalities 

This programme has been designed in a modular way to allow 

maximum flexibility in the conduct of the analysis. Most user 

actions are to be performed with the light-pen, except for a 

few numericai inputs from the teletype keyboard. AlI outputs 

of a graphical nature are displayed on the CRT and may be put 

on hard copy by photographing the screen. Whenever numerical 

results are available, they may aiso be output on the line-

printer at the user's option. To assist the user in the book-
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keeping of his hard copies, a numerical index is automatical­

ly updated every time a new model i8 tried and the same index 

is displayed along with aIl plots, histograms and numerical 

results of any kind pertaining to that equation. Every set of 

data is stored on disc under a data name which is displayed 

along with every output. 

The programme is initiated by typing in the data name. 

A basic "menu" (which will be called the "monitor" in the fol­

lowing) is then proposed for light-pen selection (Figure 3.2). 

This monitor is the main cross-road of the flow-chart and the 

p~ogramme may be restarted at this point at virtually any 

stage of the analysis. This allows the user to abort any man­

oeuver which he might have initiated and does not wish to com­

p le te. 

Of the sixteen tracks (1-16) of the graphies dise, aIl are 

accessible to the user except track no. 16 which is reserved 

for system displays and messages and in particular aIl light­

buttons. At many points in the programme, the user is requ­

ested to decide on which track he desires the subsequent dis­

play to be stored (Figure 3.5). Should he select track no. 

16, his decision would be ignored. If the track selected is 

acceptable, the display is stored in the chosen track and the 

display processor is automatically switched, by software, to 

this track, so that the user always sees the latest display, 

without having to set the track selector. However, he has 



th~ possibi1lty of manua11y switching to different tracks if 

he wishes to examine or compare previous disp1ays. 

The functiona1 f10w-chart of the programme is shown in 

Figure 3.1 and will be documented in the fo110wing sections. 

3.1.2 Pre1iminary examination of the data. 

Before undertaking any regression on the data, it usua11y 

is va1uab1e to gather their e1ementary statistics. These are 

provided by two of the modules proposed by the monitor. 

By se1ecting the module MEAN SD, the user obtains the 

fo110wing information: mean value, range, variance and stand­

ard deviation. The module CORR provides the simple correl­

ation coefficients between any two variables. Both modules 

first give the user the choice shown in Figure 3.3.~ If the 

opt ion "TABLE" is se 1ec ted, the to'ta1 information concerning 

a11 the vari~bles of the set is printed on hard copy. Cont­

rol is then returned to the monitor. If "PARTICULAR" is sel­

ected, ~he user is invited to pick the variable(s) in which 

he is interested from the list shown in Figure 3.4. When it 

is called by the module CORR, this frame is displayed twice, 

so that one can select both variables involved. The requ­

ested information concerning the variable (or ~he pair) cho­

sen ls then displayed on the screen and, upon a light-pen 
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hit, control ls returned to the beginning of the module (Fig­

ure 3.3.b. The user can cal1 the monitor by selecting "RETURN" 
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in frame 304. 

It is worth noting that this statistical information may 

be obtained about the residuals, once a model has been prop­

osed, and that the correlation of any variable, or of the res­

iduals, with time is also available. 

Although the basic information provided by the two mod­

'ules previously discussed ls most useful, the user often needs 

to have some visual i~sight into the distribution of the vari-

ables. This may be provided by the histogram generator HISTO 

and by the plotting ~odule PLOTS. After requesting HISTO, the 

~s~r is invited to select the variable which he wishes to ex-

amine (Figure 3.4) and the track on which he wishes the hist­

ogram to be drawn (Figure 3.5). He must then decide the num-

b~r of columns the histogram should include, up to a maximum 

of 16 (Figure 3 0 6). In each of these frames, the user has 

the option of,restartin.g the monitor by selecting "RETURN"o 

The frame show~in Figure 3.7 is th~n displayed and the user 

may request that th~,frequency table be printed while the 

histogram is displayed (Figure 3.8). Hitting any part of the 

display with the light-pen has the effect of returning cont­

rol to the stage of Figure 3.6 so that the.user rnay request 

another histogram for the sarne variable. 

The module' PLOTS is a 'general plotting routine which al-

lows the user to plot any two variables against each other. 

Time sequence plots are also available, as weIl as aIl the, 

* Photographs for page 47 could not be reproduced successfully. 



~esidual plots mentioned in Chapter II. As in HISTO, the 

user' is invited to select a track (Figure 3.5) and thert' the 

"y,,'and"X" variables to be plotted "(Figure 3~4). Both ranges 

are calculated and displayed (Figure 3.9). If the user sel-

ects "ACCEPT", the ranges of both axes are the total ranges 

of the variables plotted. By selecting "TTY INPUT", the user 

may choose his own scaling and type it on the keyboard. In 

this case the corrected frame of Figure 3.9 is displayed for 

a check; the plot will' net b~ displa~ed until an "ACCEPT" 

choice is made. The plot, as shown in Figure 3.10 includes , 
two options; "NEXT" restarts the module at the stage of Fig-

ure,'3.S; "EQ" will be discussed later (Section 3.1.3). 

3.1.3 Choosing a'model. 

The user has three options for the definition of a model. 
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The first one ia to request the module MODEL from the monitor. 

This mod~le prints ,a format guide on the teletype, so that 

the user can easily type in a linear equation of his cho~ce. 

The equation is then displayed fo!" a ch'eck (Figure 3.13). 

The second way to define a model is to select "EQu after 

a plot of Y versus X has been displayed (Figure 3.10). The 

frame shown in Figure 3.11 is then displayed. The option "TTY 

INPUT" enables one to type 'in the coefficients a and b of a 

tentative model y = ax + b , in much the same way as descr-

ibed above. By selecting "LSQ", the user requests a univar-:-

iate least square fitting of Y against X. In both cases, the 
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plot of Y versus X is restored and the model line ia superimp­

o~ed (Figure 3.12). The user may then restart the module PLOTS 

by selecting "NEXT", in order to initiate another plot; else, 

he may try another equation for the same plot by selecting 

"EQ" again. The third option in Figure 3.11, "DISPLAY" is 

used when one wishes to display the latest equation chosen 

(or computed by the least square routine). This display is 

stored on the track chosen by the user and it includes the 

model's identification number. 

The third way of defining a model is by calling the mod­

ule BIVAR. Once the user has selected the dependent and both 

independent variables, a bivariate least squares fitting is 

performed and the resulting equation is displayed on the track 

chosen by the user. 

3.1.4 Evaluation of the modela 

The quantitative evaluàtion of the model is performed by 

the module RESIDS.- The residuals are computed and stored in 

an additional column of the data matrix. The module also 

carries out an analysis of variance and its results are dis­

played on the screen, along with the equation's identific­

ation number. The display includes a "HARD COPY" option; if 

this option is ignored, control is returned to the monitor; 

otherwise, aIl nuwerical results (sums of squares, deg~ees of 

freedom and F-value) are first output on the line-printer. 
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Visual examination of the mo~el is 'possi~le thanks to 

the two modules previously discussed, HISTO and PLOTS, which 

can be applied to the residuais o Significant departure from 

normality may be detected on a residual histogram; a partic­

ular trend in time or the need to inc1ude a new variable or 

a non1inear term in the mode1 will beshown in p10tting the 

residua1s against time and against a11 independent variables, 

as discussed in Chapter II. 

301 0 5 Transformation in the variables. 

By se1ecting TRANSFORM in the monitor, the user can cre­

ate an additional variable Z as a simple arithmetic function 

(fun) of two pre-existing variables Xl and X20 He first 

chooses the number of the new variable Z (Figure 3.4); then 

the same frame is produced twice more, for the selection of 

Xl and X2; the fuh~~ion is. selected from another frame. The 

new variable is then computed as 

Z = Xl (fun) X2 , 

where (fun) represents one of, the operators: add, subtract, 

multiply, divide. This ia not limitative and other functions 

suc~ as sin, cos, log and exp might be easily ,added to the 

system when needed. A few extra columns shouldbe reserved 

when the data matrix is built up, in order to provide stor­

age space for the transformed variables. 
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3.2 The equipment used. 

The graphies unit used for this research is of the disc­

refreshed type and was designed in the Department of E1ectr­

ica1 Engineering at MeGi11 University (53,54). The lay-out 

of the computer faei1ities avai1ab1e is shown in the b10ck 

diagram of Figure 3.15. The main eomputing tasks, inc1ud­

ing the assemb1y of the disp1ay files, are performed by the 

PDP-15/20. The assemb1ed instructions are transmitted, via 

the Data Buffer, to the PDP-8. The latter writes the instr­

uetions .. onto the g~aphies disc buffer, through the Disc Int­

erface. The Disp1ay Proeessing Unit (referred to in the fo1-

10wing as the DPU) decodes the information· eontained on the 

dise and monitors the ~lectron beam of the CRT. Graphica1 

input funetions are performed by the 1ight-pen and the joy-

stick and their respective proeessors. In the fo110wing, 

eaeh of the components menti~ned above will be discussed in 

detai1. 

3.2.1 The eomputers and their periphera1s. 

3.2.1.1 The PDP 15/20. 

The memory of this 18-bit machine has been extended to 

24K in the cOurse of this .project. A 512K disc storage has 

a1so been adjoined to the two existing tape drives. This 

dise is used as a wor~ing storage on1y, as the various users 
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save their own programmes on magnetic tapes. Other peripherals 

include a high-sp.ed paper tape reader/punch, a Teletype key­

board-printer unit and a VERSATEC model 600 electrostatic 

line-printero 

The PDP-15 is used in this project as a background proc­

essor of programmes written in FORTRAN, linked with a few 

subroutines written in MACRO assembler languageo The dial­

ogue with the PDP-8 foreground processor is carried out via 

the Data Buffer (302 01.3)0 The telatype performs those in­

put tasks whi~h are impractical for the light-pen and is al­

so used by the programme to print out a number of informative 

messages during the execution; these messages may be reques­

ted at exectition time by using the console switches, as will 

be exp~ained in 4.1. The fast line-printer is used when a 

hard copy summary of the information displayed on the CRT is 

desired. 

3.~.1.2 The PDP-8. 

This· computer has a l2-bit accumulator and its core-size 

is only 4K. It is therefore not used for main computing 

tasks but, rather, to monitor a number of peripheral facil­

it~es. It is linked to the PDP-15 through the data buffer 

and to the disc interface (3.2.2.2). It services the light­

pen through a digital interface and the joy-stick through its 

analog/digital converter. Other connections, not used in 
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tais particular project,. ~nclude an optical scanner and a high 

speed' data link between the PDP-8 and the McGill Computing 

Center's IBM 360/75. 

The PDP-8 peripherals include a teletype with slow paper 

tape reader/punch, two DEC-tape drives for the itorage of 

system and user programmes and a high-speed paper tape reader/ 

punch. 

AlI programmes to 'be'executed by.the PDP-8 have been 

writte'n in PAL-D assembler language. 

3.2.1.3 The Data Buffer. 

The data buffer allows the transfer of a binary word 

either .way between the PDP-15 and the PDP-8. This transfer 
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is done from accumulator to accumulator; because of the differ­

ence between ·the .lengths of the two accumulators, only the 

12 lower .order bits (rightmos t) are transmitted. The control 

is performed by means of a few assembler instructions; load 

accumulator into buffer,' read buffer into accumulator,' skip 

on "busy" fiag. As the buffer capacity is only.one word, 

it is impossible to transmit one word until ~he receiver has 

read the previous one. 
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3.2.2 The graphics faci1ities. 

3.2.2.1 The Graphics Disc. 

The disc used for the storage of the graphics infor~~~tion 

is a DATA DISe FPD 16. It contains one c10ck track and 16 

user tracks which can store about 100,000 bits each. The inf-

ormation is fed to the disc and retrieved from it by the disc 

interface discussed in the next section. When the graphics 

unit is switched on, the information contained on one track 

is constant1y read and transmitted to the Disp1ay Processing 

Unit (3.2.2.2) which processes it and draws the picture on 

the screen. The disp1ay is thus refreshed at every revo1-

ution of the disco The refreshing rate (30 r.p.s) .is cert-
-

ain1y sufficient to produce a f1icker-free image, with the 

type of phosphor used (P-31). The track being read is se1-

ected either manua11y on a track se1ector switch or by soft-

ware (see subroutine LOOK ia section 4.3). There is thus 

provision for a large number of different displays to be 

stored simultaneously on the sixteen tracks. 

3.2.2.2 The Disc Interface. 

The disc interface performs the read/write tasks betw-

een·the PDP-8 core and the graphics disco To perform either 

action, a number of regi~ters have to be loaded with the 

necessary data by means of a set of specific assembler instr-

uctions. These data are the following: 



53 

- the address where the first word is to be taken (or 

stored) in the PDP-8 core; 

- the total number of words to be written (or read); 

- the track number and starting address on the track; 

- the mode of transfer (read or write, length of word, 

serial or parallel; the latter mode specifies whether the words 

are 8-bit or 12-bit. There also is an additional option; the 

words can be written serially on one track or in parallel on 

12 contiguous tracks. Graphies instructions are stored in 

serial wordsof 8 bits, whereas the 12-bit parallel mode is 

used, in other projects, for video monitoring. 

When the operation is comple~ed, the interface notifies 

the PDP-8 by interrupting it. More' details about the dise 

interface, which was designed in this Department, may be 

found in (54). The particular software module which handles 

the disc interface in this project will be discussed in Chap­

ter IV. 

3.2.2.3 The Display Processing Unit. 

Full details of the design of the DPU are given in refer­

ences (53) and (54). We shall give here only the minimum 

information necessary for the understanding of the system. 

The DPU allows two modes of drawing, point-plotting and 

vector-drawing. Points may be plotted in two different ways. 

In the absolute mode, the beam position is defined by its 



(X,Y) coordinates; in the incremental mode, the positioning 

is done in reference to the current position, by specifying 

the changes in coordinates: 6x, b"Y. This latter mode allows 

a substantial saving of code for the numerous applications 

where moves are relatively short (e.g. the plotting of a cur­

ve or of an alphanumeric character). 

Vectors are aIl drawn in the incremental mode. The vector 

generator is of the fixed-time type (as opposed to the cons­

tant rate type) (22); any vector, regardless of its length, 

is drawn in 2.1 microseconds. To prevent shorter moves from 

looking brighter because linear drawing rate is lower, an 

automatic intensity compensation circuit has been included. 

Overall intensity is controlled through a circuit which 

allows 15 levels of brightness and can monitor up to four 

black-and-white CRT's or else one colour and one black-and­

white CRT. 

The SCALE unit permits magnifications ranging from 1 to 

128 and .also allows the invers ion of an image. In scale l, 

1024 elementary moves are possible in each of the X and Y 

directions. Any point on the screen may therefore be defi­

ned by two coordinate words of ten bits each. 

The BRANCH circuitry permits switching the processor to 

a new track; this switching can be requested to take place 

either immediately after the proper instruction has been 

54 
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decoded or at the next track origin (the beginning of the next 

revolution). A track selector switch allows manual track-

swi tch ing as we 110 If the swi tch is se t on "CONT INUOUS", the 

DPU executes all programmed branching instructions but, at 

every track origin, it restarts the track indicated by t~e 

track selector. If the switch is "OFF", branching will be 

entirely assumed by the software instructions. 

Another circuit in the DPU processes the HEADER instruc­

tions. One such. instruction is placed at the beginning of 

every file and identifies it by means of a file name. One 

of its bits specifies whether the file is to be actually 

displayed or not; if this bit is off, the picture is drawn 

but the beam is not illuminated and all programmed branching 

instructions contained in the file are ignored. 

3.2 0 2 0 4 The CRT and graphical input devices. 

The CR~ is a 10 x 12 inch DUMONT display equipped with a 

P-3l phosphor 0 • The 1 igh t-pen is a S aunders make; i t is 1 inked 

to .the PDP-8 through a digital interface (55}0. It operates 

as follows. Every time the DPU decodes a new HEADER instr-

uction, the corresponding file name is instantly loaded into 

the File Name Register .• Within one refresh cycle, the contents 

of the register are thus updated as many times as there are 

different files. ·When the light-pen is pointed at one ele­

ment of the display, it will intercept the beam the next time 
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this latter refreshes that element and, within an extremely 

short time, it will interrupt the computero Upon identific­

ation of this interrupt, the contents of the File Name Reg­

ister are then loaded into the accumulator 80 that the file 

which i8 pointed at can be recognised o The whole procedure 

is based on the fact that the response time i8 short compared 

to the 2.4 microseconds necessary to execute one move on the 

screen o 

The joy-stick, manufactured by Digital Equipment, is not 

used in this project. 
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CHAPTER IV 

THE GRAPHIes INTERPRETER 

Mueh of the time spent on this projeet has been devoted 

to the design of a software system whieh would permit a 

eonvenient handling of the graphies faeility. Because the 

equipment used is fully dedieated, it has been found suitable 

to design the software support as a user-oriented interpretive 

package, mostly in the form of FORTRAN subroutines. The appr­

oaeh which has been taken starts from the lowest levels(one 

subroutine for eaeh of the basic instructions acceptable by 

the Display Processing Unit) and progressively broadens the 

scope, to permit higher level programming. The reverse order 

-has been chosen for the presentation which follows. Higher 

level routines will be discussed first but this will include 

aIl necessary references to the lower structures defined 

further. 

4.1. Generalities.' 

The writing of a gr~phics programme is composed of a num­

ber of calls to special ,subroutines which may in fact be ins­

erted among other FORTRAN instructions. The function of each 

routine is to produce one or several graphics instructions 

readily acceptable by the Display Processing Unit and to stack 



them in a software "instruction buffer" which has a capacity 

of 1,000 instructions. When the buffer is full, its contents 

are automatically transmitted to the PDP-8j this transfer 

may a1so be requested before the buffer is full, by ca1ling 

l!;NDGO (4.2). 
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~he switches on the PD~-15 console may be used by the pro­

grammer to affect the programme f10w at execution time. It 

ia wide1y used in this project ta by-pass the printing of a 

large number of messages which give information on the execu­

tion of the programme(e.g. one switch enab1es the printing of 

al1 the file indentification as soon as its header is processedj 

when another is up, the disc location of the 1ast word written 

by ENDGO is printéd). This feature has been imp1emented and 

extensively used during the deve10pment of the system and has 

been kept because of its potentia1 usefu1ness in the training 

of a new user or in the debugging of some application programme. 

4.2. Organisation of a file. 

~ new file is initiated by the following statement: 

CALL HDR (file, display, interrupt) 

where 

- "file" is the octal number (0 to 7777) identifying the 

file, 

- "d ispl ay" is a boo le an var iab le equal to 1 if the file 



is to be actually displayed; 

- "in terrup t" is ano ther boo lean var iab le equal to 1 if 

the interrupt facility is enabled for this file o 

The functions of the routine HDR.are not only to issue 
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a HEADER graphies instruction but also to perform some book­

keepingo If the file name has not yet been used, a new entry 

is prepared in the book and includes, along with the file name, 

the exact position of the header on the disc(track and address) 

the 8-bit header instruction itself and the display status of 

the file(on or off). 

Once a file ls residing on dise, it may be switched on and 

off by calling 

CALL DISPLAY (action, file) 

where "action" equals 1 for switehing on and 0 for switching 

offo The table is scanned until the file name is found; the 

status ia checked and, if lt is not as requested, the HEADER 

instruction ls located on the dise and adequately changed. 

The position of the HEADER on the dise is determined by 

means of two software registers, the track register and the 

address register o The track register is set to the desired 

value by the programmer at any point in the programme and 

conserves the given value until it is set differentlyo If 
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it is omitted, the files are assumed to li~ on track O. The 

address register may also be set by the programmer but it is 

updated every time the buffer is emptied so that when a header 

is called, its position is automaticaily determined knowing 

the number of instructions then in the buffer. 

The file does not need to be closed, since the header of 

the next file is a terminator in itself. However, if one des­

ires a clean display the last file on each track must be term­

inated with a BRANCH statement. This will ,have the effect of 

inhibiting the DPU for the remainder of the track, in order to 

prevent any leftover informati6n from being interpreted as a 

header, thus causing unwanted display. This cautionary step 

is automatically taken by calling subroutine ENDGO after the 

last instruction of the file. The functions of this subroutine 

are 

- to terminate the file with the adequate BRANCH. 

- to store the position on the dise of the said BRANCH. 

- to initiate the unloading of the buffer into the PDP-8 

and then onto dise at the proper location. 

Immediately after ENDGO, the programme should contain one 

of the three calls FORWD, BACK,RESET which specify by updating 

the address register where the next writing is to be performed. 

- CALL FORWD will load the address register with the loca­

tion of the last word written (BRANCH) sa that the next time 
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ENDGO is called, the BRANCH instruction is deleted and the file 

is continued smoo~hly. 

- CALL RESET resets the address regi~ter at the beginning 

of :te current track. 

- CALL BACK keeps the address register at its current value 

so that the next writing will be initiated exact1y over the 

previous one. This is used when part of a disp~Ry is fixed 

whi1e one element is continuously replaced. 

AlI three routines restart the buffer. Their use is i11us­

trated in figure 4.1. 

4.3. Organisation of the disco 

Before writing the first file of a given track, the track 

must be initiated by ca1ling INIT. The effect of this routine 

is 

- to initialise the buffer, 

- to prepare the track for track switching operations 

- ta. issue a minimum of standard instructions permitting 

subsequent displays. The latter instructions include the clear­

ing of the X and Y registers and the setting of the SCALE and 

INTENSITY ~egisters at their most common1y used 1eve1s. (respec­

tive1y 0 and 15). 

The track switching ~stem makes use of the first four 
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CALL INIT 

( 
E deck A 
( 

CALL ENDGO - - - - -~I A 

CALL FORWD 

C. 
( deck B 
( -;.1 CALL ENDGO - - - - A B 

CALL BACK 

( 
( deck C 
( 

- - ~[ CALL ENDGO - - A C 

CALL FORWD 

( 
( deck D 
( 

-~I CALL ENDGO - - - A C D 

CALL RESET 

( 
( deck E 
( 

CALL ENDGO - -~I E 

••• 

F.igure 4.1 The positioning of a file on a.track. 



locations on each track. The track selector must be set on 

CONTINUOUS and indicate track 16. In this manner, the DPU 

restarts every revolution on track 16 and executes aIl pro­

grammed BRANCH statements. If one wishes that track i be 

displayed at some point in the programme, one inserts 

CALL LOOK (i). 

f3 

This routine writes the proper BRANCH statement at the 

beginning of track 16 so that the DPU starts decoding track i 

immediately after track origin (Figure 4.2). Independently of 

th~system, one may jump from track to track within one revol­

ution by calling 

CALL BRANCH (j,wait,interrupt). 

- j is the track to which the DPU should jump. 

- "wait" indicates whether the jump is to be performed 

immediately (0) or at the next track originel). (Here,"wait"=O). 

- the interrupt action is normally ignored (interrupt = 0). 

This may be used to compose a display from several elements 

stored on different tracks but because of the necessity to syn­

chronize the various files this method makes a wasteful use of 

dise space. It is much more efficient to keep aIl the ~ements 

on one single track and to switch them on and off by means of 

the DISPLAY routine. 
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Figure 402 The track-switching mechanism o 
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TRACK j 

l 
BRANCH TD i 



4.4. Light-pen handling. 

4.4.1 Preparing a light-button 

Each item of a light-button is çreated by 

CALL LB (group,file,out, text) 

- "group" is the identification t:ag carried by aIl the 

items of the same group. 

- "file" is the file name of the particular item. 
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- "out" is the numerical output which one wishes to assoc-

iate with the item. 

- "text" is the 5-letter Hollerith string to be displayed 

on the menu, starting at the current position of the beam. 

Before defining the first item of a light-button, the pro­

grammer should specify on which track the light-button is to 

be stored. A table is made of aIl the items of a group and con­

tains aIl the necessary information for the use of the light­

button. The same file may he referred to in up to three diff­

erent l~ght-button groups, without having to be repeated on 

the dise. Any instructions following a LB calI (additional 

text or pictüre) will belong to the ssme file. Only another 

LB calI or HEADER will initiate a new file. 
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4.4.2 Using a light-button. 

A light-pen selection is initiated by 

CALL LPSELX (group,out). 

The functions of this routine are 

- to identify all the item files belonging to the given 

group and to switch them on (by means of DISPLAY); 

to switch the display on the proper track (LOOK); 

- to wait for the user's action with the light-pen (LPEN); , . 

. - to identify the file 'selected with the light-pen, retrieve 

the corresponding output from the LB table and store it as the 

argu,ment "out" of the routine. 

An example of light-button use is illustrated in figure 3.4. 

4.,5. Writing aids. 

4.5.1. Character generation. 

The sets of instructions which constitute the drawing of 

each character are stored sequentially in a MACRO language pro-

gramme {CHAR). The first word of each set is the length of the 

set, available for the handler routine which resides at the 

beginning of the programme. The input to subroutine CHAR is 

a code identifying the character called; the output is an array 

containing the corresponding graphics instructions. 

The characters have been designed so that in scale 0, they 
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are about ~ inch high. The generator con tains aIl alphanumerics 

plus a few special characters. A semi-colon is arbitrarily used 

to specify that. a new line should be started. The # symbol is 

used for filling-blanks in a Hollerith string. 

In the programme, a character may be called individually by 

CALL TYPE (n) 

where n is the order of the character in the storage sequence. 

The one to one correspondence is readily available through a 

simple arithmetic manipulation of the ASCII code. 

A higher level of progremming is possible by using 

CALL PRINT (text) 

where text is a five letter Hollerith string which should have 

been predefined somewhere in the programme. The routine un-

packs the string and successively calls subroutine TYPE for 

each of the five characters. 

4.5.2. Handling of numberso 

Two subroutines are available for the display of numerical 

variables on the CRT. Both of them initiate the display at 

the current position of the beam, as do TYPE and PRINT. An 

integer variable i will be displayed by calling IDISP (i). A 

variable format is available for the display of real numbers. 
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A real variable X is .displayed with n decimal places by cal-

ling RDISP (X,n). 

4.6 Drawing aids. 

A number of subroutines have been written to assist the 

user in his graphical designs. This package has been set up 

progressively~ a function of the needs of the project and is 

to be expanded. 

4.6.1 Plotting package. 

-As graphtcs are often used to plot data, it is convenient 

to ~ave a general plotting technique applicable to as many 

formats as possible. This has been reàlised in the following 

.way. The total ~creen (but for narrow margins) is supposed 

to be 'the frame of an Y vs X plot. Four software registers 
. 

hold the boundary values of each coordinate. The programmer 

may chan~e these values at any point in his programme. A 

s ta temen t 

CALL DOT (X,Y) 

will cause a dot. to be p10tted at the correct position, with 

respect to the frame defined by the cUrrent contents of the 

registers m~ntioned abave. If one ordinate falls off-range 

the dot is arbitrarily plotted in the corresponding margin, 

at the correct value of the other ordinate. 



A set of axes may be drawn in the current frame, by 

CALL AXES (X , Y ) 
o 0 

where X , Y is the origin point. o 0 

4.6.2. Drawing of a straight line. 

The subroutine JOIN. is used to join two points defined in 

the current frame by a straight line. The calling statement 

is 

CALL JOIN (Xl,X2,Yl,Y2) 

Because of the discrete aspect of the drawing system, only a 

limited number of slopes are available o In fact, when draw-

ing a vector, the x and y components can be chosen among 

seven values. (see section 40701)0 The number of distinct 

slopes is therefore thirty-six per quadrant. An algorithm 
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must be used to approximate the required line by the "closest" 

broken line .made of available slopes. The criterion used in 

this algorithm is the one of the le.st· distance between the 

desired iine and the approximated l~ne. For every new seg-

ment, the two slopes which bracket the desired line are first 

determined. The positions of the two possible end-points 

are calculated and the one closer to the desired line is cho-

sen. The corresponding vector instruction is issued and the 

current position updated. The algorithm is illustrated in 

Figure 4.3. 
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By similar,ity 

The algorithm minimizes the vertical distance P.N. instead 
1 J J 

of the perpendicular distance P.H. , as the computations invol­
J J 

ved are much easier. 

Figure 4.3 The algorithm joining two points by a line. 
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4.7. The basic instructions. 

ln the foilowing, we shaI1 describe the Iower 1evei sub­

routines of the system. They are often ca1Ied indirectIy, 

through the higher 1evei subroutines·discussed in the prev­

ious sections. They inciude the elementary graphics instr­

uctions and aiso a number of service subroutines. 

4.701. Elementary graphics. 

As described in 302.2.3, the Display Processing Unit 

accepts a 1imited number of instructions c1assified into two 

different modes. Their bit format is shown in reference (53) 

and a subroutine has been written for each of them. 

4.7.1.1 The COMMAND mode. 

ln addition to the two instructions which have been a1-

ready discussed (HEADER and BRANCH), this mode contains four 

"oper ate" ins truc t ions wh ich are used to swi tch the DPU in to 

one of the four DATA modes described in the next section. 

They are the fo11owing: 

EPM Enter Point Mode 

EVM Enter Vector Mode 

EZM Enter lntensity Mode 

ESM Enter Sca1e Mode 



4.7.1.2 The DATA Mode. 

Four instructions be10ng to this group: POINT, VECTOR, 

SCALE, INTENSITY and are issued by the corresponding subrout­

ines PNT, VEC, SCL, ISTYo They have in common a number oi 

features which are hand1ed by the DATMOD subroutine. This 

routine is ca11ed at the beginning of the execution of each 

DATA routine. Its f10w chart is shown in Figure 4.4 and its 

functions are the following: 

- to check the mode in which the DPU currently is. If 

i t is no t the correc t one, a " re turn to command mode" and 

the appropr iate " operate" ins truc t ion are is sued: 

- to handle the data register in the way required; the 

increment may be added to or subtracted from the current 

contents (incremental mode) or else the register may be 

cleared first and then the increment loaded (absolute mode); 

for subroutines PNT and VEC, this app1ies to both the X and 

the y reg is ter fJ; 

- to check that the increments specified are within 

acceptable limits i. e. : 

2 10 to 2 10 for PNT, 

- 7 to +7 for VEC, 

0 to 15 for ISTY, 

0 to 7 for SCL 
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N 
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Il is the number formed 

Figure 404 

by the bits 8 and 7 of the 

data instruction. 

The DATMOD subroutine (Part 2) 
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Should an error'be detected, an explicit message is 

printed out and the DEPOSIT and SDFILE facilities (4.7.2) are 

dis~b~ed. There is no disabling, however, if the erroneous 

instruction is graphically meaningful (e.g. a zero-long 

vector). 

The PNT subroutine 

CALL PNT (CLR, X, Y, D ) 

separately proc,sses the·X and Y moves. If the boole.n argu­

ment CLR is equal to l, both registers are cleared before the 

inerements are loaded (absolute mode) whereas CLR = 0 calls 

for' -the ,incremental mode. If the boolean argument D equals 1 

the point is illuminated after the move has been effected. 

Two kinds of moves are available: a short (3 bits) move re-

'qtiiring one instruction and a long (10 bits) move requiring 

two instructions. According to the values of X and Y, the 

subrou.tine aut,oIriatically' chooses the correct length. If 

either X or y is zero, the corresponding instruction is 

ignored; one has the. tiibility however of making a dummy zero 

move by requesting both X and Y to be zero. This has been 

found necessary as a software II p'a tch ll and is automatically 

effected if a long ·move is initiated after clearing the 

registers. The flow-chart for PNT is shown ,in figure 4.5. 

The VECTOa subroutine 

CALL VEC (CLR,X,Y,D ) 
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ios very much simi1ar
o 

to the PNT subroutine. A "short" move 

is one in either the X or the y direction, whereas a "long" 

move ois a diagonal one. If CLR equa1s 1, both registers are 

c1eared except in the case where one of the two increments 

is zero; in such a case, on1y the non-zero ordinate is c1ear-

ed befor~ adding the increment and the move is considered a 

short one. The f1ow-chart for VEC is shown in figure 4.7. 

The SCALE subroutine 

CALL SCL (CLR,X,Y,INV) 

~er~its different sca1ings in each direction. The no+ma1 

scao1e, ~ which the full screen corresponds to 2 10 bits in 

each direction, is sèa1e O. The boo1e~n argumen~ INVomay be 

se t to 1 if- an inver ted pic tur e is des ired. 

The INTENSITY routine 

CALL ISTY (CLR,INT,CRT) 

a110ws 15 1ev~ls of b~ightness. Four CRT units may be moni~ 

tored, corresponding to values 0,1,2,3 of argument CRT. 

4.7.2. The- service routines. 

These routines are main1y concerned with the hand1ing of 

disp1ay files. 

Subroutine DEP (name) a110ws the saving of the ccntents 
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The VEC ~ubroutine. 



of the instruction buffer on the PDP-15 disc (or on DEC-tape) 

under the file name "name". 

in the programme. 

It may be ca11ed at any point 

Subroutine LIST prints the current contents of the inst­

ruction buffer in the form of an array of octal instructions 

wearing mnemonic tags indicating the type of instruction 

(PNT, VEC, etc). 

These two latter routines were very usefu1 for debugging 

the system and they may constitute a useful instructional 

aid for a new user of the system. 

Subroutine SDFILE (name, CA,WC) transmits the file 

"name" from the PDP-l5 to the PDP-8o CA is the core address 

in the ~DP-8 where the storage should be initiated and WC 

is the total number of words to be transmitted. If "name" 

is specified as "CURRT", the current contents of the instr­

uction buffer are transmitted o Otherwise, a display file 

should have previously been saved under "name", by using sub­

routine ~EP. This routine SDFILE is ca1led by the higher 

level routine ENDGO. 

Subroutine WS8 (CA, WC, T, DA) initiates the writing 
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of the previously transferred file (core address CA, 1engt~ WC) 

from the PDP-8 onto disc (track T, location DA). This routine 

is a1so ca1led by subroutine ENDGO o 
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Subroutine CLR allows the filling with zeros of the 

track indicated by the track register (as exp1ained in section 

4.2) • This subroutine may be called by subroutine INIT if 

requested by means of a console switch. 

Subro~tin~ LPEN (file) signals the PDP-B that a light-

pen selection is to be expected and, after this selection is 

made, gets the selected file name from the data buffer. 

routine is called by subroutine LPSELX. 

4.B The slave programme on the PDP-B. 

This 

This programme, written in PAL-D assembler language, 

hand1es a11 transters of data between the PDP-B and the disc 

interface. Its normal use is as a slave programme monitored 

by the PDP-15's master programme. However, mere transfers 

(read from or write onto disc) may be performed without the 

PDP-l5. 

The size of this programme is approximately 400 words 

(octal). It is saved on DEG-tape as a "user" programme named 

DISC. The operation of the programme is shown in the flow 

chart of Figure 4.B. As soon as it is started, it enters 

a waiting loop, attempting to read the contents of the data 

buffer which links the PDP-15 to the PDP-B. When a signif­

icant control code is read, the corresponding routine is 

ca11ed and the programme re-enters the waiting loop as soon 

as the task is completed. 
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TRANSFER 

XMIT "OK" 

MASK 
ARRAY 

TRANSMIT 

ARRAY 

82 

N 

Figure 4.8 

The slave programme DIS 

(Par t 1) 
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Figure 4.8 The slave programme DISC. (Part 2) 



4.8.1 Code 1 - Transfer. 

When a 1 is received, transmitted from the PDP-15 by 

subroutine WS8, the programme performs the following: 

- read the initialization data (3.2.2.2) from the data 

buffer and store them; 

- format those data as to make them acceptable to the 

dise interface; 

- initialize the transfer; 

- signal the PDP-15 when the transfer is completed. 
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To permit debugging, the array which has just been trans­

ferred is then transmitted back to the PDP-15; if the mode 

of transfer is a 8-bit mode (which is the case for graphies 

instructions) the four higher order bits of each word are 

masked before transmission. 

4.8.2 Code 2 - Deposit. 

This routine performs' the transfer of an array from the 

PDP-15 to the PDP-8. It is called by subroutine SDFILE. The 

location data i.e. 

- the first address of the array in the PDP-8 core, 

- the number of words to be deposited, 

are first obtained through the data buffer. Then, a looping 



routine reads each word from the data buffer and stores it. 

An OK code is sent to the PDP-15 after normal comp1etion. 

4.8.3 Code 3 - Light-pen hand1ing. 

When the code 3, transmitted frow the PDP-15 by subrout­

ine' LPEN, is received, the programme enters a waiting 100p 

in which it checks the 1ight-pen f1ag. As soon as this f1ag 

is raised (by a 1ight-pen intercept on the screen) the cont­

ents of the File Name Register of the interface are 10aded 

into the PDP-8 accumu1ator. If the file name is recognized 
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a.s 0001 the programme executes the CURSOR routine (used for 

pen-tracking). Otherwise it transmits a signal to the PDP-15, 

fo110wed by the file name itse1f. 

4.804 Manua1 ope~ation. 

The initia1ization data may be togg1ed in on the PDP-8 

console and the programme may be started manua11y. This 

a110ws the transfer of data to and from the disc without need­

ing the PDP-15 and it has been extreme1y convenient during 

the testing phase of this project. 
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CHAPTER V 

EVALUATION OF THE S~STEM 

In this chapter, we shall attempt to evaluate the system 

discussed in the previous chapters. This evaluation will be 

done both from the designer's and from the first user's points 

of view. Unfortunately, those two roles have been assumed by 

the same person and, to date, no comments are av.ilable from 

a second user unrelated to the development stage. In fact, 

the duality designer-user has been present at aIl stages of 

this project and most of the software has been tailored to the 

needs of the application programme. 

When the project was initiated, the Display Processing Unit 

had been completed and its logic had been tested in simulation 

but the disc interface had still to be tuned up. As soon as 

the basic graphics instructions (4.7) h~d been writte~, they 

were used to debug the hardware, mainly the disc interface, and 

while the Displ~y Proc~ssor was being tuned up, the writing of 

higher level routines was undertaken. This simultaneity of hard­

ware and software debugging, with aIl the ambiguity and doubts 

which it entails, has been one of the major problems arising in 

this project. Long hours have been spent in arguments between 

the software man and the hardware people in an attempt to define 

responsibilities and it has been a rewarding experience to have 

aIl problems eventually solved to the satisfaction of aIl. 
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Some hardware bugs hàve been patched by software and converse-

ly a few hardware parts have been redesigned to ease the pro-

granimerls task. 

The present size of the PDP-15 core, 24K, certainly is 

appreciable. When this project was started, only 8K were avail-

able;the àdditional core purchased sincethen has been a consid-

erable relief to the programmer, as weIl as the disc memory. The . 

latter permits loading and unloading of the CPU core during 

execution, with6ut noticeabla delay for the user. The disc 

memory is used in this programme for the storage of data. The 

data matrix ~s kept on disc and each column (representing one 

variable) is loaded into core only when needed by the programme. 

The data used during the development of the system filled a real 

matrix of 22 variables by 99 cases, i.e. more than for 4K (dec-

imal) o. However, most regres s ion analyse s wou Id make use of many 

more data points and it might be necessary to split one column 

into several loads. Data storage for statistical programmes is 

such a problem that Muller (57) prop~~es to ·pass programmes 

over data instead of'passing data over programmes, as is usually 

done •. Thismeans that each data record, once identified, would 

calI aIl the programmes in which it is needed and aIl analyses 

would be updated for this record before the next record be 

loaded into ~ore. This drastic s'tep in programme organisation 

has not been taken here bec'ause of the limited s ize of the 

data matrices to be analysed; but it might be considered in 

fu r ther work. 



Also, it has not been found necessary yet to chain the 

programmes. But, should the application programme grow in 

size, this chaining could be efficiently performed, thanks 

to the disc, with virtually no difference in the systemls 

response time. Because they.are largely interrelated, most 

graphics subroutines could not overlay each other, and in 

any case the possible saving in space wouid be of little 

value, due to their relatively small size. Furthermore, 
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since the basic routines are called very often in a programme 

the total loading time could end up affect1ng the response 

time of the application programme. On the other hand, the 

regr.ession package subroutines are large enough to allow a 

substanti~l saving to be gained from chaining. Tb~s ·has been 

considered in the organisation of the package and only a few 

changes would have to be made in data handling procedures. 

The core size on the PDP-8 is even less problematic since 

the disc handler (4.8) takes only 400 locations (octal), out 

of the total 10K. Although some 1,000 locations are needed 

for the .system~s resident monitor, the remaining space is suff­

icient to house a number of functions such as for instance a 

pen-tracking programme and a joy-stick handler. 

The disc buffer has proven to be a very convenient refresh­

ing device, in spite of a few hardware malfunctions which are 

still being experienced; in particular, some cross-talk has 

been observed at times between certain tracks. The disc's 

response time is very satisfactory. With its revolution speed 
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of 30 r.p.s. and its writing function being enabled every two 

revolutions, the picture changing rate is 15 times per second. 

This is fast enough for all user requirements, even animation, 

and slow enough to ensure that in mo~t applications, the comp­

uter time necessary to compute anew picture ·will be able to 

match this maximum rate. When a light-button is put out, items 

are switched on one at a time .at a rate which turns out to be 

slightly faster than the user's reading rate. This can be 

clearly tested with the display shown in Figure 3.4 with its 21 

choices. 

Disc space brings no limitation either. Each track has a 

capacity of about 12,000 graphics instructions. Th is i s more than 

sufficient, not only to stor~ the most complicated display, but 

also to permit the selective use of prestored displays. This 

technique is used in this project for all the light-buttons 

which are stored on track 16. The totality of the information 

necessary for the displays shown in Figures 3.2 through 3.7 

represents 2451 words, i.e. one fifth of the track's capacity. 

A display such as the plot of Figure 3.10 takes 725 words, 

while the histogram of Figure 3.8 takes 653 words. 

It is clear that much space is saved thanks to the stroke 

vector generator. A two-word vector instruction draws in scale 

2 a 1/4 in. long vector which would otherwise necessitate a 

minimum of 10 points. The most complicated alphanumeric chara­

cter (8) necessitates 26 words. 
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Partly because d1sc space 1s no problem, the absence of 

a hardware character generator does not really affect the 

system's effic1ency. The software character generator even 

has the advantage of a 8reater flex1bi11ty. The ASCII codes 

of characters wh1c~ are not 1n common use May be reserved for 

conven1ently call1ng spec1al graph1cal ent1ties. 

Maybe one of the Most 1nteresting peculiar1ties of this - _. . 

system is that aIl its tracks are ava1lable and accessible to 

the user. Most multi-track systems are used 1n a time-shared 

environment where each user has access to only one track. 

Here, either by software control or 'by manually switching the 

track selectcr, one May use or d~.play any of the 16 tracks. 

This i6 very useful in a number of applications (such as model-

'ing) and considerably reduces the need for hard copy. This 

property has been widely used in this project. AlI light-

buttons are saved on one dedicated track (no.16), inaccessible 

to the user, thus eliminating the need for rewriting them every 

time they are called for. During the preliminary examination 

of the d~taJ it is convenient to store on contig~ous tracks 

the plots ·corresponding to th~ projections of the data points 

on various planes (e.g. Xl vs X2 , X2 vs X3~ Xl vs X3). Thil 

is also very useful for residual plots and for the comparison 

of the analyses of variance for several models •. 

The operation of the light~pen seems quite satisfactory 

in view of the use which has been made of it in this project. 
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The small beam of light which is projected on the screen by 

the pen is a convenient help for locating the exact point 

,which one wishes to intercepte Although no specific test has 

been conducted to check the accuracy of the detection, only a 
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minor problem has been encountered o It seems that the response 

is not qu~te fast enough to guarantee the .correct identification 

of a display file when the pen intercepts its very last strokes. 

This fault has been noticed while attempting to choose item "1" 

in the light-button of Figure 3,4. Whenever the vertical stroke 

of the digit was hit, item"2"was actually picked upo Th is is 

likely to happen in the very rare cases where item files are 

particularly shor~. One specific case might be in a pattern 

such.as the one shown in Figure 101 and used for pen-tracking o 

In any case, a software patch has been implemented. The 

HEÀDER subroutine inserts a couple of dummy instructions before 

the actual header instruction, so that an appropriate delay is 

secured between two files. 

The Regression Analysis Package itseli has been debugged 

and evaluated with a set of indus trial data. supplied by Canada 

Cement Lafarge. The goal of the study was to der ive a linear 

model for the compression strength of the cement after 3, 7 

and 28 days. The independent variables are the physical char-

acteristics and chemical composition of the samples and a num-

ber of process parameters (e.g. the kiln output rate). As 

already mentioned in Chapter II the study had been started 

using a BMD programme before the de~elopment of this system 

was undertaken. This previous experience has been decisive 



92 

for evaluating the u~efulness of inte~action in this regress10n 

analysis package. 

° It had been found during the previous stepwise regression 

studies and it has been confirmed on this system that,most of 

the tlme,.bivariate models were representative enough of the 

cement process, with the data available. This is the reason 

why, in order to conserve core space, the implementation of the 

least squares technique has been initially limited to the case 

of one or two independent variables. It is felt~however, that 

this would not be sufficient for a general purpose regression 

package,and ~ higher order least squares algorithm or a step­

wise regression algorithm will be considered when programme 

chaining is implemented in the system. 

The modu!~r organization of the package is very convenient, 

as it permits a great variety of paths in the analysis and thus 

results in a saving of time for the user. 

Sitting at the display and running this fullyoperational 

programme was t~e last stage of a project which had started,some 

time ago,by entering bit by bit into the PDP-B a
O 

few graphies 

instructions, with the hope that à square pattern of 4 points 

would appear on the screen. It cannot be remembered now whether 

it had actually appeared that day but what can be said in conclu­

sion is that this work has constituted a challenging but extreme­

ly rewarding experience, 
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APPENDIX l 

THE INSTRUCTION FORMATS 

HEADER Identification 

No action 

1 nterrupt PDP-8 

Display fi le 

No display, inhibit track switching 

Fi le Nome 

'HEADER INSTRUCTION 
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F5 
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Fl 

Next 
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bits 
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BRANCH Identification 

o No action 
1 1 nterrupt PDP-8 

0, Switch - next ward a HEADER 
1 Switch'- wait forTO time 

Track identifying bits 

Not used - allow time for switching 

.. BRANCH INSTRUCTION 



. 
F8 a 

F7 o 

F6 

F5 

F4 

to 

Fl 

OPERATE Identification 

, 
00 EPM - Enter POl NT mode 
01 EVM - Enter VECTOR mode 

10 EZM - Enter 1 NTENSITY mode 
11 ESM - Enter SCALE mode 

Not used 

OPERATE INSTRUCTION 
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Fa 
00' Clear point register and ADD increment 

01 ADD increment 

F7 

-
F6 

10 SUBTRACT increment 
11 Return to COMMAND mode 

{ 0 X-axis 
l V-axis 

F5 { 0 Intensity ON 
l Intensity OFF 

F4 { 0 3-bit increment used 
l 10-bit increment used 

F3 

to 3-bit increment 
-

Fl 

10-bit incremènt 

" 
Fa 

to 

F2 

f.l Not used 

POINT INSTRUCTION 



102 

F8 00 Clear point register and ADD increment 
01 ADD increment 

. F7 10 SUBTRACT increment 
11 Return to COMMAND mode 

F6 { 0 X-axis 
l V-axis 

F5 { O' Intensity ON 
l Intensity OFF" 

F4 { 0 Single word instruction 

Double word instruction 

F3 x' or' V. increment for single ward 
to 

Fl X increment for double word 

F8 00 Clear point register and ADD increment 
al ADD increment 

F7 
10 SUBTRACT increment 
11 Return to COMMAND mode 

F6 

F5 + 
0 X-axis 

"1 Y-axis 

a Intensity ON 
1 Intensity OFF 

F4 { 0 Single word instruction 

l Double ward instruction 

F3 X or Y ·increm,=:nt for single word 
to 

Fl y increment for double word 

VECTOR INSTRUCTION 
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-
Fa 00 Clear intensity register N and ADD increment 

01 ADD increment 

10 SUBTRACT increment 
F7 11 Return to COMMAND mode 

00' N =.1 
F6 01 N =2 

F5 10 N =3 
11 N =4 

F4 

to Four-bi t i ncrement 

Fl 

INTENSITY INSTRUCTION 
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F8 

F7 
{ 00. Clear scale register and ADD increment 

01 ADD increment 

10 SUBTRACT increment 
11 Return to COMMAND mode 

l 

F6 { 0 X-axis 
l, V-axis 

F5 { 0 Normal image 
1 Inverted image 

F4 Not used 

F3 

to Three-bit increment 

. F1 

SCALE INSTRUCTION 


