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Abstract 

\Vf' have developed new techniques, which ena.ble us tu stucly thc kinetic~ of 

phase tran:,itlons zn SltU. By rc.,istive self heating of sa'11ple~. IH'atmg rates of O\'cr 

10'1 I\./s have bœn achieved. Our methods allow us to acquire x-ray diffraction 

patterns as quickly as every 3 ms. 

'vVe have used these new techniques of time resolved x-ray diffraction experi­

mcnts, to study the crystallization kinetics of amorphous NiZr2' CoZr2, FeZr2 and 

Ni36.5Zr635' The experiments were performed at beamline X20C National Syn­

chrotron Light Source. 

'vVe have mostly focussed on the crystallizat~on behaviour at high tcmperatures 

and therefore faster kinetics. We have found many new results and unexperted 

mctastable pha:;es in these systems. Most of these phases would not be seen usmg 

conventional techniques showing the importance of zn sliu tlme resolved structural 

measurements tü study the kinetics of phase transitions. 



"-

Résumé 

Nous avons élaboré de flOU veaux prvcédés nous pt'rlllt'I 1 • III 1 d 'l'I I1dit'r 11/ .~IIII 

les fJhénomènes cinétiques présents lors des transitioll'i de 1'11.1:'1'. EII lI\.tlÎ~dJlI 

l'effet Joule pour chauffer l'écha!ltillon, nous avons abU'llll d(':, \ It(,"'~t'~ dt' ('h(l\dr,\~(, 

supérieures à 104 K./s. De plus, nos méthodès nOlls PPfIlwl,I('lIl d't'I.;·('gi~tJ'('1 JINJII';' 

une figure de diffraction toutes les 3 ms. 

Nous avons utilisé ces nOl\\'eaux procédés de diffrdltlOll cUI, rayon" X à. Il''~(Jlll­

tian temporelle pour étudier la ci nétique de cristallIsat iUIl d('~, 111,1 tt"n dU '\ ,llJ IO! pllt'.., 

:--;iZr2, CoZr2, FeZr2 et ."h. ;35. :'-J'ous avons efrect ué ('('~ ('xp(;rÎ{'!IC(':' ('Il ut iJi:-'dllt 

le faisceau X20C du Natwnu. :>ynchrotron Light SourCf. 

Nous nous sommes particulièrement intéressés ~. la cl'lstélllj~é1tion il bdlllt' tt'llI­

pérature et donc aux phénomènes cinétrques plus rapIdes :'-:ous avolls oblplIlI lH'dl!­

coup de résultats inédIts. Entre autres, nous avons décou\'ert IIIH' <jllétllt!tt" lill­

portante d'états métastables présents dans ces systèmes La pJllpart d(' C<'~ /'lcll~ 

n'auraient pu être découverts sans l'utilisation de méthodes de Jiffracti(,11 1/1 .~1I1l 

résolue dans le temps, ce qui montre l'importanœ de ces mét hodes pour J'(',tllde dt' 

la cinétique des transitions de phase. 
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Chapter 1 

Introduction 

~Ietallic glasses, which are in a rnetastable state. tramform '.::'11 Iwr dilî'cl Iy illlD tllt'il 

equilibrium crystalline phases or throl.gh a ::;eries of ~tage~ lll\uh lllg IIIt('(,llll.dldt(' 

phases. Crystallization rates c1epend on tempf'latllle. highel' Il'l1lPPI;tllll('''' Ihll.dlv 

having faster rates An understanding of the.,e tran"formations 1<; C:':'Cllt la!. no! oIllv 

for the design of rnetallic gIassef> but also for tlH' lI11der'italldlllg uf Ih(' ('('ldtillll..,llI!> 

between the characteristics of the gIasses and the crystallme pha:-.C'~ 

This thesis describes ln Sltll time resolved x-ray diffraction ('Xf)(·lilll('lIl:-. of 

kinetics of crystallization. made possible by the new synchrotJl)1l x-('ay ..,Oll('n'..,. 'l'Ill' 

challenge of these experiments is to overcome sorne of the teIll!)('rctlllle I(·..,III( IlulIS 

and to extend ln sztll studies of kinetics of transformations 1,0 lllllCh fa!->lC'(' (',tll·"'. 

This thesis consists of two major parts. The first is the d('velOP/1H'1I1 (JI IIJ(' 

experimental methods. The second is a study of the transformaI ion in . ..,eV('ri.] ZIJ­

coniurn based metallic glasses. 

Before we describe the important aspects of the new expeIimental lIIct/\()ds, 

l 



tlw lleed for new methods can be understood by reviewing the methods which hd\'e 

1)('('/1 widely used for the studies of the crystallization kinetlcs. specifically for hcat 

t l't'atlllcnt~ and for structllfal investigations, 

TIl(' ~tlldi('., of kinetirs of thermally activated transformatioll'; III mctallic glasses 

llsllally havf' been do ne usmg differential scanning calorimetry. x-r ay diffractloll and 

cl l'ct l'on microscopy [1-4:]. For the most part, the heat treatmellts have used diffcr­

f'ntial scannmg calorimeter. However, the range of transformation rates that can be 

studicd has heen restricted due to the inherently low heating rate of this devicc. 

Studies of the structural changes during transformations have been investi­

p;ated Ilsing conventional x-ray diffractÎ0n or by electron microscopy llsing quenched 

samples. These samples are often produced by differential scannlIlg calorimetry [.5J. 

The llecessity of quenchmg has been due to the long measurement times or due to 

complrcatcd sample preparation techniques. It IS a~sumed that the structures of the 

qtH'llchecl samples are the same as those of the annealed ones [6J. 

Considering the above methods. the question arises as to how fast a reaction 

\\'f' ran observe and how closely the informatIOn obtained reftects changes during the 

,tllllcai as compared to changes during the quench. Answering these questions is one 

of the motivatlOIls of our work. 

(i) By increasing the temperatures studled, the range of transformation rate 

is ('xpaneled The interesting question is 'does the crystallization kinetics at faster 

rates (high temveratures) follow the same mechanisms as those observed at lower 

2 



",.. 

rates for the same system'?', 

. Usually, the reaction rate increases with templ'ral ure alld 1 ht'II'I\ '. t' hight'r IIIIU' 

resolution is needed for the faster rf'action proC<'ss('s so lItaI t h(, IIIt'II:-'III't'lIlt'lIh \\ ill 

be faster than the total transformation time of the fastC':,t l'par, lUI! of inlt'I't':-.t [il 

Since isothermal measurerm'nts arc inher!'ntl," l'asi!'r to c1lldlYl.t', "lIlpha:-'l:-' hll ... 

been placed on making the measurements isothermally [8], The It('al Ill.!.!, r,llt' of 1 ht' 

sample has to be fast enough to allow the isothermai conditions to IH' attallH'd l'l'l'Ill'<' 

the reaction proceeds very far, 

(ii) Do the structures remain the same as observed /11 ""tll \\ IH'Il "'(' qW'll( h 1 lit' 

sample by usmg conventional methods [9]? What is the dlffcJ'('llu' ill 1 lit' "tlllrl III (':, 

bebveen samples quenched at high rates and slow rates'? 

Because structural change is what drives the crystallizatlull. cOllfirl11illg t II(' 

structural e\'olution during the reaction is important. The il!\'('stigatioll of ... t 111(' 

tUl'al chang(' should be performed for the samples \VIth high (l'Wncltillg rat!'", lu\\' 

quenching rates and ln Still. Comparison of results \Vith diffelt>llt hl'dting 01 ({)ulill,!!, 

rates will show the importance of the hlgh time resol1\tioll CXPl'l'llll('llb, 

Our new experimental techniques allow us to rapidly heat alld cool ... al11pl(,:, 

while sirr'ultaneously acquiring dlffracticfls patterns and P('l mil 111 sil Il ... tlldi(,:, al 

time scales orders of magnitude faster than previously po.,~ihle .. 

The second part of this thesis IS our results of zn ,Situ lime rc:,olved '>;-1 cl)' 
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exp(·rirnents. SOTlW of the results are in good agn'ement with pre' '>lIS work. but 

Illally of t hem "how uncxpected phenomena SpeCifically. the aplwarance of IleW 

1I1d(t~lahle phas('s complicates the rrystallization kinetics. We ,an understand the 

(ryr,tallil'dtIOIl kinetics in our expenments from both qualitati\'(' and quantitatIve 

r1l1aly"es Qllalitatively. dilect obsen'ation of the x-ray diffractjoll pattelïls can reveal 

the appearancc of new phases of the system during the transformation Some of 

t Il<' new metastable phases shown Iater have been found in this way. The time 

depedence of the change of peak width of crvst alline cublc F('?r2 was noticed dUlll1g 

the run. These observations demonstrate the advantage of real time experiments. 

:\ quantitative approach towards analyzing the crystallizatlOl1 kinetJcs allows 

liS to trace the tlme dependenœ of the volume fractions of the different pha'ies 

observed in tlH' experimental data. With this informations at different temperatures, 

intcff'sting physical parametcrs such as activation energy and .-\ nami exponents 
1 

can he derived. The fundamental processes of nucleation and growth can also he . 
('xamincd [1O-12J. To find volume fractions, we need more datd analysis. that is, fits 

of t,llf' diffraction patterns by an appropriate mode!. The models are complicated 

whcn Illany phases are involved, requiring many parameters which are each expected 

10 have phYS1cal meaning. To fit diffraction patterns for dlffelent systems (NiZr2, 

l'oZr;!. FeZr2. Nb6 5Zr63 5), we had to set up different models. By using these models, 

\\'(' coult! measure the time dependence of volume fractions at many temperatures. 

ln sOllle systems, quantitative analyses were able to determine the existence of new 



metastable phases that were not ('a~ily visible by insp('ctioll nI' ,1 :--illgl(' ditrr,lct iUII 

pat tf'rn. Result s of our expcrimcn ts shO\\' how cr! ... t a Ilizcl. t iOll kill(·t le.., nI' 111.1 Il \ :-> illldd l' 

"ystcms arc dlfferent, implying it IS not yet possible to pl'l'cll(~t CI y ... ! dili/dt iOIl kint'! It ... 

l'rom Olle similar system to dllother. Hesulb al"o show that tilt' J('Si:--t<lIH (' t htlll).!.(' 

on crystallization is closely related to the phase change. 

In short, while the transformation behavior from metastahlt' to ~t,t1)I(' sy~t('IlI~ 

has been studied extenslvely there is little information as yd 011 t he' struct,tll,t! 

correlations and their behavior during ttle progression to tilt' ~tahl(, ... tal<' l'lItlt. 

resolved x-ray scattering offers a powel'ful expenmental probe with which tn dddlt'~'" 

these issues as it permits us to fo II 0\\' the detailcd kinetics of nOIH'C(uilihlitllll "tdtt'~ 

by directly measuring the structures [13.14]. '1'0 do 1II .... ltll time r('~()h(·d ,-ldV 

experiments. we have used the synchrotron radiation of the :'\alloll,t! Syll( IIIOII(}II 

Light Source (NSLS) given by beam line IBM-MIT X20C at Brookhav('1l :\atiulI,t! 

Laboratory. 

An introduction to phase transformations is reviewed in (hcl pt ('1' ~ 

In chapter 3, theoretical models of crystallizatioll kmetic .... Illo ... tl! 1)<1:->(·<1 011 

the nucleation and growth, are discussed. 

Chapter cl describes one of our main results. the time l<'solved X-I cLy ('\1)('11-

mental methods. The concepts of x-ray scattering, synchrotroll 1 cl.di,ttiull étllt! the' 

heat treatments of the samples are presented. Techniques for fa!'>!' Iwitt ing éll'rI ('(Jol-
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illg of the samples, and the necessity of high x-ray beam ihtensities are ernphasizC'd. 

Charactcl'if>tÏC's of sorne of the C'quipment are also cliscllsscd. 

Chapter ;) describes the other main part of our work, the rcsults of ln Situ 

tillle resolved x-ray experiments. Almost ail of the results in thi., chapter lepreSC'llt 

new phenomena which hdd Ilot been observed before. Among tbe man)' iIlteresting 

Zr-based amorphous systC'ms, results for four systems are gl\·en. 

(i) Our experimental results for NiZr2 at low temperatures demonstrate the 

advantages of our techniques. lt is also shown that the reaction processes at higher 

ternperatures are different [rom those at lower ones. 

(ii) For CoZr2, the existence of an intermediate metastable phase is presented 

and the results are compared \Vith those usmg conventional methods. 

(iii) For FeZr:;:, the change of particle size is presented as a fllnction of time and 

the small exponent of the growth law accompanied \Vith coarsening is measured. 

(iv) For Nb6 5ZI'63 5, how the phase separation OCCUI'S with the appearance of 

new phase is presented. 

The conclusions of the thesis are summarized in chapter 6. 
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Chapter 2 

General Discussion 

The purpose of this chapter is to review the general ideas COlln'lll illg ! 1)(' plt.t!'l" ! 1 dll­

sitions. Sorne of subjects concerning the phase transitions (ll(' dt'hnC'd ba..,C'd O!l ! lit, 

therrnodynarnical and statistical point of views. Our main st udi{'s, CI vs! {llll!..!! IlJlI 

of arnorphous materials. are classified among the different type:, of tlclll!'lfolllidt iOIl 

classes. 

2.1 Phase Transitions 

:\ general phenomenon In nature is the flow of a ::.ystem flOlIl ,l hlght'I t lJ d Il)\\"t'l 

energy state. Any rearrangement of the atorns. ions or moleclll('~ of a ~y.,t('lIl fI (l1Il 

one configuration to another of lower free energy is rcferred to rl~ ct tl'étll~f()1 /lM! IUIl, 

reaction or transition [15,16]. Phase transformations can be divid('d illto t wu ( la..,..,,·., 

Î 
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'1 .. according to the behavior of clerivatiVf's of the fr('c energy (Ci bbs fl'ee cnel gy) [1 i .18J, 

Pha:-p t ran:,f()j ,nations wlllch are ae< ompanied by discolltmuou<., lhrlnge of state (fil'::.t 

(h'f1vative:, of frcl' energy is dlscontmuotls) are callcd nrst order phase phase trans-

fOJ'lllation:,. Phasp tramformat ions which are accompanied by a continuous change 

of st.ate (higher order dcrivatlves of free energy is discontinllous) are called second 

order phase transformatIOns. In a nrst order phase transformation. the reaction 

is expectcd to be either a nucleated process or a spinodal process, depending on 

whether the lIlllJaI phase is metastabl o or unstable [19J. Cr)5tallization of amor-

phous materials in thls thesls are concerned with first ordf'r phase transformations. 

prepared imtlally in a metastable state. 

During the tran::'lOrmation. at least two phases are involved in the procession. 

the parent and the product phases. The product of a transformat Ion does not hel \'e 

1,0 be a stable state. IL can be another metastable state of lo\\'er free energy than 

the first. It is possible for this product to then undergo a further transformation 

to a more stable configuration and this sequence may be repeated until the most 

"table' form is reached. Here. we distingUlsh between metastable and stable states 

as follows [20]. A body in a metastable state IS stable withm certain limits, the 

bor1y will leave sooner or later for another state which is stable, corresponding to 

the greatest of the possible maxima of entropy. A body which is dlsplaced from this 

t'<jutlibrilll11 state will eventually return to It. Our samples, amorphous matelials. 

cl!'t' in metastable state. Therefore. during the crystallization, there is a possibility 
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for the initial state to transform into étnother nwtastabl(' ~t(l\I' bd'llll' Ihl' "t,ddl' 

crystalline st ructures are achit>w'd. 

There are three basic types of transformations in ~()llIk h.t .... t,d Ull 1 (JIll!," 1 III).!, 

the phases beforcand after transformations [21). (i) chang<,or"tlllcttll'l·. (Ii) ch.\I1~(· 

of compositIon and (iil) change of degree of order. Examples of chang!' (JI' ,,1 Illl llll (' 

are freezing or melting of a substance and cryst.allizatioll. \Vil h n',,!wct to chang(' 

of composition. compositions during the transformation can 1)(' 1 <'pJ(':'('nlt'd d~ 11\1' 

form Cx -+ Cl + C2 , where Cx is a composition jwf()\(' trdll:,rOl'llléltioll. ~ '1 and ('~ 

are the compositions after the transformation. An t'x ample or chan,!!;t' III dq!,J'('I' of 

order is j3-brass (CuZn) [22J. In this alloy the atoms in the cl~"tal abow a nitll <\1 

temperature Tc are ranùomly arranged and belo\\!, Tc, the atolll~ di'(' é1lrdllged III "ll 

ordered pattern Phase transformations can accU!' through O!H' (JI' tlll' (11)0\1' tltl('(' 

basic types. But most transformations in allo)'!'> arc combill,ltlon of two (JI 11l1JJ'(' 01 

the basic types. Crystallization of amorphous rnatcrials in titi:, tlwsi:, iU(' 1 \ pt· (1) 01 

a combination of type (i) and (ii), depending on the amorpholl~ (,olllposit IUII~. 

2.2 Transformation Mechanism 

Phase transformations can be homogeneolls or hetcrogeneou:, [1.")]. In il hUIllU/!,('­

neous transformation, with a homogeneous buildup of fluctuations in (,oIl1Jl()~iti()l1. 

there is no sharp surface boundary and the surface frce encrgy 1., sllIall. 'l'II(' tJ,lI1!->-
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fOflT\,ltion occurs throughollt thr whole system from an ullstabir illll ial '3\ ate "l1ch 

il" ill "pJnodal c!('colllpo"illOlI. In a hrtf'rogellf'ous tlànsforma~ioll. thert.' art' SOIIIl' 

t 1';III~f()llll('d or d,~t ingu1"hable reglOlls from the parent phase dUI illg an intc'rIllcd,<lte 

..,t,I,!.!,(' 1 hj~, rt'glnn of drff('!'('!lcf' might be a slllall !luclei or a loe,l! fluctuat10n of th_ 

prodtlct phase and it 1'3 1l10st probable that the transformation will :,tart from thcse 

1 ('giolls Th1S the~is is prrmarrly cOl1cerned \\.1 h cl'ystaIIiza tiO!l of amOI phous mate­

rials wlllch arf' heterogelleous transformations. Sorne subjects Wh1Ch are concerned 

with trall~follllat,on~ fi o III llll'tastabl<> to a stable pha5es wIll 110\\' be de~Cl1bed. 

2.2.1 Driving Force, Reaction Rate and Activation Energy 

The drivillg force for a tran~formation is the difference in free ellergy bet \\'('en the 

linal .,tate and tllf' initial state. Thi!' difference has ta be negative to have a posi­

t i\'(~ dri\'ing [01'('(' and !eétd ta a pos~ible tramformation A t'l'ce enelgy diagram is 

~h.l'td]('d il1 Fig. ~ l [~:lJ. The free energy difference "f two minrma. where the upper 

minimum is in a metastabl(' state and the lower minimum represents the stable state. 

show~ the drrving force. The drivmg force for the reaction to proceed is a function 

of temperature. For example. ln a supercooled liquid, driving force is rdated to 

the thermal undercooling below the equiliblium transformation tl'mperature. In the 

cr)stallization of amorphous materials, it is related 1.0 the anneal temperature. For 

both casf'S, the dri\'ing force increases with decreasing temperatures. We can expect 

that it is casier for the system to transform into a stable st<!.te when the system has 
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a larger driving force ald IIslIa!ly it has a highpr rpclcl iOIl l'dl(' B1I1 1 ht' 1 t'dt 111111 

rate, which is the tran~fornwd volullle fraction pt'r 111111 1111)(', I~ lIut .i1l"1 d('\('IIIIIII('d 

by th~ drlving force. Thc reaction rate IS also fe'latt'd 10 1 h(' .llulllir dilrll~i\l1l 01 

mabdity which decreases \Vith decl'f'asing tl'mpf'ralllJ'(' TIH'lduII' 11lC' l't'", 11011 lall' 

is dctermined by the combinat ion of tlIPse two qllanlilips. l'III' 1 IlIIIJH'1 il iUII ur 1111':-1' 

two quantities at a given temperature mostly detcrll1inc~ 1 lit' It'al'tloll 1<llt·. TIlt' 

final effect is represented as a C-curve [24] in the time temperdtllre cOOldlllatt' .lIld 

it will oe described in detai!. in conjunctlOn with tlIlll'-telll(>t'lcltlllt'-lrdlisfulllldliuli 

diagrams later, 111 chapt el' 3. 

:\11 metastable statc~ have a fi 111 te dnving forn' klldlng lu pl'Odll(,(' t l'clll"ful­

mation to a mOle stable state. :\Iso an)' tranSfOI'IIldtioIl pclth l'Will d IIW!.,,,r.")}I· 

state to a lower free energy state has to pas~ tllrollgh a IlIgllI'l' 1'1('(' (·IIPI,I.!;,\' "r.llt' 

during the transformation Fig. 2 1 IS cl configlll'atton hél\ lIlg two Illilllllld whirh dit' 

separated by one maximum. The frcf> f'nergy of ail atom or grollp (If alOllh 1/\('II'd~I'" 

to maxImum and then decreases toward the fi/lal value dUI illg, 1 III' t l'clll"llJ//llc1t 1011 

The maximum state in the free energy diagram i" called the Mtl\clte·c1 UI 1 / clll~lt 1011 

state. The free energy dIffelence from translt;,Hl state ta initicd ,,1 ait' i:-. {.t1ltod 1 lit' 

activation energy for the reaction . .-\t any instant. the ell'TIlen\:-' in tll(' "y'item Il .. \,(' 

a wide spectrum of energies and those elements which ha\(' ellough l'11<'I')I;y ('qu.t! 10 

or larger t!lan the activatIOn energy transform into another !'>tatp '1IuN' Wltl( il hcl\'C' 

insllfficient energy to nvercame the energy barrier can Ilot trall.,follll l/lltil tlH'Y {JIJ-

Il 



f ain cnough CIH'rgy. The activation t'ncrgy is widely Ilsed to dt'l(,lminf' the stabilily 

of ,L lIW! a~tabl(' sy~tem. t ho .. e having high stabIlity ha\'(' a higlH'1 act lvation cnclgy 

2.2.2 N ucleation and Growth 

If a substancc i~ in a metastable phase, it will sooner or later tranf,form into another 

phase which is more stable. The new phase is produced by nucleus creation of the 

l'l'odile! from tht' parent phase or by growth of an c~isting par tide. 

()uring IlUclf'atlon and growth, the amount of the ne\\' phase changes but 

IIsually the cJuster ~hape dOf'sn 't change. The shape is deterl11incd h} how the 

surface eneloY ;3 minimized. The shape can be a sphere as In a liquid or isotropie 

solid or have flat facets as in a crystalline solid or have palaboloidal shapes as ln 

df'!lCll'itic growth. 

The atomlc processIOn from the parent to the product phase is similar to a 

chemical reaction and for thls reason. as a first approximation. the chemical reaction 

rate equatlOn is sometimes used to describe the transformation k1l1etics [16]. Grow:h 

follows nucleation by atoms jump1l1g acros'5 the interface. This causes the grain to 

grow and the interface to migrate. In this manner the transformed volume inCl'eases 

wlth lime. 

There are many kinds of phase transformations like solidification, dissolution, 

phast' separation, evaporation, sublimation, grain growth, where diffusion plays an 
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important raie (a typical example of a transformation wl,ich 1'" dilru"'lolllt'",:' 1 ..... 1 

martensitic reaction), TIl(' II1tf'rfaClal rnO\'f'nwnt can \)(> (,Dili l'ol1e'd h,\ ,)lI[('1 ('Ill (\lll 

chtlons of diffusion, Thf'J'e arf' Iwo t~ pu'al exal1lplcs of IIlI('J'f,1t I.t! IIl()\'('lIlt'lIl UII('1l 

llsed on tl1f' transformatIOn kim·tics, Olle is diffll~lOn contl'ollpd gl \J\\'I h ,lllcl II\C'ulllt'1 

is interface controlled gwwth, In diffllslon wntl'o1\f'd growl huI'" 1'111'-1<'1'. 1 Ill' I,ICllll'" 

grows with the square root of time anrl in interfaœ contl'oll('d glu\\'lh Ihe' J'.\lhlh III. 

crease linearly wlth time (con:,tant gl'Owth rate) [1.=),291, WI\('II dllrusioll 1:-. Idpid. 1 Ill' 

concentration of the moth('1' pha"ie i!> nearly constant .Illd t Il<' J'cil /' ur pell t Id(' )!,Iu\\ t Il 

is controlled by the inter facial pl'ocf''ision. wherccls fol' l'apid IIlIC'I faCIal J't'tlCl iUII 1 1 If' 

concentration profile is determined by diffusion. 
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reaction coordina te 

FIgure 2.1: Free energy profile between two states. E is an activation energy and A 

is the transition state. The high and the low minima represent the metastable and 

the stable states, respectively. 
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Chapter 3 

Kinetics of Crystallization 

3.1 Introduction 

The purpose of this chapter is to present the characteristics of mctallie gla~~e~, t Il(' 

different kinds of crystallization processes ,and the cxistmg t h{'()l'lt'~ of Il uclpalioll 

and growth (crystallization of amorphous materials oecurs by llud('ation and growth 

process). Sorne empirical and theoretical laws of the kinetics of ery:,tallizatioll Mt' 

also described. 

The crystallization process includes the preparation of qucnched !:>amples. for­

mation of nuclei and the growth of crystals. The indivldual proce~!:>f'S al e compiIcaL!'d 

by various steps. The crystal volume may grow by an increase 1II t!H' dlllWIlSioll 01 

single nuclei or by the birth of new nuclei. Crystallization of metallic gla~se~ involve~ 

the growth of many nu,~iei and th'=! final crystalline t'orm i~ a polycrystallille .,tat!!, 

15 



The crystallization kinetics as a whole is governed primarily by the degl'ee of an­

nealing of the metallic glasses. The relationship bet ween degree of annealing of the 

~ample and rrystallization rate is described by the time-temperature-transformatlon 

('l'TT) diagram [:JO]. Different elemental compositions of metallic glasses demon­

,,1 rate diffclent ways of nuclei formation and growth, resulting III vastl,)' different 

crystallization processes. 

ITI short, the crystalEzation kinetics can be affected by many factors such as 

... ample shape and size. homogeneity of the samples and anneallllg emironments. 

Specifically, the transition mode appeared with the variatiOn of the annealing tem­

perature results the dramatic change of the crystallization kinetics. 

3.2 Metallic G lasses 

~lost of the characteristics of metallic glasses are related to the absence of lattice 

pcriodicity. The field of metallic glasses, which were first made in 1959 [31J. has 

dc\'e1oped rapidly since middle of the 1970's [28.32.33]. \'er} high cooling rates 

1'1'0111 the melt (larger thelll 106 K/s [28]) have enabled the formation of glasses 

frol11 many kinds of binary alloys, many of which exhibit propel ties which are not 

round in conventional fabrication methods [27]. This field is not merely an are a 

of pure scicntific researcb. Many new materials have been developed for industrial 

applications. Outstanding mechanical, magnetic, electrical and chemical properties 
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.-, 
have initiated the technical and scientific interest in metallic glassl's [:J.l] 

The mechanical properties such as strl'ngth and ductliity cali \H' ill1prowd "., III 

Fe-Si compounds. These properties are influenced by alloying ,\Ild IWill treatnlt'llts. 

For example. their high hardness and lack of grain boundat i('s pl'eil'llt (':>'Cdlt'llt 

cutting edges for cutting tools such as razor bhdes. Several kinds of sprlllg" c\l'(' also 

made from metallic glasses [3.5-38]. 

One of the industrial applications that depends on magnetic prop('rti('~ IS 

for transformer cores. Because of the low magnetic loss. met allie gla~ses such " 

Feis1J13Sig offer the opportunity to reduce the core los ses III distnbution trallsform-

ers [39,40]. 

The chemical properties qualify metallic glasses as corrosion r~sistant alloys 

for several purposes in chemistry, medicine and industry. For example. the PIPSC'Jll'(' 

of Cr or P in sorne metallic glasses yields ~etter corrosion rf' ' ... t ance to salt wat.er 

or sllifuric acid than that of sta1l11ess steel. Here. chromium enflched surface film~ 

act as a barrier against the penetration of soàium and Z1I1C [11 ,.12]. 

l\Ietallic glasses show a large electrical resistivity comparable tü CTy:olallirw 

resistance alloys and they have a very small ternperature coefficicll t. These elt'(( 1 J( al 

properties favor rnetallic glasses for use as precision reslstors ,Uld re!>l'itance h(,{ltc'r~ 

[43]. 

Ideally, metallic glasses do not have any crystalline structure. In rrality. /lIéllly 

different kinds of irnpurities such as vatancies or different elemente; can be iTlcorpo-
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rated from the fabrication process and initiate crystallization. Substi tu tional and 

interstitial impurities can Icad to preferred sites for nucleation cluring the cooling 

The cooling rate and various material properties have beell suggestcd as sig­

Ilificant factors wll1ch affect the tendency of liquids to form glasscs [..t..tA.5]. The 

alTlOullt of crystalline material formcd during raDid cooling depends on the cooling 

rate. A large change in crystal volume fractions will occur with lower cooling rates. 

In realty it is hard to define or to measure a definite cooling rate to avciù Lne for­

mation of any nuclei during quenchmg because measuring the transformed volume 

is limited by existing experimental techniques. Whatever t!le ca:,e, the question is 

not whether a material will form an amorphous solid whcn cooled from the IIquid 

state but how fast should a given liquid be cooled in order that detectable crystal­

lizat.lOn be avoided [24,46]. Amorphous matenal so made ha\e to be examined to 

see the quality of the structure. There are several ways to evaluate the quetlit)" of 

melt spun amorphous materials. It has been generally accepted that transformed 

\'olume fraction can be measured roughly as low as 10-3 by x-ray diffraction and 

10-6 with electron microscopy [2ï]. 

W.~ t:sed x-ray and differential scanning calorimetry (DSe) to check the qual­

ity of our rnetallic glasses. The absence of crystalline scattering from the x-ray 

diffraction profiles and seeing no unexpected exothermic peak in differentlal scanning 

calorimetry data are good indications that a sample is a structurally homogeneous 

amorpholls phase. 
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3.3 Classification of Crystallization 

Crystallization has been observed to occur gcneraIly by llUc!('dt iOll alld growth 1>10-

cesses. Crystallization proces~es are different depending 011 cOIllpo~itlOll ,lIlll .tlt' nf-

ten cornplicated by a change in compo&ition between parent and producl ph.1S('S [1 il. 

Metallic glasses may transform either directly into thcir stablp cr)'st,dlillC' phél~l'S or 

through many intermediate metastable phases and the transition l'rolll Ollt' ph.tSl' 

to another can generally proceed by sorne bequence of tlK following reclctioll~ ao.; 

defined by Kôster [48] J'pical crystallization reactlOns are .,hown scltematically 

in Fig. 3.1 for three compositions of Fe-B metallic glasses. In the following dl'fi-

nitions of transitIOn modes, the compositions not labeled 'amol'phous' r('presl'1l1 ét 

crystalline phase. 

Polymorphous crystallization: 

This transformation occurs from the metastable metalhc glass to ,trIotl)(,1 

metastable or stable state without any change in local composition. Exampl('., an' 

solidification of pure liquids, allotropie changes in pure met clis. Cl y~talliziLt 1011 of 

amorphous NiZr2, CoZr2 and Fe3B [3.49]. 

(amorphous-NiZr2) ~ (NiZr2) 

(arnorphous-Fe3B) ~ (Fe3B) 

Eutectic Crystallization: 

Two different crystal phases appear simultaneously during tIlIs tran..,rOllllat iUII. 
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I):;ually longer reaction times are needed when compared to polymorphous reactions 

where separation of components does not have to be considerer!.. Crystallizations of 

the amorphous :"Jb6 SZr63 5 and crystallization of the amorphous FesoB20 are expected 

1,0 1)(' cxamples. 

(amorphous-Ni36sZr63s) - (NiZr2 + NiZr) 

Primary Crystallization: 

During this reaction, particles of Qne crystalline phase, which have a different 

composition from the matrix (parent phase), are produced. This requires the matrix 

to change composition. Subsequently the matrix transforms !Dto another phase or 

phases. This transformation may be by one of the three crystallization mechanisms 

now defined. An example is the production of a-Fe from amorphous FC86B14' the 

rcactioll process is 

(amorphous-Fe86B14) - (a-Fe + amorphous-Fe-B) 

Most reactions occur by a sequence or mixture of these as shown in Fig. 3. ~, 

which shows man y paths ail leading to the coexistence of a-Fe and Fe2B. 

3.4 N ucleation 

Thcorctical understanding of homogeneous nucleation has undergone little modi-

ficatioll in the last sixt Y years. A classical kinetic model of nucleation theOl·y by 

.1 
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Becker-Doring and others has proved to be qualitati\'el)' correct ,\Ild t''Xt \'('lllt'ly 1I"(" 

fuI. It is the purpose of this section to examine tht' \'arious assulllpt ions on whirh tilt' 

nucleation theories are based and to study the experimental tcchlliqllt's of 1Ilt',I~1I1111g 

the nucleation process for the study of crystallization kint'tlCs. 

3.4.1 Introduction 

The appearance of a crystalline phase occurs when the atoms or molcculc's in t Il(' 

amorphous phase have enough energy to overcome the l'nergy brll'l'H'r s<,pal'ating; t 1)(' 

amorphous and crystalline phases The formation of the new phasc~ 1:- l'Olln~IIj(·d 

with a nucleus which is separated from the parent phase by Ct bOlilldaly. WIH.·ther 

the nucleus is very tiny crystallite, a stable complex of ions or rnolecules or il t.her­

modynamic fluctuation, it is capable of further growth and the transformation call 

be considered to nucleate on these sites. Whate\'er the inItiai structures é11<', the 

formation of nuclei is characterized by a nucleation rate. The nucll'atioll litte is 

defined as number of nuclei of product phase formed pel' unit time pel IInit volume 

of parent phase. 

Nucleation and growth is a heterogeneous transformatIOn. ~lIcleatloll (an Iw 

homogeneous or heterogeneous. In homogeneous nucleation, the rl'actioll OCCllI':' 

randomly throughout the whole system and (),ny smaU volume clcnwIIt III the olcl 

phase is chemically, structurally and energetically identical with every othf'r element. 

Even though it is hard to imagine the ideally homogeneous syslpl!l, this tlwoi y ha~ 
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bee'II applied to many transition phenomena and works \\!ell as a first approxlma-

tion. In heterogeneotls nucleation. the transformation occurs aL certain preferred 

~It('<,. Thesc "ites could be surfaces, grain boundaries, dislocations, impurities or 

impcl fcctions. 

Therc are two regions of nucleation theory. One is called steady state nu-

clcation (classical nucleation) and the other is transient nucleation (in which the 

nucleation rate evolves in time). As detailed in chapter 4, metallic glass samples 

were prepared, taking every precautions to avoid impuritles and mhomogeneiti~s 

in order to minimize the number of heterogeneous nucleation sItes. vVe will show 

transiellt nucleation theory fits our experimental data in chapt el' .5. 

There are few ways to measure the nucleation rate [50]. Optical or electron 

microscopes Cetn be used to determine the nucleatlOn rate by studying morphology. 

In these methods we make the volume of product phase discrete and measure the 
1 

number of particles and their sizes for a given volume of the product phase. The 

measured number of partlc1es and their size distribution for different tlmes can 

be used to determine the nucleation rate. One selects the volume randomly and 

normally assumes the growth rate of nuclei is the same even when they are formed 

at different times. The other way to measure the nucleation rate is to use the 

relationship between the overall reaction rate and the nuc1eation and growth rates. 

lIere the growth rate is measured using an optical or electron microscope first and 

then this growth rate IS used to determine the other parameter, the nucIeation rate. 

,. 

22 



The results of our ln Situ time resolved x-ray experimcnt:- for IlUel(',ltIOIl ,1Ilt! 

growth are shown in chapter ·5. There, the transformed \'OlllllH' fra< 1 iOIl of (h(· 

crystaJlization of amorphou8 NiZr2 is obtained by 11Sing tilt' tl,IllSl<'nt 1111( 1<'<111011 

theory combined with a constant growth rate. 

3.4.2 Classical Nucleation 

A review of classical nucleation theories is useful sincc most other IIl1elcat ion tlH'Ol'i(·s 

are based on these ideas. A180 classieal models of nucleation Plovidc a Il!'>l'fll\ ill!'>i).',ltt 

into the meehanism of decay of the metastable state [23.51 J 

Early tr~ \ries of nucleation were usually formulated in the laIlgllelp',f' of tilt' 

gas-liquid transition [52]. In the kineties of new phase formation. ct ~I\b~t<llit iet! 

supersaturation of the parent phase is required in order to pl'Ovlde the suffit Will, 

size of liquid droplet necessary for initiation of the growth of the new phas(' TIt(· 

microscopie fluctuations proposed to drive the transition are the eVapUl'ittloll .llld 

condensation of moleeules of the gas onto clusters. The clllsters a\'(~ 1IllagillC'd 1,0 be 

embryos from which droplets of the liquid phase may grow upon the aceullllllcüioll of 

enough moleeules. For a general pha:::e transition. the concep!':' of evaporatlOll and 

condensation must be replaced by the appropriate c1atls of microscopie f1uctuatiolls 

whieh can l~ad to the produet phase from parent phase. 

Amoug the many classieal nucleation theories [23,53,.54J, Beeker-lJoring [5.1)] 

theory has been widely reviewen. because it gives a concise idea of the lluclcat.ioll plO-
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( ccss and predicts the degrce of c;;upersaturation required to nucleate liquid droplcts. 

Becker-Dormg developf'd d theory for the rate of homog~neous nucleation of liquld 

dl'Clplet~ in slIpersaturated \apors. The assumption of their theory is that the time 

cvolution of a droplet is due to an evaporation or condensation mechanism in which 

a droplet of certain sizt' gains or loses a smgle molecule. Effects such as the co-

ctgulation of two droplets are not consldered. The nucleation rate 1 they predict 

18 

05 (t1Gc ) 1 = K(Tr exp - kBT (3.1 ) 

whcre K is a constant related to the atomic frequency factol and ~Gc is the ac-

tivation encrgy for the formation of a critical nucleus which can be described as 

follows. 

The creatIOn of an interface costs energy so that when the nucleus is below 

a certain size it is unstable d.ld tends to disappear. A nuclei whose size are above 

a dcfinite value, called critiea} size, tend to be stable The nuclei of this size are 

referred to as the critical nuclei [23.,56]. Once the size reaches the critical size, the 

11llclci proeœd to grow, forming grains. U sually a nucleus refers to a c1uster of the 

Ilew phase smaller than the elitica} slze and the term grain deseribes a cluster larger 

than the CI cal size [10-12]. 

The free energy of the eritical nucleus can be ealculated approximately using 

values of the macroscopic surface tension and bulk energy of new phase. The simple 

assumption is that ail the nuclei are spread throughout the whole system uniformly 

( 
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and that the free energy of formation depends on the slze (Incl shapt' of tilt' Illlelt'\. 

The shape is dctermincd by the surface free f'1H'rgy alld is oft('Il CllIISid('l'('t! splw) il ,,1. 

The formation free energy ~G of a nuclei of the product pha~(' ill t ht' PMt'IIt plt(I~I' 

is [5ï -.59]: 

4 3. 2 
~G = -rrr ~(,v + 4rrr fY 

3 

where !:::.Gv is the free energy difference per unit volume froIll parent 1.0 prodll( t 

phase and 0' is the surface free energy of a nucleus per unit are a which is positi\'e'. 

!:::.Gv is negative since the product phase has lower free energy than tltat of peU('IIt. 

phase. It IS the free energy L')st of the surface which pro\'ide~ the bartiel' lf'quirillg 

the nucleation process for droplet formation. The maximum of thl' free encrgy OCClIr'i 

for nuclei of radius [60-62] 

And the resultant free energy is 

20' 

rc = - !:::.G
v 

Usually we can consider !:::.Gv ex (T-Tm) where Tm is the melting tcmperatlll{' éLlld 

T is the temperature of the system [63-65]. vVhen the tempcl'ature of thc ~ystc'rJ\ 

increases, the critical nuclei size becomes larger. It becomcs infinlte at tllf' nH'lting 

temperature where the formation of nuc\ei does not happen sillce the parent pha~(' 

is stable. 

Classical nucleation theories often do not apply to real ~ysterns [(j(j,6ï]. lt i~ 

known that by its physical nature the nucleation pro cess has a non-stcady still,(' 

2.5 
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(transient state) charaderized by a time lag [68-70J. However. wc can apply those 

theories to the rcal systems where the formation of nuclci do not require many atoms 

01' for the early time reaction of the large systems without consldering the transient 

l'cgimc of nucleation [64:]. 

3.4.3 Transient Nucleation 

Jn rcal systems, thcre is a transient regime in which the nucleation rate increases 

until it reaches its steady state value. Thus the nucleation rate must be a function 

of time. The main impediment to nucleation is the time required to grow embryos. 

This time lag has been studied by many people using more developed theories and 

have been applied to real systems [48,50,ï1J. Thus, during the init:al tl'ansient, we 

must expect that nucleation rates are far below th~> results given by steady state 

llucleation theories. 

One of the early works on time dependent nucleation theory was conducted by 

I\antrowitz [72]. The nucleation rate he derived 

(3.5 ) 

where T is the time lag which is expected to increase significantly with decreasing 

temperature. 1$1 is the steady state nucleation rate which is given by classical 

nudeation theory [73] in Eq. 3.1. This equation converges rapidly for large times. 

Using the Poisson summation formula the series can be put into a form which 
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converges much more rapidly for sm:tll t. \Ve gel 

47rT t 00 (7r 2
T ) Is = I~t (-) L exp --.-(2111 - 1)2 

t m=\ If 
( . ~ ti) 

To have large rates of nucleation, WI? have to have t of ord('!· T It is mkl'I':--till).!, II) 

truncate Eq. 3.6 at the first term (m=1). It is sl'en then that tr(\lI~i('111 IIUc!t'<ltlulI 

time is given bya diffusion like equation for fit· "uations from the parent phasl' 10 

reach the critical nucleus radius [ï2J. 

For numerical work. only the first few terms arc IICPded pl uviding Eq. :J.,") IS 

used for times larger than T and Eq. 3.6 for limes smallcr thclll T. At tillll' I.=T, 

both give equal results. These two equations will be used to fit our dala III chapl('! 

5 [13J. 

3.5 Reaction Rate 

3.5.1 Basic Equations 

The isothermal kinetic processes of crystallization of amorphou:-, materials are !'oo 

complicated to solve the problem explicitly throughout the whol(' I,LIIge of the tliUI:-'-

formation. However, there has been an empirical equation which de~cril)(~s helc!o-

geneous reactions. The general form of this is [25,74-7iJ 

dx 
- = kt n

-
1(l - x) 

dt 
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where k and n are constant during the reaction assumed independent of time at 

constant temperature and .r is the transformed volume fraction. The (1 - .r) term 

l'I'fkct.., tlw graduaI decrease of reaction rate as the unreacted matrix is depletcd. 

'l'Ill' rate constant k and the time exponent n are the useful phenomenological pa-

raml'tcrs providing a description of isothermal reaction kinetlcs. The meaning of 

these constants will be further described later in the discussion of the theorctical 

model of crystallization kinetics. The constant k can be often expressed as 

E 
1..- = ka exp ( - - ) 

kBT 
( 3.8) 

where the prefactor ka is a constant called the frequency factor and kB is Boltzmann's 

constant. When k is expressed this way, it is sald to be of Arrhenius type \Vith 

the activation energy E [78J. Eq. 3.7 has been known to descl'Ibe the isothermal 

kinetics of a wide variety of heterogeneous reactions. Many of the theoretical kinetic 

equations for simple processes may he reduced eithel' actuall) or appl'oximately 

to the same form as that equation with a speclfic value of k and n. Smce the 

kinetlc pro cesses of the systems concerned are heterogeneous reactions controlled by 

Ilucleation and growth, a theoretical model of the kinetics of transformation can be 

,-'xpected to include the parameters, the nucleation and the gl'owth rate. For the 

formation of models, in general, it is assumed that: at any time t (i) the reaction 

rate de pends on the number of particles of the product phase which is determined 

by the time dependence of the nucleatlOn rate 1 in the imerva! 0 te t seconds and 

(i i) the reaction rate depends on the growth rate of each particle. The growth rate 
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depends on the geometry of the particles and each dimensionell gro",t h \ t'luClty 

As shawn in the previoui'> section. 1.0 get t he rate of Iltl( I('éd iOll, sOllle aSl'ItllIlp­

tions were introduced as it is generally impossible to deduce t Ii(' t illl(' dq)('lId('IlL'e 

of the nucleation rate explicitly. Ta get the growth rate, a ~ilJlil(1l !>it Uél t iOIl OCl'IlI S 

and it is necessary to make some reasonablc assumptions. :\11 <':o.alllpk. which will 

be shawn later, will describe how the nucleation rate 'l.nd the growth l'ate éln' gi \,('11 

by a simplified model. The model will be used for the analyses of our experimcllt.al 

data as will be seen in chapter 5. It has been found that a wide variety of modl'b 

give exact or approximate equations of this form in Eq. ;3.ï, wit.h diffcrcnt vétlues of 

k and n. People have been using measured values of n to infer \\' hat the 1l11CroSCOplL 

mechanisms are. 

One of the theoretical expressions which is the same as the above clllpiril'éll 

equation is the Johnson-Mehl-Avrami equation. The equation helS Iwen widdy u~l'd 

for isothermal studies of crystallization kinetics and can I)f' wnt ten as [8] 

x = 1- exp (-(ldtl 

One of the most simple systems in which to check this reaction l'quation is Olle wlll'rp 

the Clmcentration does not change from the unreacted matnx to product pild~(, .,ll( il 

as in polymorphous crystallization. This equation can be understoorl in Jetail by 

following the authors work. The basic assumptions for modeling the cquation under 

the isothermal kinetics are [8,10] 

(i) The reaction is driven by nucleation and growth. 
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(ii) ~uclcation and growth rates are constant through the n>action. 

(iii) The nucleation occurs randomly throllghout the system. 

(iv) The rcaction products form spheres except when, during growth, impinge­

!Twnt on ot.her growing '>pheres occurs. 

Following A vrami's denvation for the reaction process is llseful in order to 

llnderstand these assumpt ions and to apply the nucleation and growt h rates to the 

ove rail reaction prncess. The / particles nucleated at time t l will have grown to 

occupya volume fraction ,\C3(t - td3
/. where ,\ is a constant Jepending on the 

shape of the growing particle and G is the growth veloclty assumed to be lineal'. 

Therefore the transformed volume fraction during early time, when impingement of 

Cfystallites can be neglected, is expressed as 

(3.10) 

:\ vrami showed that impingement and depletion of the parent phase can be approx­

imately accounted by the formula [.5,10,11,79] 

x = 1 - exp ( - Vx ) (3.11) 

'l'lm, is equivalent to saying that 1 and Gare independent of .r and that a term 

(1 - J') in the rate equations accounts for depletion ;~ id impingement (as in Eq 3.7). 

:\ \'rami calls \t~ the extended volume. It is defined as the sum of the volumes of 

all particles divided by the total volume, assuming that the pat ticles never stop 

growing and that new particles keep nucleating at the same rate in transformed as 
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well as untransformed material. ~ ~ can exceed unity. Thus t h(, ('nt in' (llOhll'1l1 ut 

determining the kinetics of reaction has been reduced to filldill~ \ 1 frolll Eq. :UO ill 

any particular case. 

Here are two simple examples of applications of the .Johllsoll-~kld-:\\'l'(lllli 

equation. When N nuclei are formed at time 0 and nope tlH'reartc'l, tll(' t·xLt'lldt.d 

volume is 

and transformed volume fraction becomes 

If the nucleation rate is constant, the extended volume is 

(:~ 1 1 ) 

and the transformed volume fraction becomes 

(:~.15 ) 

These are the special cases of the Johnsoll-Mehl-Avrami equatlon with A vrélmi ('x-

ponents 3 and 4 [11]. 

Another example of the application of the equatlOn is for a sy~tem wlH're tll(' 

nucleation rate is not constar.t but a function of time. Abo growth mech(llli~ll1!-> 

which depend on dimensionality have to be considered. In thc:,c complex proc('%("" 

the transformed volume fraction is not expressed in a sImple form. Moreover, dif-

ferent reaction processes are possible with the saIlle exponent. 
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'vVe use the time dependent nucleation theory which is shown in a previous 

~('ctiol1 for Eq. 3.11 wlth a three dimensional growth rate. The final expression fOl 

the trclnsformed volume fraction is 

(3.16) 

Thereforc, by comparing this equation to our experimental results for the trans­

formed volume fraction, crystallization process can be understood as a nucleation 

and growth. The result for the crystallization of amorphous ~iZr2 are given in 

chapter .5. 

3.5.2 Time-Temper:iture-Transformation (TTT) Diagram 

The most important parameter for the study of kinetics is the temperature. The 

time-temperature-transformation diagram represents the effect of temperature on 

a typical reaction [2ï]. It usually shows an mitial and final stage of the reaction 

with time. Aiso several different transformed volume fractions can be represented. 

Ont' 01 the simplest reaction curves in time-temperature-transformation diagram 

lo,)ks like a C as shown If' Fig. 3 2, where the curves represent the time-temperature 

relationship with the transformed volume fraction x=99% [24]. Often the reaction 

process is complicated and the shape of tht:. reaction curve is a mixture of man y C:s. 

The incubation time is also determined by the annealing temperature. Some­

where in the intermediatf~ range of temperatures, the incubation time becomes min­

imum and the reaction veloClty is maximum. The least time for a given volume 
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fraction to crystallize results from a competition between dri\ ilu! fOlcl' fol' l l'y~t.\l. 

lization, which increases with decreasing temperature. and atolllic ll1obility. which 

decreases with decreaslOg temperature. This competition gi\'l'~ the (' ~h(IJ)(' Tht' 

reaction time for a given volume fraction of tell has an :\rrh('lllllS tt'IllIH'I,<\llIJ't' dt'. 

pendence. 

Time-temperature-transformation curve can be used to describe tht' rat (' of 

each transformation. The positions of the curves differ from alloy systc'III to alluy 

system and also change with composition wlthin any specifie allo)' system. It ~h()lIld 

be clear that the time-temperature-transformation diagram is in no ~c'll~e " ph",,(' 

diagram, it has been introduced as a quahtative descriptIOn of t Ilf' tl'(ln~t'ol'lll<ltioll. 

As we will see in our differential scanning calorimetry and 111 .... lln Lill\(' I('~ol\'('d 

x-ray diffraction expenments of NiZr2 system in ehapter .5, the t l'an~forl1latiol1 oc. 

curs in a simple manner without any complexity at low tempclëttul'e. ~llllrly t'rolll 

the amorphous to the tetragonal phase. We need just one C-cU/'vc to dcscl'lbe the 

reaction at low temperatures. But at high temperatnres, we find another metastahle 

phase is involved in the transformation and two C·curves whieh rl'prespnt t!H' dif. 

ferent reaction products for two phases have to be introduced . 
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Figure 3.1: Schematic diagram of typical crystallization reaction in amorphous Fe-B 

compositions, taken from Ref. [48]. 
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Figure 3.2: Time-temperature-transformation diagram for the crystallization of 

amorphous CoZr2 and FeZr2 corresponding to a volume fraction crystallized of 99 

%, taken from Ref. [81]. 
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Chapter 4 

Experimental Methods 

4.1 Introduction 

ln this chapter, the experimental apparat us and the techniques vv'hich we have de­

veloped are introduced. The theory of x-ray scattering is also reviewed. With our 

III $ltu time resolved x-ray expenmental method we can get time resolutions much 

raster than has ever been prevlOusly reported [81]. This improvement is essential 

for the study of fast reactions. Therefore, before the experimental methods are de­

scribed in detail, we will discuss why high time resolution is required and how the 

new experimental methods are applied to the study of crystallizatlOIl of metallic 

glasscs. Righ time resolutiol1 experiments require: (i) fast sample heating and cool­

ing, (ii) fast data acquisition, (iii) fast temperature control and (iv) a high intensity 

x-ra}' source. 
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In thefirst place, we must have a h!gh heating rate in ord(l[' to satisf~ is()tllt'r­

mal conditions for the system. Spccifically. when l'l'action rdt(':-. \WCOIllt' 1',\:-'(('1. d 

higher heating rate is reqUlred, othcrwise the reaction might ~t,\rt lH'fnll' tht' lill,l! 

temperature is reached. By resistively heating the sample in OIH' dt IlH):-,plH'II' of 

helium gas, we can get heating rates of over 10" K/s and coolillg rate~ of lO,l \\/-;, 

Secondly, with the ability to heat the sample fast, some pardlllC'tpl'S will ha\'(' 

to be monitored simultaneously and rapidly Examples of suc" IMraIlH'tC'1 S cU'(' t hl' 

temperature and resistance of the sample. incident beam intcll',lty élnd l'Itlllltllg 1,1IIlt' 

(Fig 4.1). The most Important parameters are the scattered X-IllY JJlt('ll~iti('s whtch 

allow us to monitor the structure of the sample, As far c1:-' t/If' tlllU' rl'sollltuHl 

is concerned, decreasing the time to acqulre each scattenng pat tem t~ the Ill()~t 

difficult. By using a position sensitive detector and a special lllOIlOCltlOllIdl,ol. \V(' 

can acqUlre diffraction patterns as fast as every :3 ms [82J. 

Thirdly, controlling the sample temperaturp is challenging. A cOll\'(lllttonal 

temperature controller has a large response time (for example, t(l"POIl~(, tl/lH' = 1 (JO 

ms for a Eurotherm). \Vith titis long time constant, constant tempcraturc i" not 

reached as quickly as we want. \Ve use a pyrometer with a respon~l> tlllH' of 10 Ill~ tu 

read and to control the sample temperature. The output voltag{l of thl' pyrolllf't{'1 

is used as a feedback to control the power suppiy. With tills lIlcthod, W(' o\)tc1ill cl 

constant temperature to within one percent. 

The next thing that has to he considered IS the incidcnt x-ray bcam. IIig;h 
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heating rates and fast data acquisition have to be combined wlth a high intenslty 

inCident x·ray beam. The higher the time resolution, the lower the number of counts 

Wf~ fIleasure for each scattered pattern during each ~ampling time (Fig 4.2). Because 

the !('dctlOll rate bccome~ faster for the higher anneal temperatures, the experi-

mental running time bccomes shorter. For example. from our data with an anncal 

temperature of T=653 1\. a running time of 400 seconds was enough to study the 

l'eaction with each parameter (including diffraction patterns) monitored every two 

s('conds. With the anneal temperature of T=75ï K, the running time was two sec-

onds and f'ach paré"rneter was momtored every five mllliseconds. The high incident 

intensit,j is provided by synchrotron radiation from the 0!ational Synchrotron Light 

Source at the Brookhaven National Laboratory USll1g the IBM-~lIT beamline X20C. 

As a last part, sorne partially transformed samples were quenched from the 

anneal temperature to room temperature at National SyncblOtron Light Source \vith 

our high qucnching rate. These samples are investigated by x-rays and electron 

microscopy to measure more completely the structural changes and mOl'phology 

(Fig 4.:3). Slowly quenched samples from the differential scanning calorimeter have 

heen examined by x-rays and the structural cha.nges compared with those of the 

rapidly quenched ones. 

Our new experimental techniques, which have L1e advantage of simultaneously 

pcrforming rapid heating of the sample and fast monitoring of the parameters, when 

cou pIed with the high intensity synchrotron radiation, allows highly time resolved 

38 



data to be obtailled. As will be discussed in chapter ,5, the klllt'! ics of ('1'\ sl.d-

lization at the high anneal temperatures are sometlmcs signiflc<llltly difft'It'Ilt fWIIl 

those at the low temperatures. Structural investigations usillg x-rays sho\\' ! hel! cl 

system which is rapidly quenched from the anneal tcmperatult' to room tt'IlI(H'I"I-

ture is sometimes different from ones quenched slowly III tht' rliifell'Ilt i,,1 SC(llllllllg 

calorimeter. 

4.2 Equiprnent Setup 

For zn sztu time resolved expenments with synchrotron radl,LtlOlI, Il\,LIIY pil'c(':-, uf 

equipment are assembled together. To get an overall idea of t!lf' ~etllp. W(' will d(·-

scribe briefly how the equipment is mutually connected and how t.hey are ('Oll! 1011('d. 

There are two IBM persona! computers. for alignment of the inCident bCctlll 

and for control of the experiment. The alignment computer con trois the slIt~ wlllch 

adjust the beam size, the mlfror to focus the beam on the l'l'liter of the ~;ul1pl(' 

chamber, the monochromator to select the proper wave lellgth and the ::.pectrollwtt'I' 

which orients the sample and detector. Aiso. it controls the hOl'lzontal alld vertical 

position of the table on which the spectrometer is mounted. The~e eqtUpllH'lIt M(' 

controlled by 32 stepping motors. 

As shown in Fig 4A, the other computer acquires the dilfractcd intensity via a 

detector, incident beam intensity via an ion chamber, temperature of the ~alJlpl(· via. 
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( a pyrometer, voltage and resistance of the sample via voltmeters. ft also controls 

the experimental timing and the heating of the sample. 

As shown in Fig 4.4, there is other equipment. These are oscilloscope, cooling 

~y~tem, vacuum pump, helium gas and sample chét lher. The oscilloscope is con-

Il('d('d to the detector console to watch the evolution of structure in real time. By 

inw1stigating the x-ray patterns. we can immediately adjust experimental conditions 

Sllch as the anneal temperature and running time. The cooling system maintains the 

dclector at low temperature (_40° C) to reduce background whlch occurs by leakage 

across the deteclor diode [83]. The vacuum pump evacuates the air from the sam-

pie chamber and then we fill tht chamber with one atm of high purity (99.995 %) 

1J('11I1I11 gas to improve heating and cooling rates (the heat treatments are described 

in detaillatcr). also to prevent oxidation of the sample. 

Anothcr important piece of the equipment is a ballast resistor. This is used 
1 

III the electric circuit in series with the sample to minimize the power fluctuation 

causf'd by change of sam pie resistance which happen dunng the transformation. The 

n'sistallcf' is chosen to satisfy a conditIOn, ~~ = 0, where P 15 the power and Ris the 

rf'sistance of the sample. By working near this point. the changes III resistance which 

occur on crystallization have minimal effect on the power applied to the sample and 

minllnize the effect on the sample temperature. 

'P1(' sample chamber is specially deslgned for our experiments. It is meant 

tü be mounted on a Huber spectrometer. As shown in Fig 4A, the five windows 

( 
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are positioned to allow both high and 10\'" angle expcnmcnt::; Each wil\dow Illdy 

be covered by different materials depenoing 011 purpost'. Hl'l'ylllullI has ,l l.np,l' 

absorption depth (~1.4 mm for ,,\=2.1 Â[22]) for x-rays and lWI'.\'lIiul11 win<lows <In' 

used for the incident beam and for the diffracted beam. 1'11<' ab"orptiol\ dppt.h of 

quartz is small (~O.19 mm for ,,\=2.1 Â) for x-rays and large for infrarcd lighl. Tllb 

window is used to absorb the transmitted straight through >.-I<I,\'S -;0 clS 10 redllCl' 

any background scattering which might occur. It is also used 10 allow the illfrclwd 

light to reach the pyrometer whlch is used to read the sampl(' temperatulc ('l'hl' 

p) l'ometer will be discussed in a la ter sectIOn). Through the gla:.s windows, the 

environment near the sample which is located inslde the cham))!'l' ran he' ('xam1l1l'd. 

Each window covers 20° and the positions of the window:. art' can'fully deslgned so 

that there exist a pair for each 20° range from 0 to 180 degrecs. 

Fig. 4.5 shows view of inside of chamber. a sample maniplliator is positioll('d 

along the center of the cylindrical sample chamber. At one end of the maniplllator, 

the sample holder is mounted. The size is chosen so as not to tOllch the :.uïfaCl' 01 

the chamber and the coolmg pipe. The sample holder can be freely rotated abolit it.s 

axis and we can measure the diffractIOn patterns Ir. transmission as weil in rcllf'ctioll. 

One end of the sample is attached to a rotatIng spindle. When thermal explill!->1011 01 

the sample occurs, the spindle rotates under spring tension and kecps the surface of 

the ribbon in a fixed plane. Electric leads on both end:, of the sal11ple arc connected 

to the copper cooling pipe which is tightly mounted to the chamber flange. TIIf' 
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copper cooling pipes are for the ftow of water or gas. By keeping the temperature 

at the end of the sample constant, temperature drifts are minimized. This copper 

pipe is also used as the leads to pass the current to the sample. A teflon pipe 

completes the water connection without conducting electricity. At the other end of 

the sam pIe manipulator, a linear vacuum feedthrough is located and It is connected 

to a de motor. The motor controls the position of the sample by moving the lOd 

inward and outward. This adjustable meehanism plays an important role in the 

experiments. Small deviatlon of the position of the tiny sample from the incident 

beam path give rise to a big effect on the scaUered intensities. By usmg the de 

motor and by measuring the scattered intensities from the sample. we can easily 

center the sample on the incident beams. 

4.3 Sample Preparation 

'vVe have performed experiments on several different alloy systems. Since the meth­

ods to prepare al! the samples are very simiJar, only the way in which we make our 

most studied system, ~iZr2, will be described. 

NiZr2 glassy samples were prepared by melt spinning pellets with proper com­

position. To prepare these pellets, the proper mass~s of high purity Ni(99.999 %) 

and Z1'(99.95 %) were cut from stock. The Ni and Zr were then melted and mixed 

under a titanium gettered argon gas atmosphere. The melting process was repeated 
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several times to ensure homogeneity. The correct mass of the Illlx('d Ni-Zr "'riS pul 

in a quartz capillary. Melt spinning was do ne in 3.') kpa helilll11 al fllosphl'I't, ln ,m>id 

oxidation and high purity argon gas was used to eject 1 he liqllld onlo 1 Ill' COPPl'l 

wheel. The tangential wheel speed was 60 mis and the re~ult illg ribboll siz\' \\'i1S 

1..5 mm wide and about 1.1 flm thick. X-ray diffraction exp(,l'llll('llts \\'('re perfol'llll'd 

to examine the quality of the samples. The lack of any dekct a blf' ~harp linl''' in 

the seattering patterns ensured that the samples are amorphous. Sal11ple~ w<'re al:,o 

examined by differential scanning calorimetry and found to agrf'e with previoll~ly 

published erystallization temperatures [84]. 

4.4 X-ray Scattering 

4.4.1 Scattering Pro cesses of X-ray 

X-rays. which are radiated from accelerated charged particles. uIIdcrgo scatterlllg 

when passing through material substances. The scattering of x-rays hy malt('r 

results from the combination of two different phenomena: (1) scattcring by ('acb 

individual atom and (ii) interference between the waves scatteled hy the"c atolll:>. 

This interference oecurs because the waves scattered by the individudl atollls élie 

coherent with the incident wave, and therefore between therns(']vp'i [85]. 

Let us consider a group of atoms arranged in sorne arbitldl'y maIlnel' and plaœd 

in a parallel monochromatic beam of x-rays. Each atOIn emlts a scattered wave wlllCh 
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is coherent with the incident radiation. These waves interfere each other and they 

havl'an intew,ity which dcpends on the directIOn of observation. This dependence 

i" Il'lated to the atomic structurr of the object. The scattcring from crystals and 

amorphol1s ~ubstances follows from the law governing this dependence. 

The intcnsity of an approximately parallel beam of x-rays is the flux of energy 

WhlCh crosses a UnIt surface which is normal to the average ray of the beam in one 

i>econd. The simplest met .1Od to measure it is to aeterrnine the number of photons 

emit.ted or r('ceived per second, either pel' unit area or pel unit angle 

The applicatIon uf x-ray scattering to the kinetics of phase transformation in 

this thesls is by measuring the change of scattering patterns \Vith time. An example 

is shown in Fig 4.6. The il'Itially broad amorphous scattering pattern shown at t=:32 

s evolves into a final pattern determined by the structure of the crystalline phase. 

4.4.2 Powder Method 

Th(' pO\vder method of x-ray diffraction which was developed il1 1916 by Debye and 

Scherrer and in 1917 by Hull is one of the most useful techniques of al! diffraction 

rnethods. 

Our samples are initially amorphous and becomes polycrystalline after the 

t ransfol';nation. The x-ray diffraction profiles are therefore like that obtained from 

a p0wder The objective of this sectIon is to r~view powder diffraction and to ap­

preciate the difference between the single crystal method and the powder method in 
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x-ray ,:.iffraction experiments. For a single crystal specimen, tht' \'rlriolls dilrral tiull'; 

are obtained elther by using the polychromatic radiation or rolat1l1,1!; tilt' cryslal illll) 

the various positions which allow diffracting the Illonochrolllalic radiation III thl' 

powder method, the specimen consists of a very larg(' Illlnll)!'r of !-Imall cr.v:--tals 111 

every possible setting .. vith respect to the incident beam . . lu:--t by ch<lllcl', :--OlllP of 

the particles will be correctly oriented and the planes of certain directiolls will hl' 

able to diffract the incident beam. Therefore diffraction patterns can he detl'ctl'd 

with the monochromatic x-ray beam without rotation of the ~alllplc 

As with a single crystal, a scattered ra)' from a po .. vdered sample scl.tisfies 1 he 

Bragg condition, 

(.1.1 ) 

here d is the plane spacing of the crystal for a given orientation, OB IS hall' 1 Ill' 

srattered angle and ,\ is the wavelength of the x-ray. 

One of the useful formulae we neecl gives the scattered intensity for t he cho~(,11 

Bragg angles with respect to the incident beam. The scatterpd intenslty i:-. 

where 1 is the relative integrat.ed intensity, FIS the structure factol and pis the 1I11r1-

tiplicity factor. The term (1 +cos 2 (jB)/(sin 2 OB cos (jB) is cl'Jlcd Lorentz-pularizatiull 

factor. It cornes from the effect of polarization of the incident x-rays alld the gl'-

ometry of the scattenng. In the powder method, al! planes of the ~ame spacing 

superirnpose to the sarne Bragg's angle because of the randolIlly oricllted smitll 
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crystals in the specimen. The multiplicity factor counts the number of planes. This 

rnultiplicity factor is different for different sets of planes. For example, p is 6 for 

{IOO} plane::. and 12 for {lIO} in cubic structure. 

Sometimes we can measure particle slze:. ;n the specimen. The Scherrer formula 

is used to estimate the particle size of very small crystallites from the measured width 

of their diffraction curves. The formula is [22J 

À 
L=~-~ 

B cos OB 
( 4.3) 

where L is the cry&tal size. B is the full width at half maximum of the scattering 

intensity with scattering angle. 20B is th,: diffraction position of the peak. 

Usually',vp; use wavevectors lIlstead of the scattering angles to describe diffrac-

tion. They are used because they are independent of the wave length of the incident 

beam and the peak position of the scattered mtenslty from a given compound is 

ttlways at the same wavP"ector regardless of the kinds of x-rays used. The relation 

between scattering angle and wavevector is 

47rsinO 21.' () 
q = = r.: sm 

À 
( 4.4) 

wlH'IC k is wavenumber of the incident beam. With this coordinate the particle size 

IS rcpresented as 

( 4.5) 

where èt.q i5 the full width at half maximum of the scattered intensity in the trans-

formed coordinate. This formula can be used tü estJmate particle slze in x-ray 
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diffraction experiments. 

4.4.3 Synchrotron Radiation and Beamline X20C 

Since almost aIl our x-ray experiments have bœn done at the ~ ,Il iOllétl SYllchrut IOIl 

Light Source(NSLS) at Brookhaven National Laboratory(Bf\L). \V(' will bridly clt'­

scribe synchrotron radiation and beamline X20C of the National Synchrotron Light 

Source. 

A synchrotron is a particle accelerator uscd t.o impart en('1 gy 1.0 IMrt.icl('~ ill 

order to carry out experiments. It is used for ail kinds of palticle~ and ln pctl't.iclIl,t! 

used in electron storage rings. Synchrotron radiation is the electromagnetic radiation 

that is emitted by charged particles which are moving at relativistlc s!w('ds III t IJ(' 

circular orbits of the synchrotron. 

Since 1946. when the electromagnetic radIation emitted by a !>ynclllot rOll I,l­

diation was first seen at the General Electric Laboratories [86]. t !tell' illlportilll< (' ct!> 

a light source has continued to grow [8ï,88]. \Vhy, nowadays, arc tlw syncillotloll 

radiation so widely used in physics. biology, medical science. chf'rnistry and U'( 11-

nology? Synchrotron radiation has two characteristics which cannol 1)(' ol>télllWc! 

from normal radiation sources. One is the \vide lange of wavel(~ngths or ('IIt'rglC!> 

(from 10-1 to 103 Â) available. Wlth these photoll energies, !>tudics of mally of t/w 

properties of atoms, molecules, solids and biological system!> cau he ilCC<JlIlp/i~/\{'d 

The other is the high incident photon flux. This allows eXpCl'llllents 011 "'y.,\('III.., 
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whcre the ratio of the <,cattered to the incident beam intensity is too small to use 

('onw'ntional x-rays source [89]. 

A~ shown in Fig -1.7 (where the heavy li ne is beamline X20C) , the )Jational 

SYllchrotron Light Source con"ists of two high intensity electroll storage rings. One 

is optimized for the production of synchrotron radiation in the ultraviolet range 

and has a maximum electron energy of 700 MeV and 51.02 m circumference. The 

other is the x-ray ring whlch is operated at an electron energy of 2.5 CeV with a 

170.1 m circumference. The electrons in the storage ring circuldte in bunches and 

the number of circulatmg bunches can be controlled. The bcamline which will be 

explained later is connected to the ring by an aperture and the radiation IS observed 

along the beamline whenever a bunch of electrons passes the aperture. The speed 

of clectrons arc clo:le to that of hght and the typical bunch length IS 10 centimeters. 

The photons are thus radiated wlth a pulse duratlOn of nanosecond" The repet,t,on 

rate betweell bunches w 11lch IS determined by the number of buncht:s and the size 

of the storage ring and is typically around .500 nanoseconds for a single bunch at 

National Synchrotron Light Source. Ouring our experiments, we measure for times 

long cOlllpared to the pulse rate, for this reason the storage ring radiation can be 

considcred as continuous in time for penods of a mi IIi second or longer. 

The radiatIOn pattern is confined to a forward-dlrected narrow cone, when 

vi('wcd by an observf'r in the laboratory frame. The aperture angles are proportional 

to mc2 JE, whcre m is the rest mass of the electron, c is the light velocity and E is 
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the electron energy [90.91]. 

A schematic dlaglam of the beamline for thC' tmw r('~oh ('d ("P('llllIl'!lI~ 1:­

shown in Fig 4.8. The beamline includes focusing 111l1TOrs. filtl'r~. monochrolllal()r~ 

and enels at an experimental chamber. The Deamline is sf'palatcd by fl 1 hick conn t'tt' 

wall from the storage ring w hich sille Ids the lugh encrgy radiclt ion from 1 lit' ,\1'1',\:­

accessible by the users and staff of the facility. The distance betw!'cn th(' radiallo!l 

source and hutch is 22 m and the beamline mainly consists of 6 and S inch stailllt'~s 

steel pipes. The staillless steel pipe IS evacuated (10-7 tOIT) and nlillly in~trtlll\(,llh 

are connected to the pipe. Turbo pumps and IOn pumps are used t(, keep the Illll'lOr 

and monochromator in high vacuum. By closing shlltters, wlllch cut th!' lIlcid('Il!. 

x-ray beam. one can go into the hlltch without damage. Ail 1011 chctml)(,1 b t1:,cd lu 

measure the incident beam intensitles. 

Whenever we perform experiments, the first thing that has lo be Jon(' i~ t 0 

align the bear.l A weIl aligned beam means that the incident beam ha~ cl hlgh 

intensity, is weil focused and properly positioned at the center of t IH' spcclrollle!.('r. 

Proppr beam alignment is mostly controlled by the mirrOl and tht' 1I10nOcillolll<ltOI. 

Accordingly, from among the many pieces of equipment on tlJ<' beitllllilH'. \VI' will 

describe in detai! the function of rnirror and monochromator. 

The function of the mirror is to focus the beam on the ~ampl('. \Vithollt 

focusing, a large distance implies that part of the photon bCéllll 1::' lost dll(' to Il.., 

angular divergence. The mirror IS silicon coat eu with platinull1 and is toroidal \VIt Il 
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, , 1 cm and 1 .. 5 km radii. The refraction inoex of materials for x-rays is less than 

OIJ(' and so for small angles total external reftection occurs. By adjusting the four 

rads, wc change the rneridlOIlal radius and incident glancing angle, allowing us to 

focus the' bcam in both the vertical and horizontal du'ections. Since the size of x-ray 

:-,our('(' 15 0 :38 mm horizontal x 0.12 mm vertical. with an aperture angle of .5 mrad 

;< o.n mrad without a rnirror, we would have a beam size of 110 mm x 5 mm at 

the hutch 22 meters from the source. This large beam spot decreases the intensity 

cnormously. By using the muror, we can focus the beam to a size of 1 mm x 1 mm 

and the increase in the Întenslty by focusing Îs nearly 103 times [92]. 

The monochromator selects the desired photon energy by eliminating photons 

of ail energies except those with vah.es wlthm a narrow bandpass. It i5 located 1~ 

111 away from the source. At the energy used (6.0 keV), the monochromator has an 

cllcrgy bandpa5s of 1 %. full width at half maximum It is composed of an artificial , 

Illult dayer ~tructure cornposed of many alternating silicon and tung5tcn layers having 

cl period of 23 A. Since the multilayers have a wider energy bandpass than that of a 

singlC' crystaL it is used to get a high intensity of x-ray. The monochromator consists 

of two antiparallel multilayers, one fixed and the other movable. By adjusting the 

inCident. angle, the energy IS selected [82]. 

[n conclusion. the synchrotron radiation and the optics have been briefly de-

scrilwd. We have indicated how we acquire the x-rays and how we dchieve the high 

intC'llsit.y beam which is crucial for highly time resolved x-ray experiments. 
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4.4.4 Detector 

Even though there art' many differPIlt types of dpl('clors III :\.-rél\· 1lH'''~lI\'t'Il\l'lIls. 

they are ail based on the same fundamental prinCiple. Ill(' tramr('1 of p,IlI or ail ur 

the radiation to the detector where it is converted mto SOIll(' 0(1)('1 tOI III uf ('Il('l!!,)' 

more accessible to human perception. Ont' of the conv('ntionél lIy us('d d('1 ('cl ur~ i~ 

the scintillation detector. vVe have used a position sensitive dl'lpclor. il '>('Illlt 011-

ductor x-ray detector (referred to as a solid state detector). fol' 0111 t.llll(, \'(':,uh('d 

x-ray experiments. The purpose of this section, by dcscriblIlg t wo dd('ctul 'i, 1 II(' 

scmtillation detector and the position sensitive detector, is 10 ('Xplrllll Ill!' 1('tI·.;uIl~ 

we have used a position sensitive detector. 

A scintillation detector consists of scmtillating mal.f'l'lal wltich i.., cUlIpl('d lu" 

photomultiplier tube either directl: Ir via light gUide. As radlatloll pa:-.s('~ tlllUlI!!;1t 

the scintillator, it excites the atoms and molecules of the scintdlalol (<IUSIII)!, II!!,hl III 

be emitted. This light is transmltted to the photomuItlplier \vhel'!' II 1.., ("011\,('1 (t'd lli!o 

a current of photoelectrons which is then further amplified by ail (,1(,( tlUIl IlllIlI Ipltl'!' 

system Since the recovery time of after each event is short. ((bdly. ('<lell phu!ulI 

is expected to produce a signai on the photomultiplier output. ï I\(' !tgh! olltput or 

a scintillator is a function of temperature. But this dependel1(,(' IS .I!.(!Ilt'làlly w(',lk 

al. room temperature. The temperature dependencc of dal k ('uncnt. 1 (. " :'1Il,dl 

current which exists even when the photomulliplier IS Ilot 1l1uminatr-d. i:-. dl:-.o "11I,dl 

at room temperature. Therefore a temperature control ~yst{'rn I~ Ilot rt'<jlliled alld 
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tlH' dctector is used at room tcmperature. This detector could be considel'ed as a 

..,inglC' channel rjf'tector as it çounts the numbf'r of photons at a given angle for a 

given time [9:3J. 

The detector wc have used for the time resalved x-ray experiments is a position 

s('n~itive detector (PSD). It is a photo diode array. In contrast to the photoemission 

of a scintillation detector, an x-ray photon produces electron-hole pairs in a photo 

diode and the signal is produced as they discharge of the biased photodiode [83J. 

The position sensitivp -1 etecto1' is a linear array \Vith l02..J: d2tectors or picture ele-

Illcnts (pixels) and it is therefore a multichannel detector. Each pixel has a 25 !Lm 

lcngth with a 2.5 mm helght and the whole array is about l inch long. The pixels 

can be electronically grouped for the different purposes of experiments. grouping 

morc pixels together gives higher tlme re~olutions. For example. if 16 pixels were 

put together as a group there will he fi4 channp]." The scattering intensities can 

bc' detected at 6·1 different angles in nearly the same time. For the high spatial 

tf'solution pxperiments. each pixel is used as a separate challnel withaut graupmg 

and olle can adjust the distance of the detector from the sample. For the highly 

t Ilne resolved experiments, we shorten the electrofllcal scanning time (time to scan 

ail t he pixels) of the detector arrays by making the array numbers small. It takes 

16.1 ms to scan the 1024 pixels and only 2 . .5 ms when the pixels are grouped by 16 

into G·t detectors. For the crystallizatlOn expenments, we mostly grouped the pixels 

by 16. SlIlce the intensity of every pixel is read once during the scanning time, the 
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output signal of a pixel is an integra.tecl intensity. The ... t' dl'll'l !tH ... ,dsu l!,\\l' d,llk 

current, a fluctuating current through the scmicollductor JUllctlOI1 will'Il \\lltcl).!,(' 1 .. 

applied. This clark current is tcmperature dependcllt A drallldl Il 1 {'dllcl iOIl ("Ill hl' 

realized by cooling. The dark curren t IS halved with approxin1<ltt'ly ('Mh je> (' (llul(·d 

[83]. Cooh'1g temperature in our experiments was _.10 0 C. which \t'duel'd tlH' .lll:-'I' 

due to the dark current. 

The positIOn sensitive detector is attached on the 20 arlll of tllf' ~pl'ctrun\('­

ter allowing its position and angle to be easily varied. The angle \\'lt h whie!t t Ill' 

detector can cover clepends on how far the detector is away t'rom the u'nlt'l of litt' 

sample. For our NiZr2 experiments. the distance is 108 mIn and dH' rln~\Ilcll 1 <1 11 !!,(' 

is 14: 0 (FIg 4:.9). The center of the detector is positioned at .jlO III :W for tlm !-ool111-

pIe. The reason we chose this position is as follows. Before the t Ill\(' l'I'sol\'('d \-1 ely 

exr;eriments are performed. preliminary expenments are done \\'lth tlw ,>;-ra!!'> clllt! 

differential scanning calorimetry. X-ray (hffractlOn of crystalllllC "'cUllplt':-, wlllch !tel\'I' 

been fully crystallized in a differentiai scanning calorimeter wen' llWcl!'>lIl't'd dt IlllJlJl 

temperature. The proper range of diffraction angles where the BI clgg peak... f rOlll 1 Ill' 

crystalline phase are weil separated and give high intellsitics élI{, cho'i('11 to gl'!. hll.!,h 

sensitivity to the structural change durmg the time re~olvcd X-l'cl! e:"pl'I'lIllCllb. IllI' 

scattering patterns of the crystalline and the amorphou~ pha~('''' ... !tUWII ill Fig l.() 

represent hlgher intensities when compared with thosc dt othei ctllgl{'s. The hUll­

zontal bar shows the range covered by the position sCll~itiv(' det(·( 101 Willdow clnd 
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giw'::, the indices (hkl) of the main Bragg peaks. 

The control system of the position sensitive detettor is the optical multichannel 

<I11aIYZ('f (O~fA) console from EG&G Princeton Applied ReSeé\Ich. The output of 

control sy::,tem, which has : he information on tht diffraction patterns, can be mon­

itored Ilot only by a computer but also by a oscilloscope. Thi~ gives the possibility 

to watch the transformation phenomena in real time as the data is collected. 

Consequently. usrng a posItion sensitive detector in our experiments. by group­

ing the pixels and by changrng the distance from the sample to detector, time and 

!->patial resolution are controlled. An ability to acquire a diffractIOn pattern in a wide 

range of angles in a short time enables us to study tast crystallization. 

4.5 Sample Environment 

4.5.1 Temperature Measurement and Pyrometer 

The most widely used method to measure the temperature of an object is a ther­

lllocoupie. This thermometer is however useful only when the thermal mass whose 

ternpf!rature is to be measured is much larger than that of the thermocouple. This 

thermal mass can be due to the sample itself or due to the environment in which 

t Il(' tt'mperature is kept the same as that of the sample. 

For our heating method. resistlvely heating a small sample with a high heating 

rate, a thermocouple can not be used. When we touch the sample with a tht'"l11o-
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couple, heat from the surface of the sample diffuses away through the lhl'\'Il1llCollplt-

junction and the temperatufe is lowered. There is ùnothcr rea:-.on why \VI' dll Ilot thl' 

a thermocouple. Ideallv, the temperature readi! position OH tll<' ~al\lpl(' ~hllllid 1)(' 

the same as where the incidf'nt x-rays hlt. If a thf'rmocollpl(' is Il..,(,<1, il i" 11I('\"1t al.)l' 

to get x-ray scattering [rom the thermocouple. Obviously, SOIl\(' 01.11<'1" 1111'1 hod It.t~ 

to be used to read the temperature of the sample, one which prcfcrably doc::. lIut 

touch the sample. 

A pyrometer which uses infrared radiatIon 15 the bcst alt(~mati\'f' tl) O\,('I"COlllt' 

the above mentioned dlfficulties. One thing it is Important to do \VlwlI rt'adillp; 
.. 

temperatures by a pyrometer is calibration. The calibration plUn's~ 1.., illlpOl l.tllt 
-; ~ 
-r 

not only to get the absolute temperatures of the samples, but ctIso to ulldl'r~tal\d 

the characteristics of a pyrometer. This process will be dc~crtbed ill df,t.ail hen'cdlt'I 

A pyrometer meaSllres the radiated power from the fl1dlC'rial WIH'1l il, I~ at ,l 

certain temperatllre \vhether it is a blackhody or not. Ellllssivlty 1<; t hl' <jllélllt Ily 

which used to scale the radlated power to that of an Ideal blackhudy. It 1" dl'f)(,lId('nt 

on the kinds of material and on the radiatmg wavelengths. \VI' lIS('cl a p.\'I 0111('1 ('1 

from IReON (series 60) which accepts IIlfrared (wave length ::::: :!.:l Illll) dlld Itét~ 1 

mm radius focal spot. 

Blackbody radiation can be represented by Plank's raUI,itloll law [IJ'I] 

Eb=CI (C) 
exp rt - 1 

(·1 (i) 

where Eb is the radiated power from a black body, Cl = :3. j,t x 10- Ih watt· 1II" <11)(1 
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('2 = 1 A·t ;( 10-2 m . 1\ are constants, .\ is the radiated wavelf'ngth and T is the 

ternperature of the rnaterial. For"\ = 2.3J.lm and T = 6.50°1\', exp(ft) = 1..5 x 104 . 

Tlw above l'qlIation thell becornes slrnply Wien 's radiation law [94] 

A IId for a lIon- black body, 

(4.8 ) 

wlH'rc En is the radiated power from the non-blackbody and f is the emissivity of 

the radiating rnaterial. For our sample we do not know the ernissivity. Therefore 

for taking our data we set' the emissivity on the pyrometer to sorne arbitrary value 

ilnd then lise Eq. ·1.8 to correct the ternperature later, by equatll1g 

(4.9 ) 

the I('ft te1'l11 is the radiated power from the sample with emisslvity El at temperature 

1~. The right term is the assurned forrn used by the pyrometer \Vith set emissivity 

(2 cUld corre:,;ponding temperature Tp of pyrometer l'eading. Therefore, If we know 

t Il(' rt'latiol ,hlP between fI and f2' the temperature of the sample is obtained flom 

tll<' rcading Lcmperature of the pyrometer. 

Thus, the question is how we can get that relationship. For the answer, we will 

t.hink of this problem in t\\'o steps. To make the process clear, let's take an example. 

First of ail. we app/y the known transformation characteristics of the crystallization 
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kinetics. The temperature of the sample can he obtained t'rolll t h(' t ill\(, !\> !'l'Ill'Il 1\ 

given transformed volume fraction. We have two t'xpt'rinH'llldl ddt.\ ou j"ut IWI'UI.d 

crystallization of amorphous NiZr2 from the diff('rential SCa(!nlllg (',du( iIllt'tly, ultt' 

is at 630 K and the other is at 640 K. The corresponding incllbal ion t (1111', t (1111' 

lag from t = 0 to t~ where crystallization starts, is 202 s and !lI " (Fig 1.10) 'l'Ill' 

incubation time has a measured Arrhenius temperature depcndcuce. 

in this expreSSIon, t is the incubation time, E is the activatl()11 ('Ilerg~. and t l' i~ 

the constant which is usually dependent on the composltlOll. l'wo COllst,tllt::.. t" ,Ulel 

E, can be determined from the above two experimental Jata. \\ïth t Ill' (alcula\t>d 

value of these constants, once the incubation time is known, the f'qllélt(OII "llu\\· ... 

us to get the temperature of the sample. For example. for olle !'let of tllllf' r('solvl'eI 

x-ray diffraction expenment of NiZr2 at National Synchrotron Light SOlin (', t Ile 

incubation time is 146 s (Fig 4.1) and the deri\'ed temperature becoll1c:, ();3·j 1\. 

Secondly, we use Plank's radiation law. Durlllg the x-ray diffractloIl ('XI)!'( (-

ment at the National Synchrotron Llght Source. the l'eading temperatll),p of pyl'OIIl-

eter was 537 K. From Eq. 4.9, using Tr =634 K, wc get 

( 1.11 ) 

As far as the same samples and the same experimental conditions for u:,ing pyw/lIct('r 

are kept constant, the numerical value of Eq. 4.11 is fixed. By inscrtlIlg this COll!:>taut. 
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vetille, wc have 

T 
Tr = --------~p-------

1 - Tp (2.8.52 x 10-4 ) 
( 4.12) 

'1 his is the formula used for the .\'IZr2 system to get the temperature Tr of the 

.,alllple from ~hc reading tcmpcrature Tp of the pylùmeter. 

'10 get the right trcUlsformatlon temperature during t~le experiment. the focal 

spot of the pyrometer on the sample is set to the same position as the x-ray beam 

.,trikes. 

4.5.2 Sample Temperature Control 

OIH' of the most important expenmental challenges in our studies of crystallization 

kinetics has been the necessity to heat the samples zn Still in a manner that allows 

1 apid change in the sample temperature as weil as control, stability and uniformity. 

In gelH'ral. to reduce the time constant for chang,lng temperature \ve must 

redllc(' the thermal mass of the system and increase the instantaneous power which 

is applied. Our samples consisting of ribbons produced by melt spinning are typically 

1.5111111 wide by 1.5 Ilm thick. The ribbons are resistlvely heated to the temperatures 

III the range of 640 I\ to 800 I\ slmpl)' by passing a current t hrough a 40 mm length 

in \'acuum or in helium . 

. \ t steady state, heat generated throughout the \'olume of the sam pie is ra-

diated or conducted away at the surface. Thin ribbons of uniform cross section 

produce a large central region of umform temperature. The instantaneous power to .' 
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be applied is limited only by the practical currPllt that IS app\il·d. ily rh.\Il!!,lll)!. Ill\' 

pressure of the helium atmosphere. the thermal conductl vi t y cali 1)(' ((>lit 1\)11(·<1 III 

the higher thermal conductivity atmosphere, wC' need more input j>U\\'t'1 to gl't to tilt' 

same temperature as that of a lower thermal conductivit.y. IIt-.tting; relt(· ... Oht.lill(·d 

typically exceed 10" K/s and exceed 103 K/s for cooling. Th('~p 11Ig;!t el Il IlPiI1 1 eltl'~ 

en able us to do the ln situ time resolved x-ray experimenh l~uth('rIIledl~ dt hl~h 

temperatures. vVe have defined t=ü as the time when tempel al UI'I' Il'drlll'''> ~)"") II{ 

of final temperature. Sometimes we need to rapidly quencll th(' ~alllpl(· to })\('\\'lIt 

any continuation of the reactlOn from takmg plan> 50 furt her l\\I'e\,,>II!I'l\lI'lIh cali 1)\· 

made at a particular \·('1, ,me fraction. DIfferentiaI scalJlllTlg Ccl!OI'lIllt>t 1 \' I~ Il~(·d to 

study the same crystallization kinetics and the re~ults are cOlllprllcd wllh t !tU'>I' of 

ln Sltu time resolved x-ra)' expeflments. 

Results of the experiments using the conventional method ... (lifff'I('lltlill ,,>Cilll­

ning calorimetry. x-rays and electron microscopy) and l1/ ..,tiu tlllJ(' J'I,.,o!\('d X-lei)' 

diffraction methods are the same in many cases. But sometlllW"> tJwy elll' dtff(·J(·IIt. 

showing the importance of our ln sItu experimental mcthods . 

. 59 



r 

700~--~~--~~~~~~~ 

600 -~ 500 
E-

400 

300~~~~~~--4--+--~~ 

_4 
c -c: 2 

O~~--~-+--+--+--+-~~~ 

6 

2 

_ Ol---~-~-~~f--~f--~I----I-.L.....I 

lO o 1.2 -
100 200 300 

tirnes (sec) 
400 

Figure ·U: Intef('stilJg parameters "hich are acquired simultaneously. The parame-

t('rs are from the top temperature, resistance and power across the sample acquired 

during the rrystallization of amorphous NiZr2. The lowest figure is the incident 

beam intensity. The samplmg time is 1..5 s. 

60 

, 
'1 



-.-4 

o 
.-4 -

14 

12 

10 

8 

6 

4 

2 

Or---~-----+----~----+-----+----~~ 
14 

- 12 '" o 
..... 10 
>< 
~ 8 

6 

4 

2 

~.3 2.4 

..... 

2.5 2.6 1 2.7 
q(Â- ) 

2.8 2.9 

Figure ,1.2: X-ray diffraction intenslties for different time n"mlutiom. TI\(' "alllpliug 

time of each pattern for the amorphous structure of :\"iZr 2 i" .) ms for t II(' top alld :! 

s for the bot tom. 

61 



( 

50 nf.1 

I-'lgUf(' .I.:J: ~Iorphology for the crystallization of amorphous NiZr2 as seen from 

('I{'ct ron Illlcroscope. Top left: the amorphous phase, top right: the partially crys-

tallil.C'd. boUom: the fully crystallized phase. The sample was rapidly quenched at 

the National Synchrotron Light :"ource. The pictures were taken hj U. Kaster. 
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Figurp ·1.9: Diffraction patterns of the amorphous and the stable crystalline NiZr2 

phases. The horizontal bar shows the wave number range of the detector window. 
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Chapter 5 

Results and Discussion 

5.1 Introduction 

III this chapter, the results of time resolved x-ray experiments for the crystallization 

of amorphous ~iZr2, CoZr2, FeZr2 and Ni36 SZr63 5 will be described. Different ways 

of investigating the crystallization process are also shown. These ways may be th~ 

measurements of the resistance change with time, the Investigations of the pixel 

int('l1sity change with time, direct observatior. of the time evolutlon of the phases of 

the system wlthout analyzil.c; the experimental data and the investigations of the 

volume fractions of phases with time from the measured diffraction patterns. The 

results of experiments using x-ray diffractIOn and a differential scanning calorimeter 

will 1)(> shown. The diffclence between usmg convention al methods and using time 

resol\'cd x-ray experimental methods will be discussed. 
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The results of experiments on the crystallizatiol1 of abo\'c 1'0111' (olllpll~it iOIl.., 

can he summarized as follows. The crystallizatiol1 pron'ss of <lll1ol'ph()t1~ N1Zl l 

is described in detail. The results at low anneal temlwl'attll'f'!-o dellloll!-ot r.lIt' t Ill' 

advantages of our new experimental methods. At high al1Ileal t t'mpt'l'a t II1't'S. t h(' 

clear appearance of a new metastable phase accompanies an inrn'asc' of thl' 1 t'sisu\II('(' 

during initial times. The activation energy of crysLallization, tIlt' A vl'ami exponellb 

are determined and the application of transient nucleation theOl'y Ln otll' l('slllt.!> 

works weIl at low temperatures. 

In the crystallization of amorphous CoZr2, there exists Ci ncw mct.a'it cthle philse 

between the previously known metastahle cubic :,tructure and the stable tetragolla.l 

structure. We couldn't find this new phase by x-ray diffractioll wlth the salllpl('!'> 

which were quenched in the differential scanning calorimeter. Tills Icslllt t'Illphasizl''i 

the importance of ln sztu experimental methods 

Crystallization of amorphous FeZr2 to the metastable cubit' !:ltrllctllIc is sLlld-

ied. The occurrence of coarsening in the cu bic structure is obsc,·ved. The CXpOllf'llt 

of growth law is nearly 0.2, i.e. RrvtO 2. where R is the particlt' size and t is the time. 

During the crys tallization of arnorphous ~ i.36 5Zr63 'j, therC' is a si lIlul tal1C'Oll~ 

crystallization of the tetragonal NiZrz and the orthc.rhombic NiZr accolllpaniC'd wit il 

the appearance of another new phase The reactlon rate to this extra phase is laster 

than that of the rate to the expected phases at the initial times. 
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5.2 NiZr2 

5.2.1 Introduction 

:\ llllmber of studies hJ.ve been undertaken on the crystallization pl'ocess and the 

waction kmeties of Ni-Zr metallic glasses [1,26.45.4.5,49,95-106]. The attraction of 

t his " .,tem is that glasses can be made over a wide composItion range coverlllg 

(ontinuously from Ni2oZrso to ~ïi'OZr30 and siTlall variations of compositions can 

produce large differences in the crystallization processes [:33]. 

Among the glasses composed of Ni-Zr. the NiZrz composition has been chosen 

as Olle of the first systems in w hich to st udy t!1e crystallizatioll process by many 

étuthors because the transformation oecurs by changing the structure from the amor-

phous phase to the body centered 'etragonal crystalline phase without changing 

composition [102.107-110J. Shown in Fig. 5 .. 1 is the :\Ti-Zr phase diagram. 

This simple reaction process provides the advantage of studying the thermosta-

bility of the amorphous phase, the nucleation and growth process during the reaction 

and the' application of the existing formulae ta explain the kinetics of crystalliza-

tion. We haw' also chosen this system as the first of our ln sztll time resolved x-ray 

diffractIOn studies. 

Hesults of our experiments have shown much unexpected information, which is 

sUlllmanzed herc. First of ail, one of the big differences from the previous knowledge 

of t.he transformation pro cess is the complexity of the reaction process. The amor-



phous phase transforms into another mcta~tahl(' pha!'!' lH'ful\' Ill(' lin.lI \1\,,1.111111\' 

tetragonal phase occurs. The appearancp of thi~ ne\\' ph.t:-.t· C<III \)(' ,,('('11 (1('.11" .11 

high temperatures t0 have weil defint>d Bragg pt'ab. 

Secondly, the role of ln situ expf'riments has to 1)(' (·lI1ph<l:-'I/(·d 1)('(',,\1,,«, "('111t' 

of the important information about strLlctural changes !1lay Ilot 1>(' d!·t (·('l.tI!I(·, il 1111' 

samples are quenched wIth a low cooling rate. One of the Blet IHld~ whll h h.l" 1)('('11 

used by many people to examine the structural changes dl1rill~ rI t raJl:-,fOllllrlt lull i~ 

by using the ele('tron microscope or by convention al x·ray !'Cdtt!'lllIg \\'llh '>dlllplc'", 

which are quenched from the annea! tempf'rature to tht' 1'00111 1('lllIH'I,1I11lC' \11 d 

differentiai sc:annmg calol'imetel' usually with a low cooling l'ah'. Sampi!'''' ql1('II\'llI'd 

with a low cooling rate may no longer be in the same state as th!' III ... 1111 (J1l!'" 

Thirdly, it has been reported that the resistance of the sy~t(,lll IIlcr('a~t'!-I d' th" 

initial stages of crystallization [102]. Our results show that thl" (·rfc·( t is a( COlllP<l11IC'c\ 

by the appearance of the new metastable phase. 

The results of our experiments \vill be described in two pal u,. the l'm( t 1011 plO· 

c..:osses at low and high temperaturcs. The results at low temp('ralul'c'i d(,!1lou"t I<I\!' 

the quantitative advantages of our techniques. At high tcltlpt'Iat ures. wc' will dl"~ 

scribe how the reaction pro cesses changes by the appearance of the llew IIwtcl,>t (dllc' 

phase. 
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5.2.2 Conventional Crystallization 

ï JI(' .,t lIdi('~ on the kinctics of time rf'solved rl'easurement s in t 11Is ~ectloll have been 

dU11I' dt Il'lativcly 10"\' tempcraturcs compared with the ones in the next section. Thp 

pllrpo~(' in dlscussing the JO\\! temperature experiments is to show the capabilitles 

of t illlC resolved mcasurf'l11rnts by comparing with the result~ of other studics .. -\1-

fOllllian ri .,1. [·1.5,49,8.t.l02.l09] have done systematic studies on the crystallizatlon 

of rnally NI-Zr composition.,. Our results of time resolved x-ra)' cxperiments on the 

crystallization of amorpholls NiZr2 will mostly be compared \Vith the results of thcse 

allthors. 

TlIne Evolution of Scattenng Intensities 

Using accurate diffracted mtensity data from the different phases expected in 

an x-ray measurement. we can get information about the phases of the system. By 

11l\·('st.igating the diffraction profiles, the crystallization kinetics can be studied by 

dptcrmining the amount of each phase as a function of time. The experimental 

r('slIlts will be shown later and a model to fit the diffraction patterns will be intro­

du( cd. The relationship with a theory of crystallization kinetics and transformed 

volume fraction from our measurements will be also described by using transient 

Iluc\eation theory. 

C'onsidcnng the structural changes during the transformation, the questions 

which arise are (i) how the phases of the system arc revealed in the x-ray diffraction 

patterns, (ii) how tf,e contributions of the different phases which may exist at the 
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same time can be distinguishf'd flom f'ach otllt'r and (Iii) ho\\' 1 lit' \ lllUtll(' fr,ll t lull" 

of each phase evolve with time. 

The time resolved experiments for the cf):-.I tlllizal ion of c\lll{)rpholl~ \IZI2 \\t'It' 

performed \VIth a knowlcdge of the phases at the lIIitlc\l and ,II! III' Itll,t! :-.! ,I,!!,t'''' ur 

the transformation and therefore of th~ scattenng naltl'rnil cl! 11lt' IUIlC':-'pOlldill!!, 

time. The diffraction patterns ouring the intennecllatc stagt'.., art' ct 11IixIIIl't' ur 

contributions of thcse phases as shown in Fig. 1.6 

To get Information on the st ruct ural change clmi ng II\(' ( 1 ~ hl ctlltz,t! 1011 . ..,t '\ -

eral different rnethods are used. An indication of the st ructmôl chang!' <11\1 III.!!, tilt' 

reaction can be found by investigating the timp evolution of cl pixel Ill! t'Ihlty. t !t,li 

is the intensity at a given angle as a function of tlme The val iatloll of t lit' pl \:t'l 

intensity does not give information of the structUle clirectly hut ('<lell pixpll'lll It'­

veal evidence ·f changes of phases. On crystallization, the intf'Osity t h,Ul)!;t' (JI cl 

pixel is most sensitive to the structural change whcn the pixel 1'-' dt tlll' PU..,I! IlIll 

where scattering peak IS largest compared wlth the others wlthill a givl'Î. 1 clllg<' ul 

angles and sùmetimes give us the informatIOn of the time whcII the' change 01 t.!H' 

structure occurs. In the bot tom of Fig. 5.2, the intensitles of two pixel., are s('lt'( (('t! 

to show how the crystalline phase develops with ti1ne by consllllllllg tlll' ,UllOI pholl,-> 

phase. The positions of the pixels, q=2.47 Â-I and q=2.61 A-I. are !oc,tl,('d wht'I(' 

we can get the bighest scattering intensities from the crystallinc and the amorp!t()\\,-> 

phases. As shown in Fig. 5.2, from t=Î,5 s, the intensity of one piXel ((JIItlllUOlhly 



IIIC reases and the inten~ity of the other one decreases. For ail 61 PIXelS. the in:en!-Ity 

dldllg('<; arC' ~imilar, l.( the rate change is always positive 01 negativt' Another 

('Xctlllplf' ,>hown in thp top of Fig .. 5.2. where q=2 .. 5.5 A -1. show,> tl](' sarne manIH'r of 

IJlxd IlIten'>lty change (the reason why we choose tllls pixel \\ .. ill be explained 111 the 

I)('xl s('ction). The sirnplp manner of these changC's in the pIxel IIltensitie., inJicates 

thal tllf' systC'm transform,> in a simple manner (a more complex change in the pixel 

1lIl<'nsities IS shown III J1C next section). 

The structural change ,an be !'>een by a direct ob!'>enatlon of the tlllle evolution 

of dIffraction patterns without analysls. A three dimenslOnal plot In Fig .. 5.3 shO\vs 

how the phases change with tirne. Diffraction int~nsities of the amOl phous phase 

..,('('11 al the IIlltial tilllf' IS replaced by that of the final tetragonal phase. This 

pi,ture, which is similal to what we see on the oscilloscope dunIlg the expenInents, 

<l0{'5n't offer information on the amount of phase change explicitly. but we can ~ee 

qualitatlvely how the phases change with tlme. 

Volume fractions can be found by introducing a model to fit the diffraction 

patterns. using a nonlinear least squares fitting program [111]. As shown in Fig .. 5.4, 

wl1('IC T=6.12K, there are three types of diffraction profiles, that of the pure amor­

phous phase at the initial time, the pure Lrystalhne phase at the final time and a 

..,uTl1mation of the amorphous and the crysté'.lline phases in the middle stage. A lin­

car combination of the initial amorphous and the final crystallil1e patterns are seen 

to be sufficient to fit ail the scattering patterns during the transformation without 
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mtroducing any other dIffraction line shape Till!'> impl!(', t1ldt lll,t t \\u ph,I .... (· .... ,11\' 

illvolved in the transformatton. Fig 5,.t show~ fOllr l'l'Il[('~(,lltdtl\I' dt/l'ld( IIOll Pl\)-

files The symbols reorescnt IIlcasurt'd x-ray slattf'l'lllg alld Iltl' .... ultd 1111(· .... Iltll)II~1t 

them are the results of a fit. Each diffraction plOfilf' hd!'> bet'n tit \\'11 h t \\(' ,ltlill ... "dlll· 

parameters. The scattenng intensity l(q. t), al tml(' t. I!'> gl\('1l 1») ,1 hll('tli (\llllili 

nation of the contribution of the amorphow, ~(attt'ring J, (cI) <llltl cr) ,1 ,I! ... ('tll 1 ('IIIIl!, 

J2(q). That is 

The amorphous and the crystalbne diffraction pattf'l'lls are '-.Impl) t Ill' 1IlI',I:-'lllt·c! 

patterns shown for the lllitiai and the final tinw". T11l' !Hefactol'-. l'dt) 12(1) ;L1(' thl' 

volume fractions of the amorpholls and the cr)-,tallmt' p!t,ISt'S cll t illH' t ,,11.1 ,\1 (' {\JUil.! 

to satisfy the condition fdt) + f2(l)=1. The two palanlt'tcr fib \\olk wdl tlllllll!!,h 

out al! stages of crystal!ization. Smce the,tlme evolution of tll(' \'0 It Il ll<' Il,l< lion ... 

depend on the reaction process, the quality of the two para Illl'te 1 til IIIdll ,ll('~ th"l 

no complicated intermediate reaction processes appear. I\nowing fi (f) + f2( f)= 1. Wc' 

can reduce two parameter fit to one parameter fit whlch makes the Illodl'I '1II1pl('I. 

that is 

( ~ ')) 
.) -

and the results of the fit is the same as shown in Fig . . 5..1. In Fig .} .j. tlll' Wlll/'cll" 

show the resultant crystalline volume fraction. The volume frac! 1011 J 2( t) a"> ,t fllll<-

tion of time may be fit by Eq. 3.16 with the transif'nt nucleatloll theory ill Eq :L.j 
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clnd Eq. :3.6 TIH' linc III FIg . .5.5 shows how \\cll such a modt'l works at T={) l~ 

1\ Ollce tht' volume fraction rt'achf's 0.4, the fit of transwnt lluc!pal ion thcory for 

( ry.,1 alllllt' volumt' fraction breaks clown, most probably rcnectll1g the fact that the 

(ry~t.tllll)(, glowth is belllg innuenced by the firite thickness of 1 he ribbon 

Th(-',>p ,>tfllC tural ~tudies of ln 81lu time resolved experinl<'llts al, lo\\" tempcra­

t Il)"('') ~how that the crystallization of amorphous ~iZr2 OCC'JIS in a simple manner, 

dlrectly transforming from the amorphous to the stable crystallll1e pha~es, as has 

hl'pll shown 111 prevlous st udles. 

:\ vraml Exponents 

As mcntloned in s('ction :3,.5, the theory of Johnson-~lehl-A\Tal11i i~ Il sefu 1 for 

1 hf' study of the Isothermal kinetlcs of the crystallization of tlw amorphous pha'if' 

[II ~]. For the volume fraction expressed as in Eq. :3 9, the :\. \Tami cxponent n 

('an !Jt' m' I"ured from the slope of plotting log (-log( 1 - x)) l'U-"1l8 log(l) [t IS 

known that the exponent. when It IS uniqucly determined, givc~ information 011 the 

(ondltions of Illlcleatlon and grO\vth. As an example. the exponent fOl a ('ollstant 

nllclt'atlon rate and linear growth is 4 and it is 3 for the growth of a fixed number 

of particles [113]. The exponent is 1 for the diffusion controlled growth of cylllldcrs 

in the axial direction only [16]. 

The exponent is derived from the fraction of transformed \'olume and the cor­

rt'sponding time. And the transformed volume-time relationship could be found 

by llsing differential scanning calorimetry, electron microscopy 01 x-ray diffraction. 
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Thus. the Avrarni expolH'nt collid be obtalnC'd ('os1ly h) liS III!!, .111\ \Jf 111«'''(' (ull\('11 

tlOnal experimental methods and thC' lInlqlH'ly d('lt'l'lllIIlt'd \é\ltl(' hd:-- bl't'II "hO\\1I tl) 

be a good pararneter to explam the overall kil}('tlcs of ('J~ "t dlll/,II IUII 

Fig, .3.6 shows that the slopt" of the An'ami plot IS C()I1~lcllll l'hl' "llIgl!' \dlllt' 

of Tl is 4.4, The value of this order IS for isotropie glOwth élIId (UII"-Idllt 1I11,1"dtloli 

rate [16]. 

Electrical Resistance Change 

Studies of electrical resistlvlt~ 011 the cry,>tallil.d,llol1 uf tilt' illllOlpholl'l Illd­

tel'ials have been done because they provide one of tlw "lfnpbt .\'('1 "tdl IIIfuIIII.l­

tlve transition propertlcs of the system [4.11·1], Bef ole t1J(' 1<'''111", of 1 11«' It'~I"IcIII( l' 

measurernents of the crystallization of amorphous :.iiZr2 are di~( lI~!:>{'d. tilt' ,!.!,{'II('I,d 

properties of resistivity of the amorphous phase v,,-dl be reviewl'd, T1w!p ,\Il' t \\1) "'Ig­

nificant dlfferences between a metô.llic glass when relatf'd to 1.1](' ('Ipct r!cal plO!>t'l t w,> 

of the corresponding crystal: (i) the resistivlty in the mC'tallic gl,ls~ 1'> 1I~Il,dly IIItI( h 

larger than that of it:> cl'ystaBine counterpart and (il) t1w res1st1\ ity of thl' ,LIIlul phUlh 

phase changes less rapldl) with temperature [1]. The l'I'aSOIl why tilt' 1t''>I ... IIVII) ut 

the amorphous phase is high and fiat. has been undel'stood in tpl'lll~ of the 11Itllll"'(I 

topological disorder in the atomic structure of a mctallic gld~~, SIlice a high dt'gll'I' 

of disorder already exists in the amorphous pha'ie. the ctr!(htIOIlct! disorr!pl' lIulll< l'd 

by the thermal Vibration has a little influence on resistivity. :h \\,pll. tlj(' !l'~l:-,I lVII Y 

is already high as a result of the scattering caused by the .,tructural di"Ol!!('! It 
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"ct~ !)t'en known that 11If' arnount of resistance change has a c!mc relationship \\ It h 

1/)(' t 1 ansforrned volunlf' fraction cl Il ri ng the crystalliz~ tion of meL-tllic gla~sf'~ [ll.t 1 

1 /H' fI rte 1 IOn of resistanre change is dlrectl)' proportional to the transformcd volume 

fl,lctloll ')('(all~e of th(' higher resistlvity of the met allie glass wlth re~pC'ct to Ihat 

of Il)(' cf)'ilallirJ(' phasf'. Till" relatlonship is most applicablC' when the resi~tance 

change is repre~f'nted in a simple way during the reaction. This rneans the transfur­

lIlation kinetlcs can be explainecl structurally and mechanrcally withollt complexlty 

Cry'italllzatron of amorphous :\'iZr2 IS considered as one of the best sy.,t l'rm for t lllf:> 

rdatlonshlp. 

The resistance measuremcnt a' relatively low temperature i" 'ihoWIl 1Tl Fig .5 ï. 

Thf're is a fiat region of resistance \',:here only the amorphous phase pxists between 

t=O to t=Î.5 s. Since the amount of decrease rn resistance comef:> from the tram-

formed crystalline phase, the fraction of decrease In reslstance IS idcdl1y proportlonal 

1,0 the transformed volume fraction of crystallrne phase. For example, referring to 

t.he x-ray scattering pattern in Fig. SA, the total scattering intensity is the sllmma­

tlOn of the amorphous and the final crystalline phases. The transformed fractions 

of crystalline phase is 0.4 at time t=189 s. This transformatlOn-time relationship is 

dcpicted in Fig. 5.5. The fraction of decrease of the resistance IS nearly the same 

as that of the transformed fraction at the corresponding time The behavioI' of the 

l'l'sistancf' change in our experiments agrees with that of other studies. This also 

indicates that the reaction occurs in a simple manner. 
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5.2.3 Rapid Crystallization 

rime Evolution of Scatt(,f1llg IlIt('nslties 

Beforc we follow the same steps as ill the' previou,,> ~('( 11011 1 () III \'('"II!.',tl 1 l' 1 hl' 

lime evolution of structure':-,. let us descrihe the flléun It",ull 01 1 hl'"'' <'\PI'IIIlH'lIt:­

There j" another phase which has to be introdllcf'd al tlm pUllII, \1 hl!.',h dllll('d! 

temperatures. there appears a new metastable crystallilll' />11.1'>(' 'l'Ill"> ph.l:-'l' 1" 

c1early "eell to precede the appearance of the "table (ry:,,!,t1II1H' plla~l' \ dllrl d( Illill 

pattern of tbis structure IS shown in Fig, ,).8 [11.')] 13PC,lU"I' lir t hi~ Ill'\\' ph""I'. 

the reaction process must be more comphcated and the diffrcl( tlull p,lf !t'III., .lll' 110 

longer simple, :\s will he discllssed later. the eXistence of t Iw, Ilt'W CI.\ .,t.dll/Il' pll":-t' 

(''{plains many prohlems. 

:\ symptom of the complexity of the reaction can be "l'('lI 1'10111 the' Inll'II'>I!.\' 

change of pixels. In Fig, ,5,9. where the position of the pixel wlllCh i" tilt' 1110:-,1 '>('11· 

"Itive to the x-ray scattering from the metastable crystallint' pha:-,e. tl)('I(' 1:-, cL :-'Ill.dl 

increase of the mtensity in time interval marked with a bar, \Vht'Il the pllaM' (h.lIl~l' 

occurs in a simple manner as for exampie at T=6-12 1\ (Fig .. 5.:.!). ! hi" pm'I 1/1 tel 1'-1 t Y 

ooes not increase at early times. The crystalhne metastable phcl:-,e dlJpeal:-' .it 1 III'> 

stage. After thls time, the intensity profile tS determined by cl competition l)('tWI'('11 

the amorphous, the metastable crystalline and the stable crystallllle pI1cl~('~ A., (1)(' 

temperature increases. the contribution of the metastable (lystallllll' pha!'>(' Iw(olll<"'> 

larger. The results demonstrating this relationships at diffclcllt t('lIIIWldlll1(':-' arC' 
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~hown in Fig . .5.10, Fig. ).11 and Fig .. 5.12. 

A~ wc saw in the previous section, the amount of structural changp can Ih' 

round by app!ying a mode! to fit diffraction patterns. We first attempt to fit the 

diffrdctinn pattern at t=16 s at 66ï1\ with Eq .. 5.2. The best fit by using titis 

('quation is ·hown in FIg .. 5.13. Che-arly it doesn't fit weil. Tills uemonstrates t.hat 

t hl' int.{'rnwdiate diffraction patterns are not the SImple summatIOn of the scatteflllg 

of thl' amorphous and the crystalline phases. Ta fit th( liffraction pattern ... of the 

pllasl' mixture, another !ine shape must be introduccd. The questlOIl is 'how to 

det{'rmine the line shape?'. 

As an attempt to detelmine the extra line shape, assuming \ve have no knowl-

l'dg!' of the metastable phase. we introduce a new line shape to be added to the linear 

combinat ion of the patterns of the amorpho and the crystalline phases. ConsIder-

ing this linc ~hape to be composed of peaks and by varying the positicns. the widths 
1 

,md t!w relative intensIties oi these extm peaks. the dIffraction pattern can be fit. 

'l'hl' diffraction pattern with the fit is shawn in Fig. 5.14 at t=16 s and the extra line 

..,hap(' is rcpresented as solid lme. Once the extra line shape is determined, it should 

hp applicable ta dU the dIffraction patterns during the transformation if the overall 

lI1tensity is scaled. This is shown III Fig. 5.15. This works weIl for al! diffractions 

patterns and also for different anneal temperatures, suggesti'lg the presences of a 

IH'W phdSP which has a dIffractlOn pattern of similar ta thls line shape. The question 

is 'what gives rise ta this line shape?'. It turns out to be the diffraction pattern of 
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the metastable phase The peak positions and the relativt' illlt'II:->Itll'" WI' h,\\(' f\lIllId 

by the above method arc the saIlle as t ha t of t 1)(' l11('tastd bl(' pha..,,' ~ht)\\, 11 III FI!!; -) ~ 

:\OW, since we know the diffraction patterns of the." dlllnrp!tllll'" tilt' IIH't,I:-Ld)!t, 

and the crystalline phases. wc can de\'elop a model tn fi t t hl' d IIfl,\( t IUII pd t t ('III" 

In the model, it is assumed that the diffractIOn pattprIl5 are il lill('ét/ (,olllhilldtlUll \lI 

differcnt patterns. The formula used 15 

(,j :l) 

where [(q, t) is the scattered x-ray intensJty al tirne t. The qUélllt Ity Idl/) 1" t Iw ~(dt­

tering patteln of the amorphous phase. 12 (q) io.; the patteIn of the "tabll' cry ... t.dhllt' 

phase and 13( q) is the pattern of the metastable crystalll/lc phù:-!', Iïw ,tIl11Hphu\h 

and the stable crystalline diffraction patterns [I(q). r},(q). reslwctl\'c1y a[,' ... ullpl\' 

the measured patterns shown at the initial and t.he final stag('~, TI)(' Il)('t.I~t,d)I(' 

crystalline diffraction pattern h( q) is shown in Fig, ,),8. 1'10111 wlllch w(' dpt ('['JIlIIII' 

the position and relative intens.ties of the peak~ using a Gaus!'>iau fUlIctiolléil fo[ III 

for each peak, Then we select Jne scan which has relatively hlgb illtt'llslti(':-, for t.1lt' 

metastable phase. This wc Ft by adjusting the peak wldth and \olulI1<' fracticJ/I" 

and by fon..ing it to satisfy J, (t) + J2 (t) + h(t) = 1. This proccd II ft:> det(,l'll1l1lC'~ 1 d fi ) 

for using Eq.5.3. The prefactor Jdt),h(t) and h(t) are the volullle' fractlull.., 01 tlJ(' 

amorphous, the metastablt! and the stable phases at time t and tlrc found tu :-"tt.l'ify 

the condition Jl(t) + h(t) + J3(t) = 1, even though each volume fraction vary f[('ply 

during the run. Thus, the three parameter fit can be reduccd to a two parame!,'/' 
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fi t The formula is 

III h~ .. 5.1 ï (sorne of the fit.ted diffraction patterns are shown in Fig .. 5.16), at T=653 

K, t.he volume fractions are shown- fdt) Îs plotted as a dotted line. !2(t) as a solid 

rlnd hO) as a dashed. The metast able crystallme fraction !JU) is small and the 

rectctlOn process is mainly governed by the loss of the amorphous vol ume fraction 

and the corresponding increase of the vol ume fractIon of the stable crystalline phase. 

As ~hown in Fig .. 5.19 (some of the diffraction patterns are in Fig .. j 18), where T =6ï9 

1\, the volume fraction !J(t) approaches 10%, It can be seen the initial loss of the 

ctrnorphous scattering is taken up just by an increase of the metastable crystalline 

phase. \Vith higher temperatures (sorne diffraction patterns and the evolution of 

voillme fraction with tirne at T=ï09 K, T=ï40 K and T=ï5ï I\ are in Fig .. 5.20 and· 

l,· ~ ')1 F' 5 ')2 d F' ~ ')3 F' ~ ')4 d F' ~ ')5 '1) h' h ·Ig. :J._, Ig. _ an Ig. ')'_" 'Ig .. '),_ an Ig . .J,_. , respectIve y ,a Ig er 

mdastable crystalline volume fraction IS reached before the conventional phase takes 

over. 

One more questicJn we can ask is 'does the metastable phase exist only at high 

ternpcratures?', For the model used in previous section at low tp.mperatures. we used 

two patterns, that of the amorphous and the crystalline phases with one adjustable 

paréll11f'ter. But close in't'estigation of the fits shows that there exists an extra line 

shape. although its contribution is srnaII ThIs has been shown in OUf previous work 

r 
[110] Therefore, the metastable phase exists at least in the temperature range 640 
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K to 800 K, in which our experiments have bet"n performt'cl. 

From the structural study and from the investigation of t IH' 1 in\(' C\'OlllIIOIl 

of volume fractions, a few facts can be dcri\'ed. Clearly. th!' clpppardllCl' of t IH' 

metastable crystalline phase ini t iates the crystallizat ion of alllOI pholl~ :.;: 1 Zr 2. Th.· 

maximum volume fraction reacned by the metastable crystclllill<' phas{' incl'l·,\:-'(·" 

with higher anneal temperature. There is a certain ternpen-'.tlll'l' l'auge. wll('r(' t II\' 

amorphous phase transforms into the metastable crystalline phdse complct('ly alld 

then thls metastable phase transforms into tht" stable clystalliIl!' phciS(' t.here<lft,·r 

(Fig . .5.8 is the x-ray scattering pattern from a quenched sam pie with /3= 1 J. The 

tra.nsformation at early times must be considered as a mixture of thrf'(' diff('r<'llt 

phases. The structure of the met'astable phase is as yet not determilled and work IS 

continuing to examine this problem. 

Previous work has shown that small quantities of oxygen or bOlon may 1 riggc!' 

the appearance of a new phase in NiZr2 [102]. The oxygen induced phase has <l (,lIl,ie 

structure which is similar to the cubic structure found durillg the' crystallizatlOll of 

amorpholls CoZr2 and FeZr2 discussed in the next sections. Crystallization illto tlws(' 

cubic phases is always accompanied by an increase in resistaIlce. The .;;lruclllip (JI 

the new metastable phase we found in NiZr2, with x-ray diffraction pattern COVCICU 

from q=1.4 Âto 5.1 A, can not be indexed by this cu bic structure. The relatioll~hlp 

between our metastable phase and the impurity induced phase l'f~quircs further work 

It could be studied by systematic measurements of samples wlth controllf>d atl1011l1t~ 
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of impurities at high reaction rates. 

Avrami Exponents 

The way in which the phases evolve with time explall1s many IIIlsol vet! probh'llls 

in the study of kineties of crystallization of amorpholls NiZr2, such as 1 II(' iller('''s(' 

of resistance at the early times of the transformation, the 1l01l-Ulliq\l('I}('S~ of th(' 

Avrami exponent and the different values of activation energit's from otll('r st\ldJ(·~. 

We will now diseuss these aspects. 

The measurement of an A vrami exponent has been wldely US(,J to study t.he 

crystallization behavior of met allie glasses. The presence of the' 1lH't.astahle phase III 

the erystallization of amorphous NiZr2 shows that a single expollPnt !'>holllJ nol he 

expected. A single value of the exponent exists at low allIleal téll1pt'l dtlll('S wh('I(' 

the effect of the metastable phase is small as shown in Fig . .5.6 TI\(' vaIlle of 1/ 15 1.1. 

In this run, where the temperature is 642 K, the amorpholls phase tralll>form5 IIlto 

the stable crystalline phase with only a small amount of the intermediate nl<'tastable 

phase. 

As shown in Fig. 5.26 for T=6.53 K, the exponent does IlOt. have a singl(' 

value in the region of transformed volume fraction betwccll 0.02 and 0..1. For low 

volume fractions n is 5.2 and changes to 4.4 near x=0.18. These values drf> diffp[(·1l1. 

from 3.44 measured by Altounian et al. [49J based on the lise of the difff'rclltiai 

scanning calorimeter and show it is hard to establish the l111clcation alld growth 

process definitely just with the Avrami exponent. Greer [.5] sllmlllarizcd a variet.y of 
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A vrami exponents for the crystallization of amorphous FesoB2Q, where the exponents 

vary bctween 0.4 to 4.87 depending on the experimental method and the range of 

the transformed volume fractions. By our ln sztu measurements of structure, it 

is straightforward to see that lt is appearance of a ne\\! phase which explain the 

bchavior of the Avrami exponent for NiZr2. The wide variety of possible exponents 

in the Johnson-Mehl-Avrami equation shows that it IS not possible to determine the 

nucleation and growth behavior of the phase transformation from the data on the 

time dependence of transformed volume and structural change only. It is essential to 

have the additional knowledge about the reaction process, possibly obtained from 

direct microscopie observations of the transforming particle as a function of time 

[29]. 

Electrical Resistance Change 

Although it had been previously shown that the resistance of amorphous NiZr2 , 

decreases during the crystallization, the results of the time resolved experiments 

show that it continuously decreases only at the relatively low anneal temperature 

and increases during the early stage of transformation at high anneal temperatures. 

TI, " increase corresponds to the appearance of the metastable crystalline phase. 

The amount of increase of resistance becomes larger with the higher anneal 

tC1l1peratures. For example, at T=ï09 K, as shown in Fig. &.27, the resistance is 

increased at first up to approximately 5 % compared with that of the amorphous 

phase and then it decreases. A larger increase of resistance is shown in Fig 5.28 and 
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a smaller increase is shown in Fig .529. Ti e lllcrease can \)(' compa.\'('d ",il h 1 h(' 

one discussed in the previous section (Fig 5 ï) where the an'0I1111 of tilt' 1lll't(\slal)It' 

phase is negligible. 

The obvious question asks why the resistance mcrea:.es ill 1 lit' L'arly st.\g('S of 

transformation. The reason for an increase of resistance in 11lt' crystaJhzal1011 of 

amorphous NiZr2 has not been clearly answered except in the cas(' of lIlcn'aslIIg 

oxygen content [102]. Recent work on the change in electrical resistann' durillg t1H' 

initial stages of crystallization of amorphous NiZC2 [116] has expl<lilH'd tilt' \'('slsLtll«' 

increase by percolation theory. Our interpretation 1<; quite diffcn'llt. 

We now see the cause of the resistance lllcrease based 011 thc> re~ults of the 

time resolved x-ray diffraction experiments. The structural study during tll<' tlans­

formation shows the crystallization starts when the resistance il1( J'('ases. HdplI ill).!; 

to the resistance diagram in Fig .. 5.2ï, where T=ï09 1\. the r('SI:,t<lll<"e 01 t1H' ~(Illl­

pIe keeps on increasing from initial to t=0.5 s. The volume frdctlOlI or tilt' st,tblt> 

crystalline phase in this time interval is negligible (Fig .5.21). Dlll'lllg tills tilllc, the 

volume fraction of the amorphous phase decreases and the crystallillc mdastablc> 

phase appears. The volume fractioJl "f the metastable phase approache<; up to lO 

%. The amount of increase of the metastable phase is comparable to thdt of the 

resistance. This relationship is shown in other experimen tal data sets (Fig .. 5.28 

and 5.25, Fig. 5.29 and .5.19). In Fig. 5.29, the resistance increases until t=.) s. In 

the same manner as the description in above paragraph, only the amorphou<; and tlte 
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rnetastable crystalline phas~s have enough volume fraction to affect the resistance 

(Fig .. 5.19). 

Accordingly, from the above analysis two important facts for the resistance 

increase can be derived: (i) ',he increase of resistance cornes from the appearance 

of the metastable crystalline phase during the early stages of the crystalliz 1 tion 

and (ii) the resistivity of the metasta ble crystalline phase is larger than that of the 

amorphous phase. Therefore, the increase and the decrease in resistance is the result 

of the competition between the high resistivity of the metastable crystalline phase 

and the low resistivity of the stable crystalline phase. 

In conclusIOn, (i) the fraction of decrease of resistance is directly proportion al 

to that cf transformed volume of stable crystalline NiZr2 phase at low temperature, 

(ii) the appearance of the metastable crystalline phase is ahead of the stable crys-

talline phase and (iii) at high temperature, the increase of resistance at the early 

stage of transformation is caused by the appearance of the metastable crystalline 

phase which has high resistIvity. 

Activation Energy 

The stability of metallic glasses is important for their applications. ''''1 11-'C per-

sistence of a metastable glassy phase can be related to an activation energy and 

the transformation occurs with a rate dependent on temperature. The nucleation 

rate depends on the magnitude of activation energy [117]. The system will be more 

thermally stable if it has a higher activation energy and it is the main parameter de-
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termining the d~pendence of the kinetics of crystallization on tilt' otht'l' paralll<'tt'rs 

suc!1 as time and temperature [26] 

There are two main ways to measure the activation energy OI\C is to l1lt'aSIlI't' 

the crystallization temperature Tp at different constant heating ralt's alld tilt' otllt'l' 

is measuring the time of crystallization at different constant teml)('rat.lll't's TI\(' 

Kissinger method is widely used in differential scanning calorirnetry \Vith a constant 

heating rate [3,77]. It. is written as 

d (log 1;) 
d (r,,) 

E 
(;j ;j) =--

kB 

in which f 1,ivation energy E is given by the slope of a plot of log ( 1;) t·e7'.~U8 T; 1 • 

where 4> is the heating rate and Tp is the temperature at the peak 

When the system is kept isothermal, differential scanning calonmetry. el('cti 011 

microscopy or x-rays can be used. But there are limits to each of thc"f' IJlI,t.hod.,. 

Electron microscopy is limited by the local area of observatIOn and ch ffcre Il t lai ..,C<ln-

ning calorimetry is good when the exotherrrllc peak is simple. Convf'ntlOIIal x-ray 

methods require measurements on many samples. Often the variability betw('<,n 

samples is as large an effect as the ont: trying to be measured 

In situ time resolvcd x-ray diffraction methods compensate for the:,(' disadvan-

tages sin ce t.he small relative changes of structure can be detectcd III the diffraction 

patterns. Aiso the x-ray beam covers a wide area of the sample and the expel'iment al 

conditions stay constant until the transformation is completely fiuished. 
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The overall activation energy for crystallization from the III 81tu tinw rpsolved 

x-ray expenments can be measured. Several dlffert.!.t cxperimental data sets w}11('h 

corrcf:>pond to the different temperatures are used. The measured values of the 

activation encrgy arc Ilot ~cnsltive to the volume fraction within h certdin range of 

transformed volume fraction 

As shown in the tlIne-temperature-transformation diagram of chapter 2, It 

takes different times to get the different transfor'l1ed volume fractions in a given 

system. For the NiZr2 system. the time to reach transformed volume fractions 

.1:=0.05, 0.95 were measured at different ternperatures. They ale plotted as a time-

temperature-transformation diagram in Fig. ,j,;30 which show,> the relationslllP for 

the metastable and stable phases. It can be seen that ail the data are still weIl below 

the expected up turn (C shape) of the time-temperature-transformation diagram 

If the time LO reach a certain volume fraction has an Arrhenius temperature 

dcpcndcnce then 

(5.6) 

1I('l'c t x is the time taken for the transformation to reach the transformed volume 

fraction x. The constant to is dependent on the differellt compositions and structure 

[1181, The value E/k8 is the slope in a plot of log(lx) versus liT. 

A typical plot is shown in Fig. 5.31 for x=O.2.5. The measUlcd values of activa-

tion en erg)' for (ifferent transformed volume fraction are the same withm errors. As 

shown in Fig 5.31. the measured value of activation energy for the appearance of the 

( . 
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stable phase is E =2.2 eV If we try to f'stimatp activat 1011 1'1I1'1'!!,~' for tlll' :-11111111.\ 

tion of volume fraction of the mptastablC' and tb' ~tahl(' phclSI':-' (i.I'. \'olullH' friH'111I1I 

of the amorpholls phasp i::. O.ï.')), as .,hown III FIg .1 :H. It i:-. :!.!l 1'\' l'hi" \.dlll' 1" 

comparable to that found by :\ltounian ct al. [1!J.8.1]. whl'I (' F=:! 1 1'\' (F='2.ti ('\. 

from Mckamey et al. [3]) Our small value can be Iclatcd to tilt' lIll'tét:-.l.tbl" plt.I:-'I· 

Since the activation energy represents the stability of formatl()11 of the .,tablt, ph.t:-.t'. 

a smaller value could represent that the metastable phase ma~' illltiate 1 hl' fast IlU· 

cleatlOn of stable phase The val ue of the art i vat 1011 enl'I g} obt,ti [wc! 1 It 1 ()11gb t It i:-. 

rnethod is insensitive to the stage of crystallizatlon. ('\en though the ny:-.t.dhzalioll 

process is complicated. dnd It can be unde-stood as an aVt'rag<' qllrllltit~· In dl'~( Ilhl' 

the overall reaction of crystallizatlon. 

In s1lmmary. we have seen the expcflmental results at hlgh (('mpl'l al \II (' a~ \\,1·11 

as those at low ternperature. The results at low anneal templ'Iaturf'''' dl'llIOII,>tl.t!(, 
1 

the advantage of our new experimental methods when compalf'd to convention,,1 

methods. A model with one parameter (volume fraction) bas bcen llspd to fit 1 Ill' 

diffraction patterns. The trallsient nucleatlOn theory has been applied to the r(,~lllb 

of the fit and it works weil. These results show that the crystallization plO< l'S:-' 1:; 

similar in many ways to what was seen III previous stuclies. 

At high anneal tempc. ,Ires, the appearance of a new metastablc pha~e ét('-

companies the increase of the resistance during initial times. :\ modd \Vith two 

parameters has been used to fit the diffraction patterns. Bccau:"e of tl\(' app!'iLr-

,., 
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éUlCf' uf a tTIt'tastable phase. the A vrami f'xponf'nt IS not f'xpected to be determinl'd 

llIl\fl'H'ly. Activatioll l'fICrgy for the appt'arance of the stable phase is 2.2 eV 

:\ c1o~(' In\'I'<;tigatioll of the data shows that th~ I1lcta!>table phase exists 111 

ail om data, eV('lI at low tf'mperatures. The maXlITllIll1 volulllf' fractIon of the 

rneta~table crystalline phase Illcrease!> with higher anneal temp<'l'atures. Therefore. 

t he transformatIOn at early times must he considered as a mIxture of three diffelent 

phases: the alllorphous, the metastabie crystalline and the stable crystalline phas<,s. 

Trall~formation of a l1ilxture of three phase!> may requile more than one l'eaction 

channel such as' the two step scqUf>nce amorphous phas!' ·metastable phase-stable 

phasf' occuring ~imultancously with the one step sequence amorphous phase--+stable 

phase. 
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Figure 5.1: Phase diagram of Ni-Zr compositions, takcn from Rd. [8.1]. 
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is for the amorphous and the final scattering pattern is for tlw tetragollal pha:.('..,. 
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time is 400 s and the detector range is from q=2.3 Â-I to q=2.9·1 A-I. 
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Figure 5.16: X-ray diffraction patterns during the crystallization of amorphous NiZr2 

for a reprcsentative time sequence at T=653 K. Symbols represent the measured x-

ray scattering and the solid line through them are the results of a fit with Eq. 5.3. 

The dotted, the solid and the dashed lines a .. e the x-ray scattering of the stable, the 

mctastable and the amorphous phases. The times selected are hased on the time it 

takes to reach X=O, 0.1, 0.4 and 1 crystal volume fractions. The time per diffraction 

pattern is 2 s. 
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Figure .5.18: X-ray diffraction patterns during the crystallization of amorphous NiZr2 

for a represer:tative time sequence at T=6ï9 K Symbols represent the measured x-

ra.y scattering and the 30lid line through them are the results of a fit with Eq .. 5.3. 
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Figure .5.20: X-ray diffraction patterns during the crystallization of amorphous NiZr2 

at T=Î09K for a representative time sequence. Symbols represent the measured x-

ray sccütcring and the solid line through them are the results of a fit with Eq. 5.3. 

The dotted, the solid and the dashed lines are the x-ray scattering of the stable, the 

metastable and the amorphous phases. The times selected are based on the time it 

takes to reach x=O, 0.1, 0.4 and 1 crystal volume fractions. The time per diffraction 

pattern is 0.05 s. 
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Those are the result of a fit with Eq. ,j.3. 

114 



, 
!~ 

tIF"""'< pz:q; 

24 N .-4 0 N 
0 N ru .-4 

0 .-4 ru .-4 

20 '-' '-' "-' '-' 

{ 
16 

Il 

12 

..- 8 
~ 

3.1s 
.... 
= 4 
=' 

DDD 

~ 0 
~ 
s.. 8 ~ .... 

,l:J 
s.. 4 ~ ---en 0 

.; !..... "" - " - .... __ _ ,.._ • • Da 

• • '"' ~.-:- - - __ 'l... _ . .. .. . .. 
~ = =' 8 
0 
CJ 

4 

0 

8 

4 

~.3 
, ft 

2.4 2.5 2.8 2.9 

Figure 5.22: X-ray diffraction patterns during the crystallization of amorphous NiZr2 

for a rcpresentative time sequence at T=740 K. Symbols represent the measured x-

ray scattering and the solid line through them are the results of a fit with Eq. 5.3. 

The dotted, the solid and the dashed tines are the x-ray scattering of the stable, the 

metastable and the amorphous phases. The times selected are based on the time it 

takes to reach x=O, 0.1, 004 and 1 crystal volume fractions. The time per diffraction 

r pattern is 0.0167 s. 
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Figure 5,23: The time dependence of volume fraction during the Clystallization of 

amorphous NiZr2 at T=740 K. The dotted, the solid and the dashed lines are the vol-

ume fractions of the amorphous, the stable and the metastable phases, respectivcly. 

Those are the result of a fit with Eq. 5.3. 
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Figure 5.24: X-ray diffraction patterns during the crystallization of amorphous NiZr2 

for a representative time sequence at T=757 K. Symbols represent the measured x-

ray scattering and the solid line through them are the results of a fit with Eq. 5.3. 

The dotted, the solid and the dashed lines are the x-ray scattering of the stable, the 

metastable and the amorphous phases. The times selected are based on the time it 

takes to reach x=O, 0.1, 0.4 and 1 crystal volume fractions. The time per diffraction 

pattern is 0.005 s. 
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Figure 5.25: The time dependence of volume fraction dllring the cryst.allization of 

amorpholls NiZr2 at T=757 K. The dotted, the solid and the dashed lines arc t1lf' vol-

ume fractions of the amorphous, the stable and the metastable phases, rc,>pC'ctlvely. 

Those are the result of a fit with Eq. 5.3. 
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Figure 5.26: Plot of loq( -log(1 - x)) versus log( t) for the crystallization of amor-

phous NiZr2 at T=653 K. The Avrami exponent measured from the slopes are 5.2 

for the first straight line and 4.4 for the second straight line. The points are from the 

fit \Ising Eq. 5.3. Two different straight lines show the exponent is not determined 

uniquely. Berc, x is the volume fraction of the stable phase and the represented value 

is between 0.02 and 0.4. In tnis run, the intermediate metastable phase appears. 
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Figure 5.27: The time dependence of temperature, resistance and powpr during the 

crystallization of amorphous NiZr2 at T=709 K. 
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Figure 5.28: The time dependence of temperature, resistance and power during the 

crystallization of amorphous NiZr2 at T=757 K. 
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crystallization of amorphous NiZr2 at T=6ï9 K . 
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Figure 5.30: Time-temperature-transformation diagrll.m for the crystallization of 

amorphous NiZr2. Circles are for the metastable crystalline and squares are for the 

stable crystalline phases. 
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Figure 5.31: Time-temperature relationship for the crystallization of amorpholls 

NiZr2. The times selected are based on the time it takes to reach x=O.2.5. The> slope 

is the activation energy from the Arrhenius equation. The activation ('n('rgy is 2.9 

eV for squares; 2.2 eV for circles. The volume fraction is the summation of the 

metastable and the stable crystalline phases for squares; only for the stable phase 

for circles. 
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5.3 CoZr2 

II, i~ knowlI that. on the crystallization of amorphous CoZr2, the amorphous phase 

t ra!l~forml> into the .,table tetragonal phase through a metastable cubic phase which 

has IlIgher resist ancc than the tetragonal phase. vVe have' f01(1)(1 t ha t there exists 

anùther irrtermediatc crystalline phase, which has an even higher resistlvity than 

the cubic phase, between the cubic and the stable tetragonal phase. No evidence for 

this phase could be found in the differential scanning calorirnetry measurements nor 

by x-ray dIffraction of samples qUt:llched at various temperatures in the differcntlal 

scalllllng calorimeter. 

Together with Ni-Zr, Co-Zr alloys are known to form an excellent system for 

systematic examinations of physical properties over a wide range of compositions 

[1,26,99,119]. Amorphous CoZr2 crystallizes polymorphically [80]. 

Altounian et al. [102,120] have studied the crystallization process of amorphous 

CoZr2 by means of a differential scanning calorimetry. Structural studies were also 

done by using x-ray diffraction on quenched samples at each stage of crystallization 

as detected from tht. differential scanning calorimeter or by changes in electrical 

l'esistance. Their work indicates the resistance increase is associated with the for­

mation of cubic CoZrl in which the resistivity is intrinsically high. Another study 

related to the nuc\eation and growth of the crystallization of this system have been 

done by Kaster et al. [47,48] using electron microscopy. The crystallization process 
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seems to be weil understood from those studies. 

One of the <tdvantages of our experimental method is the ability to S('C tll(' 

transformation in real time. Bere is an exarnple of finding a new phasf' invol\'f'd 

in the transformations. We sit down in front of the oscilloscope or t hf' computt'r 

monitor both of which are connected to tlle position sensitive det('ct or cont ro!lf'r 

and watch how the transformations occurs with time. With rapidly lH'at ing of 

the sample, the amorphous phase suddenly transforms into the cubic structure and 

surprisingly another intermediate phase develops before it transforms into a final 

structure. No analysis is needed ta determine the existence of this ne\\' phasf'. A 

three dimensional plot in Fig .. 5.32 shows how the phases change wit h timf'. The 

structures in the figure are initially the cubic phase and finally the tetragonal phase. 

The new phase occurs right after the cubic phase and it then transforms into the 

tetragonal phase. 

To see how the volume fraction of each phase changes with time, a model which 

is similar to Eq. 5.3 is used to fit the data. That is 

where It(q), l'l(q), 13(q) and 14(q) are the intensities of the cubic, the new rnctastablf', 

the tetragonal and the amorphous phases respectively each with the ('orrc~pondillg 

fractions of JI(t), J'l(t), f3(t) and f4(t). Referring to result of the fit shown in 

Fig. 5.33, the prefactor f4(t) is zero, because at this anneal temperature (T=ï20 

K), the amorphous phase transforms into the cubic phase in less than the 0.1 s. 
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• 
( One sampling time for this run was the 0.1 s. Therefore the time resoJution choscn 

to measure the transformation was not sufficient for the arnorphous to the cubic 

transition. This study focuses on the existence of this new phase and the trans-

formation behaviors of three crystalline phases. Since each phase appears one by 

one, the diffraction patterns in Eq. 5.7 can be fit byone parameter as in Eq. 5.2. 

Fig .. 5.33 shows the volume fraction of each phase as a function of time. The cubic 

phase Cully transforms into the intermediate phase in nearly 8 s. The final phase 

appears in thereafter and the volume fraction of thiE phase k~ps on increasing until 

the metastable phase has vanished. 

To see the possibility of observing the new phase by differential scannmg 

calorirnetry and conventional x-ray diffraction, sorne experiments were performed. 

As shown by the differential scanning calorimetry traces in Fig. 5.34 , where the 

hcating rate is 10 K/min, there are two peaks: one is for the exothermic heat of 
, 

the cubic phase and the other is for that of the tetragonal phase. For the study 

of the existence of a new metastable phase, the sarnples were que: nched at different 

temperatures as shown in Fig. 5.34. The x-ray experiments wen:' then undertaken 

to get the complete scattering pattern. 

Fig. 5.35 and Fig. 5.36 shows the scattering patterns at the different quenching 

temperatures. We see one figure wit h the cubic phase, one with the tetragonal 

phase and one with a mixture of these two phases. None of them shows the new 

intermediate pha~(: shown in Fig. 5.37, taken from a sample which was rapidly cooled 

.. 
" 
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during the in sztu time resolved x-ray experiments. 

The question arises as to the reason why the new phase occurs in O(W ('Xlwr­

im"l1tal method and not in the other way. Considcring the experimental Illt't hods. 

the main difference which can affect the existence or non-existence of t lU' IIPW phase 

is the heating and cooling rates used to quench the samples. The reason for quC'nch­

ing the sample is to be able to examine the sarnple at room tcmperatllrt' \Vit h 

x-rays, the faster the reaction rate, the higher the cooling rate that is requin'd. 

Otherwise, the reaction might be completed during the cooling. The cooling rate in 

our lime resolved experiments l.:> nearly 103 K/s. By cooling the samplt' with tills 

cooling rate, the same x-ray diffraction pattern at room temperatl1re was obtainC'd 

as at. high temperatures (the x-ray diffraction pattern of new metastable pha.<;(' for 

rapidly quenched sample is shown in Fig. 5.37 and the diffraction patterns of th!' 

in situ sample is shown in Fig .. 5.32). Observation of the intermediatc phase at room 

temperature implies the cooling rate was high enough to prevent fl1rther rea( tion 

in this system. Meanwhile, the cooling rate in differential scanning calorinH'try is 

5.3 K/s. This low cooling rate is probably not enough to freeze the state \\ithOllt 

further reaction during the cooling. Another pûssibility is that the heating rate 1:-' 

not sufficient to reach a temperat ure above which the new phase could appcar before 

the temperature to the tetragonal phase has stabled. 

vVe tried 1'everal models to determine the structure of this phase and have rulpd 

out rnost cubic, hexagonal and tetragonal structures. Sorne of the peaks which are 
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( attributed to the new metastable are shown by the verticallines in Fig. 5.3i. 

Fig .. 5.38 shows temperature and resistance as a function of time for the crys-

tallization of amorphous CoZr2' In this run, the sampling time was 0.1 s. At this 

tcmpcraturc amorphous CoZr2 transforms into the cu bic crystalline phase within 

0.1 s, so the initial value of resistance is that of the cu bic phase. It increases until 

t=O.8 sand decreases thereafter, finally approaching the resistance of the tetrag-

onal phase. To understand the characteristics of the high resistance of the new 

metastable phase, whe~her it is caused by small particle or as an intrinsic property, 

requires further study. 

In summary, we have discovered a new metastable crystalline phase during 

the crystallization of amorphous CoZr2' The resistivity of this new phase is higher 

than that of the cu bic and the tetragonal phases. A high cooling rate is required to 

quench this metastable phase to room temperature. 
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Figure 5.32: Three dimensional plot of in situ x-ray scattering patterns during the 

crystallization of amorphous CoZr2 at T=720 K. Initial scattering pattern is for the 

cubic and the final scattering pattern is for the tetragonal structures. Middlr stage 

is the one fol' the new metastable structure. The x, y, z axes are the time, the wavc 

number, and the scattering intensities. Run time is 40 s and the detf'ctor range is 

from q=2.36 A -1 to q=3.0 A -1. -
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Figure 5.33: The time dependence of volume fraction during the crystallization 

of amorpho,ls CoZr2. The dotted, the dashed, the solid lines show the change of 

fraction with time for the cubic, the new metastable and the tetragonal phases. To 

get the volume fractions, Eq. 5.7 is used. 
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Figure 5.35: X-ray diffraction patterns of the cubic and the tetragonal phases for 

CoZr2. The samples were quenched in the differential scanning calorimeter. The 

quenched temperatures are 770 K and 850 K as shown in Fig. 5.34. The indices are 

(hkl) for each phase. 
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'
1 the top 

represents the partially crystallized cubic phase in the amorpholls phas!'. Ill(' Illiddll' 

one represents the contribution of the cu bic phase and the bot tom one repr!'sellt~ 

the contribution of the mixture of the cu bic and the tetragonal phases. 
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Figure 5.37: X-ray diffraction pattern of quenched CoZr2 sample with a high cooling 

rate. The sample was quenched during the zn situ time resolved x-ray experiments. 

The peaks with the vertical lines labelled by their wavevectors are the contribution 

of the new metastable phase. The other small peaks are the contribution from a 

small amount of the cu bic and tetragonal structures. 
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FigUfP 5.38: The time dependence of temperature, resistance and power during the' 

crystallintion of amorphous CoZr2. 
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5.4 

It is known that, on crystallization of amorphous FeZr2, the amorph'1us phase trans-

forms into a mf'tastable cubic phase [26,120] which has high resistivity. The cubic 

phase then transforms into the stable tetragonal phase [103,121J. Our study of this 

system has focllssed on the transformation from the amorphous to the cubic phase. 

One reason for interest in this transformation with time i8 the existence of coarsening 

with time in the cubic phase. 

Previously, the crystallization of NiZr2 and CoZr2 glasses have been studied. 

In this section, a similar study on FeZr2 is presen ted. As with NiZr2 and COZr2, it 

is known that amorphous FeZr2 crystallizes polymorphically. In this simple trans-

formation from the amorphous to the cubic phase. the change of parti cie size will 

be studied in detail. 

A three dimensional plot of scattering patterns as a function of scattering angle 

and time on thf' crystallization of amorphous FeZr2 is shown in Fig .. 5.39. The phases 

in the figure are initially the amorphous and then the cubic. The Miller indices of 

cach crystalline peak ::Ire (U5), (044) and (13.5) from lower to higher scattering 

angle. The time per diffraction pattern is 0.2 s for the first part and 2 s for the 

lt\st part of the run. The non-existence of scattering patterns in the middle stage 

rcpresents the time to transfer the first set of data to the computer and st art the 

second. During this time the sarnple was held at constant temperature. The three 
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dimensional plot shows how the peak shapes change with time. An initially hroad 

crystalline diffraction pattern becomes narrower with time'. 

To get the volume fractions of each phase, a model which is similar to Eq. 0.2 

is used to fit the data. That is 

I(q,t) = (1-X(t))It (q)+X(t)I2(q,1O) (5.S) 

where X(t) is transformed volume fraction and Idq) is the initially meas\lf('d amor-

phous pattern. 12 (q, w), with peak width 10, is the diffraction pattern for th(' cull\(' 

FeZr2' In Eq. 5.2, for NiZr2, 12 ( q) was the finally measured crystalliJlc patt.cl'll. 

But 12 ( q, w) for FeZr2 needs to be more sophisticated, since the peak width changes 

during the transformation. The diffractioll patterns of the phase mixtuI<.' in the 

middle stages of the transformation is not expected to be a linear combination of 

the initially measured amorphous pattern and the finally measured crystallin(' pat-

tern. Therefore, we need another model to fit the diffraction patterns. The way 

we modelled the diffraction patterns of the cubic phase is as follows. Wc have tlw 

diffraction patter'l of the cubic phase measured by x-rays, thereforp wc know the 

peak positions and the relative intensities of the peaks in the cubic phase. Using 

this information we can use a Gaussian functional form for each peak. Diffraction 

patterns are now a linear combinat ion of two patterns and the crystalline pattern has 

as a parameter a common width for ail peaks. Using Eq .. 5.8, glves a two parameter 

fit for the volume fraction and the peak width. 

The scattering patterns with the results of fits are represented in Fig .. 5.40. 
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Clearly the scattering patterns evolve with time and the peaks become narrower. 

After 1.5 s, as can be seen in Fig .. 5,41, there is only the crystalline cubic phase, 

sincc X(t)=1. The width of the scattering peak of the crystalline phase is ail that 

evolves thereafter. The scattering peak width of the cubic phase (half width at half 

maximum) is shown in Fig. 5.42. In this figure the time axis has a logarithmic 

scale and the width as a function of time shows a straight !ine. The peak width 

represents the crystalline particle size in the sample by using relationship of Eq. 4.5, 

the change of particle size with time is shown in Fig. 5.43. In this figure. the y axis 

has a (size)5 scale and data gives a straight line, sh0wing the growth of the particle 

size is '" tO 2. Another interesting aspect is seen in the resistance measurements. 

As we can see in Fig 5.44, the resistance of the cubic phase, which is higher than 

that of the amorphous phase, does not change when parti cie size grows, indicating 

that a high resistivity is apparently intrinsic to the cubic phase. This is in good 

agreement with Altounian et al. [119]. The authors also independently showed that 

the transformation from amorphous to cubic FeZr2 is characterized by the evolution 

of a large number of small crystallites (30 Â size at initial times grow into micron 

size by annealing at 900 K for 2 h), using the transmission electron microscope and 

the differential scanning calorimeter [103]. 

The quantitative explanations of why the domains grow with a small power 

law is not clear. Not many theoretical explanations or experimental studies on this 

growth behavior have been reported. To see the microscopie view of this growth 

{ 
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mechanism, sorne other experimental method such as electron mtCfOS("Opy tnight 

have to be combined with more detailed time resolved studi('s. The pl'on'ss of 

pinning of domains walls could be observed with this method, possihly explaining 

the retardation of the growth at Jate stages of transformation. It is unusual that a 

low value of the growth law Îs observed and much work remains to be done in this 

system. 

l' 
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Figure 5.39: Three dimensional plot of in situ x-ray scattering patterns during the 

crystallization of amorphous FeZr2 at T=690 K. Initial scattering pattern is for the 

amorphous phase and the final scattering pattern is for the cubic phase. The x, y, 

z axes are the time, the wave number and the scattering intensities, respectively. 

Ovcrall run time is 545 s. Run time of first part is 40 s, second part where the first 

patterns were transferred to the computer is 105 sand third part is 400 s. 
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Figure 5.40: Scattering patterns during the crystallization of amorphous FcZr2 for 

a represented time sequence. The indices are (hkl) for the cubic structure. The 

symbols are experimental data and the lines through them aœ the fit with Eq .. 1.8. 
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The simultanrous crystallization into two crystalline phases is referred to as eu­

tectic crystallization [48]. Ouring eut<,ctic crystallization, the product phases can 

be two stable crystalline phases. Aiso eutectic crystallization can be followed by 

the primary crystallization or can be accompanied by the appearance of possible 

metastable phases. No composition changes are expected iu the parent phase during 

this reaction. As can be seen in the ~i-Zr phase diagram (Fig. 5.1), crystallization 

of amorphous Ni 36 5Zr63 5 can be eutectic wlth the expec.ted final product the two 

stable crystalline phases of :\iZr and NiZr2 [3.106]. Result of time resolved x-ray 

measurements agaIn show wmething which was not expected. 

The inte~esting aspect of studies of crystallizatIOn behavior of this composition 

is the existence of a new phase along with the known crystalline phases of NiZr and 

NiZr2. Fig .. 5.4.) represents the time evolution of scattering patterns during the 

crystallization. The times shown correspond to transformed volume fraction X=O, 

0.1, 0.2.5, 0.4 and 1. Lines through the data In the figure are fi ts to the diffraction 

pattNns with the assumptIOn of a linear decomposition of each scattering pattern 

into four separate parts: an amorphous pattern Il(q), a crystalline NiZr2 pattern 

12(q), crystalline NiZr pattern 13(q) and an extra pattern 14 (q). The modelused is 

w hcre X (t) is total volume fraction transformed. The prefactors 12 (t), I3(t) and 
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f4(t) are the contributions of crystalline NiZr2, crystallme N1Zr and ('xt ra phas('". 

respective1y. The amorphous pattern II(q) 1S the lIlitially nwasllfcd pattt'nl. TIlt' 

crystalline patterns, 12(q) and 13(q), art:' independcntly llWilsur('d x-ray difflilct Ion 

patterns for crystalline NIZr2 and crystallinf' ~iZr sarnplps. Tl\{' applicat Ion of t Il(' 

independently measured x-ray diffraction patterns for modpl 0.9 and the' d('tt'fmi­

nation of the extra 1ine shape 1S as follows. \Ve have the peak posltloIlS ,Hld \"(,1 a­

tive intensities of the two expected phases from the independently measurf'd X-f,lY 

diffraction patterns. For the last scattering pattern of the fun. whpfp the rlmorpholl~ 

phase has fully disappeared, Il might be expf'cted that the diffractioll pa!,lpfIl 1'" a 

summation of the diffraction from the tetragonal ~iZr2 and orthol homhic 0iIZr. \\'t' 

found that the dIffraction pattern is not just the summation of the t'Xpt'( tt·d two 

patterns. \Ve must introduce another hne to fit the data. Thl:" extra !tJlt' ..,hapt· I~ 

required to fit ail the diffraction patterns through out the nUi TlH' lllle W(' ha\'(' 

determined is shown in Fig. 5A:) Cl" a solid line. FIg .. 5.46 represents a biow-lip of tht' 

scattering pattern for the final time. The solid line through the data 15 ? fit to t I\{' 

scattering pattern with the summation of the thrce parts wlthout cUly amorphou'i 

contribution. Clearly, by inserting an extra sca' termg pattern. the fit IS reil~()nahlc 

The contribution of the new phase remains l'ven after the amorphous phas(' has fully 

disappeared in this experiment A1so we found the prefactors !2( t) and hU) wefe 

constant in tim~. Therefore the diffraction modpl in Eq. ,5.9, once these constants 

are determined, has two parameters, the transformed volume fraction X (t) and the 
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prefactor f4(t). 

The results of this fit is shown in Fig. 5.47. This figure shows the relative 

volume fractions of each phase with time. The volume fractions of each p~ase can 

not be determined at this stage of analysis because the diffraction profile of the new 

phase is not fully determined. In this figure, f2(t) and h(t) are constant, 0.8 and 

0.19 respectiv('ly. But f4{t) changes with time. It increascs initially and then stays 

nearly constant, indicating that the rate of transforrlation for the three phases is 

not simultanpous. One thing we can say, by only considering the crysthllization 

behavior of the NiZr2 and NiZr compositions, is that the crystallization mode of 

this composition is eutectic. The relative fractions of those two crystalline parts are 

constant with time, indicating the simultaneous crystallization of the two phases. 

We have IlOt performed lugh temperature or long time experiments for this system. 

Thcrefore we have not much data on the transformation of this extra phase, when 

or if it disappears and nor OII its relationship with the expected phases. 

The question is 'what is this extra phase?'. Altounian et al. [103] studied 

the rrystallization of amorphous Ni42 Zrs8 and reported the existence of the new 

metastable phse (also refer to Rer. [3,102]). By using differentlal scanning calorime­

try, x-ray diffraction and electron microscopy, the authors dctermined the structure 

of the metastable phase as a cu bic phase. The behaviors of the new phase on the 

crystallization of Ni36 SZr63 5 in our experiments are similar in several ways to the 

one found by these above authors. First of all, the position of one of the largest 
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scattering peaks from these authors is the same as that shown in Fig .. 5..t ï. S(,C­

ondly, the resistance initially increases with ~,he appearance of the nf'\\' phasf' and 

decreases thereafter with phase separation into the cr 'stalline :\'iZr and ;-';IZr1 pha:-.t's 

(Fig. 5.48). Thirdly, the reactiocl rate of the new phase is faster than tltat of the 

stable crystalline phases. So, independently measured results by using <i1ff('f('nl 

methods both show the appearance of this new phase. 

In summary, there exist a new phase during the crystallization of amorpholls 

Ni365Zr635' Although theprefactors f2(t) and f3(t) in Eq .. 5.9 remain constant, sug­

gesting simultaneous phase separation, the prefactor of the new phase chang('s with 

time during the crystallization. To understaTld the crystallizatlon kinetics of titis 

composition and the properties of the new phase, posslbly a crystalline cuhic phas(" 

more studies su ch as real time x-ray diffraction experiments at higher tf'mpf'raturf' 

or electron microscopy will be required. 
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Figure 5.45: Diffraction patterns for a representative time sequence during the crys-

tallization of amorphous NÎJ6 SZr63 5 at T=690 K. Symbols represent the measured 

x-ray scattering and the solid line through them are the results of a fit with Eq .. 5.9. 

The amorphous contribution is dashed, the known crystalline contribution is dotted 

(summation of contribution of crystalline NiZr2 and crystalline NiZr) and the new 

phase contribution is solid. The time per diffraction pattern is 0.5 s. 
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Figure 5.46: Diffraction pattern for a final time during the crystallization of amor-
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crystallization of amorphous Nb6.SZr63.S at T=690 K. 
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Chapter 6 

Conclusions 

Wc have presentcd a new experimental method for the study of phase transforma-

tions and applied this method to the study of crystalIization kinetics of zirC'onium 

hased mctallic glasses. By llsing 111 Sltu time resolved experimental method. we 

have o\'crC'otl1e many of the experimcnta\ barri crs which conventlOnal mf'thods face. 

Our results of th(' tlme resolvf'd x-ray measuremcnts have shown many unexpectcd 

phenomf'na and have enablcd us '0 '3olve many problems. These results indicate how 

it is cxciting anè important to stud) phe "e transformation zn s~tll. But as we have 

secn in this thesis, as many problems remain unsolved as many have bepn so\ved. 

Spf'cifically, the appearance of the ncw phases during man)' of the crystalhzations 

comp\icated matters and theoretical studies, as well as furthcr expenmental studips, 

arc rcqu ired to understand each transformation process. The study of )hase trans-

formations with lTl $Iill time resolved x-ray measurement is just in its infancy. We 
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have opened a new area of experimental mC'thods for tht> st IIdy of pha:;(' t 1 illl .... fOllll.l­

tions. \Ve expect man)" experiments can b(' perfol'Ill('d on III a Il Y sy:;!t'Ills <llltl 1ll.IIlY 

problems will be solved by this nC'w nwthod. 

The two parts of this thesls. the developmC'l1t of ln ,sI/II tlll1(' I('~()h l'd x-ra~ 

experirnental methods and the appltcation of this new method t.o cry.;;t allizat 1011 

kinetics, can be summarized as follows. 

1. The main conclusion of the developmP J1t of the np\\' t'xpf'rinH'n t al I1l1't hod 

are as follows. 

(1.1) 8y resistively heating th(' samplè in helillm atl11o~pher('. w<' pp! IlI'a!illg 

rates of over 104 K./s ano cooling rates of 103 K/s. 

(1.2) By lIsing a position sensitive detector and a spf'cial mOnOChI'OIllél!or. \VI' 

can acquire diffraction patterns as fast as every :3 IllS. 

(1.3) 8y using an infrared pyrometer, we can read and control t Il(' ~éllllpl(· 

temperature, o\'ercoming the difficliltips of reading tempC'ratllrf' by lIsing a t IW1'1ll0-

COlI pie. 

(1.4) 8y usmg synchrotron radiation, we get thp hlgh diffractlol1 illtl·n<.;Jly 

which is crucial for the structural mf'asuremcnts of the fast n'aet IOns. 

(1.5) In slhl time resolved x-ray experimental mcthod t'nabl('s 11<; tn 'itudy 

fast reactions. 
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(1.6) We have dcmonstratecl many different aspects of structure that can bf' 

ll1f'étsured as a function of time. \n ability to follow the e\'olution of diffraction 

patterns in real time enables one to qualitatively mvestigate the tran"formation 

kill('tic~. Sprcifically, thf'rr is the possibility to discover new phases. A ql\étlltltat ive 

m('a~urem(>nt'l of mtenslties for the differcnt components of diffraction pattern al\ow 

l1S to gel volume fractions of each of the phases. 'vVe can measure the positions of 

the Bragg peaks and therefore lattice constants as a function of time. Any time 

evolution of the wldth of thesc peaks enable us to measure the time dependence of 

the microstructure. 

2, The main conclusion of the study of the crystallization kmetics of the amor-

phous NiZrz, CoZrz, FcZrz and ~ÎJ65Zr635, using zn Sltu time resolved experirneIltal 

met.hods. can 1)(' summarized as follows. 

(2,1) NiZrz 

Conventional Crystallization: 

[SOI bermal crystallization beha "ior fo11ows closely the expected dependencies 

from earlier works. A simultallf'ous m('asurement of the x-ra)' diffractIOn patterns. 

It'mpf'rature. power amI n>SI~tétIlCf' of a sample In real t11ne demanstratcs the ad-

vdlltagf' of thf' new experImcntdl Illethod. Detailed structural In\'f'stigation shows 

t hat the amorphous phasp t ramforms inta the stable crystaHlIle phasr with ét smaH 

amount of an intermf'diatc phase. In spite of a small amount of this phase present, 
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a model based only on the coexistence of arnorpholls and [,1 able phases fi 1 ~ ~ III' d il' li 
Transient n 11deation theory. with con~tant growl h ratf', is appii('(L l'Ill" "'lI1lph· 

model fits our results well, explaining how kInf't i(~ of crystalhzat ion nccm, /.( l'y 

nucleation and gro\\,th. Resistance df'crf'a'if's from high \'alll(,~ in t Ilf' élIllOrplu>ll" 

phase to low values in the Cf} stallll1c phasf'. 

Rapid Crystallization: 

Structural investigation shows that there is a new mf'tastablf' crystallilH' pha~I'. 

The existence of the rneta~table phase which e\'oh'es inlo a 'itablt' pha!'>p hil~ 1)('1'11 

exarruned in differf'nl wa~s The pixel intensity al q=2 .. ).) ;\-1 shows IlH' lran"for, 

mation does not occur in simple rnanner. Instead of simply IIlcrPilsing or <l1'( H'a~­

ing. this pixel intensity increases and then decrf'ases becau~(' of tl)(' prp'if'IICP of 1 lit' 

metastable phase. The resistance change also shows that the phase tran..,forrnat iOIl 

does not occur in sImple manner. The reSI'itancf' illcreasf's wilh tlll' apprMrlll('1' uf 

metastable crystalline phé'se and thcn uerreases. This Ill( fPrl..,(' 1" ('xpléllTH'd Ily 1 1 If' 

resistance of metastable phase being high('r than that of t1H' é\1Il0rph{J1I'i pll<l"l'. 'l'Il(' 

reaction kinetlcs can not be determined hy a unique Avrallli t'XpOllf'llt .\Cll\·iltioll 

energy has been measured to be 2.2 e V for the? ppraranc(' of the stablp phil~('. 

(2.2) CoZr2 

It is known that crystallizatlOn occurs throllgh the seqUf'llce: arnorpholl'i phasf' 

-+ cubic phase -+ tetragonal phase \Ve found a new rnetastable phase which ilpp('ar~ 

between the cubic and the tetragonal phases. The reSi'itallce of t1lP Tlf'W phase 
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i!'> highf'r than that of the cubic and the tetragonal phases. 'vVe couldn't see any 

('Vldence for thf' new phase hy x-ray diffraction from samples which were quenclH'd 

III the (llfferentiai <;canning calonmeter, implying that the Important information on 

t 1)(' structural changes dUrJng the crystallization of metallic glasses may be lost If 

t/w ('xpf'riment I~ not conducted zn sztu. The new phase discovered ean be studif'd 

at roorn ternpC'rature if the sample is quenehed by high eooling rates. 

(2.3) FeZr2 

It is known that crystallization occurs through the sequence: amorphous phase 

-+ cubic phase -+ tetragonal phase. We have foeussed on the transformation from 

the amorphous phase to the cuble phase and found the occurrence of coarsening in 

cuhie phase. The exponent of growth law IS nearly 0.2. l.e. R "V tO 
2 with particle 

size Rand time t. 

It was expf'cted that the crystallization of amorphous Ni36 5Z1'63 5 should oCClir 

through f'ut('ctic phase separation of tdragonal NiZr2 and orthorhombic Ni Zr. We 

round t hat th(' phase separation occurs with the appearance of another phase which 

app<,ars wIth a higher reactlOIl rate than that of expected phases This pxtra phase 

may he closely related to the metastable phase that Easton et al. [102] and Altounian 

cf al. [10:3] have reported prb·ÎClu:,Îy. 
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