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Abstract 

o 

The conc.ept of. 13uilt-ln Self- Test {BIST) has recently becom!! an increasingly art.· 
~I' ," • 

t;active soluti9n tb the co~p}e~ problem of testing V LSI chips. fowever, the re~lizatioll 

of BIS/faces sorne challenging pmblems of its awn. One of these probleins is to in-, ' r • 
4 • 

crease the quality of fault coyerage of a BlST implementation, without incurrillS a larg(' 
, 0-

overhead. In particular, the 105s of informatiôn in the. output data compressor, which if1 
~ ~ ~ 1 

typicall}l"'a rpulti-input Iinear feedback shift register (M/SR) , is a 'major cause or concern, 
, \. ~.. ~ \ 1 

Ip the recent past, ,s~veral resea.rchers have proposed different sch~mes to redu(\' 

this loss of inforIJ,lati0n, while maintaining-the need for a small are a overhead. 

In this pis~tation, ~ ,new BIST scheme, based on m~difying the ~utPut drita 

before cornpr'ession, is developed. This scheme, called output data modificatIOn ( ODM): 
) , \1 .. 

exploits the knowledge of the functionatity of the c'ircuit under test to provide a c.ircui\.-. . . 
specific BIST structtÏre. This structure is developed BO thétto it can corNeniently tH' 

" implernented for' ahy .g~~~~LJd.jfCUi~ under consid~rati~n. But more important/v, if 

proof of effectivenes's Îs provided to show that ODM will, ~n the average"be orden;' of - ~., 

magnitude b€tter than ail existing ~chemes in ifs capability to reduce the information 

los~, for a given 'amount @f area. overh~d. 
"----:J.," . . ' J 

Mor{'oVe~, t~e constructive 'nature Qf the proof will allow one to provid(l a simplc' 
, ,- . 

trade-off between the reduction tolerated in infor,mation loss to the area' overlwad needelJ 
_ • , ." Bl!.' 

t~ affect this redu<:,tion. 
• > 
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Résumé 

La vérificatiof,l des circuits intégrés" à très grande échel1e (VLSl) çonstit ue. un 
Q 

problème très c'omplexe. - L'approche des tests incorporés (B/81) , est une approche' . ' 

récente qui est de plus en plus attrayante. Néanmoins, la réalisation de puces autotesta

bles pose de sérieuxlpro6i~mes aussi. Un de ces problèmes est d'améliorer la qualité"dè' 
l • ~ c2 i 

l'autovérificatio~ du clrcùi(sans nécéssiter une trop grande aire supplémentaire '<le sili-

cr~n .• La pertE' d·'inf~~.matio~ésultant du"verificateur/compresseur de réponse. (~ui est 

le plus souvent implémenté sous forme de régistre (Shift· Register)'à ehtrées multiple&.) 

constitue ùn des 'poin~s d'intérêts majeu;s de la recher~he'actuelleC dan/ie domaine. " 

R~c('mment, 'plusieuI;s cbercheufs ont proposés des approches viséès à réduire la . - . 
pert,e d'information rés\:lItant de la comprèssion de la réponse du circuit. En général ces 

approchel'> II~) requiert q~e peu. d'ai're de ~ilicium supplêméntaire. La présente disserta-. 

lion propos; Ulle ,I\ouvelle approche d:aUlo~tion. Celle-ci eSI b .. ée sur 1. modifi

catron de la réponse du circuit-avant la comprésslOn. L'approche, appeUée "?utput dati?-

'. modification" (ODM) utilise la déscription fonctionelle du circuit -afin de réaliser une 
o • ) 

. struéture d(' test propre à un circuit. Cette structure est déveloper , afin 'qu'elle puissè 
." 

. a.isèm~nt. être implémenter cpoù.r n'importe qu~l circuit . ., 
Le plus important ~st qu'une -Auve d'éfficékité est donnée. c~Iiê-ci démontre 

qu'èn génrral. J50ur une' aire dë silicium supplémentaire donnée, l'approche 'ODM résulte 
, . 

en uue diminution de la perte d'information qui est de plusieurs ordres de grandeur 

inférieurE' aux autres approches précédemment" proposées. 
c 

En ou~e, la nat~re constructiv~ la preuve permet de facilement établi'r le ~apport 
'\ '. ' 1 

entre la rÉ'duction de perte d'information désirée, et l'aire supplémentaire réqu!se P70UT" 
, t" 

éffectuer cette réduction. " 
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Statement" of Or'iginality and" Contribution ,to tli~1knoWledge 
1 .. ~ .. ~ .. f • .., r /' 

The author of this ~~~sis daims o:igin'ality for ~he fo;;~wing Jhnt;ibu~ions: 
'_~. 1 

41 The develppment of a BISTscheme, based,Qn the ,outptJt data modification concept, ~ 

. '{'" 'to 'optimize the error masking probîem,;~hich is ~n~ oi t~~ ~ajàr concerns of ElST. 

, 

~ , 

This scheme provides the best implementation in the quality of ElST compared to 
'\ ' . 
ail the earlier attempts. An analytical proof also developed in this thesis shows 

" , that for 8:verage cases, it prov,ides tremendous reductio\f in error masking. , , 
• The development of sev~1 designs {or sequence generation. These designs are 

charactërized by their capabiUty to generate lar~e nu~rs of distinct sequences . ~ 

(of length 1) using a small amount of hardware (O~og(l)) gates). These designs 
, \ . . 

can also be:adopted in various applications other thau the output data modification 

scheme. , . . 
'" la' 

.. The develop~nt;"of a heuristic algorithm whic~ has the goal of deCermining1fgoqd 
l ' I~ 

approximatio,n 'to a desired sequence that can be oè'tained for a given amoun~ of 
'" . "'. . 

har(iware. 
, , 

, • The development of a trade-off concept in BIST designs to achieve optimal solutie.ns . 

between th~ two following constraints: the d~sired amount of te~t quality, andJ a" 

tolerated amç>unt of extra hardware. More' specifically, this concept is elaborated 
, . 

for the C'ase where test qualitl i~ measured by error maskin{1; probâbility and where , 
, . 

the amount of ~xtra,l hardware is measured in n~mber"cl cubes: . ' .. 
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Chapter 1 

.. 

..' ., 
Introduction 

t-----------------------~----- -- --- -- - -------

( 
~ . 

r 

"-
1.1 Background: 

The int-egrat,ed circuit (IC) technoJogy is continual/y moving towards higher scaIe 

and density factors, hence making possible the fabrication of circuits with a very large . . , 

• I1UmlJf'f of devices on a ~ingle cllip. However, inéreases in circuit complexity, due to these 
. , 

tecJmoJogica/ improvements, have made testing such citcuits a major probJem [Williams 
< 0 , 

8:11. 
, 0 

• 
Test,ing is performed in order to d~{ermine- wbetner a circuit is operating corr:ectly, .. 

Of not, i.e. t~o find ~ut j~it is ;roducing ide~tic:.J,result~ to w~at jUs. origihally desjg~ 

for. 

A te.'itmg procedure, in 'generàl, consists of three steps: generating a set of input 
• • v "-

pat,ternl" (i.e, tE'st set); app/ying these to the circuit und~r consideration; and analyzing . ' 

r 
{) 

.. 
, , 



) 

o. 

the r~sulting. outpu·t •. dâta. This pracedure is usually performed at Vllrious /(.vrls' durillg 
), 

the production df a system {Mann 80J [Myers 83J. For instlllJce, t,Ile dil's arr\ tf'st,;,c/ 

during fabrication, the packaged chips-before iMertion into the boards, t/lf' boards aftf'r 
~tj\T 

J fil ' 
assembly, and nnally, the en_tire vstem is tested wlleJl complete. The C'bmp/exity of t,lu' 

testing procedure at each level is determined by factors sucl! as the time avaiJa/Jle for 

testing, the degree, of access ta internai circuttry, alld the percent,age of fa.IIUs wllklJ Il/'f' 

required ta be detected. 

1.1.1 Cost of Testing: [r As digItal ;ystems become mor~ c~mplex, 
part of the cost Qf a system. ' Thus, there is 

thei.r cost of testing becomes a lWt.,jO/' 

much activity in f,I'ying 1.0 /'(>(111(,(' t./u· 

• 

cost of testing by developing different testing strategies. It is, JJOwevcl~, impurt,IiIlf. f,u 

mention that the cost of fillding a failing component depends, in additioll f,() t,lw f,csUlIg 

strategy upon the level of testing (i.e. chip level, board l.evel, ... ) as weJ/. III g<J1Jcra/, 
1 r-"'------ Il 

since detecting ard isolating a fauIt at the board or higher packaging leve/s' costs mort' .. \ 

~ • '". ,\.. ~1 

than at the cllip level {Williams 8'3J. To minimiz,f! the "cost of ~estjllg, if, is illllu·rat.Î'{fJ 
\ d' .. , 

that faults be detected as early a5 p~~ible. Most' of our dis~ussjons, throughout thi.., 
.. " .'" 

• f , 

diSsertation will be concentrated on chip level testing, although the schemc propos(?d is 

• ~p~licable 't~ other le'v;ls' ~eSi~s chip level testing. ' -
.. \t __ f 

. 
• - '10 

1,1.2 • Generating a test set: .,. 
The t~g'Pf9cedure, as indicated previousJ.l'. st,art.. .. ".\' Rf'II P P' t ing,' f,(>,.,t, .... et. S,u;}, 

a set is utilized in or der ta identify t,he cirr::flÎis UJi:lt 11<1\'(' l'f.!((/il/~' l,lili/y (Jill' I,(J "lJy . .,ifal ~ 
. . 

failures. The large number of possible [ai/ures dictates that a practical strategy to 

generate a test set shoVld avoid working directly with these pl1ysical rai/ures. 8inœ, at ' 
~ . ~- "t , 

2 

\ 

" 

o 

, . 



( 

( 

) 

.. 

... 

1 

.... 
, 

tlle chip level, one i8 not UBually concerned with deterIflining the exact physical 

[ai/ure, what i8 'de8ired i8 merely ta und out tlle existence or absence of any, failure, 

Th us, in general, the effects of physical.failures are describèd by a fault mode!. If 

a. ra~Jt modeJ accuratelY :[ dcribes ~l1, th~ phrsiéaJ failures of interest, then, one only 

needs ta generate a test 8 which detects àl1 the faults in t~ Ault mode!. ,The 'most ... .. , , 

wf.rJely-used fault model is that of a.slitgle Une being permanently stuck-at a logic v~lue, v 
, .... • 1l< 6' ~ 

of 0 (s-a-O)'or 1 (s-a-1), " .' 0' 1 

. . 
• 

The pres,ence of a glven fault ls said ta be detected when an',aPPtf0priate input 
, • .'<b _ , 

pattern, applied to th~ 'c~rcuit-urider-test (OUT), ... cause~ an intorrèct Jogic resuJt (that 
1'.~ ". .')" '-.ê o __ _ 

18'0 error) "at one, or more o~tPut llnes 0: the eu'!. Dlffere*nysi~al failuresjfaults may 
'9" ' .1. • l' , 

.. cal~se the same error under a given pat~erri. Gl~n a fauIt model, a tepr,set ls considered 

complete if it deOte~ts the entire s:t oE fa~Jts in a eUT, Hence; it.is essential tha-t for 
~. ..'" '(' . 

every fauIt;' therè"must' e;j~t at le~t one pattern by which it will be detected. It will 
'" • ~ • II!I 1 

. be" seen Jater, ~:hat 'aespite lts necessi~y a. complf!te test' set ls often not easy to obtain 

[(}or larg~ circuits. 
• • 

, 
• 

Various algorithms [Gael BI) [Fujj~ara Bl! have be~n 'developed to~ generat~ test 
, 

sets for chip level testing. 
D 1 ~ 

GonventfctnalIy, a-:test seVat this Ieyel consis,ts of either 

deterministic, exhaustive, or rand~mly generated p~tterns, depen'dini on the' testing '" ( • .. .. l'''~r~, 

str~tegy adoptJd. A discussion conce~ning these str~tegies will ~~;i,Ppetr. Jater i~ seçtioll 

1.2. 
\ 

1.1.3· Measures of Test quality: 
() 

~ ~ 

. .. 
, . , 

, . " 
,"'hen consiaering a set of input patterns to test a çomplex circuit, one should first . . , 

con"sider how good it is fo~detecting the set of fat(lts in the circuit. Usually, the quality 

,. 3 
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.. 
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-
.of a test set is .~e,â.sured by the ratio af f.l1e faults- detected to the. total )lUlUber of fau/t.s 

.. -~.or 0. • '" .JI" 

, , ~n th'eo molel. 'f'hi§ .\"atio is termed as fault coverag.e. . \' '. ' 
t" v b' 

.. 

... ~ II' ,. 

Fault coverage 'is u~ally determined by a procêss called fattlt simulation, This 
~ 

process consists of s1mulating the application of every pattefll in t.lw tf!st, set' to tlw S(·t, , 1 

offA,ulty cir~uits (corresponding to the c(rc;uit to which a fault is injected) ami COIHluu'illg 

the respollses to that of a fault-free circ uit. t..:However, such a simulatioll of t.ll(' el/tin' 
"'" 

• set ~f faul~s, particlllarly' in large circuits with many tens of tJwusands of gaies 1JI1t;V 
'" ~ • • c ( • 

, ., ~ , 
• tàke a pmhibitive, amount o( cqmputing time, As an anernativc tv si1l1u/at.iofl, s('V(md 

. . 
probabili.stic measures have been prop,~sed to estimate the {ault C'OVf!/'itgf1 jHavir IÜaj 

!Seth 84J . 

. , 
" 

l " 

1.1.4 

.. 

, , 
. . . 

~pplying Input Pattern,s lt.nd Analyy.ng Qqtput Data: 
, 0 

• Once a set of input patterns is generated, 'it is' then appliea to tlJe drcuit u IJder 
." '" 

~..... t \ , 

consideraUçn. Depending on the testing strategy adopted, the E;ourcc of input patternfl 
• . 

is in some cases inside the chip \ts'elf, w'hite in others ;11 an external device. This will 

be disc~ssed more:fully in a lat~r'section .. p.imilarly, the output 'data analysi,; is eit/Jel' 
~ 

performed in terhally. t~ the chip or vi~ an e~ternaI de vice. ft needs to be mentioned, Jhat 
. " , ., 

externaI, devices, whiqh serve the funétion"s of generating input patterns and ana/yziflg 
/ 

. 6utpût r€!sponses, are often very expensive aI?d~yery complex syst'cms. 

~ . 
• Whçther "p~rformed internally al' e:.(t,emaUy. f,}}(' "lIa/l',<,;, ... of Ol//'IJ/JI dat.tL a/way.'î 

~ . 
consista of flUl·JH'j'1D" the entire output responsc. or :;onu" hlllrt.ioll 01 if., wit.h rel'cf(!TJce 

,values rep, esenting the correct responses. 'Baseci on this cornparison, if tJle' two vahJCH 
• ,<1 

" .... ..!:I 4 

differ, t e C,hip) declared farilty or else fault-free . . " . 
• 4 

'! 

.. 

a 
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The following section describes in brief sorne of the testin~ strategies that are Qest 

suited for c9mplex VL81 chips. 
, 

~ 
1.2 VLSI Testing Strategies: 

pifferent str~tegies to VL81 testing hà.ve 'bee~' developed ove~'the ~ears JWilliams 
a " :.' --

83} {Williams 84} {Wang 85}. The purpose of this section is to'provide a short description 

of these stra.tcgies, tJ~tJine th~ir uses, and describe some of their limitations. Th e,firt?t 
J \ ... .. • ' 

l:1trategy c6nsidered is the' deterministic tésting, which is probably still most common, 
" , . 

although it has numerous limitations. One ~ost significant limitation being that, it is 

'heavily dependent on the structural information of the eUT. The" secon. strategy, ta 

be addressed in this section, lS, universaI testing (i.e. CUT's struc14ure-indepemlént), 

which adopts the concept of b~ilding te'tt facilities into a c.hip. Sinee the inclusion of ~ ... ,' 

test. facilities is conventionally known as "built-in self-test'l (BI ST) {McClùs4ey 85a}, 

the above mentioned strategy will be te~meJ as the -universal ElST. The third strat- \ 
e. ' . . 

egy, considered in this section, inc1udes a new trend of ElST sFhemes-{SohnurmamÎ 75J 1 . . 
[BarzilllÎ' 81} (ÀgarwaJ.83! [Zorian 84). These sche.mes distinguish themseJveS'fr~m the 

•• 
previous sch.emes by having theÎr self.test facilities adjusted (i.e. programmed) specifi-

. 
cally for given circuits. We will cIassify these under a str:ategy'termed as circuit-.specijic 

, 
i ,. ~, 

l 
- -t 

.-'" 

BIST strategy. 

Il 

1.2.1 Dete~ministic Testing Strategy.: . ,. \ 

Às mentioned in' th.e pre"'ious section. the first step in' the testing proce~t}re-coIJsists 

'of generating rinput patterns for a given' eUT. Under the deterministic testing strat~gy, 

r't j s'tep is b~d on the ~opoJogic~1 ~tructurJof the circuit, and its set of fauIts. Fo 
, ~ 

• ~ 5) 

-
') 

o 
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c • 
derive an.inP-'!_t pattern for: particular fault, a s~ecific str~cture-d~pendent çomputation 

is needed. 'l'he ~.oput patterns resulting form these compose a deterministic test set. 
" --. ,~ 

Suèh computations' are ~sually perfOrlned by one of numerous algorithms known as 

~!1tomatic t'est patter~ generation aJg~rithms [Roth 66}, [Goel 8l}, {Fujiwara 83}. To " . , 

evaluate the ra/ity of the test s~t, a fault simu/atiPn /lrocess is also required {Chang 

, 70J [Aj'mstrong 72} [Bose ~2J.rHaye's 82} {Levendel 81]. 

Uildêr the deterministic testing, extetnaJ .test eqùipments are used"to app/y gener-

ated test sets, as well as (ô pe..rform the output c:Pata ana/ysis [M!jJJiars ,83]. 
~ 

.The cont!nuous growth in the complexity, of èhips creates major prob/ems in a1l three 
" 

steps of.tHe deterministic t,esting proc~dure .. Due to these problems, the input pattern • 

generation and application, as we/J as the output data ana/ysis, have become extremçly 
, , 

.. ( expensive steps. In order to better understalld the magnitude of t4ese-problems, the 

difficulties ôf each of these three steps is brlefly discussed in the following. , ' 
.. '" \', - . 

'. ~ 
_ The test pattern generation problem under this strategy, is· weI! r,nized to be 

an NP~complete p;o~lem {Fujiwara 82J {Ibarra 75J eYen for co';'bin.ti~nal ci,luits. This 

implies an exponential growth in test generation .timè' with the growth in har{iware 
\ - \. ~ . , ' 

compl~xity. yario~s algor{thms [Rot? 66] [Goel 81j fFujhyara 83/ have Dee~eJoped 
... .. 1-. \ 

to reach mqre tractable gtowth rates 'for average circuits. An illustration in [Goel BD} . 
shows that the test generation w;th such an li!-lgor!thItl,l, in genera/, consumes, C!,V time 

'0 , " 

at a~ale 'approximating G2 (where G is the ilUml:ier ~f gates in the circuit).,. Whi/(· 
~ . . \. 

this growth rate is much more tractable than an exponential one, it stiJl Îs no~ery . ' \. . . . 
. ~ttract!ve follarg~ are'a chi~s. [Got 801 pro~ected up~ar9s of 1000 pours of CPV time 

1 6 ~ \' • 
a, 

.. 

C' 

Ir, 
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to generate tests for a 100:000 gate struct'ure,teven assuming an 'algorithm which could . . 
~eterminf' tests without backtracking. _Obvj~uslr, the costs_o( test pattern generatlon 

for '"Comp/ex V~S( chips could q~jte easily become intolerable. 

, ., 

Anol.her major ptob/em with co~ple; ClLSI chips is in performing a complete fault 
/ ' \ 

simu)ation (needed tb determine the faulfj coverage) for a deterministic test set. lt 

js observed that the computer rUll time is proport{onal to G2 to do' fauIt simulation 
... \ • 1 

• {Williams 79J, and 1s proportionaJ to 'G3 for both test generation and fault simulation 

{Goel 80;' Th us, small increas~s in gate count will yie1.d to qu~ck jncreas~s in rtIn times. 

Sevpral techniques have been reported to reduce the complexity ,of fàult simulation 

/Parker 79J /Ulrich 74). However, it stiJl is a very' tilne consuming,. and hence expensive 

task f ":iJJiams 79f,' particuJarly for complex. chips. 

'" c. \ 

FurtiJermore, the two other steps in' the testing procedûre (applying input patterns' 
~ t 

and a~la/J zing- output data), as indicated above, face severe problJms with large r;!VLSI . , 
, 

cllips as we/J. T.llese prohlems are in terms of time and' volume. More?Specifically, the 
11' • 0 . . 

amount, of time' needed to apply.a set uf deterministic pa(terns, and to perform the 
. f-

° put data ana/ysis, has grown ~o the extent that it orten results in an unacceptabJe 
v n ~ .. .. \ 

~ . ·test • urat~oIl jMcCl,uske.y 85aJ. ln regards to the volume, or number of input pattern~ 
} B;nd ut,put reference "al~ has become too large to be handle~ciéntly by the 

-

c 

t,est, equipmcnt hardware [McCluskey 85aJ. 

-9 
Final/y. anoUler characteristic of the deterministic testing strategy mentioned-

;" . 
earliN, il' the dependencf' of test pat,tern generation and fault-simuJaÙ\>n o~ the struc-

~r} \ ~.\aJ infonhation of a CUT. Thi~ i6 a limitation simply because a detailed structural 

(i,e. topuJogical) information of a ~omplex V LS! chip is often lIard to obtain and to 

aIlalyze. 

" 1 
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1.2.2 Univers al BIST Strategy: 

. . 
'J'he limitations of the deterministic testing strat~gy have leg 'the attention.oof le 

< . . 
manufacturing a.nd design commuI;ûties tO·llew methc;>ds for testing comp/ex VLSI chips. 

One sl1ch method, which inçreases thé controllability aÏld observability of the circuits, 

and. avoids the inadequacies of dw rministic test generation and fault simulation for . , 

, sequentiai lircuits, is based on ~he i 'ea of designing circuits for testability. This is rf'at

ized by adopting sorne simple built-in t ing techniques, known as design for, testability 
, -./ . 

te'chniques !"1jJJjain~ 83} {Mangir ~3r fMuehJd~rf 81}. Convedtionally, sucJl'techn;qlJ'(>.~ . 
o .. 

are in sorne cases in the form of general guidelines to .be foll~weq. ln others, they are 

design rules to be implemented. Ass~ciated with these techniques is their cost ,of im-

t-____ -'--L ...... ' ,DIemen f.ation and ret,urn of ;nvesf.meni fA kers 7?J !gichel~erger ml [Hayes 74} {Ellllltt~1J 

..... , 

,. 

o 

75J. 
\. 

lt is important to mention that most of the design for testability techniques came as 

a résponse to the difficulty of determinis'tic test generation' for 8eq~~ntial c'Îrcuits . . Henee, . , 

in order to avoid this diHiculty, a number of tompanies in~JudJng IBM IElche/berger 77j, . ' . " ' 

,Sperry Univac {Stewart' 77}, Nippon Electric [Funatsu 75} and Fujitsu IAndq BO} hav~ 
dev.eloped special t~chnjques commonly known as scan techniques. These. technique.~ 

, , 
suggest wtructured design approach in which all sequentia/ e/emef!ts are organized so 

.'{,Qat their contents can easilr' be controlleci and observed. UsÎng a scan technique reduces. 

the test gèneration prob/em for a sequentiaJ circuit to the test generation problem for a-
v \ , 

cbmbinationaJ.circuit alone [Williams 83} IMcC/uskey B4b}. Usually sequential èlement6 
" 

J
uch as'Jatèh;s and flip-flop~) tested under these techniques, are first switched from tbeir 

ormal mode of operation to a test mode. During the test mode, these elements become 
\ . 

" threaded together into one or more shift registers. This makes it possible to first SCBIJ 

in arbitrary test patterns through tbem, and then scan ·these patterJ'ls out to compare 

" 8 

. , 
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'. . ' 
the output, data ~itlJ lhe correct response. These techniques are becomlng_~ommonly 

• accepted mèthods ~nd therefore increasingly ~mplem~nted by the manufacturersfJ. 

't 

. Ab a result of adopting a scan-based technique, the sequential testing probJem is 

reduced to one for combinational circuitry only. Hence, the main task remains to develop 
. . ... 

a testing strategy which solves. the probJems pf determjnistic Lesting for ·combinational , -, 

circuits. ln other words; the major illtent is to provide a testing strategy that eliminates , 

the proolems.. of test gèneration and fault simulation for combinational circuits, avoids 

• the expensh'p ~,est equipments, and is aiso-independent 01 the CUT's structural details. 

A neH testing strategy promises to, reaJjze alJ tP,he above meptioned intentions by . 
proddi11g a structure-independent and on-chip testing strategy. It is termed-as universal 

BIST stmtegy. ,-!,bib testin,g strategy !poves sorne or aIt of the test equipment functions 
-

011 to the clJi}J itself, or onto the board on wbich the chips are mounted.· Therefore, 

it is cal/cd ,â built-in self-test strategy. Furthermore, it is caIJed universal because the 
" 1 

structure of its' self-test facilities holds a general design, independent of the CUT's 
, " , 

struct,ure (j.c, the facilities are not programmed specifically for a given circuit). 

'1 
U11der the universal BlST, yarious built-in self-test schemes for rnndom combi-

'national logic [McCluskey 85aj, PLAs /Tréuer 85J and ~emories' [Sun 84J have been 

dli\'elofJed. Such schemes are useful tools in the testing of complex VLSI chips. More 
\ . 

• detai/s about these BIST schemes and in particuiar about ·ElST techniques used for 
t 1 .. 

ralldol1J coml)inat.ioIJaJ ]ogir are d~cribed in the first two chapters of this dissertation. 

, \ 

. , 
1.2~2.1 Gel1~ral BIST Model and Self-Test Operation,: 

.. 
ç 

DUf' to t1l(' jllcre~jng use of scan-based techniques, the m~in emphasis of cl,Jrrent 

BIST schemes is t,o provide close to a 100% testing of the combinational $ircuitry. 
1 

1 
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" , 

The implementation of a ElST scheme JmpIies ~he addition of self-test faciIities, that 

enable the tesu'Vng structure (i.e. the B~STed design) ta apply the input ~tterns and 
, . 

analyze the output data. Figure(l.l) shows a generf.!.l BlST mode} which consists of the . , 
. 

\ 'combinational eUT itself and the extra blacks, for self-testing. 

-
1 

e 
, : 
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. eUT 

, 
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1 1 
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J 1 ~ 1 
1 l' 
1 1 

, 1-.r .... 
~ _______ ~----.-----,--_J~._..--:I~.'----~_-------- ----i t 1 10-

o· 

o 

-
, 

1 L.----J 
L __ ...! Comparator 

1 
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res/No 

Figure (1.1) A General BIST Model 

. -. 
In , typicp.1 BIST model, tire extra blacks remain transparent to the user during 

the normal mode of opération as long as the original circuit functions accordi~g ta its 
~ 

specifications. During the self-test mode, one of the self-test blacks called lPG (jnpu t 

pattern gen~rator) generates the input patterrls internally and appIies th~m to the circuit 
1 

in question. Conventionally, the test sets used in B ST sc mes are either exhaustive, i.e. 
C • 

consisting of aU possible input patterns, or pseud random, i.e. consisting of pseudo

randomly generated patterns. The test patterns for bath cases (i.e. exhaustive, or 

pseudo::ran om) çan be generated inter{lally, as will be discussed in the section 2.2, by 
• 

simple IPGs during self-test mode. Hente,~there js no need for the difficult test 

-----------pattern generation pro cesses thàt-are needed under the determlnistic testing strategy. 
# 

Such an internai pattern generation possibiIity salves also the diffleult requirement of 

10 
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• 

storing t1Je test patterns in àdvance, and thus avoids a large part of the memory required 

to store these patterns. 
\ ' 

, , 
Furthermore, most of the ElST schemes requce the amount of output data prior to _ 

" \ ' 

the final step of output data verification. "This' process of Jessening thè amount output 

data is weU known aS output data compression, and performed bya block termed ou,tput 

daia compressor (ODG). This block collects the actual output data of a eUT and 

compresses it into a signature of the output response. The întent behind this Jessening 

is to reduce the amount of ~emory r~qujred to store the' v6lumnious reference va~ . ' 
needed io verify the actual output data-of a eUT. 

Final/y, in O'de_r~' ~o complete the output d:ta anaJy~is, the last &wo blocks p~~fôrm 

the verification step. erein, the observed signature in the ODe is compared by the 
, , st " 
Gomparaior with the fau. t.-free value stored in the re/erence block. Hence, jf the two 

sl'gnàtures differ, it 1s safe to prediét tha't the eUT is faulty. And if the two are id.enticaJ, . . 
tl1en tlle eUT is conventional/y declared fault-free. However; identical signatures do not 

guarantee a fault·free drcuit, since a faulty circuit can pfoduce some outp,ut combination 

whi!:h gets compressed into the same signature as the fauIt-free one. 

Unde~ various ElST schemes, the self·test blocks in Figure(l.l).are realized. by ~if

f~rent device~ (i.e. ,circuit structures). It is-importànt to note that these devices are 

intended to be simp'Je and nonexpensive, 50 that they require toJerabJe amounts oÉ hard-
i ' 

. '. 
w~re. T1H' most. commonly utilized IPG consists of an extremely simple de vice, caHed 

lin~ar (eeduack shift register (LFSR) whfcb has the ~apabiJity{fgener~t~ng b~~h ex

h~usti\'e and pseudo-random pa,tt.erns {Peterson 75). The output data compression"itself 

is orteIl pe,rformed by simple devices as weIl, e.g a counter for ~e'S Counti?g [Savir 

BO} and Tran~ition Counting fHayes 76bJ techniques, or a multi·'input linear feedback 
- . 

sllift. registcr (AI/SR) for another compress!on technique known as polynomial division 
, \ " 
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[Benowitz 75J. 

Th'i characteristics of input pattern generation and output data compressJ~ tech

niques, as well ~heir specifie devices, are presented i!l more detaiJ in chapt.er 2. 1t can 

be noted. that the use .. of pseudo-random pattern generation followed by C0nFiOI/ 

\ 

"" . of output data by polynomial di,\fision is being increasingly adopte~ by many reportcd ' 

ElST schemes [Konemann 79} [Bhavsar B1] /Bardel~ B2} dKomonytsky B2}. Helice, tllis 

t.,se has become an almost standard {orm of testing in universal ElST. Furtherl1!0nJ , 'this 

standard "BlST has recently been adopted br several manufacturers in their products 

~DanJ1jeIs B1]. q 

, 
r.2.2.2 Li~itations of '~niver~ ElST: 

The current universal BlST schemes have different limitations. One of these is thaf, 

if schemes with exhaustive. testing are used for complex V LSI chips, then il circ Ilit whl! 

a l~rge number of inputs may require an exceedingIy· large test.- set, with its ronsequ(1T1t, 

~cePtabIe test t;me (Bôzorgui-Nesbat BO).· _.' 

On the other hand, if pseudo-random testing is used, certain fauIts, known 'as rdn . . 
dom pattern resl,stant [auIts, may exhibit extreme reluctance to detection by the p,<,rudo. 

, 
random patterns /Eiche/berger 83]. Therefore, such [aults may resu/t in' unsati.c,{ialJ/e , 

i' 

fault coverages. 

9 . . • 

Yet another drawback ~ith unlversal ElST is faced if a fau/ty ciI:.cuit ib decJarecl. <-' 

as fault-free As mentioned earlier, this may happen when an erroneous output data is 

compressed by sorne ODe into a signature identical ta the fault-Eree one. Jt is obvioUb 
4-

that this drawback a11>0 affects the quality of test, -since it reduces the expected faillI 

coverage of a test set /Smith BOj' /Bhavsar 84]. In particu/ar, this phenomenon whirh 
<\ 
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occurs under currènt ElST schemes for r~dom logic using output data compression 

will be the foeus of inter~st throughout thls dissertation. ( 

o ' 

1.2.3 . Circuit-Specifie ElST Strategy: o 

~ 

Although an ideal BIST structure should be a c9mpletely general one, in the sense 

• 
that it should be applicable to any eUT, in order to avoid sorne of tHe limj~ations in' 

universal ElST, a neJ strategy which considers clrcuit-specific self-test str;c-tures is 
, '. 

un der development jAgarwal 81/ /Agai-wal 83/ [Zorian 84) [Tang 84} [Chin 84}. This ne,~ 

strategy, termed here as c,rcuY5,spec'fi c BIST strategy, is mainly aimed at optimizing 
i..... t. • 

the t.est quaJity, while maintairiing most of the advantages of universal ElST . 

. ( 
With t,he above mentioned strategy, a typicaJ ElST scheme utilizes certain infor

mat~on about the eUT in question to program the self-test facilities. This information 

is genera/ly the fUIlcCionality (i.e. the Eunctional information) o( a eUT. Conventionally, 

despit.e t.hat such self-test facilities have "~ general design, they need ta be programmed 
~ 

specifically for given CUTs. Notice that the three limitatjons of umversal ElST men-

• \s tioned. in section 1.2.2.2, can be avoided or reduced by adopting such clrcult-speclfic 

RIST schemes Thp overcoming of the'se limitations by circult-specific BIST schemes 

will onJy b(' brietJy'discussed next. More thorough discussions appear in the subsequent 

chapter .. 

The first c.ast> ropsiders the test 'length problem for ,complex VLSI chiPi under ex-
. 

,haustitle te,simg. Various BIST schemes, kno":f as pseud~-exhaustlVe test mg schemes, 

appeared recent,J.\' in' the literature [Wang 84} [Tang 84]. J'hey suggest different teck

niquf's ~o reduce this test length 'probJem ~\y 'adopting circuit-sp-edfic IPGs. Such a 

technique typically exploits the' fûnctional information-. of 'a CU$' to, aetermine the set 
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of inputs which drive each output, and then accordingly set a specific IPG tllat will 

pro\'ide a reduced te~t Jengt'h. Several ps~~d<?-ex~austjve techniques are described in 

section 2.2.1. • 
'\ 

The second case to illustrate the use of circp.it-specific BIST deals witlJ tlle at,-
, l' 

temp~s aimed at detecting random pattern resistant faults, in order to increll.?c the_ 

{ault coverage of schemes based on pseudo-randorn test: Sorne of the atternpts, to 
~ , . , 

Cl 

soIv.e t,he prob/em of ràndom pattern resistant faults, suggest ways to modify a regular . 

pseudo-random IPC for a given eUT (see section 2.2.2.2). On~ modification is to'gen

erat,e unequiprobable (i.e. biased) random pattèrns. These have been shawn to provide -/ 

higher possibiIity o( detècting the resistant faults {Sch1!urmann 75J {Chin 84J (Wundelich 
, ~ , -

87). 

Another question of major concern under pwst of <the curren t ElST schemes for 
, r _ 

random combinationaJ Jogic is the problem of declaring a faulty circuit as fault-frec' 

due to output data compression {McCluskey 85aJ {Williams 84J. This problem can also 

be redueed by adoptmg ctrcult-speclfie ElST schemes {Agar'wal 83) {Zorian 84j {Li 87j. 

This reduetion is rea/ized by exploiting the funetionality of the eUT, and accordingly 

" providing circuit-specifie IPGs and ODes. The -main issue of the remainder of thi,.., 

,'ri dissertation is to introduee, imp/ement and ana/yze a complete ElST schtlme which ha . ., 
~ to , 

the abjJjty of drastieally redueing the problem of declaring a faulty circuit as fau/t-frf'e 

by mod'ifving the output data {Zorian 84J (Zorian 86cj. 

ft is important to indicate, at this stage, that the cr'rcuit-specific ElST strategy 

in general might be cQnsidered as a promising strategy sinee it tends to maintain thp 

advantages, and avoid the problems of the two J7revious testing stra~egies (determin

istic and urrrversal ElST). To be more ~peeific, considering implementation costs, tlllJ 

~ 
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circuit~8pecific ElST str~tegy a~oids the large expense~ of input pattern generation, 
\ -

(ault simulation and test e~uifments under the deterrrNnistic" testing "';trategy, ;"'hile if 

tend~ to main tain the ease of implementing BlST facilitiês (IPGs and ODCs). In other 
\ 

respects, it avoids the depcndence on the structural" detai/s of a giveil C-UT needed under 
o ( ~ 1 • t ... 

the determiniutic testmg. However, it usually utilizes the functionality of the CUT in 

question. Finally, such a strategy can improve the test quality of 'Universal ElST by. 
1 • 

minimizing the problems o(error in(onp.ation loss and random pattern resistant faults. 

1.2 Errol' Information Loss in BIST: 
• 

As diScussed earlier, the compression of a CUT's output response leads, in general, ' 

t,o a los~ of error information. 8uch a loss results in a reduction in the test quality of the 
"Il' . ~ 

overall ElST design, since the number of faulte whiéh remain undetected because of this . 
loss, causes a redu~tion in othe-exp'ected fault çoverage [McOluskey 85aJ [Bharsar 84J. It 

• l' 

has to be menti~ned that faults in the BIST hardware itself may also lea~ to information 

loss. Attually, various ElST schemes incll1ding those using starntlard BIST might reach - . 
consid~rably low fault coverages due to error information loss. 8uch results are shown 

'< 

" for exaIQpIe in {8axena 85J [Zorian 86bJ. Numerous ElST schemes intended to rsduce 
\ ((, 

, the loss of errot)nformation have bee~ r~ported in the literatbre [Hassan 83j [Hassan . . , 

B4aJ (Bhavsar 84) [HoJawiczKa BOJ. However, for the amount of hardware overhead that , .~. . 
these schemes require, the reduction rate provided~is limited (analysis found in section . , . , 
3.3), Consequent/y, there is no provi~ion .to obtain better reduction rates under tlIese . . 

\ 

s~'~J,b'mes {Bhavsar 84J. . ~ 

The object~"e oi tbis dissertation is d ne,{' BIS T 'Scl!el}le ldlich Iwt cJ'fl{y provides 

the best implementation in the quality of ElST over all the earlier atÙmpts, but a1~0 
Co _ ..,' • '" I(~ ~ 

tends. to solve the problem of error information 10ss by drastically reducing its rate 

15 .1 

. , 

• 

.~ 



. , 

o 

to insignilicant levels. JI.ence, this scheme provjde~ a very high insurance that. if ln 

output. data is ever erroneous, then its corresponding signature wjJJ differ From tJJf 
.; , 

- ~--. 

, - ~ 

" fauli-ftee signature. Such an Ïnsurance is particularly suite.d for very high test quality ~ 
\' V -. .' 

requjremen~s ( 1 Failure 'in a 105 or 106 parts etc ... J. ~ore.ovet, the hardware o~erJJead\ 
, 

requjr~d ta if!Jplement> this scheme is not m0r.e than t~at used in the previous attempts .• 

..... 

111,lportantly, the amount orIos's, in error jnforrnation [qr a BlSTed ,de.sign depetlds 

upon two factors. The lirst factor is the function adopted fC}r output. data compressi~m, 

whereas the s~cond c.onsists of 'the CUT's error-free outp,ut data itself. None of,the 

pre\'ious'att.empts ,takes both factors into consideration (see seÙion 3.3). 111 effe~t, t}wJ· 
, ' , 

sùggest imprc)\'ing the effectiveness of the standard form of BIST by optirnizing only 
o 

one of the factors: the output data compression function {Bhavsar 84J /Carter 82aj. Th(, 

BIS l' selleme presented in this dissertation u'tilizes the dependence on both factors. The 
• '0 - , 

abo,,:e menyoned superiority of ou!, scheme is actually th~ re,sult of properly optimizing 

both of these factors, and consequently achievÏng tremendous Ïnereases in tbe e!f(!etivl'-
Ill:). • • \ ~ 

ness of standard ElST. The optirnizatiQ'JIs of both factors, under our sehern~, as will ~ 

be shown in section 3.4, are not independent of each o1her. In effect, an appropriat,l' 

~unction for output data com:ression will liTst~ deterrnined. Tben, aecor~iflg/j:, th~ 

output respcJIlse data. will be optimized. This optimiza9on (of <the second factor) _~·an. 
, 

be re'a/ize'd by modtfymg the output data of a, fault-free clfr in.to·a modified oU/plJt, 
o ' 

'data whicJ, results in a substanti~l reduction in 'erro! information 1055 fAgarwal 83/. 
, 

,Morem;er, thl" modific'ation must be done by an easily jmpJeme[JjafJ~ i1letho~J. The . "'} .\. -
BIST scJleme deveJoped throughout this dissertation utili?es sueh a modIfication to OfJ-

iirnjze its output data {Zorian 86c[ b~ adopting ?n easi/y iihplementa~/e method !Zorial1 

84J !Zorian 86a}. Hence, this seheme is termed in the rernainder of this dissert~tion a..r.; 
or 

outpùt data modification (ODMJ scheme. . . 
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Thé ODM scherne, as wjJ} be shawn, consists of lad just ab Je, i.e. 'programmable, 

, DIS:/' structure (i.e. IPG, ODC, etc ... ), in order to erform modification of a given 

.. ou~put data. flence, this structure is .specific to t:e ·Cu. i~ ;uestion. 'Plws, acco;ding/y 
\ ... . . 

\ .. th~ OriM scheme is cJassiÈied und~r the circuit-spec~jic BIST strategy. 
~ -

In other respects, the ElST structure itselfwill be shown to have th'e ability of'being 
, , 

very ~onvenient·/y implemented for any gen.eral [ircuit. Furthermore, ri is an~ly.ticalJy 

pr~ved (in chapter.5) that for any aver~e caie, tJ1e OÎlM scherne' provides tiemén'do'us 

improvement in test coverage. More~he construct,ive n~ture of this prooE pro vides 

a whoJe 'fange of trade-olfs between "the itnprove"ment in the desirtJd 'test quality anà the • t., fil: 

overhead in silic-tm area needed to affec~ this impro'(1em~nt. 
C'- 1., ...... 

, 
Dissertation Outline: 

~ 

The remaindel of t~is dissertation is organized as follows: 
,. 

ln cJlé~teJ" 2, a à review of basic BIST tèchniqùes for random logic, used under . ~ . ----
un(l'crsal and circtJ.il-specific~IST strategies; js prest!nted. These basic techniques ar~. ~ 

. , ' 
used for input Àattern ~eneration a~d output d~ta compression processes. Most of these 

" ( . 
j,ecJ1l1iques wj]} a/so be used for the ODM scherne. 

, . 
ln chapter 3, the errar rnasking problem is discussed.'<> An ~nalysis of the exis.ting 

B1S'T schemes aimed ~t reducing this -prabJern is provided. FinaJ.ly, ,th.e output" data 

~pdifi~ation conc~Pt is inttoduced, and its ~IS~;~mons;rated. ~ . 
• 

ln cIJal?ter 4, various methods are ~veloped ,ta gener~te a spt!cilic ,element of the 

OD"'I selleme:. the modifier sequence. This sequence, which Îs based on' the Eunctiohality 

of a eUT, is shown ~o be easily gen.erated by ... 7-expensi~e circ~itry. . ' 
17 
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... ln chapter 5, an effectiveness pro'of of the ODM sche~~ for aver~e '~ases is dével-

:~ped. A u§eful ~rade-oJf b~t'ween~jmprove:nent in d~sired'test quality ~ tilt' àrea . 
., Il '. , 

overhead I1et!~ed 1.0 affect thjs improvement is discuBsed as,~well. " , 

'- .>ln chapter 6,' th~ realiiation of the O~M concept as a BÎST mo~ .. - • 
... ,~4 .. r; 

, 1 

Tllen, gh'en a 'eUT, the implêmentatif of the scheme is demonstrated; andïn partie-

l uJar. tb~cz:;Uît-spect;c ~~'og'ramm~ ~f Us Modifier block is èJ~tailed. 1 

, , -

Final~',' chapter 7 (oncJudes the dissert~tion .with ~me. simulation r~sults !nd CQIl-

cluding remarks. There it wjJ} be shown that the ODM scheme can indeed se~r.l' 
uqeful Tole i~l pro"iding .high fault coverage through BIST for a riiï_I1imal increà..r;e in t.h~ 

are~ overhead . ~' 
.. l 

\. 
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"' Chapter 2 

Bis T for Random Logic 

, 

2.1 Preliminari~ 

Tbe concept of ElST has in rec'ent years beeome an invalua~le too} in the testing 

of complex l' LSÎ cMps; especially with the outg~owth of scan-ba'sed te~hniqu~s, This 
~. 

is evideIlced by the severai commercial chips with BI§T implementations /Kuban 83] . , 

IGelsi!lgh 86/. farticularly, the current growing usage of applicatfon-specific integrated 

_circuits (A SIC) has )rt~er increased t~e value of BIS T, sinee the ~xpensive procedure 

needed for the deterministic testing· strategy cannot be justtfied for the limited pro-

1 

duction runs of A'SICs. Severa} aspects concerning the importance 9T f3IST and the . ' • 
benc'fits it provides were demonstrated in chapter 1., aJong with tfIe differences between 

its unit~ers!fand ctrcuit-speclfic strategies. 
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One of the most useful aspect of.BIST is its ability to test deeply émbedded Jogic, 

, 
PLAs and memories. lt has now been established that' BIST for regu/ar struçtures suelJ 

, as PLAs and memories can quite efflciently pfovide a guaranteed Eault coverage [Treuer 

85] [Saluja 87J which doe~ not' requir~ any fault simulation. "On the other hand, BIST 

schem~ for non~regular structures, such as random combinational logic , have not, yet 
, . 

, evolved t,o a guaranteed fault coverage environment. For most such schemes, the onl.r 

ensured coverage is in terms of error co verage , as wi'!l be discussed in the following, 

chapter. V?-rious at.tempts [Hatisan 84aJ [Bhavsar 84J [Carter 82aJ to increase this er':0r 
• 

coverage in o{der to increase the certainty of BIST for ralldom combinational circuits . 
\ • \ • ~_ D 

have been reported. The ODM scheme, pr,esented throughout this dissertaUon, has the' 

same objective. However, it provideos a tremendous improvement in error coverage at a . , . 
very Jow additional cost. In the remainder of lhis dissertation, only built-in self-test {or tf' 

'1.l 
random combinationallogic is treated. 

o 

In order to more easily understa'hd the ODM design and its ii'nplementaJ,ional as

pects in the foHo.wing chapters, i,t is important to illustrate s~me basic BIST techniques 

in advance. A review of such techniques and some analysis of theÏr limitations are 
• .J. 

presented in this chapter. More specifically, the BIST techn~ques ,addressed here co ver 

exhaust~ and pseudo-rand'om input pat~rn·generation, as well as ~ârjous output, data. 

. "' 
compression techniques like polynomial divisipn, pari,ty check and count-based tech-

~ "~6 

niques, !vfost' of. these BIST techniques are utjJjzed by different existing BIST schemes 

as 'weil as to implément the ODM s~hem~. 

(, 
B~rore reviewing ,and analyzing the ab'bve mentioned BIST tec-hniques, it is helpfuJ 

. " 
to direct one's attention 1,0 how these techniques are used by the ODM scheme. A typicaJ 

jnptJ~ pattt,.generalor under the. ODM scheme has to provide two sets_ of pattern. .. · 

SimUlt.neou"): one ~seudo-random.and the other exhaustive. Thu:, il 'i, nec-:ary to 
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address both pattern generation te,chniques in this .ch'apter. In regard to the output 
.r. ca, . . Q 

,data èompression pfocess under ODM, it is performed. by two succeeding steps. The 
, . 

first step us~s a polynomial division-based compression technique (i.e. MISR); whereas 

the second step utilizes a count-based technique. Bence, most of the ElST techniques d· . 
jnt"odl~ced in this chapter wi1l be useful in the Eollowing cjlapters, where the ;ealization 

, of the ODM schem~ is presented. Prior to the illustration of these tech,' iquefi, a well

~known ;elf-test device, èalled LFSR, is described. 
~ , 

2.1.1 Lin'ear Feedback Shift Registers: 
.... ~~j 

"t\ 
• 1 / 

A BIST design, in generà/. consists of two principal upits for self-test pufrposes 

(Figure(J.1)). These are an IPG whioh generates the input patterns and applies them 

to the eUT inputs, and an ODe which coIJects and then redures the large amount 

of output data prior to its eva/uation. These two !lnits are of t,en implemented by a 
, 

de~ice cal/ed a linear feedback shift register (LFSR). Conventionally, LFSRs are us~d to . , 

build pse'udo-random generators {Golomb 82J, polynomial division.based compressors 

IBenowitz 75/, and store addtess generators {Hsiao 77J {Wang -82]. ln order to well 

undetstand the capabjJities and the limitations of an LFSR in a BI~T structure, a brief 
41 • 

description of its operation, stru<:ture and characteristics is provided in the following. 

Tbe mathematics,o upon which an LFSR is based, is essentially the sante as the basis 

for a/gebraic coding the,ory. A more dètailed treatment of the material i~his section 
6 J" 

Jean be found in {Peterson 75}. Côding theory treats binary sequences as polynomials 

with binary coefficients, where. each bit iri a seque~ce is the co~flicient of a unique power' 
, . 

of x. For-examplc, the 5-bit'~equence 11001 is represented by the 4-th degree polynomial 

m(x) :::: x4 +X3 + 1. He..re, the degree of a polynomialis the largest power of x in a term of 
~ ! " ~ 
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the polynomial with a non-zero coefficient. The arithmetic, which must be used in the 
, 

manipulation of these polynomials, is ~he arithm:etic of the coefficients oyer the Galois , 

Field of two elements GF(2) [Peterson 75]. Notice the result of dividing, multiplying . . 
or adding two binary polynomials also yields a polynomial in x with binary coelfici.t.:nts. 

For instan~e, the division of polynomial m(x) by p(x} yields a quotient polynomial q(x) 

and possjbly, a remainder polynomial r(x): 

m(x) = (x) + r(x) 
p(x) q p(x) 

(2.1) -

Exampl~ (2.1): S~ppose th~m(x) = x T +x3 + X j~ divided by p(x) = xG +:t3 + il: + 1, 

then the quotient polynomial fs q(x) = x 2 + 1, and the remainder is r(x) = x3 + x 2 + 1. 

LFSRs can be used ttftmechanize polynomial division. An LFSR is a /inear se

quential network [Elspas 59j èomposed of interconnections of two types of elements: 

memory e~ements (e.g. D-f1ipflops) and Exclusive-OR gates. Figure (2.1) -represents the 

general {arm of a k.stage LFSR, where memary elements 'are representéd by squares,' 

and Exclusive-OR gatea are represented by the symbol ES. 

. 
hl h1. hlc-7. h"_l . 

, 
, 

6. Ir 6 f-,..:,..- - ---- 6. 6- .. 
input 0 utprJ.t 

~ 

Figure (2.1) The General Form of an LFSR 

, 
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Theff:temory elements together forin a shift register. fhe outp"ut of the last stage of 
. , 

this register i8 fed back to the inputs ofsome ofthese~memory elements via Exclusive-OR 

gates. These gates give the shift register its linear property [GoJomb 82J. The feedback 
" . , 

connections which characterize an LFSR ire represented by a polynomial known as the 

LFSR's characteristic polynomial p(x): ' 
\ 

p(x) = 1+ h1x+h2x2 + .,. (2.2) 

wlum; hi is equal to one if the .corresponding feedback patb hi is a, dosed circuit; , 
otherwiae, it is equal to zero. The external input' line shown'in F}gure(Z.l) aJ10ws a 

seriaI feed of data. 
1 

<t11(X) = 1 + + 

0 . 
1 -- 0 1 1 -- 0 ~ . 

'. 

r(x) = 1 + + 
m: 01010001 

q: 101 

q(x) = 1+ x2 

1 • 

Figure (2.2) An Illustration of.a Polynomial Division 

The operation performed byan LFSR.is equivalent to the process of dividing an 

'input polynomial m(x) by the characteristic polynomial oE thé LFSR p(x). Specifically, 

the polynomial division m(x)/p(x) (equation 2.1) is performed by initialiûng the LFSR 

to a'l1 0"5, and serially shifting intp the LFSR via its input, 't~e input sequence that m(x) 

represents. Due to this division, a new sequence is shifted" out serially from the LFSR 
j 

output (i.e. the last stage). A~ter the l~t input bit has been shifted into the LFSR, 
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" ' 
a con,tent remains in the LFSR. The n~w sequence shifted out of the LFSR represents 

the quotient polynomial of thè division, q(x); whereas the L!,SR content represellts 

the remainderr poly'nOmi~1 r(x), ~hown in equation (2:1). ~ pOly~omjal dj~jsjon t 
Example(2.1) is réaliz~ b.Y the LFSR shown in Figure(2.2).) ; . . 

Con,ventionally, when polynomial division is adopted to perform output data co~-
, .. 

pression in a ElST de~ign, an LFSR is utilized às the ODC. ln such cases, the ODC's ' 
\ 

input sequence fi" in.put polynomial m(x)) is the output sequence from tJ/c ~'UT. 

Arter the division process has been' performe~, the LFSR content (i.e. the. remainder 

of the division r(x)), represents the compresse~rform of the CUT's output sequence . . 
General1.~· tbis r_emainder -is termed as the signature (of the output response). Hence, 

the LFSR is sometimes called a signature analyzer [Frohwerk 77} {David ~8}. 

Most of the ElST schemes adopt LFSRs for input pattern generation as well. 'fllÎs 
\, 

is pos.~ible when a test set of pseudo-random or exhaustive patterns is required. An 

LFSR that typically serves for input pattern generation is the aut~nomous LFSH, i.C'. 

the olle with no externaJ input string applied to it. The sequence ~f test patterns 
;p 

.. generated from 5uch an LFSR consists of Hs succeec;1ing contents. Thereforl with each 
, ~-

~ransition of state, the new LFSR content serves as the next pattern. Bince an LFsn-

content appears on the outputs of its memory elements, the outputs of thesf' elements 
i 

can Qe directly connected to their corresponding eUT inputs. The only activating {urcc 

of an au~onomous LPSR is the I~edback connections to the Exclusive-OR gat~s lJecaW,il! 
1 

there is no external input sequence applied ta it (i.e. a constant 0 is appJjed to tJw 

'external inpüt). Con~equently, given the characteristics of an autonomous LFSR and 

its iniûal state, the entire sequence of patterns can be determj~ed in ad vance. 
f 

, , 

Each autonomous LFSR has. a specifie cycle, at the end of which the sequence of its 

patterns repeatb. The cycJe,length (period) of an autonomous LFSR is determÎned by • 
24 . 
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its charictëristic polynpmial (in some cas,es, on the initial st~te as wéll). The ma%i;;'um 

Cl/cie length possible (upper bound) is 2" - 1. This wi11 con~ist of all non-zero distinct 

pa.tterns. This arises provided that the LFSR starts in a non-zero initial state, and that . ~ 

its characteristic polynomial beJongs tO,a certain class [Gschwind 75J. This is the class 1, , 
of primitive polynomials, for whiclJ tables can he found in [Golomb 82J fP~terson 75J, 

and qlany ,other publ~catj!,ns. Figure(2.o3} demonstrates an LFSR' which generates such 

a set of patterns • 

r 
• p(x) = 1 + x + :rJl 

0 

~ À .. 6 A 1-- period : 2" - ~ = 7 

,Ir 10 , 

initial state : " 
1. 1 0 

0 1 1. 

1 1 1. 

1 a 1. 

1. . a 0 ,. 

a 1. 0 
0 1. 0 0 

1. 1. '0 

Figur~ (2.3) An Autonomous LFSR wit~ Maximum CyCle Length 

The ~bove mentioned property of generating 2k' - 1 distinct patterns pr!!.vides a 
• 1 

us~{ul application of LFSR 's in BlS~ This is the use of maximum cycle length LFSRs 
'- , 

, as IPGs'for BlST schemes with exhaustive testing iSedmak 79) [McCluskey 81}. 

Furthermore, the patterns generated by an LFSR< with maJciplUm 'cycle length pos

sess another very useful property which can be observed in the order of the patterns' 

C ap~earance [Muehldorf 81}. Any segment, out of ~he entire sequence of patterns gener-
""'1 
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. ateq ho/ds properties similar to random patterns {Golomb 82]. It must be stated that 
),. - . ., 

th,e generation of these_patterns cannot be considered truly random. One of the reaso,ns 
\ -j::' 

bejng that in this case, no pattern is repeatable until a11 of the other patterns appear. ~ 

Hence, these patterns are usually termed as pseudo-random patt'erns.{Golomb 82J. 

In BlST schemes, the ability of LFSRs to generate pseudo-random patterns is 

considered to be one of their m?st appealing properties. Thi~ is because it is estabJj~hed 

·that applying p;eudo-random patterns in suflicient numbers (bLt still,much smaller'tllan 
~ j • 

the set of ail possible patterns) is often very effective for detecting faults in combinational 

{Agrawal '75} {l\lcCluskey 85a} {Chin J87} as well as in sequentiàl CUTs {Losq 78j. -

Moreol'er, a,n'other appea!ing property 'of LFSRs characterized by primitiv~ polj'!'!o-
. , 

IDia/s (i.e maximum cycle lengths) renders DFSRs useful for ou~put data compression. 

It has been shov,.rn that for ODCs, primitive polynomials are preferable to non-primitive 
" , 

polynomials, becaus,e they guarantee the d~tection of ~JJ single-bit errors {Bhavsar 85J. 
(l , '. 

Primitive polynomials are also preferred to non-primitive polynomials because they re·~ 

sl:Jlt' in less error iIlformation loss. This is true for 'the case where specifie error pat,t,l'rns 

are considered 11'1rs;an 83J, as well ~ for the more general case with different error 

occurrence probabilities {Williams 86} {Williams 87j. However, to predict the effect, of 
Il t. ~ ~ , , 

the choke of a partieular primitive polynomial on the fault coverage of a ElST scheme 

~s still aIl open problem IIvanov B7}. 

2.1.2 Hàrdware Cost of ElST: 

EveF since the introduction of ElST techniques, tlJf: re/ate~ hardware ovcr/wad, 

and cos t, of implementation, have bf?en of primary concern {Williams 84J. Cbnvcnt ion

~JJy, s~Jf-t~S( circuits needed to implement the ElST techniques are either added to 
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the original OUT, as in [Bhàvsar 81J, or formed by reconBguring sorne of the hi~tin~ 
- , 

eleJIlents in the eUT, like in [Konernann 79J. In both cases, soine extra hardware cost 
-

arises. O,?usly, such a cost depend~ on the design an~ implementation of the chosen 

BIST technjqu~~ weli as the T itself. Various methods have been introduced to . ) ~ 

investigate thè hàrdware cost of IST designs [Ohletz 87J. FrofD [Bardell 82J (where 
D 

, 1 
three differe'nt BlST schemes ar described and coIilpared for cost and perf~rmance), 

it ,appears that a ,5% th,reshold is current practice. Hi'gher levels may be acceptable if 
. . 

test'cost ls reduceii enough, In the implement{J.tion of the ODM scheme, as well, the 

hardware cost will be shown in chapter 6 to be of primary concern. 0 

" 

., -f "l 'c~ , 

VaHotls ElST schemes use dj[ferent techniques to design the' two principal self-

test blocks. The remainder of this chapter treats a number of thesf} techniques. This 
, 

tl'eatment. will serve as a basls. to understand the implementational aspects ~ofJhe ObM 

cJ 1 . 
. , 

scheme in the following chapters. 

1.2 - . Input Pattern GeneratIon Process: 

The existing Bf~T schemf1 for combina~iona~ cir~Uggest ~everaJ techniques ta 
t '-.,.0 ~ , 

perform input pattern generation. The pattern gen'eration techniques of interest here, 

can be classified under the two most common 'types 'in ElST: exhaustive ind J(seudo-
, , , 

random. These two types are both of interest because they ar~ needed to ünplement an. , 

[PG in the ODM bChf}m 

~~ 1s necessary for an IPC to 0 u~e ,a repeatable ,test se1~ an? [dt the l~ to send 

distinct start and stop SignaIs to ther,ODC. Furthermore. jf the eUT and I:~c memory 
. -r Il ' ; ) - ' 

elements, it must be possible to rep~at~1Jly' i":litialIkd them to a known' state before thf! 

e • -
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start signal is issued. These forementioned requirements are to ensure t~at for a g;ven .1 

c~rcuii, thè same signature results for the fault-free, eU,Ts. 

2.2.1' Exhaustive Test-Basêd Teêhniques: 

J • 

Exhaustive testing imp/ies the application of all possible 2" input patterns to li 
.;/ 

eUT, where n is the number of the input lin es. 'The important adyantagê of this type 

of testing is that it is eUT-independent in the sense that no information about the eUT 

is required, except the number of its input /in es. 

Several sC9(!mes under universaJ ElST suggest the adoption of exhaustive testing 

to ~nsure complete fault coverage'[Sedmak 79/ [McCluskey 811 [McCluskey 82J [Agarwa) 

83}. Examples in [Savir 80} and [8arzilai 81} couple exhaustive testing with One's . 
counting as the output data compression technique, while !hose in tSusskind Bl} and 

ll\luoio 82; couple exhaustive testing with the accumulation of Walsh coefficients. 
~ 0 

The jmplemen~tation of aI! IPG which performS"exhaustive testing in a ElST desig/J -

requires a de vice capable of generating a1/ possible input patte~ns. An obvious candidate~ 

to perform this t~k iILa binary counter. But siace the ordJ. of tne app/ied patterns is 

not importa~t in an exhaustive test set, it is possible to use a maximum cyc.le JengtJJ 

LFSR that generatel alI but one of the exhaustive patterns. Furtllermore, the use o{ 
n 

\ such an 'LFSR i~ also more efficient, since Us hardware imph;mentation is knawIJ te} , . 
consume less area overhead than a binary counter oLthe ~me size. However, far the 

, . '" ..". " 
• < '\ 

LFSR to generate the missing al/-zero pattern, a m0cfification o( the ·maximum-cye/l' 

Jength LFSR is needed. One'possible modification is to add a scan path ta scan·in the 

al!::zero. state througJi the LFSR fMcCluskey, 84bJ. Another is to add extra gates to : 

" ~" 
'autonomousJy cycle through the all-zero state.[Mf9Juskey 86}. Yet another i8 to adopt 
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'a systematic technique to design an LFSR which cycles through all the st'ates [Wang 

o 

~6aJ !Wang 86cj. " ~. { 

<> • 

- . 
The 'major concern with exhausti'vè testing is that circuits with many inppt /ines 

rèqujre a very large nUIl}bêr of input patterns which implies a too long t~sting time. 

for instance, if a circuit has more t~an 25 input Unes; a dao narlosecond clock would 
, ' ~ -

take more than o~e second to complet€! the testing process. Due to this concern, differ-
• 1.\. 0 

ent attempts have been made tQ reduce the number of input patterns when exhaustive 
" - l ' 

testing becomes' infeasible. -To notice is that most of these attempts utilize sbme in-. . 
formation about. the drcuit under consideration, and therefore, produce drcuit-specific 

< RIST ptructures., 

'1. III order to reducé the large .(lumber àf input patterns required, some.techniques 

suggest partitiolling the circuit. This implies decomposing the eUT into manageabJé 
.' / . , 

partitions fM.c:ClusKey 81). Different partitioning t~chniques are described i~[Bozorguj-
. Nesbat 80/. fMc,9Jus}{'eY 81J {DasGupta 84) and {Aicham~ea.u 84J 

Still t,o reduce the test Jength and retain the advantages of exhaustive testing, 
• ~ t 1 

'5cveral otlIer BlST schemes suggesl techniques which apply exhaustive patterns to por-
o " 

tion~ of,.tbe eUT rather t.han to the entire eUT. This is' re~lized by a b~ck-tracing 
o 

procedure wherebJ; the actual number of inputs that drive every output is determined 

c'", !Bott.orff"77j. These input pat tern gen"eration techniques are known as p'seudo-êxhaustlve 

,tèch;liqtlfS. l\10f(~ specifically. the cDncfi';t underlyin-g pseudo~exhau.f.l.Lve testing. is the 
.':~ fi _ 

(ollowillg. Sinee manv comblnational cÎu;uïts may 1ià-ve. outputs that depend on only a 
• 0 

sub~t of the inputs, jt is possible to exhaustively test the enti~e"Circuit by,applying an 

• 1 

_ , ' ex~a~sti,'~ set .of patte;ns to each subdet of inputs, _~nd the~ ta obser~e the ri~~o~ ~ , 

eadJ COff€:slwnding o"Utput'{A1cqluskey 85a). In fact,"to detefmine the~subse~ of inputs 
'- -

upon which each,outpu~ depends to d.esign the requited circuit-specifie [PC, it suflices 

o 
t 0 .. 
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... to know the functionality of the eUT. It is important to mention that, the implemelltn-

. tian of the pseudo-exhaustive techniques dQes not requIre l!-!ly tgpoJogicaJ moc1'ifications 
.. 

to the ·CUT. TIJe simplest [PC devke that efIiciently implements pseudo-exHàusti\'c 

tfbchniques is undoubtedly the LFSR. This is because some LFSRs have t}le capabilitJ' 
6 

of generatiug exhaustive test sets on sorne subsets of their outputs {Wang 84}. Such 

LPSRs require specific adjustments (JJardware programming) a.ccording to the eUT. 

Several pseudo-exhaustive techniqges are bri~f1}' described in the fol/owing. 

~ " 
. The [jrst pseudo-exhaustive technique al!1!eared in /BarziJai 81/. lt suggests tllc' .. . , 

fol/owing. Ch'en a C UT with n inputs, .,check if some of these 'inputs can.share· the Salllf' 

... 0 . '. ' 
t~Bt signal."'!f 11 - n'inputs (n' < ni can share the test sisnals with the ot}Jer n' iTlfJut.~, .. , 
then the t.est Jength becomes 2 n . :4 binary counter of size n' lS suggested to gencrat(· 

these input patterns. The prob/em with this technique is that when n' is close to n, I.h(' 
o 0 

test /ength ma}' sti// oe too Jong ~ .. 

1'0 resoh e tillS test lcngth probJem, another pseudo-exhaustiv~ tecJwicfu(' calJc.d 

verificatioJ,l. t~sting was prop~sed /McClusk~y 82}, /Tang 83J /McCluskey 84J. Verification 

testing is based on the derrtation of ,a constant-weight test set for a circuit wit1JOul, '-

partitioning the circuit 'The constant-weight test s~t· is shown tf1;be.a rninim(jm-Ie~,glb 
• "1" 

test s~t for most of the circuits. However, the major. problem with this techniqlJ(' i,e, 

tlJai for circuits which. require-highet (m-out-of-n)'codes (e.g. 
, "-'. 

constanf-weight counters become' very costly to implement. 
• . 

.. ,t 
a 1O-out-o[~20 co dl!) , 

Il ma,\ be more ecpnomiéaJ to use an LFSR instead of sorne [orm of counter for, 

pseudo-exhaustive testing, even" though this sacrifices the minim'um test length propprty . 

• One LFSR-based teclInique suggests using a cQmbination of LFSR's and shift 1'eg/bterb . 
IBarzilai 83ffTang 84) [or input pattern ie.neratioll. ft uses linear. cod~s IPetersoll ï5; . " -

to find the desi,red ~enerator polynomial for the ~FSR:- This technique is most useful 
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when the maximum 'flumber of inputs upon which an output depends is much less than 

""'-~ ~lowev~r, it ,is diHicult to fin d, the suitable generator pOl~nf-l, Mor~ver, the 

technique ùsriaJJy requires at Jeast two initial states which may have ta be 'stored in 
, 

a ROM. This storage can become a burden when there are many such circuits to be 

tested. 

r-

The foremedtîoned storage probJem can be sutstantially reduc~d by using c~>n-
den.5l?d LFSR 's for inp,ut pattern generation [Wang ~4J. The circuit-speci~c designs 

ba8ed ail this technique are very simple to ~mplement. A designer can construct the 
, ~ >a , 

cOfldensed LFSR by simply using the formula given in (Wang 84J ana chosing the primi-

tive polynomial fr?m a reference text such as' [Peterson 75]. More" specifically, according 

t,o this technique, an LBSR of size n with a characteristic polynomial p(x) ::;::: g(x) .J(x) 
c' , . . ~ 

cali generate 2 11 
l_ 1 distinct patterns, provided that p(x} is a primitive polynomial of 

degree n', g(x) is any monie polynomial of degree n - n', anll that the initial state . , . 
the LFSR is divisible br g(x). For example, in a circuit with n = 4, if the ,maximum 

, . 
i' .. " 

number of iI/putos upon which an output depends is n' = 3, the!1 the characteristic poly-

nomiaJ of the condensed LFSR will c01}sist of a primitive polynomial of degree 3, like 

J(T} ::;: T''3 +T,+ 1, and the monie 'polynomial of degree 1, g(x) = Z-r 1. Rence, the charac

tcristic polynomialin this case is, p{x) == f{x).g(x) = (x3+'X+l)(x+ i) = z4+x3+z2+1. 

The corl'CSpOIlding IPG and its set of 23 - 1 ~ 7 distinct pé+tterns a~e appear in Fjg~ 

urc(2..1). From' t.he figure, the p'seudo-exhaustive property 'of having 23 - 1 non-zer~ l 

patt('rns 011 aIl)' combination of n' =- 3 output /ines is apparen-t. This technique,is most 
. b 

efljcien( illJegard to the test Jength when the maximum number of inputs driviIlg an 

output is close to n, However, in general, it result~' iIi 'larger te~t sets c~mpared to the 

other ~iques. .... . 

1 
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: ~ Figure (2.4) gJeudo-~J41austive Input. Pattern Generation 

. The use of linear sums [Akers 851 or linear co~es {Vas~nthavada 85J have' been 

proposed to solve the test ~ngth problem where a combination ofl,F SR'5 and Exc1uBi~~ 
, ' J ( 

~R gates are used for input fattern unerat~n, Yet another technj~ue aimed at solvÏIJg 

the same yroblem ~uggests the design of anrFSR-b~ed on cycIic ~.odes (Wang 86bJ, 

The procedure ,to determine the characteristic polynomial for the latter LFSR is t'o 

first lind ~. g~nerator polynomial with specifie qegree k and ,design dis'f:.nce d {rom 

any cading 't~eory text sucn as {Petersan 75].c';'he fol. step is ta generâte a 

(2l111gnJ _ 1, k) c~ëlic .,he thing is to [j'nally sh~r~èn the code to a Bize (n, k) cycJic 

code, 'f/lis technique yielfs test lengths very comparable to those obtained in IAkèrs 

85} and IVasanthavada 85]. but has lower hardware overhead requirements, \1 Moreover, 
f . 

although verification testing IMcCluskèy 84] uses {ewer patterns, [Wang 86b} daims that • 

his technique is more attractive because of its easier desjgn. 
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From~ ail th~ above pseudo-exhaustive tes!'ng techniques, it seems that there is no 

sjJlgJ~ solution to the problcm of generating ps udo-exhaustjve~~put patterns "that can 

- simultaneously keep the test Jength, ~he number of init!al pattrns, and the hardware 

-overhead to a minimum. One advantage of pseudo-exhaustive testing is that, in generaJ, 
~ D 

it guarantees si!!~Je stuck-at fault coverage without any detai/ed circuit analysis [Ar-

chambeau 84f. U~fortunate/y, there are'~any'circuits for which the pseudo-expaustive 

tI testing techniques does not result in a satisfactory test procedure, because the resu1ting 
'\ 1 t:> t 

test set still remains too long to be feasible. Another alternative to exhaustive testing 

for BIST applications, that uses sma/ler number of test patterns, is the pseudo-random 

pat/,em generatioIJ, 

2.2.2 Pseudo-Random T~st-Based Techniques: 

Uandom ~esting has b'~en a common practice in industry for a Jong tjm~' It has beén 

observed that,for most combinationaJ circuits, an effective fault detection is obtained if·a 

sufficiènt, number of randomly generated patterns are applied'{AgrawaI 75J (Schnurmann 

75) IMalaiya 84J jMcCluskey 85aJ. 

Sinc~ there exists no Ideal random number gene;~tor, it is not possible to obtain a 
III • ~.. 1 

truly random test set. However, as indic'ated earlïer, it is possible to generate pseudo-
. . 

raIldoIn test sets that are considered good approximations to ,tru/y random ones. A 

major difference between ~andom and pseud~-random test tets is that the Jat"tet is 

repeat~bJe while the form~r' is not-: ln realit;, ~jnce testi~~ req)ires test set~· to be 1 

repf'at,ed, pscudo-random test sets are the su.itable on es. • 1 

. \ 

L • 

For; a gh'en 'circuit. uhder ElST, the.set of pseu do-ran dom patterns which provides 
") " 

a desired fau}t coverage is usually larger than the set of deterministic patt~rns' which 
, 
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r~suh in a comparable oCoverage, b~t is usually much sm aller than the set of exhaustive 

." f 
t 0 h d d ,. . ..." pat erns. ne reason w y pseu o-ran om pattern generatlOn remam attractIve ln SpJt.(. 

of the potentially larger test sets is that their ElST implementation can be providf'd by 

a non-expensive hardware de vice: the autonomous maximum cycle lengt.h LFSR. 

" . 
\ Most of the BIST schem~s with pseudo-random testing suggest. using output dat.a 

q. 

compression to red!.ù:e the large volumes of output data. The performances of differen t. 

ra:ompression .techniques are inv~stigated in {Parker- 76} and {Losq 78J. The form of' . 
1 

BIST that combines pseudo-random pattern generation with polynomial divisioll-bascd 

compression, being ~e most commonl>; used fKonemann 79} fFasang BOJ {Mucha 81 J ' 

{Bardell 82}, is considered to be the standard form of ElST. Few BIST scÏlemes consider .. . , 

\ ' , using pseudo-random testing without output data ,~ompression. For instance, {Dadd 

:J unit and to the eUT, considering t e reference unit as a "golden'" unit which provides 

1 ï6J, and lSh.edletskj 75J suggest. a1Pl i~g pseudo-random patterns to bot.h a referenc(' 

, 

o 

. , -
the (offect responses to the input atterns. .. ( 

Th: :::ajor current iss:es in' pseudo-r-andom testing are establistng the test rengt.h, 
, 

determ!ning the fault coverage, and fin ding methods to detect the random pattern re-

sistant [ault~. The solutions to a11 these.problems could, in principlc, be provided by _ 
• 

perforrning fauIt sirnul~tion of tHe eUT {Waicukauski 85J. However, different Jess expcn

sive rnethods have been dev~loped to deaJ with these issue'i! Sorne of these a/ternati\'f'6 

• are. addressed in the two following sections. 

• 
2.2.2.1 Establishing Pseudo-Random Test Length: , \ 

The establishment of the pseudà-random test Jength for a given eUT is based on the 

estimated effectivfmess of the pseudo-random patterns to detect t-he fau/ts of the eUT, 
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as weJ/ as the prespecified faillt coverage. One I1leasure of detecting the elfectiv,eness of 
-ct " 

~seudo-r~ndom patterns is the ~etect~on probabilit1f1Jrofile oft cirèuits' faults fMalaiya . 

84j. The detection probability of a fault is defined as the prorability that a random test 

pattern detects the fault. 

Different ana/yUcal methods that avo~d ~need for fâult simulatiol! have been 

set to estimate the test Jength. These are mainly based on algorithms that compute 
, 

{au/t detection probabilities. Examp/es of such algorithms are: the Cutting algorithm, 
. " , 

which estimates d.etection probability bounds [Sa"ir 83aJj Predict, w,hich uses a graph 

approach to compute exact probabilities inst~ad of estirpating bounds [Seth 85J; Stafan, 

,which uses a st.atistical approach for th~ same purpose [Jain 84J; and finally, COP, whi~h 
o , 

, . 
ca/cu/ates the signal probabjJjties by assuming signal indep'eJl{1ence and thus ignoring 

reconvergent signaIs fBrglez 84}. 

• . Most of the methods for t~e test Jength establishment,first find,~he detectj~n 

probaoilit)' of tlle least detectab~e fauJt(s) of a. eUT using one of the above algOrithrfs. 
1 

Given tllis probability the number of patterns necessary to achieve the desired test 

quality is predicted fSavir .. 83b}, fShedJetsky 75}, f~hedJetsky 77}, [David 76] and {Losq 

i8]. Other met.hods estab/ish their predictions on the exponentiaJ relation between test . 
Jengths and expected fault coverâges (Williams 85) fM~Cluskey B7}. 

The model of test pattern ~eneratjon conside~ed in ~ost o~e ab'ove mentioned 

blet/JOds t,he l'andoIn pro cess and not the pseudo-random process. The random mode! . 
/ 

corresponds t.o sampling with replacement, thus each .input. pattern always has the 
. 

samf:> probabilit,y of occur~jng. It neglects the fact that patterns generated byan LFSR 

da not, r('l'eat unt.il ail of the nôn-zer~ patterns have occurred (i.e. sampJin~ with~u,t 

-replacement). /Chin B7} and /Wagner B7J show that it is inaccurate to establish the 

le~gth of a test set by mode]j~g the LFSR as a tru'ly random source, because for a g,n. _ 
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coverage it results in a Jarger number of patterns than a pseudo-random one. 'Methods . 

to caleu/ate test léngths by using the pseudo-random model are presenteâ in fMa/aiya 
" -' , 

, 84J [Chin 87J [Wagner 87J [McCluskey 87J. 
_ r 

Another shortcoming of the above mentioned methods is that the test length caleu-

lations consider on~y one factor, yiz. the random patter~ testability of i eUT. Howevcr, 

a second factor, yiz. the effect of error information 10ss due to output data compression, 

must a/so be taken in'to account in establishing the test length. !lvanov B7} analyzes 

this factor and suggests. a method
P 

which adjusts the test /engths accordingly. - ~ , 

2.2.2.2 Random Pattern Resist.ant Faults: 

One of the major problems with BIST schemes based on pseudo-random testing is 
. " li? 

that ce~trin faults resist detee,tion by random patterns [Eichelberger 83J. Tlwse fauUs 

are known as random pattern reslstant Jaults or hard Jaults [Savir 83aJ. The difflcuJt.y 

in detecting such faults 'may result, either from the low probability of the {auUy nodes 
• 1 . 

to be randamly set ta a logical 0 or 1, {orm the Jow probability of observing the logical 

valu,es on these nodes at the circuit outputs. Hence, very few random patterns can both 
[1 \P' • J' 

provoke s-uch faults and sensitize them to an output. ln other words, there is a very Jow 

probability of applying a random pattern capable of their deteetion [Eichelberger B3}. , , 

Severa! mrthods have been propased to'deal with random pattern resist'Rn~ (aults. 
1 

One of these fn~thads suggejts !inding specIfie t.~st patterns to detect specifie faults 

u,sing a deter inistiC testing algor:ith~, and then add these new patterns to the t~st set 

[Savir 83a). , 

Another ethod suggests modifying the eUT br adding internaI circuit nodes tbat 

are. controllab e andjôr observable, to increase the probabjJjty of,provoking and sensi-
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tjzing hard fauIts {Eichèlperger 83J. This method adopts analytical testabiJjty measures 

{Savir 83a/ {Agrawal 82J fG,oldstein... 79J to determine when and where Jogic modifications 

are necessary. 

A more recent method to d~tect random pattern resistant faults proposes tech~ 
ç 

niques to generate circuit-specifie sets of pseudo-random patterns. Sueh circuit-specifie 

• 
sets are composed of unequiprobable (biased) patterns instead of the usudJ uniformly 

l'" 

distributed patterns (equal probabilities of 1 '5 and 0'5). The change in the probabjJjty 
, 

. ~ distribution ib intellded ta bias the new set of patterns towards the few that detect 
, 

the random pattern resistant fauIts. S4ch techniqT.es are deseribed in fSchnurmann 75J .. , 
{Chin 84) fWundelich 8Sj and {Wundelich B7}. Th Y g~nerally require the reguJar LF'SR . 
(IPG) to have additional circuitry, or additional circuitry to be inserted between the/ 

,,/ 
1 

LFSR output,s and the eUT inputs. This circuitry serves to increase the freqUel' of 

occurrence of Olle Jogic vaJu~ (0 or 1), while decreasing that of the other. Along the 

same lines is the adapti\'e input pattern gener.ation technique proposed in [Timoc 83}. 

This technique assigns weights to the outputs of the LFSR sueh that a maximum fauIt 
, 

coverage can be atûûned with a minimum test set. 

]t,sbould b(! noticed that aIl the above mentioned meihods adopt a circuit-specifie 

strategr t 0 improve ,the test quaIity of pseud~random BIST sehemes. 
, 1 

.. 
2.3 Output Dat.a 'Compression Proèess: 

Data compression is an operation ~sed to reduee an amount of data to render 

its storage and anaJysis more economÎcal. It has been established, that this operation 

is essentiaJ in a RIST design ~o economically handle the large volume of output data 

IWill~ams B4j {McCluskey 85aj {David 86}. Under" most r/lt!JT schemes, output data .. 
37 

.. 

1 

/ 



( 

/ 

/ 

/ 

o 

..... 

compression is .used. In these CB,$es, an ODe uses a function that maps the largf' 

amount of output data into a relatively short word. The compression process enl\bles . . 
, -

the re/ererice data to be reduced to a word of identical size. In the following, tJJe mapping 
1 0 

function is re[erred to as ci. compression function, whereas the resulting short word as a 
(1 

signature. 

-
In general, a signature is an attribute of the output data. Therefore, a' compression' 

function is usually chosen such that the sign~ture depends.:.on the entire output data. . ' 

A compression function l, .in gen'eraJ, c~n be thought of as many-to-one [unction wlwlI 
" , 

it compresses an l-bit Jong output data stream ao, in the c~e of a single-output eUT, 

to a signature f(au), or when it compresses an 1 x m bit output dat p matrix Ail to li 

. short signatùre f(Ao), in the case of a multi-ootput eUT. 
, 

Under ElST, an ideal compression function is one through which a/l errOfl(loU8 , 

output re~ponses aJways yield, a [aulty signatoure. However, no such function exist, ... 

because any redu.ction in the amount oE output> da~ ~ompression causes sorne error 

in[orm~tion Joss. This Joss manifests itseJf in a nurrib~of err~neous output 're~poflse6 
, 

to map into sigmtturel identic~1 to the signature of ,the fauh-Eree case. The rnàppiflg 

of erroneous output responses to signatures identicaJ to the fault-free case prevenU:> 
, 

such [aulty respon.ses to be detected. The best resuJt one can ho~ to attain from a 
" 

compressiop function is to produce the least number of such mapping"s. 

In a BIsrr scheme, the choice of a compression [unction is not only inFJlu'Tlced 
~ 

by the error mformatwn loss, but also by another important constraint: the amount o[ 

add,tlOnal hardware needed to implement this function. Usually, a compression fUl/ction, 

is ~ot spedfically designed for a given eUT, but is chosen from a set of easily realizabJ(' 

devices, ~ithout taking into _~ccount any i1formatio.n ~b(>ut However, BI il 
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wjJJ be shown in sectfon',3.4, the new ODM scheme proposes àn imptoved compression 
, 

function which consid.ers the CUT's' function under a given set of input patterns. This 

consideration of functionality and input patterns is in fact equaJ to considering the 
\ ' 

, resulting output response. ln essence, a comprf!sion function that considers the output 

respon.5e is a a circ uit-specific compre~sion. In this qDM scheme a çircuit-specific , . 
compression is used to optimize the error information Joss as weI) as the hardware -ovcrhead.· , 

. 
For'compression Tunctions to be easily implemented, they must be of Jow complexity.' 

jeart,er 79J first described a large set of functions from which to select compression fune

t,ions. This i5 the universaJ set of hash functions which consisis' of tn~ functioJs whos'e 

signatures a11 have the same probabiJity of appearance. Theil, [Weg'man 81J sugg~sted 

il comparativel}' sm aller set for the same purpose. However, selecting a compression 

fllnction From sllch large sets can oFten he inadequate, sinee more bits are required for 

sf!/ect ing t,he actual function than to store the entire set of outpu"t data. Renee, mo.'st . 
of the existing BIST schemes do not select their compr,ssion funcHons from such sets. 

IJJst,ead, the)' seJ~ct tljeir functions from easily realizable devices that ,perform compres-

sioll with S01I1t' sort, of functjonaJ dependence on the entire output data. Several data 
'. 

compressj?n devices, originally developed in connection with portable testers, serve as 

fJsefuJ to~ls to reaUze this purpo~~ and thereby reduce the large 'volume of o~tput 'data 

{lIayes 76aJ {Losq 78J . Examples of the most popular ones iff the BIST area are LFSRs, 

parUy trees and counters, whose compression techniques are respectiv~Iy bas~on poly

nomial division, parity checking and counti'ng. The remainder of this chapter addresses 
. 

these techniques; whereas the considerations about their error information loss will be 

dj~cussed iI~ the next chapter. " , 

Most of the BIS T schemes use a compression technique to ob tain' a short (k-bit 
\ .. 
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'-., ·long) signature fr~ an (J-bit long) output data stri~g of ~ single output eUT, ~r (rom . 
an ( l x m bit) output data matrix of an m-output eUT. However, there are also a 

" . 
.few ElST schemes which (i) èi&her do not adopt datà compression, or (U) simply adopt, 

o 1 

it to map an l x m ' outputcfata matrix into a~ I-bit seriaI stream with the same 

length. The n.o-compres~jon case (i) happens when a ElST scheme needs to examine 

each output pattern concurrently. Such schemes are known as concurrent '1>r on-line 
" \ 

BIB,r scheme"S. Examples of such schemes are described in {Sedr.nak 79} and {Sedmak 
~ - -

80}, where the functionaJ circuitry is dupJjcated redundantly for conëurrent checking. In 

regard to case Oi), termed ,as parallel to seriaI compression (P / S lompression), such a 

case is ~equired if? seriaI streClm either is .. examined by a sou~ce outside the 'chip {Sa/uja 

83} {Reddy 85}, or compressed further during the self-test mode by another compressioll 
• .1 r 

function. Exalf.hples appeared in {ZoFian 84] [Zorian 86b} and more recently in {Robinson", 

l 87} and ILi 87}. . .. 
After the compression step, t:he final operation of a self-test mode is to verify tJw 

correctness of the obtained signature. To perform this operation, it is necessary to . 
determine the fau/t-free value of this signature' in advance, based on the functiona/ity of 

the eUT and the specifications of its ElST structure. Thj~ val~e is obtained either from 

a simulation of the fault-free circuit, .or from an actuai circuit verified to be fault-fret! 
At \ 

by some other mean's. 
. ' 

2.3.1 Polynomial Division-I;lased Techniques: 

ft IJa5 been shown at the 'beginning of this chapter that an LFSR is the i~eal devicc 

to perform,polyn?mial division for outpu~ data compression,IBenowitz 75/ {McCJu~key 

86}: This polynomial division-based compression technique is a/so caltd signat~re ana/

ysis, a term coined by Hewlett-Packard [Ohan 77} [Frohwerk 77}, , to describe its use 
") 
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in their products. The usefulness of this technique îs due to the fact that thè final . 
value of a signature is an attribute of the entire' outpq.t data stream applieq to the 

, -~ l 

LFSR's input. Figure(2.5) illustrates tlIis fact with a simple example. Suppose a num

ber 1 = 16 of input patterns is applied to a single output CUT, and its resulting output 

stream ao ,=- I00011011010011( is.mapped by an LFSR of size k = 4 to a ~ignature 

flf,n·(ao~ = 0110. Actually, this signature is a representation of the entire ao, due to 

the continuous accumulation of data in the LFSR caused by the feedback connections. 

However, like any other compression devic~, an LESR loses sorne error information. 
j 

Hence, it is possible t~ertain faur;; causes the output data to change to a di!. 

ferent stream .. a/#- ao which produces the sable signature as the fault-Iree one, i.e. 

flfsr(a/) , flfartao). 

The major deficiency of an ~FSR adopted for polynomial division îs that it has a 

single input. ';fherefore, it ean only compress an output data stream but not a matrix. 
, ~ 

,In general, sinee CUT~ have multiple outpllts, using the LFSR, for eoIilpressing the 

Cf 

,._--~---

, 
streams of eve'i-y Qutput would require a repetition of the test set as m~y times as 

of 

the outpqt rpultiplicity. 'Th us, if the test set is quite long, this deficieney resplts in 
, 

an IJndes~rable ·tirne overhead. To alleviate this problem, a"multi-input linear feedback 

shift register; d.enoted as MISR {BeilOwitz 75J {KoneI1Jann 79J, has been suggested. An 
t lt 
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MISR is basically a polynomial division-based ODe where tlle seriaI data Trom dIe 
. () ~ 

outputs of a eUT is fed through the Exclusivé-OR gates between any two éonsecutive 
, ' 

memory elements of the MISR, as sh6wn in Figure(2.6). Thus, a new state 'can be 
" 

processed within a single dock cycle. If the MISR Îs sufficien tly long (n umber of stages) 

to accommodate aIl the output /ines of the eUT, then the test set can be applied only 7 .. -

~once to determine whether or not the circuit is fault-free. However, even if tlle length 
, -

of the MISR is less than the number of output Unes, it. is still possible to appJy t1le 

test patterns.. only once Iw adopting a special configuration su~h as the one described in 

{Davie{ 86J. 

. . - r---:---"'· " , . 1 .1 . 
1 D. 1 , 

1 t-
1 :lL 

1 
, 

D. J 1 eUT 
0 

1 0 . ~ 
• 

r ~ 
~ ; ~ 

1 D-
·1 , • _t. 

• 1 ~ 

, 
1 6 
1 

- , • 1 
1 '- _____ ..1 

'Figure (2.6) Multi-Input Shift Register MISR as ODe 
Ji: f .. 

From Figure (2. 6) it is, apparènt~ that an MISR ;equires morAhardware tha~ an 

LF Rohe sanre size. ihis is due ·t~e addltio~al i~p:ts and larger Exclusive·OR 

etmore, besides requjrj~t~~rcujtry, the MISR has an additionaJ Bourc~ 
of informat on loss known as error ~ancellation {Sridhar 82} {Hassan ,83J. Such lOBS oceues, 
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when an erronedus -Oit, from an output pattern, at a certain putput line is followed by 

anojher 'erroneous bit, on th,next pattern (foIlgwing clock eycl~) at the next outp'ut' 

Une. This sequeile~ of events results in the 'latter errone~us bit to cancel the one that 
. . 

formerly entered the MISR. Both errors thus eanceling each other, they have no effect 
~ , 

on the signature. l . 
Q 

Polynomial division' (implemented by M/SRs) used for output data compression are 
". ' 

most/y found in the standard BIST schemes which a/so utilize LFSRs to generate their 

pseudo-random input patter:,ns. The first su~h scheme appeared in IBenowitz 75}, and 

th(m differ:nt variants
u 

fol~owedo' On.e <"f the most pop~Jar one~ is described in [Kone}n,ann 

79}. The la) ter scheme is most suitable for CUTs that can be partitioned into m~d'ules 
oerausf' the jnput. and output registers of the resulting modules can be utilized for selE-

e. . \ 

test purpas~s. Ta be more specifie, this scheme" suggests that an existing input register 

il) a module first be reconfigured to an IPG which applies its pseudo-random test set 
"<9 

10 tl)(, modu/c. Then, the same input register is reèonligured into an MISR which 

compresses tlH.loutPur data coming 'from its previous module. Such reconfigura'ble 

regist.er6 are called B/LBO, i.e. built-in Jogie block observer. This scheme requires tllat 

COlllwcutÏ\'C modules be tested alternately {Konemann 79} fKoneinann BD}. However, 

sllcl! an~'alt~rn;{tion lengthens the total test Ume. However, if the test time is a ciitical 

purameter for certain circuits, an improved B/LBO scheme can be adop~ecJ [Wang 85j. 
, 

TJ!is improved scheme reduees the previous test time by one-half by açlopting a combined 
1 

register called concun:ent BILBO (CB/LBO). CBILi30 generates input patterns ~nd 

compresse6 output respOiiSes simuJtaneously during the self-test mode. . '-

v~ 

A different scheme, shown in {Heck/eman Bl}, sugg~sts adding the standarq ff/ST 

facilitie,r.; t.a tJu' eUT, instead of reconfiguring the existing registers as·in the previous . 
, , 

case. The self-t,est. faci/ities in {l1eç;kleman 81/ consist of regular cells designed to form 
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lPGs or 01)Cs. Renee, sud a scheine ean be implemented with little effort due to Us 
'. 'li 

regular internaI struetu-re. More sche~es~ that ~e standard form of BIST built !n-

side the chip are deseribed in /Eiki 80} [Fasang BOJ {Mucha 8l} {Komenytsky 82} {Resnick 
o 

83J [EJ-Ziq B3J ana [Bult 84J. 
\ 

~ Other than the standard forms of BlST thél,t are bujJt itmde the c1JÏp, tllete are 

the standard forms which maintain a chip design as is, and Place the self-test fadlities ) 
, 

externally. Examples ofsuch schemes are found in /Perkins 80J IBardell B2} and [Bhavsar 

8S}. The last two references use a-special test ch,ip w~ich contains both [PC and 01>0. 

" . 
ln a11 the above mentioned ElST schemes, the signature obtained as a result of 

.. 
polynomial di\'ision-based compression is the (k-bit long) remainder of the polynomial 

, -
division operation. However, in a few other proposed schemes, another polynomial 

division produet J"s used, viz. the (l-bit long) quotient s,tring. As its name jmpJi(l.~, 
" -

this string is the quotie~t of the polynomial division that appears at the ouf,put of t}Jf..l 

0l!C, In sorne of these schemes /Sridha~ 82J lHassan B3J, the entire quotient string or

ca an MISR is verified for correctness. Such schemes therefore need to store an [-bit long 

_reference va/"e. his, (in general, is a very' expensive l'equjr~ment for a BI~T scheme. 

In an her seheme /Zorian 84), which is our ODM scheme, the l-bit long quotiellt sl,ring 

not verified until it is compressed into a signature of lengthO k = log(l) bits. 

2.3.2 Parity Check-Based Techniques: 

~ 

A simp!: parity checkin'~ operation on an output dâta stream dete~ts a fault if tllf' 

h 
{ . v-dd--0Th' .' b J" d 

number of erroneous bits on t e output stream IS 0: lS operatIOn can e rea Ize, 

.as shown in Ffgurf!(2.71-; by a parity checker composed of éJJl Exclusive-Or gate and 

a memory eJemenL In /Benowitz 75}, the parity checking technique for output data 
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compression is discussed and [Benowitz 75J, and compared with the polynomial division 
1 • 

1 

technique for pseudo-random input patterns. [Beno'witz 75J daims that if a eUT can 
o 

be partitioned such that Us outputs or test points are grouped by their association . ~ , 

with common logic, and eaé'h output of a group connected to a different parity checking 

(ode, then this- technique detects g5% of'"the single fàults propagated ta the ODe. . . 

CUT 
l000110110UlOI10 

<:) \..' 

Figure (2.7) Parity Checker as ODe for an Output. Dati Stream 

If an 'm x l bits output data matrvc-is compr~sed by parity checking, tlle ODe ~ay 

be composed of m parity-checkers, one on every output Une, This proyide an m-bit long 

signature. ~nother ODC w~:ch perfor~a parity ~~ck-based compressi~n is ,a p;;Zarity 

tree. Such tree is equivafellt to an Exc1usiye-OR gate with m-illPuts which perfi ' 
~ 

parallel ta seriaI compression ( P /S compression) by mapping the output data matrix 
-If' 

into a single stream of length l. Both parity check-based ODCs are use~ byexisting 

ElST schemes [Benowitz 75/ [Carter 82bJ (Robinson 87J. ,r 
" 

• • 
Useful analyses of the utilization of parity trees in BIS,!, are proYided in the litera-_____ 1. 

._- " 
ture [Saluja 83) [Re'ddy 85/, and a complete ElST scheme that uses parity tree as ODe 

is round in [Carter 82bJ fCartez: 82cJ. This scheme'utilizes exhaustive test sets as input. ' 

patterns, and a number of parity trees with an accumulator for ou~tput data compres

sion, More spftPilically, it divides the CUT_outputs'jnto subsets, 'and combine~ the /ines . 
of each subset by me~ of a parity tree. The parity tree outputs are then connected to . . 
an accumulator to c.alculate the·sum of the parities for each inp.tlt pattern. Although 

" 
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this s~heme yields good stuck-at fauIt detec'tion and,is flist; its 'implementatiolJ is mo~ 
1 

çosqy than other séhemes, and more importantly, it causes the worst-ertor informat.ic)/I . 
~ . 

, loss {"'ang 85j .• 

/, , 
Severa/ other ElST schemes a/50 suggest using parity check-b~ed compression. 

One exam!!/e is found in [Davidson 81} where the BelJrnac':32 microprocessor cllip US(l.~ 

)' parity checking combined with polynomial divisioI1. Anoth~r ex ample is demollst,l'at,('d 

in {Akers 86] where exhaustive testing with a special parity bit signature are adoptf·ft . , 

ln (Tzidol1 78], parit)' checking is used to accomplish the detecÛon of a/Onu/Uple' st.(Jck

at Fau lts in tree networks. Finally, fBhattacharya 87} developed
o 
an existing testab'ility 

ana/ysis method t{ an~lyze the pftrity testability of li eUT, and a1so sUggcstb modifj. 
.. J 

cations to make it testable. ln section 3.4, tlle effectiyeness of compression' by pari/y 

a checklng ...... ill be discussed, along with the effectiveness of other types of ODes . 

2.3.3 
. 

Coul1t-~ased Tec,hniques,: 
, , 
1 

. A count-~ased compression technique consists of COUfltir ~ certain attribut.~ of 

tJw output response 50 thatJ the signature o~tained at the endl of thl' self-test procl·dlJf(1 

represen ts the fin~l count of th'at attribtJte. Various sucll t~chniqUeS are used i th~ 
cxisting BIS~ sch~mes. ln faet, t"he common characteristic Jmong thcse techniques is 

1" • ~ 

that their ODC!s ;ï;merely composed of a:"rounter in sorne ~es preceded bya digit.a.Il..... 

function ./Parker 76j. 1 

. . 
The simp/est and better known examples of c~u~t-based techniques for single- ou/-

" 

put circuits are: One 's Countir:tg which counts the number of logic ones in .an Qutpu,t 

data stream being compressed {Hayes 7Oa} {Savir 80} fAgarwal 83}; Transition CouTllmg' 
, '1 

" which sums the n'umber of times the output data stream,changes vaJ~es (from 1 to 0 

46 .. 

, 



. 
J<-

e 
-

. , 

" 

i 0 

" 

. . 

. 

C 

c 

. 

~ . 

, • . / 

and (rom 0 ta I) IHaye~ 76b} [Re~dy 77J [Hayes 78J; and Edge C-ounting which counts 

anges form l to 0 or the changes from. 0 to l [Fujiwara 78} [Parker 76}. The either the ch 
!' 

realizaCion of the three previous count-based <techniques are illustrated in Figure(2.8). 

.. 

: 1 cur' 1000110110100110 
C(}fmter 1 One '$ Cuunting 

# 0/1'8=8 

.. ' 
.'t. 

. 

1000 

1000110110100110 ) 

CUT 
# of transitions=8 

Tramition C~unti.,:,g ..... _---... Counter 

1000 

100 0110110100110 
CUT 

# 0/ edges=4 
Counter Edge Counting 

. 
0100 (O-l) 

" 

.. Figure (2.8) Cou~t-Ba.sed C~mpressit?n Techniqur for Single Qut~ut CUTs 

\1 '- · 
AIl of the three c~unt ... based t~hniques provide a lo.,'karithmic compressi9n of data. 

In othëf\vords, with tbosè techniques, the length of a signature is usualIy proportion al' 

ta log( ,where 1 is the test length.' However, the length of a signature can be reduced 

further one'utilizes the dependence of the signature upon the order of input patte'rn'S. 
. , 

Such a depen e e does not exist in the case f One's Counting, while in the Transition 

and Edge Counting, it ~~"be seen that a signa ure is dependent on the order of input 

pattern applica.tion. Thus7 in such CMes, it is possible to minimizè the number of . 
• transitions or .~dges in the fauIt:free output data py ordering the patterns in advance . .. 
Stchprde;ing, in fhe e .. ~treme, results into a single'O to 1 (or l <t~ 0) transition, [Fujiwara 

78}. , ' 
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One of the well known ElST schemes which utilizes a count-based compressiol/ 

~ ~ 

. tec·hnique is caIled syndrome testing {Savir BO). This schem~es the One's Counting 

technique coupled with exhaustive testing. Renee, th1 signatur,:jthat it provides at, tIlt' 

end -of the counti p cedure is the function '5 weight (i.e .. the n umber of its min terms)." 

ft has been shown tha it is possible to detect any single stuck-at fault. in a eUT using 

this scheme [Savir B1} However, since certain faulty drcuits produce signatures idenfica/ 

to the fault-free one, specific eUT modifications are geneuilly required to ensurf' thi' 
~ \~~ 0 

detection of the faulty drc~s, i.e. t'o producé syndrome tèStable designs IS-~_\:ir Bl} 

fMarkowsky Bl}. Producing a syndrome Gtestablè design, in genelial, implies addin,g 
. ~ . 

extra l/Os and gates. Another drawback of syndrome testing is that since exhaust'ive 
, , 

test sets are adopted. to reduce the t.est ',d.ration to an acceptable level, thl-' difficu/t 

problem of eUT partitioning is raised. Furthêrmore, if syndrome testing is applirci t,o 

muJti-output CUTs, it has been s~gested to replace the single input counter by a \'èry 

expensive l1}ulti-inpyt ODe knJ as weighted syndrome counter {Ba'rziJai B1 J. ÇJm' 

implemeptation of a weighted syn rome counter consists of an 'adder and a registe'r 

(Figure(2.9)), both of length ~ + n, where mIs the ,number of eUT outputs and n 

is the number of inputs. ln addition to being expenSive to reaUze, the One's Counting 
, ~ 

technique causes, ~n the average, substantiaJ Josses in error information /Rurst 87/ 
.. 

similarly t,'O the other count-based techniques. Th.e error information loss is. discussed , .. 
further i11 section 3.4. 

kth~r BISTe~h me which uses oount-~:",ed techn;Hue i, presented in',su .. ki;:d 

B1 ~e the coun 'ng of Walsh coefficients for output data compression is introduced. 
l , 

Like syndro~e tesLng, this scheme uses exhaustive t'€sting and counts tw~ out of 2" 

W~l:h wefficientl one of them beYng the namber of ones in ;:-;'tréam {i.e: same as Orw:s 

,. 
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Counting). If the implementation of tbe-scheme is such tbat these two coefficients are 1 

counted serially, the test se.Lhas to be applied twice. ln that. case, tbe test time is 

doubled, and if tbey are done in parallel, two' ODe counters are needed, one for each 

coefficient. Nevertheless, in eitber case, two reference values are required. Moreover, 

alike thè\s.yndrome testing, this scheme requires circuit modifications to cover a11 stuck-
• 

at faults-. 

An extènsion to the syndrome testi'ng and walsh coefficient testjng scbernes is pro

vided in {Muzio 83J and {Miller 84J, wh~r~ the count-based te2hniques are given a more' 

general treatment by considering a11 possible spectral coefficients {Hurst 85J. A test in 

the latter scherne consists of verifying one or more sp~ctral coefficients of the output 
te . , 

data stream. The distinction witn the other schernes is that instéiiâ of modifying the 

circuit 'to, eliminate the syndrome untestable cases, the coefficients corresponding to . . .. 
49 
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these cases are added to the set of $pectral coefficients under vctrj-fication. Althougll 

the difflcult modification step of the previous scheines is avoided by selecting '8 circuit.· 
• 1 

specific set of coefficients, the resulting signatuore veri,ation procedure, as weIl as the 

reference storage required, become more expensive in this CMe. Moreover, in the case 
~ ~ 

of multi-output circuits the area-overhead expenses that wa)sh and spectral coefflcient,s 

count techniques ensue are exacerbated. 

Under ail count ... based techniques, the amount of l~ss in error inform.ation, for 

average cases, is considerably high compared with polynomial division-based techniques 

{Burst 8ïl-fRobinson 87}. In the next chapt'ei, the ea/cu/ation ofsucp losses is iIIustrated, 

and a new concept which suggests utjJjzing a particu/ar characterÎstic of the count-based 

techniques to 'reduce this Joss is intro~uced. 

Severa] new ElST ~ttempts sllggest the use of sophisticated compression techniques 
1 

\ 

{Bh~v.sar 84J {Hassan 83J {Robipson 87J {Li B7}. These techniques, which arr maillly 

intended to improve the test quality, are in faet extensions or combinations of the 

previously designed ones. The performance m.~asurement of these variou~ compression 

techniques, as well as the need for improving their test quality, ~he mâin jntere~t of 
- 0 

the next chapter. 
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Chapter 3 

, \ • Error J1asking Problem and Output Data Modification 

v ri 
( 

3.1 'Introduction: 

The adoption of BIST as an alternative to the determÎnistic testing strategy ot 

VLSI. testing has been shown in .c;haPte~ave certain c;udaJ requ·irement~. One' 

of tlle most, important requirements is to adc5pt an economical way to deaJ with the 

large amount of ~-;;~put data which results during the test procedure. ln arder to satisfy .. ' 

~.his requiremcht, various output data ~ompression~technjques have been developed, as 

seen in chapt,er 2. However, aIl of these techniques resu/t i.p a loss o( errol" information 

due ~o the reduction iD'the amount'of. outp~t data. This loss of error information in 

output. data c.ompression -is known to be a' major cause of coneern [Smith 80J [Sridhar . 
82} /Carter 82aJ {AgarwaJ 83} fDhavsar 84} sinee it causes a certain reduction in the, 

n umber of detected faults, and hence, in the qualiti of test. An important aim' is to 
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inçrease the quality of test in a BIST implementation without incurring a large overllfad. 

Various attempts have been made to realize this aim and thus improve the test quaIity 
• f _ 

by reduci{lg the amount of loss in error information [Hassan' 84a} [Bhaysar 84J {G.arter 

82a} {Li 87} {Hurst B7}. Recently, the new outpU:t data modification (ODM) selleme . . 
[Agarwa} 83},[Zodan B4} [Zorian 86a} and [Zorian 86c], which is thé main subject. of this 

" . 
dissertation, has been de~eloped for the same purpose. This scheme provides (the bcst 

, , 

improvemen,t in thë quality of ElST aver a11 the other existing schemes by pro\'iding 

high fault coverage, wUh. a small amount of increase in the area overhead. The jmproved 
~ 

test quality achieved with onM is obtained by exploiting the functionality of th.e eUT. 

Consideration of the CUf's functionality classifies the ODJ\{ scheme under the circuit.

specifie BIST strategy. 
~ . 

, 
Tilis chapter introduces the output data modificatIOn concept and proposes a BIST 

mode} that uses ODM. 'Prior to these 'introductions; a· prop~é descriptiqn orthe error 

masking probJem and an illustration of the existing RIST schemes aimed at improv!ng 
. 

the error coverage'are given. 

1'4 To refresh' the reader's mem~ry on the notation previously introduced and tilat is 

still used in this chipter, l deno~es to the number of input patterns app/ied to the eUT; 
\ -

au is the fau/t.-free outppt stream of((ength l, for the single odtput case; A,l is the 

1 7. rn-bit tault~free output~ matrix for the multi~\output case, where m is the nUmUl!f of 
, 

1 output lin es. In generaJ, t'he multi-output'case is the one treated in the following. 

~ 

3.2 The Error Masking pro~: 

Sinee the reduet:on of output ;at) by ODe, resu/ts in a loss of error information, 
r 

certain errors are bound to go undetected. 8uch a phimomenon is called error ma8king 

52 

/ \ 

1 " 

/ 

, . 

• 1 

. , 



.( 

c 

(or sometim~5 aliasing). More precise]y, error ml!.sking. Qccurs when a Faulty and the 

{ault-free eUT. produc~ dilferent outPf;!t respohses that have identicaJ sig!2atures. As a 

resu/t, the faulty eUT is incorreçtly concluded to be fault-Free though it is defective . 
..... 

Numerous papers address the question of error masking ,under different output data 
, 

compr~ssors ./David 76} {Segers 81J {Agarwal 83J. l\. 

The detection of faults alter compression is what is of primary concern. Un for-

tunatel}', one cannot directly observe faults after compression, nor can one generally 

aFrord ta simu/af,e the effect ~f every possible faüIt on eUT's output response and ODe. 

Noncthe/ess, one can more readi/y observe the effects of faults, i.e. the errors. Hençe, a 

typicaJ measure of maSking i~ in terms of ~rrors detected, i.e. error coverage (not f.a,ult 
o ' 

, ( ~coverage), usuaJ/y determined by a probabilistic ..approach [Smith 80J. Having infor-

" 

man,"" introduced the problem of error masking, we will now treat it in a moie rigorous 

manner. We let T be tJle 'number of ail possible m x 1 matrices; and Jet 'Ao represent 
, . ) 

the output response of the particu/ar fault~free eUT under consideration, and A b~ 

'the -set of ail possible output responses (exclu ding Ao) such that for each A~'E ..(lthe 

Q signature I(AI) is equal ta the error-free signature I(Ào), where Ils the compression 

[unciidn. The number of elernents in tJJe set ~ js defined as the deception volume of 
~~ 

Ao with ~espect to 1 and denoted by dv(Aol 1). ln other words, the deception volume is 
" 

tlJC number of out.put responses with the same signature as that oi the fault-free output 
(() -

responsc, i.e, is the number of masked output responses. 

If dv(AII' f) = 0, then there is no error information Joss, but if dv(Ao, f) > 0, then 

there are dv(Ao,!) possible erroneous respo'nses which are undetectable by the testing 

.scheme under consideration. Thus, the quality of an ODC, for a given eUT, may be mea

suréd by deception volume: Fig ure (3, 1) illl1strates a general mapping of the set of aU pos-
M 

sible output respon;es to the set of signatures accomplished by a ~ompr~sjon functlon. ~ 
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Figure (3.1) A Representation of an Output Data Compression 

\ . 
If each'one of thè'àJJ the possjJjle output r~~o~se,matrices Ifoduc~d by faulty _ 

OUTs has the same probabiJity of occurrence, then the ratio: \ 
• > 1 t 

dv(Ao, f) 
pr = -.-...-..;.. 

T 

. -
is referred ta as' the "error masking probab'ility of f, given Ao: A 'srnall pr indicate an 

. efficient f and/or Ao. Although it is known [Carter B2a} [Smith BD} that, in general, no 
, 

1T s,atisfies such an equi~1ikelyhood assumption; how~ver, Binee no other' model that 

1ablY exploins the.actual behaviors ~ffau.;tY c!rcuits have been devel~ped todat~. We 

also used the conventional assumption of equl-Iikelyhood. The definition of pr permit 

va/ues'for it ta be e~y calculate,d. We wW show examples of caJcuJations for different 

ODOs. 

1 • • , 

In the case, of a k~bit long ~FSR the compression involves oniy GF(t) additions 



c· 
... 

c 

c' 

" .erroneous, the deception valume af an LF (ao! LFSR) = 21-k - 1. Then 0 the 
r . 

masking probability is pr = dv(ao, LFSR)j(2' - 1) ~ 2-k [Frahwerlr 77J [Smith 80J. It 
~ 

is shownln /Wi//iams 86J /WiJJiams 87J that it is p ssible to achieve a masking prabability 
. 

value of 2- k wit1J~t making'the equi-Iikeliho Howev~r~ this 2-k value 
, J 

is only attained as the test length tends towards'n lty. 
, , 

ln thê dàse of an MISR, u~ing the ~ame arguments ~ far the LFSR, we fin; the 

d~ception v&lume ta be dv(Au,M/~R) = 21xm - k -l"where k ts the length of the MISR, 

anfJ hence, pr is ~jmpJy 2- k for lar~e l and ~ fBhavsar BI} {Sridhar
o

82}, . ,1 

As an examp/e, of th~ calcu/atian ~f deception valume and ma!dng probability far . , ' 

count.-based techniques, we consider the specifie case of One's Counting. To measure 

t.be df'cept ion volume in tb is case, consider th~ example shown in Figure(2.SJ. ln this 
, 

.examph·, UlC output data string of length l = 16 is compressed to the signature w = 8. 
. , 

But, there are other strings of the same Jength (l = 16) that have the same num
7
ber of 

t " 1} 

Ol~es; alld thw, result in thè same signature lu = 8, if compress~~ by the same technique. 

The number of such strings in this example is es6). In gen~ral,. thé deception volume of 
. , '1 

One's Counting is dv(a,l's) = (1) -1, and its masking prabability is pr = (~)-l. 
" w ~ 

,- .. 
ln fact, the n umber of anes expected in almost a11 sequences of length l is close to 

1(2. Hence, the deception volume of such sequences is approximately (1}2)' It has been' 
, . 

J shown tHat for such typièaJ sequences, more errors are missed by One's Counting. tHan 

by a poly T10mial dh'ision-based ODe of the same length '[Robipson 87). It-has a/so been 

shown that t,he error masking probability for One's and Transition Counting asymptoti-, 

!Jeall)' approaches 1/.J1J, when averaged over aIl possible circuits and a11 possible errars 

{Savir 85}. ' Based on this probability, [Savir 85J a/50 states that pa/yilOmial division-
_ 0 . 

based ,compressjon reaches /ower "errar masking probabilities than One's or Transition 

Co,un't-b8ied techniques for a given 1. Furthermote, dilferent experimental resu.lts also 

" , 
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demonstr_hat One's Co"nti~g has a ,/o'f"r performance th"'f ~/ynOmià/ divlsioll 

[l!PbinsTaïJ. Other count-based ~ompression techniques, Wee Transition, Edgc- or, 

Spectral techniques, are sh~wn to bi; inadequate as well, if.applied tq average sequences 
1 

[Burst Bij. frorn the above findings concerning count-based techniques, the reason . ' 

behind ~he popularity of polynomial division-based output d,ta compression, an~ par-' 

ticularly the u[e 'of MISRsjn the large number of'schernes using pstandard "farm of 

ElST is,dear. 

_ If k = 16 in an MISR of length k, then generally pT;:::: 2- k js cansidered t,o bè' 
~ , " 

a reasonable masking probability. On the other hand, the reaJjzation that the d(!nomi~ ~ 
l , 

natar T used in calculating pr is an extremely large and unverified nurnber, ·it appcars 

reasanabl.e to expect that far large and comple~ CUT'.s, T should be a much smaller 

n~mb::, i.e. pr be larger ~han 2- k • S:v.eral papers address the prable:n 0: reducÎIIg tlH' 

error masking probability !Sridhar 82}~garwal 83] [Bhavsar 84]. Consequent/y, various 
) • J 

ElST schemes Lo solve this prob/em have bepn reported in the Iiteraturl' [Ila..,sall 8:Jj 
, • Q ~ 

'{Carter 82aj {Hassan 84aJ {Bhavsar 84J {Hlawiczka 81] and (Hlawiczka 86J. Most of thern . 
, 

try ta irnprov~ the error. coverage of MISR-based cornpressiçm \ schernes ~y suggesting 

more sopltisti~ated compressian techniques to reduce the masking prob~bjJjt.Y il/ ~' 

schernes. Sarne of these attempts, aJong with ~he enhancernents in f!rror caverage 11iey 

provide, wi1l be considered in section 03.3. . , 

In the fo~wing discussions, the two expr~ssjons decrease error masking and increasc 

error coverage will be used without any distinction. Mor_eover, wherever the compressio1l 
, . 

, 
function J is obvious, weowj]J write,dv{Ao) instead ofd~(AIJ,J). 

\, 

'( ~ 

/ ) 
~ , 
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3.3 ImJ'roving Error Coverage: 

The effectiveness of an ODe is conditionaJ.upon its associated error masking prob-. - . 
a bili ty. Ideal/y, it is desjrabJe ~hat masking probability be reduced to zero, but, in Faet, 

this can onJy be achieved by ab"andoning oytput data compression and using the entire 

output response as the signature. In effect, masking is discouraging because it implies 

tbe Joss of "hard-won" information. Even jf the input patterns ,are good enough, to 

detect a particular fauIt, if the erroneous ou~put response is compressed into the same 

signature as the correct one, t~en the detection of this (ault van ish es. Some of the dif-
, 

fereJ1t approaches aimed at redufing the error mas.king problem that have investigatedr ,,; 
, 

several new compression techniques are reviewed in the Following . 

.. -
t 

3.3.1 Extended Coinpressor Approach;, 

Since the error mashing probability is 're/ated to the number of stages in the sig-
. 

nature register, the simplest approach is to increase the numberof stage$ from k to, 
.... 

say, 2k, as shown in Figure(3.2). With this, the probability of error masking becomes -" . ~ 
pr ::: 2'- 2k. This reduction, how~ver, is not very signilicant in regard- to the reduction 

in decepUon volume. For instance, when l == 1000 and m == 16, the deception volume . 
wUh k = 16 is ~Gr/cI(l-lG, and with k = 32 is 216000-32. 

, 
~oreover, in regard to extra hardware, this enhan.cement requires . k additional 

t compressor stages, 'a/ong with the corresponding storage required for the extra reference 

values. 
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Figure (3.2) Extended Compressor Approach 

3.3.2 Segmented',.,Test Set Approach: 
" , 

~ 

Bk 

!J • 

The Segmented Test Set Approach is one 'of the simplest enhancements of the . , 

standard MISR compression. In this app}oach, the orjgi~aJ test set is segmented (sub-. --
o 

divid.ed) int-o two-or more subtests, and a,signature is collected for each subtest {Bhavsar 
o 

84] [Robinson 87). rhe signature may or may not be collécted independently of the' otb

ers, that is, the MISR is either re~initiaJjzed only once, i.e. at the beginning of the test, 

or prior to each subtest. 
~ \ 
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WitJJOufloss of generality, let the original test set of length l, be segmented into two 

Bubtests, of length 11 and 12 , as. shawn in Fig u l;e (3. 3). In this case, masking occurs when 

the signatures of both subsets' are i~ent!cal to the two éorresponding fault-~ ;igna

tures. Due to this segmentation, the deception volume is reduced to only those J.toneous 

matri~es which are not detected by neither t~e first nor the second f~ts of compression . 

. . The êalculation of this reduced rleception volume can be derived as folldws. The number 
. . 

/ of matrices thjJ.t pr;oduce the first signature is 2'1 xm-Je , and the number producing the 

B~cond is 2'2 x m-k. The total number or matrices, which produces both signatures is the 

produc~ of the two previ~us ~umbers, i.e. 2'1 xm-k X 2'2'X m-Je = 2'xm-2k. Bence, the 

deception, volume is 2'xm-2Je -1, and the masking probability in. this case is reduced to 
, 

2- 2k• 

r--' r--' 
1 1 • 1 . 
1cÜ" 1 fi 
1 ~ 1 1 è 1 

cu • cu '1 
1 ~ 1 ~ 1 
1 ~ 1 -. 

• cu 1 
() I~a '~I 

1 1 
L __ J L.,.J 

1 : ' : . 

r-.t--;;. ___ J 1 

• 1 . '.J' 
.1 Mo----------

Test S.t: Once witb iOlerrupts • L_

1
_ .. , '. 

Yes/No 

.. 
1 1 . .. ( 

. . 
\!:I === eUT tIl 
~ -~ <:; . n m 

Figure (3.3) Segmented Test Set Approach 

. 
Note, that the above results are independent of where the test set is segmented . . 

Furthermore, the hardware overhead in this approach is only in terms of storage needed 

for tlie ~ferencë val~es. Howéver, the time to CQmpare the signatur:~ ~h the refer-encei. 
. ~ 

'59-

. ' 

) 



b 

____ --,,--___________ • ,c ~--

... 
is longer in this ,approach compared with tlle previous approach . . 

3.3.3 MulUple Level Con(pression Approach: 

~'. " , . 
. Another approach (Hassan 83J suggests using multiple levels of compression to im-

, .. 
prove error coverage. This approach is illustrated in Figure(3.4), for the two leve} com-

pression case. Assuming the eUT io have m output Unes, the first level of compression 

consists of! MISRs eacIi of mir-bits long. The m output Unes of the eUT ar~dividcd 

into subsets, an~ each s et ls fed to OJ1.e of the MISRs. i1ence, r dilferent sigp1tures arc 
. 

obtained at this leveJ. At t e second level of compression, the r quotient-bit strings frorn 
/ 

oll 

the outputs of the flrst le 1 MISRs are fed to a new r-bit long MISR to obtain an addi-

tional signature. 

r--, r .,.".0-, 
, , • ' B 

,1 1 ; 8 
1 il ,~~ 
1 ~. 1 ~, 

: ~: : ~I 
t~: 1 Co:: , 

• • l '. 
L r..J '--r-:' , . 

eUT 

.. 

........... 1. 
, 1 ,._1..-, l , 

'r----J 
1 

~---4 L ~ L-r -' - - - - - - -' - --
Test Set: Once 

1 

1 Yes/No 

~ i. ) 

Figure' (3.4) Multiple Level Co ress;on Approach 
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In this type of output data compression, error masking may occur in the ODes of .. 

botlJ leve/s. The number of matrices wh~ch are mapped to the same,signature in each 

MISR of the first /evel is 2'x~-rp.._ Renee, the total number ofmatrices which prodûce 
\ 

r fault-fpee signat ures simultaneousIy is: 

~ 

1IoIx:";!-~ 21x,-~ _ 2'xm-m 
~ X x .... -

\ 

Th us, tlle masking probability of the first level is pT} = 2- m . In regard to the prob~ 

ability 01 error masking occurring at the second JeveJ MISR, it is simply prz = 2-·r • 

TJJerefore, the probabi/ity of an erron,eous ~atrix going undetected at bath Jevels of 
, - -

MISRs is pT = pr}.pT2 = 2- m .2-r = 2-(m+r). ln conclusion, for: the same Humber of 
, 

addiCional At/SR stages, the reduction in error maski~nder the Multiple Level Com

pression Approach is comparable to that,obtained for the xtehde~ Length Co~pressor 
! .. 

Approach. ~ 

3.3.4 Multiple Test Sets Approac.h: 

4.nother approach fi r r ducing error masking suggests applying'mu!tiple test sets 

/Hlawiczka ln} (Has ~ 84a, each of which ess~n'tially' detect~ the entJre set of faults. 

Figure(3.5) jJ]ustrates this approach with two test sets; t} and tz. 'During the",appli- _ 

cation of each t'èst set, ,a signature is collected in the same rn-bit long MISR and then 

compared with its corresponôing reference value . 

.J 
, , 

The implementation of such an approach requires no additional hardware on tJJe 

ODe side. Howe\'er, the duration of the en tire test is multiplied. Moreover, it places the 
, ' 

f • 

burdcn on lindf!!g non~expensjve input pa.ttern generation techniques to both generate 

and apply the test sets. One easy way' of generating two ~istinct test sets for single ! > 
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Figure (3.5) Multiple Test Sets Approach 

outpu/circuits is presented in [Hl~wiczka 81) and [Ilassan 84a}, and its extension for 
. 

multi-output circuits is described in /Hassan' 84bJ and [Hlawiczka 86J;;}flJe basic idea 

behind this particular technique is to ~se ~ original test set once, and 6hen reverse Us 

order of patteriIs to use it as a second set. 

) 

In the Multiple Test Set Approach, the deception volume consists of the erroneous 
. ---.", 

output data matrices that are compressed irito the fault-Eree signatures with each test 

set applied. lt can be shown that by using two signatures, the error masking probability 

is pr = 2-2m • Hentfje, the deception volumè fQr this approach is reduced by similar 

factors as for the previous approaches. 

3.3.5 Multiple Compressions Approach: 

Another approach to reduie error masking suggests employing two or more MISRs, 

each having a different characteristic polyno~ial. Figur~(3.6) shows an example where 
, . 
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two MISRs are employed. In. a similar way, one MISR 'fÎth two different characteristic 

polynomials can be used, repeating the same test set t~ice, trading off extended test time 

[or reduced hardware. Another alternative is to provide an adjustable length MISR, e.g. 
, , ( 

of length k and k+ 1, with a facility for changing the length for the second application of 

the test. 
'1 

. 

1 

1 ... 
C!l 

1 ~ 
eUT 1 CI) 

Q" 1 ...... .... 
~ 1 

1 m 
-" 

Il : 
1 .. 1 

1 
1 1 
1 

, J c:'t 
J 

1 a:: 
CI) 

1 ...... 
1 ~ 
1 m 

Test Set: Once> 

Figur~ (3.6) Multiple Com~ressions Approach " 

lt has been shown (Bhavsar 84J that for any two charact~ristic polynomials of 
) 

de~ree mt there exists 2'xm-2m matrices of size 1 x m , which are divisible by both 

characteristic polynomials. Therefore, ~he reduced deception volume is the same as in 

the pre\'ious ca:ses. Thus, the error m~king probability i~ 2-2m • This approach has the 

same reduction in error 1l1a.sking for the same ~oun,t of extra hardware B:S the above 
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approaches. ( 
3.3.6 Variable Shift Compression Approach: 

Yet another set of suggestions to reduce error maskjng jn polynomial division-based 

compression are made in {Carter B2aj. AiOesult from the latter is tllat if the 1 input , ~ 

o patterns in a test set are chosen by il tiuly random proeess, then the masking probability 

is bounded by 4/l. However, it can be demonstrated that no I!seudo-random number 

generator eah be considered as truly random because of the correlations betwern t/lf' 

input patterns {Carter B2aJ: The suggestion to reduce masking probability to 4/1 based 

on' tbis faet is ta randornly perl!'ute the output Unes of the eUT before feedillg them 

into an A1I?R, However, the required arJa t? conneet the outputs to the MISR ill a 

random way is tao great to be practical [Carter 82a}. 

A more'practical appro~eh called variable shift compression is suggestecYin {Cartor 
il -

B2aJ as weU. The idea in this approach is to reduce the risk of maskfng resulting {rolll , _. 

the fact thilt both input and output registers of the CUT are shifted simultaneously, 

one bit position per tept cycle. The suggestion is to modily the MISR to peniiit eit,her 

one OF two shifting' clock cycles between each output pattern fJ'om the eUT. III tllat 
" . 

( 

case, the ehoice of a single or double shjEt can be made randomly by a signal on an 

extra control Une. It is shown {Carter,82aj that the masking probability in this case is 
"'." 

no more than pr = 1/1. ft is not possible to compare ~his masking 'Probability with , 
thQse :1lier approaches, because this approach does not make the equi.likelyJJOod . ' \ 

, . 
assumption as a1/ the others do.. ' 

3.3.7 Combined Compression Approach: 

Th.~ Jast approach for reducing masking considered in this sec Hon suggests Wi-
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ing'more th •• one type of ODe to .:educe the {c.ption volume, An !l'ample is de

scribed in /Robinson B7}, where a count-based compressi~n is added to the regular 

polynomial division-based one. As shown in Figure(3.7), the m output lines of the 
~ 

eUT are first compressed to anJ;Jit long string by an Exclusive-OR tree· (parity tree). 
1 

Then, tllÏs string is fed, to both an LFSR as weIl as a counter to be compressed sepa

rately.. This approach also yielc/.s two signatures, but utilizes three compression blocks.· 

1 
1 ~ J, 

1 ~ 

! · · ~ . · a.. . · · ~ ~ 

C!J -eUT ES CI) t:: 
Q" ~ :::s 
""-4 ...;:j 8 

n m v~ 
1 .-... . . 

Figure (3.7) Combined Compression Approach 

The addjtional hardware used by the Con;zbined Compression Approach cannot 

be justi/ied if~t.. js compared with that _of the previous approaches, becaùse its total 

reduction in error m~.king is not better than that, obtained in the previous approaches. 1 
, , 

More specifica/ly, negiecting the small amount of error masking probability ihtroduced 
• f ~ 

by a parity tree (2-1, where 1 is usually in the order of tliousands or more), the total pr 

i$ the prod uct of that of two final cdmpressors. It was shown earlier in ,this section that 
'1 . .-

'1 the maSking probability of a k-bit LFSR is 2-k i whereas, in general, the probability for 

a counter of the same length is considerably more than that of the LFSR. Consequent/y, 
, . 

the total pr in this example is more than the usual 2-2k • 

, if " -

Other examples of this Comllined Compression' Appro'acb .suggest di/Ierent· com-
, . 

binations of compression techniqJ,les. However, ,the reduction in deception volume ob-
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tained, in general, remains no better than in th~ previous example, One exception is 

the Accumulator Compressor approach fSaxena 85) developed for single output circuits. 

However, in this case, a much more considerable amount of addition al hardware 'is re-

quired due to the adoption oF an extra adder-accumulator, making the approach not' 

very feasibJe. 

Based on the analysis of the above mentioned approaches, it can be conclude,d tllat, 

in general, the same reductions in' error masking are obtained for the same amounts of 

extra hardware. A general theorem a/ong these /ines is proven in (Bhavsar 84J. TJJi.~ 

theorem states that the error masking probability of a k-bit compression function is 2- k , 

~ ,,' 
w~ere k is the total numb~r of bits in the final signature(s), if and only if tlle compressio/J 
,~ . 

funç.{ion is uniform. Since polynomial division-based compression fun'ct;ons are unirorm . ../J •. 

(see section 3.4), and since aIl the above mentioned approaches use polynomial division-

based compression functions, therefore, there exists no provision to obtain better than 

2-; '~rror ~asking probability under such approaches. 
1 

As a resuIt the following problem is posed: 

Can' the probability of er-rôr masking be decreased to very Bmall values, ~uch as 

2-fhousand", without incrèasing k,to thousands, i.e. keep extra hardware requirements' 
" . 

small, and keeping the value of 1 not very large? Such a leveJ of certainty i~ particularly 

suited for requirements of very high test quality, e.g. 1 fai/ure in a 105 or lOG partH. 

The ~~rk presented in this dissertation provides a positive solution' to this prob

lem. Jt will be shown th.at under the same assumptions as the described approaches tbc' 

desired error masking probability ( 2-thou6ands) can be aehi~ved by utilizing ~pproxj

mately the same amounts of addit'Ïonal hardware. The concept behind this solution is 

presented next. 
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3.4 The ODM,Concept: , 

'lb reduce, the deception volume, and thus the error L?asking pro "lbility, ail ,he 
0_ 

previoùs 'approaches either developed a sophisticated comp~sion technique or modilied 
~ . 

J • -'-....... 

the. existing techniques. Ho we ver, it is important to rea/ize that the error mas1ring 

probJem not on/y depends upon the output data compression technique adopted, but 

a/so on a second factor, viz. the error-Free output data itse/f. 

" 
The superiority of the ,ODA1 scheme presented in this work resu/ts frorn the fact that~ 

thf' dependf'ncf' on both factors is explàited [Agarwal 83j, and adopted in a complete 

E/ST sChe~ with a small area overhead reàJization [Zorian 84) [Zorian 86c}. The 

sophisticated )compression function constituting .the Brst factor is only considered in 

detaiJ in the following chapters; whereas the second factor, i.e. the. idea of utilizing the 

error-free ou iput data, is discussed' next. 

Under certain compression func'tions, the deception volumes are independent of the 
: . ' 

actua/ output data. ln such cases, the compression 'function produces 'equal deception " , ", ' . 
volumes (or each ofiis input matrices (1 x m). Hence, such a compression functipn is said 

to have a uni/orm deception volume. More formally, the de~eption volume is considered 

uniform if a compression function partitions the space of Us input data matrices equally, 

as shawn in Figure(3.8-a), where the space of input data mat'rices consists of a11 possible 

2/x.m ma~rices. The fa~ous polynomial division-based compression techniqu~ as well as . 
the parit.y check-based t.echnique are good examples of functions that have uniformly 

distribut~d deception volumes. Figure(3.8-b), where each point on the x~axis refers to' 

a specifie 1 >" m matrix, shows for an MISR a constant deception volume with respect 

ta a ch~racteristk (re. weight, transition count, etc .. ) of. the output data matrices. 
, , 

Rence, ail output data matrices mapped under such a compression functjon yieM the 

saille deception" volume. 
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Figure (3.8» Uniform Deception Volume (MISR) 
" 

On the other hand, if a compression [unction partitionS" the same space of a11 pos:. 

sible input matrices into unequa.l regions, as shown in Fjg~re(3.9-a), then Us deception 

volume is non-uniform. In this case, the deception volume depends on the input da:ta. 

Thè count-based compression techniques like One's Counting, Transition Counting and . .. 
Edge Counting, have a non-uniform deception volume. Their respective deception vol· 

~mes are a function of weight, number of transitions, and number of edges. For instance 

, if One's Counting is a.pplied on a single output eUT, then the resulting signature is the 

weight of its l-bit-Jong output string. Since the weight of this string is generally close 
" , 
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to 1/2, its decéPti~~ volume, as shown in Figure(3.9-b), is (l}2)' However, if the string's 

weight is either close to zero or one, then the deception volume is much sm aller. 
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Figure (3.9) Non~,uni{orm Dec'eption Volume (Onets Counting) 
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Any modification in output data may change th~ deéeption volume only jf it 48 

non-uniform. The purpos~ of the output data modification concept is precisely to take 

advantagè of this non-uniform dis~rjbutjon, to reduce tne deception volume of the out-
, , 

put sequence. Figure(3.10) shows a reduction in. deception volume réaJjzed by rnod-

ifying the output sequence q by using a modifier sequence Vs resu/ting in li sequence 
,1 • 

q' whi~h has a deception volume much sm aller than tlIat of q, dv(q') «1 dv(q). 

This modification operation,_ because it ~s perforPled by ExcJusjye-Or, resuJts in no 

information Joss. Hence, tlle original string q can be fully recovered from q' by per

forming the bit-wise ExcJu$ive-OR with s again. Ho we ver, this scherne, is prâctical 

only jf the modifier string 8 can be ·generated easily and by inexpensive hardware. 

Figure(3.10) The Modification Operation 

" 
Thé ideal value fgr the modifier string 8 is the original string q itself, Buch that 

c ' 
, ~ 

alter the bit-wise Exclusive-OR is performed, q' is the string of afl zeros, i.e. dv(q') ==.0. 
o 

, , 
Binee this is a likely expensive possibility in reaIity, s has to be as close as possible ta 

J 

) 

,the original string q in th~ case of One's Coul}ting-based'compresslon. The closer the, 

provided s is to q, the sm aller is the deception. volume obtainêd: 

dv(q') = (~,) ~ 1 « dv(q) = (~) - 1 

where w is the weight of the string q,' and w' is the weight of q'. 
, 1 

This concept of modifying the output data to prov~de higher certaiilty of error . 
coverage is adopted by a new ElST scheme called output data modification (ODM) 

,"'scheme. The model of this scbeme iB presented next. 
'" 
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3.5 The Proposed ODM Model: 

III order ta design a ElST madel which realizes the ODM scheme, the following 

'Considerations have been taken into account: 

a Pravide the design of a general ElST model which implementsl't large set of com-
, . -

pressiolJ funetions {/J }, sueh that this set 'pro vides the possibilities of obtaining 

extremely high improvements in error coverage . 

• Exploit the funetionality of the given eUT to select a clrc,uit-speClfic .compression 

{unction r from the availableset {lJ}, for which dv(Ao, r) <<;. dv(Ao, l,), Yi:f *. 
(\ 

• The silicon are a used to reaJjze the entire model (incJuding the circuit-specifie part) 
._/ 

shou/d not, in general, be much more than the improved ElST schemes mentioned 

in sect ;011 3.3. , . \ ' 

The QDM scheme which is tlle realization of such a model wjJ} be descrJbed through-

.out the follO\\ling chapt,ers. However, the design ofa general ElST model is demonstrated 

in the setup in Figure(3.11). This setup consist~ of a dotted box repr~sen~ng the st;n

dard {orm of ElST schernes, a.Jong with two additional blocks. The block on the left is 
. 

call{!d the Mo.difier. /ts tas,k is to generate the modifier sequence s, whereas the one on" . 
;. -

tbe right is t.Jf(' lmproved Compressor. 

The genert'c mode/ of the ODM has the c~pabi1ity of providing é\ large .set of com; .. 
press;;m functions, particularly sinee it ctmtains a specia.l functional bloc}, the Modifier, 

,D - _ \ , 

which ha..c; a large choire of programmable fupctions. An appropriate function for 'this 
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Figure (3.11) A BIST Model for the ODM Scheme 

~ -
Modifier block is selected such that it generates tlie best B possible for the modi.6cation 

. . 
operation. Such selection has to be made according to the functionality of the eUT. 

°Henee, the Modifier bloc~ necessitates a cirCUit-spe~desjgn with each eUT. ' , . , 

<' 

In the Improved Compressor block, th~ o,utput data mpdification operation is per-

formed. In the same block, the non-unüorm output data compression is also performed. 
. l, 

This block reeeives as input two l-bit long streacns: s from the Modifier b/ock, éIJld the 
< - J _, 

quotient bit stream q produeed by the MISR. The two streams of data, s and q, are 

Exclusive/y-ORed to produce the modified q denoted by q~. Final/y, q' is compressed 

, by a count-based compression technique. 

For instance, if One's Counting is adopted f,!r compressing a modilied sequence, 

then the deception volume is ehanged from (!) - 1. to (~,) - l, where the numbet . ' 
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o{ 1 's in q is w and that in q' is w'. Correspondingly, the error masking probability is 

rèduced from ((~) - 1)/(2' - 1) to ((~,)\-1)/(2' -1). Assuming 1 = 4000, w = 1900 

and w' = 700, the two masking probabiIities are respectively 2- 21 and 2-1400 
• 

• 

" A detailed description of both the the generic and circuit specifie designs of the , . 
. ... 

blacks comprising the ODM modeJ, is presented in chapter'6. To generate an 8 as close 
a • 

& 

o possi61e to q, the important probl~II]. of generating a modifier sequence from a block 

rflC}.uiring a very small silicon area must be solved. Severa} sequence generation methods 
v 

are deveJoped for tllis purpase in chapter 4. 
~~ , 

ln the remainder of this di.ssertation, it is assumed that the count-based compression 

ill the l!!,proved Compre~8or is the One's Counting technique. However, the discussions 

of tlw next chap~ers can easily be extended ta othee count-based techniques as well as 

other nanlinear compression methods {Saxena 85} besides counting. 
1 ' , ( 

•• 
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~ Chapter 4 

• 

.. 

~odi~er Sequen5e Generation Met~~ds 

4.1 Introduction: 

. " .. ' 

. " 

The prablem of errar 'masking in BIST is analyzed in the previous chapter, alld , . 
a new ElST scheme based on output data modifi~atidn is suggested as a soluUon 1.0 

this problem. However, sin ce the hardware constraint is one of the most important 
... ~ . ~ 

considerations in ElST scheines, this promising approach can not be rea/ized if the cust, 
, . 

of Us hardware implementation is high. Tllerefore, it is crucial to provide an inexpensiv(1 

realizatioIi of th.e ODM scheine. 

, . 
The Modifier, block is the only extra I!lock designed particularly {Br the self-test 

structure of the ODM modeJ, (unlike tlle IPC and the ODC). Therefore, an important 
" '-~~-/ 

çOllSideration, under the ODM scheme, js to pro vide a' Modifier block which utilizes a 
o 

smal/ amount of extra, hardware. However, this)s 'not a simple task sinee tlJis blbck 

. 
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must generate a se'iuencè s of length 1 (test length) which is as close as possible to the 

quotient sequence q, with a small amount of extra hardware. It is obvious that with no 

hardware constraints, the Modifier black can have a very simple rea.lization. For exam-

pIe, it cou/d simply be, the repetition of the original' C UT. C/early, this is a simple bu t 
,-

expensive solution. The major task here is to design a block, with a small amount of ex-

tra hardware, which has the capability of generating a large set of sequences, so that the 

possibility of fin ding a sequence doser to the original string q is increased. Hence, sev

era/ methods for generaiing such sequences are deve/oped, along with their inexpensive . , 
hardware realizat10ns and appropria te circuit-specifie implementation algorithII!s. . 

ln ,the following discussions of the sequence generation methods" we use the term 
, 

easi/y generatabJe sequence (EGS) for an an l-bit Jong sequence generated b~ O(ri') 

gatct" wllere n' = llog(L)J. In fad, the different sequ~nce generatlon methods descrihed 

are intended ta gederate iG~, and hence use C1n/y O(n') gates. These generation 

metllO&:. are dassified under twa types: methods which generate a sequence by segments 
( 1 • :. 

IAgarwal 83) IZorian 84), considered in section 4.2; and a method which generates a 
, 

sequence by totality /Zorian 86a}, described in section 4.3. 

4.2 Methods to Generate a Seq~,ence by ~egments: 

\. 
A sequence ge.neratioR method be/ongs to this type if)t produces an EGS by gener-

ating Us segments and concatenating-, them using. combinational circuits. Severa] meth

ods of Illis type" the exponentially increasing segments (EIS) methods, and the equal . " - . ., , 

Bize segments (ESS) method, âre developed for modifier string generation, and are in

'trodUCfld be/on'. 
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4.2.1 EIS Metho~s for Modifier Sequence Generation: 

Several E!S metbods have been developed to generate sequences composed of seg

ments thaf, are of exponentially increasing lengths. The simp/est method deveJoped to 

generate such a sequence is based on one seeq, and requires a single input IA8arwal 83J. -. ' 
/ 

An extension of this method to one with multiple choices of seeds increases the number . . 
of possible' EGSs fZorian 84J. Moreover, the development of anQther method which uses 

double inputs, provides a maj,?r improvement in the number of possIble EGSs {Zorian 

84]. Al/ three methods and sorne furtller EIS possibilities are discussed in the followi/ll{. 

4.2.1.1 EIS with Single Input' and a Single Seed: 

A simple method to generate sequences with exponentfally increa:sing segments is 

the"sing/e input and single seed method. AltJwugh a more advanced double seed meUJOd 

which uses the same hardware structure and that provides a much higher number of 
o 

EGSs will he presented in section 4.2.1.2, the single seed method, deveJoped in (Agarwal 

83j. is a/so described here for the sake of cbmpleteness . 

. 
A sequence s'of length 2' is said to consIst of exponentially increasing segments if 

s' is recursive;y obtained by concatenatfn; two subsequences of ide~ticallength, 2'-1 . • , ' 

Each sequence is generated by starting with a subsequence sO of length 1, and recur-
a 

,sively building subsequences of exponentially increasing lengths. More specifically, s' 

COIlsists of Sil as one of its ha/ves, and a, sequence r() of length '1 as the ot/wr ha/f, 

lIere ZI, and 11, 0 :s (:s ni, refer to a sequepce of lenJJ.b~~isting of a.U zeros and 
l ' 

aJ) 1 '5 respectively, For convenience, we assume that l == 2n , where n' :s ri. Thus the 
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more generaJ {Ofm can be gi_ven as 

where r';;; st, s', Zt· or 1', 0 < « n' - 1. ,,' 

RecaJ/ that an sn' (Jf Jength '[ as clos~ as possible ta la given q is ta be generated 

in the ,Modifier block. TJJUs, the generation of sn' is g verned by the makeup of q. 
.. '~') 

In ot~er word~, at each stage i of genèration, we make th 'choice of r' from the four, 
, 1 

possible options based on what the bÇstll!}lOice for a give 

, ,.' 
Lemma 4.1: The total number of ~EGSs of length l =' 2n , is O(22n ), and tnus 

thcir ratio to tlle t?tal number (Jf sequences of length 1 te ds ,to 0 for large l, that ,is, 

2n' '7 --+ 0 for l --t'OC 

Proof: .Let N (n') denate the total numb~r of EGSs 

abov'e definition of EGS,' we have N(n') :::::: 4N(n' - 1). A 
c, 

''il 0 

. , 
'Thus N(71') = O(2 2n ). 

, 
f Jength 2n • T1Jen from the 

impIe iteration shows that 

Given li sequence q, we then hâve ta detèrmine an optimal EGS s'uch that the 

weighr ~[ q Efj s is minimal over al/ possible choic~s of O(2 2n') seqpences. Due ta . . 
t'&e exponential size of the choièes to be ,made, an exhaustive search can become very 

expensive. ln a typical application, 1 ma,}' be 'equal to 220 where 20 is ,the number of 
, " 

input 'lines to the eUT. The total number of EGS's then would be 240 ~ 1012 . In the 

(ol/owing, Wf' thus propose a heuristic algorithm ofO(n') to determine an s for a given 
< , 

sequence q of length 1 = 2Ft 
• 
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Algorithm (1): 

begill , ~ 

let so, the most-significant-bit of s, be the same as qO, 

which is the most-significant bit of qj 

for i = 0 to ni - 1 do 
begin 
let Si be the segment generated so farj 
let ql be st 's corresponding segment on q; 

select r' among {s', 8', Z\ II} such that: 
r' EB qi has minimal weight' et! 

(whe;e gi represents the 21-bit long segment to,the Jeft ofql)j 
SI+1 := rl.s i 

end; 

s := sn 
, 

end. r 

Example 4.1: Let q be as given below: 
q = 1010-0100' 1001 ,0010 
Sfl= 0 
SI= - ID 

82= 0010 
S3= 1101 0010 
g4= OOOQ 0000 1101 0010 
q'::t> 10100100 0100 0010 

rO = 'so t 

rI = ZI 
r 2 = 82 

r 3 = Z3 , 

,1 

.. 

• 

Clearly the ~wejght of q is w '= 6, whereas th'at of q' becorpes w' ;;. 4. Notice that in 

choosing ra, there were two options.; the other being 0010 1101 . Therlis no restriction 

,in making ,a choice in such situations. 

Lemma 4.2: 'The number of bit-operations in Algorithm (1), is 0(1). and the 
~ ~ - .. 

number of bit.-vector operations is O(l~g(l», where l = 2n'. 
, ',;: 

, Proof: For t = 0 to ni - l, we notice tllat a, constant number'of bit-vector oper-
, . 

ations are performed to determine each sJ. However, Binee each bit-vector' operation 
. " ., - , 

corresponds to an increasing number of such bit-operations, the total number is O(2n ). 
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Lemma 4.3: The weight w' of q' = q ES 8 is always Jess than or equal to w, 

wherêin w is the weight' of q, 'and s is obtained from Algorithm (1). 
, . , 

a 

Pra of: Note that, at every iteration step for i = 0,1 ... n' - 1 in AJgarithm (1), 

there are four chokes one of which is Zi. Therefore, in the worst case, when 8' cannot 

decrease the weight of q' at a11, then the choice for s' is Z'. Therefore w' ~ W. 
\ 

. , 

Suppose now that w - w' = u is the redllction in the weight of q. This reduction will . 
Jefld to a very large reduction in the modified sequence. More specifically, Jet u/w = d 

and l/w = b. If we assume that d ~ .07, then it is possible to prove the following: 

,-
Theorem 4.1:, The deception volume of q' is. at Jeast 2· 1u times smaller then the 

deception volume ~ other wo!,ds: 

, , 

dv( q) 2: 2,1u .dv(q') 

Praof: The praaf ii largely combinatorial in nature'and relies on Sterling's formula 

for ractorial approximation. First of a11, we have that 

___ dv(q)_(l)- II 
, - w - w!(f - w)! 
li, 1 

=(-)J2~1~'~~~~~~~~ 
e ( -; ) w \l'27rw(' e W ) 1 ~ V27r (l - w) 

27rw 27r(l - w) 

. Sjmil.~IJ' ( 

d~q').= (~,) = (w ~ J 
(w - u)W-;-U(1 - (w _ u))'-(W-u) 
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Notic'e that in equation(4.2} if w - u is very small, then tbe use of the SterJjng's 

formula will be invalidated. Keeping that1restrktion in mind, we next calcuJate' the 

ratio 

dv(q) w - u~ .. -u (1- (w - u))'-(w-u) (w - u) (/- (w - u)) 
dv(q') = . WW {l- w)'-W w (1 - w) 

~ l-w u'w l U 

= (1 + --'-'-1 . ) .(1 - -) .(- - 1) .R - (4.3) 
-w w w-u . 

wherein R Îs the square root expression. Substituting now u = dw and 1 = bw and . ., 
'rearranging the 'terms in equation (4.3) we get . 

(b -1 +! d)b-l+d (1 _ d)l-d w 
- ( . ) R - (b _ l)b-1 . 

If we nOH take the 1092 on each,side, it follows that 

dv( q) , 
I092dv(q')_ = w«b - 1 + d)log2(b - 1 + d) + (1 ~ d)log 2(1 - d) \ 

- (b - 1)log2(b - 1)) ft,log2R (4.4 ) 

It can be easily shown' that "IDcpression (4.4) ;5 an increasing function for _ incrcasing 

values of d and b. For ,t.h~ minimum value orb = 2.0 (sinee w ::s 1/2), we have that ' 

dv(q) 
l09~ dv(q') = w«(l + d) lo92(1 - d) + (1 - ël)log2(1 - dl) + log2 R (4.5) 

whèreR= J(1-d2). Thus,log~R = 1!2iog2 (1+d)+!log2(1-d). Since,wisbound,to , 

be a very Jarg.e quantity in BIST, the influence oflog R in equation (4.5) (an be ignored. 

F,inally, it can be shown that for d? .07,'(1 + d)log(l.- ,dl + (1 - d)log(l - ~) ?: .Id. 

Therefore, it follows that 

or 

1.0 92 ::l:) > .1dw = .lu 

dv(q) 2: ~·lu.dtf(q') 
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Example 4 .. 2: Consider a multiplier circuit (or any 8 bit by 8 bit multiplications 

of positive integers. If we now apply 1 = 216 input vectors to the circuit, the weight w 

of the most significant bit sequence q is calculated to .be 9918.' Therefore, 
\ 

and 

... 

d ( ) = (65536) 
v q 9918 

(
65536) 
9918 

pt: = 265536 

However, 'if A 19orithm (1) is used to determine a modifier sequence and q is modified 

tp q' then the weight w' of q' is 4036, leading to u = w -.: w' = 5612. Therefore 

and similarly 

, Sinee on1)' O(n') =;: 0(16) gates were used, the reduetion of2-561 is very significa.nt. 

In fact, sÎllce d :: ujw = .566 and b = I/w = 6.60, if we use equation(4.4), we get that 

• 

, ~ 

. dv(q) J: .'~ 
log dv(q') = 9918(6.17.log(6.17) + .434 log(.434) , 

, 1 
-5.60 log(5.60) + 210g(.48) ~ 17262 

Therefore, t'q be exact. dv (q') = 2 -17262 dv{ q). 

It follows (rom Example(4.2) that Theorem(4.1) provides only a IÇ)wer bound on 
. 

the reduction. For d significantly greater than .07, the'reduction is bound to be. much 

higher tllan 2-'] u. 
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t.2.1.2 EIS with Single Jnput, and Multi~Seed P088ibility: . 
,-

It is possible to extend the single input and single seed method to reach larger 

choices of EGS's by selécting the very first bit sO from any specifie bit 'po~itioll out, 

of the 1 possible positions of q [Zorian 84J. We refer to sueh a position and Any gjvell 

value (0 'or 1) for that position as a seed. Starting from a seed 8(1, we start buildiJlg 

st, i:::: 1, ... n', ~J choosing an rt-l"wJJicJl is either to the If!ft or to the right of SI-l. 

ln a generaJ form, this can be written as: 

or 

TEe multi-seed possibility is demonstrated)n the foIlowjng example. 

" 
Example 4.3: Let q be as given beJow and the seed be 'the thirteenth bit from the left, •• 

q = 1101 0011 1000 0101 1001 0110 1100 0001 ' 
SO = 0 " 

01 
S2 =, 0101 
S3 = 0000 0101 
S4 = 1111 1010 0000 0101 
8 5 = 11111 1010 dODO 0101 '1111 1010 0000 0101 

, . 
q' ::: 0010 1001 1000 0000 0110 1100 1100 0100 

w::: 15 w' = 11 

.,} ,
'ro ::: SO 

rI ::: Si 

r 2 ::: Z2 
r 3 ::: s3 
r 4 ::: 'S4 

f5inee generating EGS's with EIS methods has an exponential/y increa..r;ing na.- 1 

~ 

ture, we need n' gencration stages to obtain 8 of length l, A hardware rea/izatiolJ 

of such a Modtfier bJoc,k is shown in Figure(4.1), wherein each generation stage i (i ::::: 

. '1,2, ... n') is represented by a functionaJ box G t + l, rea/ized by one simple two·input 

gate. TJJ€ first input provides the previously generated subsequence s', aT!d the sec-

ond provides a clock input ct whieh is the i-:th output of an n'·bit counter.· 'If-a , 
82 



c 

- , 

( 

---r 

c 

counter of'Jength n' = ~ is needed for exhaustive input pattern generation, this same 
". ~ 

counter can a180 be used to pr~vide the ci inputs reql,lired for each gate Gi+l, as 

seen jn Fjgure(4.1). This eJiminates ,the necessity of an extra counter in the Mod

ifier block. Moreover, Table(4.1) he/ps to adopt" the simple function gl+l rea/ized 

by gate G'+l corresponding to every stage i. The total number of EGS's of length 

2n' obtained by this scheme with multi-seeds can be shown to be O(6n') by using 
, . 

" 
this approach. The formaI algorithm for t!lÏs scheme is presented in" Algorithm (2) . 

. ~ 

-lot "" 11,+1 ~si+l -.' -
Modifier for Si s' 

s 

'" , "-

CO c l - 1 ci 

, 

IPG (Counter) 

'-

... 
Figure (4:.1) Single Input Method 

" 
-, 

Table (4.1) 

Modifier Sequence Generation Functions 

SHI g'+~Jsi, ci) 

si.si - 5" 
, 

s'.si s' XOR ci 
li .si si OR ci 
s'.si si XOR Ci 

s'.Z' Si AJVD ci 
si .li Si OR ci 
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Algorithm 2:, '" 
begin 
for each selected seed qO do 

begill 
let SO be equal t'o ql) ; 
for i = 0 to n', - 1 do 

begin ' 1 

let SI bf! the segment gene~ated so far,; 
let ql be Sl'S corresponding segment on qi 

select rI among [s" 'S7, Zt, 1'] such that: 
rI EB 'lit has minimal weight 

(where q~ represents the symme.tric half ~f ql)j 
if (rI is the right-halfofs l +1) • 

, th en SI +-1 := st .rl 

else'st+l := rl.sl 

end; 

!et sn' be the sequence which provides minimal sn' ® q 
end; 

1 
5 := sn 

end. , 1 

l ' 

c • 

a 

\ 

" 

- Note that anj' bit in q can be a seed. H,owever, it is 'unrealistic t'o generate s 's based . ~ , , 
, " 

on every single seed and then seiect the lIest anë. The problem of a priori selecting an 
\' 

,éfflcient seed thus needs to be solved. None th eless, it m~y be noticed /Jere that. the 
1 _ " ' ' 

nu!nber of possible EIS's is highest when t'he previously generated sequence s' consists 

of alternative 0'5 or 1 '5 , i!lstead of con tain~ng, a string of ali 0'5 or aIl 1 's, (for instanl-e, 

if the rsequence 51 consists of a11 0'5 then 5 1+ 1 could also be aU 0'5, resu[ting in a Jow 

number of possible EGS's). Thus, the subsequences in. ,q, th~t should bf; Hrst considered 
'. 

to dJOOC;f a seed from, are those where'a number of transitions are concentrated. 

4.2.1.-3 EIS rith Double 'Inputs: 
1 l " 

,ln ;this me~hod we provide the capa bili t y of generating even higher n umber of EGS's 

by adding a second ( auxWary) input sequence pl for each generating --s"tage i, wlJere 
.. 
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, 

i = l,' ... n', thus providing two distinct seq~ences si and pi as bases to gen'erate 9,+1 

and pi+l [Zorian 84J. However, the additibnal sequence p' necessitates an auxiliary line 

of gates (Gt, G2
, ••• Gn') besides the main ones (FI, F2, ... F n ' J, as shown in Figurc('1.2). 

fi 

• ••. F' s 

. .. Gt 

IPG (Counter) 

Figure (4.2) Double Input Method 

The advantage of having two distinct sequences is that if provides the possibllity 

of obtaining up to 16 (i.e. 222 
) choices of functio~ at each stage., Notice that, in 

contrast, in the previous method only (our (i.e. 221 
) (unctions were possible. This 

t 

causes an improvement in the total number of EGS's, thus i~creasing t~e availability of 

an s closer to the original q. 

Each sequence SHI consists of two subsequences of identical length: 

• one of them is the exponentially generated subsequence si; 

• the other is the auxiIiary subsequence pi, which itself consists of two indepen~ent 

halves: p;":'l and p~-l. These two halves are genèrated based on both previous 

Is~bsequences si-l and pi-l by using the functions g;-I and g~-l éfJJ stated 
\ 

below: 
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. 
p;:-l ~ g;-J(S,-J,p'-:l) . . 
p~-I = g~-l(SI""'l,p,-I) 

1'0 dete:mine the auxjJja~y functiqns g;-1 and g~-l, and therefore, to determine 

the structure of CI, we have to use 'the tw,f 'Subsequ~nc~ 8'-1 an-d p,-I, for each one of 

tiJ(' 16 obtainabJe functions, i.e. the 16 distinct ha/fpl '5 (p;-\ p~-I J. Fo; each hall;' 
t 

pl, we bave to select the closest possible choice to Us corresPC?nc!irÎg part vn 'th~ original 

.'.>'t!qucIlce q. These steps are shown in Algorithm(3) and applied on EXàmple(4.4). 

A)gorithm 3: 
'begill 
for each seJected seed qO do () 

b<>tgill 
}(>t. Sil be equaJ to q(J i 
}('t. plI be the, symmetric bit to qO on q; 
.for t' = 0 td n' - 1 do 

begin . 

• 

let s' be the segment generated 50 far; 
let 81

-
1 and pt-l"be the two segmènts of st i 

let· qt be st 's corresponding segment on q; 
))selcçt tJw function g;-1 among the 16 possible functions:, 

pl-l~;-l(st-l,p'-l) ,-" 

, such that: JSl- l EI7 q;-l has minimal weightj 
se)eçt the function g~-l among tile 16 p08sihle functions: 

p~-l = g~-I(st-l,pl-l) p 

such that: p~-l œ q~-l hâs,minimal weightj' 

P.",_ pl-I pl-l, ,- l ' r , 

if (p' is the right-half of s'+ 1 ) 

thcu Sl+ 1 := SI ,pt 
elsC' sl+1 := pl,SI 

end: "( 

}('t sn' be the sequence whkh provides minimal sn' ffi q 
end; : , " 

s:= sn 

eud, 
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Example 4.4: Th-e Double Inp~t Method is ap~lied on thë same q as in Examp!e(4.3): 
" . . 

~q = 1101 OQIl 10000101 1001 OHO 1100 OOgl . 
s°:;;:= • 0 
po= .. ., 1 
sI = • 01 
pl= aD, 
s2= ... 0001 
p2= 1100 
s3 = 1100 OOel ., 
p"= 1101 01]0 
S4 =; . 1101 0010 1100 0001 
p4='Ù 01 0011 1100 -0001 
s 5 = 11 01 0011 1100 000 1 11 0 l 001 0 11 00 0001 
q'7= 00000000 01000100 0100 01000000 0000 

p2 = ~.pl 
'( 

p3 = (p2 + s2).(p2 + 82) 

p4 = (p3 + 83).S3 

w=15 w'=4' " 

.. 

- 0 

,) 

'The use' of two ~ubse9uences in, each stage results in a higher number of obtainab/e 
J , 

f.unctions., The total number of E,GS's in "'the double input method is O(256n '). li t/w 

t 

CJnumber of input subsequences entering,-each generation stage i ,is increased, then one " 
• • . 2(# of m1'ut aequencell) 

can achleve. an. even hlgher number of generatable sequen'ces: 2 . .. / 

( IIowever, in that case, the comp/exitv olAlgorithm(3) will be increased in the same . . .-'" --' 
~ ., " 

order. This is becaus,e its comp/exity depends on t,he number of generatab/e sequences 
~ . ~ 

as it tries every possîbJe function and then selects the appropriate one~ Moreover, the 
'" , ." 

sïÏicqn ~rea requirement' for t~e generation block is~nd to increase as well. 

.' -
4.2.1.4 Further EIS Possi1~lities: J ', .. l 

\ 

The modjfie~ Bequence obtained throü~h the 'previous methods'- may not 'aIway!; 

result in drastic re'tluctions in deception volume. ln faet, no singie method can a/ways be . ." . .-
suitab/e for ail sequences of interest. Thus, to enhance,the acope of modifier sequences, 

jurtJJeT tecbques ta enhanc'e the EIS generation meth~ds wjJ} be "consic/ered. 0 

, -')A , 
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A pa-rticuJarly interesting technique, in this regard; t8 the simple Tr3l1sition Count- " 

ing technique. ~r~ Counting, in fact, counts the o..to-l and I-to-O tr~nsjtjoJ1s. 

, This is equivaJenC> the weight of ~he sequence c, where the xlth bit of c is: c(x) ==' 
, " 

q(x) Efj q(x - l)) and c(O) ==Il, asvslJOWh in the following e~ample. 

Example 4.5: For instance, if 
q= ·01 0 1 1 01 (Jo 

Shifted-q= 0 1 '0 1 i 0 1 0 
c= 0 1 1 1 01 1 1 0 . 

then it, can be. no-ticed that the weight of q is _4; whereas the weight of the new sequence 

c is Û, If c is tr'eate~s 'ti/~~oàified q jt~~lf: then the ·On:'s '~ountirig applietl on it , 
result,s in: 

o 

fdv(C) == (!) =}8 < .dvtcn-= (!) = 70 

Not,ire that C Qbtained in ihis wélY a/ways has one extra bit than q. , However, 

witllOut, an}' Joss of generality we can ignore' the most ~jg~ificant bit. lriterestingly, c 
, . . " r" 

lias -tIie recov~r)' pro~erty in' that q can ~e oi,t~n~_d fr~ 1ng tbe fullowing rules: 

, - . 
q{O) == c(O) 

q(x) == c(x) œ q(x, - 1) .. 

Thus, c has thf} same faVU coverage information as q does. 

. . l ').. 
~~Anotller 'possibility to enhance the scope of modifie~ seque~ces is .• to use a two 

Je\'el modUication, t,chnique fAgarwa~83J. {or instance" c can ~e treated furthe~ by . 

Algorithm(3) to determine a modifier string s for c such that thf r!?~ultjng c' = c EB s, . ( 
lJas lesser weigllt than c. T1IT1 technique is showrrin !igure(4.3). ln ~x~ple (4.5.), c 

is '50 regular ,that an s = 1'110 1110 can be generated by Algorithm(3j' Jeading to c' 
r , 

consisting of aH zeros~ The deception volume of,c', in·that case, is of course O. 
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" 'c 

shilted-q 
o 

• 
Fig=rlre (4.3) Two Level Modification Technique 

~ , 

, One can easily incçease the set of EGSs br. ~ploying some rather simple tecJmiques, 

The above two-Ievel modificattion technique is a gopd example "of thjs. The C o6tained 

from q and s~ifted-q in/act becom~ an EGS in the sense that it CarI be easily generated 
'1 

'with O(n') hardware. 
, ' 

Another set of tequences that may be used in the seguence generation process 

is the set of strings which are .already available on the BIST chip as a part of sorne 

,/ o~her: subsystem. In general, ~e will reler to such sequenc~ ~ available sequences, A 

combination of EGSs and available sequences can be use/fo gener~te ~odifier sequences 

, . 

. , 

which do not ''belong to eithèr s~ts. In fact, a method called ESS /Zorian 84J, describe( 

iIJ.,the,f?l1owjn~ secti~l), is totally based on tjJe availab7e sequences pro~ided'bj ~he IPG. 

4.2.2 ESS Method for Modifier Sequence Generation: 

. . 
One major djfflculty with the EIS sequence generation methods, in generaJ: is that 

1 , ~, .. 
, J 

for e~ch generating stage i, agate G', is used to produce a 'segmf:nt of s of the sarne . - , 

~ngth as the cumulative length of the previously 'generated ~egments produced by t1îe .. , " , 

gates (GI, G2 7 ••• Gi-l J. Thi~ leads to les~er control onihow close s ~an be tenerated 

.n, 
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'to a given q. The equal si~ segments (ESS) method descri~ed here overfomes tllis . 
di/ficulty. 

o 

The ESS method gen~rates a sequence of length 1 tonsisting of n', = 10g(/) equal 

1 ::; i :5 n', must s.ize ~~gments; ea:ch of length lin'. H.enoe, a subseq,uence Si, 
<,'1 

be generated for each of the n" segments. Each s, is generated using some availabie 
l ,~ 1 

sequlnct:S on the c1Jip, and a combinational gate Gi is designed for that spe~jJic s;, is . ' 

show,n in Figure (4. 4). The available sequences are assulÎled to be-from the outputs 'of 

the1PG. 

J, 

IPG (LFSR) 
., , 

, Fig\1re (4.4) Equal Size Segments Method . 
o 

Gen~r~lly, the larger: the number of input sequences- éJvailable at each generatirlg 

stage, the larger the n umber ofÈGS's that' c~ be generated are. This can be notic:ed 

- in the abOve Double Input Method when it is compared ta the Single Input Method. 

If, for instance, four input se~uences are u~ed to generate each segment, then we can 

b 
24 . 

o tain up to 2 subsequences from that segment aJone. Importantly, under the ESS 

me~hQd, there is the Ilexibility to use a different number of input (avai/able) sequences 
/ 

at each stage. This means that not aJJ. the segments need to be generated with the;' 
j 

same number of input sequences. Renee, in practice, the number of input sf{quences fed 
n 
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to e .. ;~~tage i~ deter1I!ined by considering the ~.gme;tjbè gen:"a'~d, as w~ t1.~'. ~ ,. 
. " 

availtibJe seqUences on the chip. As the Si 's are being generated by their respective gates, 
, ," ~ 

they are copeatenated by a inultfplexor to finally provide the required modifier sequence 

s. Beeause of it~ flexibility to use a different numb~r of input sequences, the ESS methôd 

prov~des the p~ssjbiJjty of ~;ne;;t~ng a much larger number of EGSs than tb previous 

methods. However, under ESS, the total number of possible EGSs cannot be predicted 

belorehand, sinee tj1is number depends upon the number of availab-Ie sequences at eac.h ' 

stage. 

.. t.... \ 

Various limitations concerning tne àbove -me-thods which generate seq,tJcnces by 

segments are discussed in· the following section. , " .. 

4.3 À Method to G.enerate Modifier Sequences @ Totality: 

-8!~e importan t pi'oblem of generating large number of sequence~' with small amoull ts 
. ... 

of hardware was the fo~us of t.be previous section. There, different methods whicll 

.generate sequences by s~gments were presented, along with general designs to reaUze , 

eaeh method" sorne heuristie a/gorithms t~implement them given a sequence q, and 

discus~ons about the eapabW.ties of eaeh method to generllte a large number of ;GSs. 
~ 

It is important to indicate that these methods, despite their capa bjJj t y for generating 
\ -

large number of sequences from smaIJ amounts of hardware, are not adequate if om' 
.. L> " ' 

wants to reduee the deception volume to any predetermined value. "Furthermore, thesf'Ç.' 
, 4 

methods are not guaranteed to work effectively for ail cases. This is because they ., , 

are based on local optimization (sinee any sequence provided by sueh a metl/Od is . , 
'composed of 6pti~aJ segments [or çac,h generating stage 1), and it is {vell-known that . , 
local optimization-based ..sotutions are not necessarily glQbally optjm~1. 
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" 1 

,Ife ~verèol"e the above mentioned limitati,ons by proposing • tw method of se-

que~~c~ ge~~~ation. This method g~ner~te~ a sequence B by t~tality 'tZo;jan 86a), and 
'- '. ' - - . \ 

p.rovides a globa.!.Dptimization as weJ/ ~ a catabilJt~ of re~ucing th~ ~ecePtion volu~e 

~o predete~rnjned values. The .basiç ~ehind Ulis rn.ethod is describ~~ in this section, 

a!ong with sorne iriJplemen t'ationa! aspects. However, the. analytic pt~o{ which shows 

tilat tllis method provides a tremendou~ reduction in' decept;on volurne'/or any average 

cirqlit, is',presented in chapter 5: The hardware realiz~tion of the Modifi\h block for ~his 
,,\ , 

.methad is described in seétion ,6.1.2. Finally, the implementation of t,he 0DM scherne, 
'( 1 

using this metbod, is shown in section 6.2, a10ng with proce'dures, heuristic algorithms, 
J'. . 

and examplps. -..... --• , 

" A 'convenient way to describe the ba.Sic id~al( behih~the method of generating se-

quences by totalit.y is to think of the Modifier block às an n' = 10g(l) input and single 
, \ 

output. cOÎnbinational circuit, which ,produces L bits"cn the' output line when 1 input 

'" patter.ns ale applied to Us inputs.· In particular, if the 1 patterns aré appJied in a certain 

arder, then tne resulting l-bits {orm the modifier string s. Since the Modifi'!r block re- ' 
4 , • _ ' I~ ~ 

1 ~ ~ -

alizes a sin~/e outP.!!t function which genera.tes {Jo set!J,uen~e in totality, a very convenient 

imp/emeutaqon for it is -the functiona! block mode! usedn [Mead BO}. This functional . 
block design pro~'id~s' a large number of possible 'functions. However, given a eUT, a 

. . 
-circuit-specifie hardware programming is required in arder to gen,erate ~n B as close as 

• f 

. pos'sib/r t,o th!' quotienLsequence q. In order to decide the circuit-specifie functionaJity 
... & •• <J '".. ~ • 

of the Modifier, block, the rnethod requires the\ function of the quotient sequence Fq: 
~. ,,' . -

Now t,o fil/d }~, whicb we assume to have n'input varia:bles, suppose that the l-biUdflg 
-- - . 

• 

string q produced by the MISR corresponds to the output column of the truth-tabJe of 

Fq. TheIl, we J~t aU t~e inpflt combinations of these n'input variables which become 

~ tJJC input, combinations to the Modifier block as, well, be the input patterns generated 
J 
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hy' the IPG, as Figure(a.l1) illustl'.a~es. From the resulting truth ta-ble, it is possible . ,- ~ 

. to write a minimal sum-of-productsJorm expression.,for the lunction Fq {Braytoll 84} 

flJ-a;genais 85]. The fun ct-ion alit y of the Modifier block, which is expected .to be,as i"Iose . 
as possible to Fq, wjJ1 then be 'obtain'td fro1]1 the above mentioned sum-of~pToducts 

~ 

expression. 
.' 

\ 

Let t be th~ number of product terms in thls sum-of-produc$s éxpr~ssion F~. Sin,ce 
/ . . 

, -
tbe Modifier block is part of the area overhead needed~ to reaUze the ODM sclJcmé',' 

o 

the amt>unt of hardware to }mplement it should be as sma)) as possible. Consequent/y, _ 

J only a limit.ed number of produèJ, {erms, say p, .might be allowed to be implemented, 

Clearly, i~ < = p, then a11. the proG1u~t terms can be inçluded in the Modifie,r block, 
1 l' .. 

and the modifier function is then the same as the desired fuiJction Fq. ln that çase the 
~ 

exact sequence q can be':genenited by th~ Modifier block, resulting in a q' of weight. o. 
b • ~ . ~ 

'Howeo.,,·er, l[,t ';j 11 , then the digged function F,q is not entirely realized, and a subset , ~ . 
f ~ • ~ • 

consis.ting of p product terms oufv..rfJf t have to be se/ected to form the modifier {unctioll 

which ge~erat.es s. fi;or ,his selection to\be good, it should c~ver the largest number of . -. . . 
I-vertices in Fq, ,sueh that the,.selected product terms" provide a g.lobal mjdifier functioll . -, 

as close as possible to the original Fq. Sueh a selection algorithm is~ented in sectiQII 
..... .. 

a~~ ~ 

. \. 

Although the glcHJal modifier function, under this method, depends UpOIl' the gCII-, 
/ 

-ernJ function of the eUT, it .. ~ impôrtan~, to n,otice that it ,iJS not a repetit;on of tJJib 

,. function. Fq is a much simp," function than that of the general eUT bccausc tlU' 

, 0 

, 

Modifier is an n'-'input single-output functi'on; whereas the eUT is an n-input and m-.. . 
output function. Furthermore, the Mod,'fier is stimu/ated by onJy 1 input patterns and 

not the sèt of all 2n possible pattern~, where 1 < < ~ sinee pseudo-random testing is 

\ ., 
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collsidered. Morèover, siJce the functi~naJity of a Modifier block is usually not identical 

~ to-Fq , but is c/os~ as possible lo it, theL m'er function is, in genera/, a s!m;lified 
. [ .Jr 'l ~ • 

; approximation of it, r~~ized by on/y a pub t of Fq 's product tèrms. .. 
~ • • \ 

, Tlle toté!:l number. EGSs that can possibly be generated by a Modifier bloc4.under 

this metJujg is flexible sinee it depends. on the number of product terms p,seJected by 
. . 

. the designer. Th~s, the n,umber of possible JpGSs can be insreased to any de~ired va/ue-

" by increaslng p. This fJexibility, as will be. aetailed in section 5.6, creates a trade-off , . 

between the area·ol'erhead required to implement the Modifier bJock and the number __ 

of generatabJe sequences. This is considerel:1 O1?e of the important a,dvantages of this 
, Q 

, ~ 

method. Moreover, this method is generally very usefùl, ~nce it can be proven that for a 
- ~ # .. .:." ."f' lb 

givel~ p, il. resÜlts in a s{giJÎficànt reductio~ in deceplion volume fO~ny av~rage.fun~lio\' 

, created b.r sequ'e'nce q. The formaI proof of thi§ statement is provJded in chapter 5. 
, 

Recause of the above menlioned advan·~ages, the method. to generate a sequence 
. ). , 

by tqtality is adopted to design and implement the ModIfier block described in the re-' 
r 

mainder of this dissertation. The details about the general design of the Modifier block, 
. -,' '. 

, undcr tlJ'is method, and iJlustratio~s about~etermining its circuit-specifie (unctionaJjty , 
. are prov:ided ifl chapter 6, along with the complete 'implementation of the ODM scheIJl~ 

, 
" 
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, • Cpapter 5 

-. 

1 . 
. - -Reduction in 'Deception Volume for Average Seqi'lences 

1 

'f.h-e objeétive of this chapter is to show that in generaJ, the decept!on volume., of an 
. '. 

average sequence'of any specifie weight is re8ueed by a significant amount byapplying _. ~ . - " 

output data m~dificat~nd that this redùction can be ~ontro1Jed by p (the predl'. 

" . \D 
_t~tmined number of product terms composing the Mr;chfier. block). ln order to achi(lV(1 

tllis objective, first, the average number ot produet terms of a certain size, and the' fixl'd 

number of is()Jated vertices is determined first. Then based on this determinaUoll, th(' 
, ~ 

-weight of thesc product terms is derived, and then used to find out the reductiunf-, in 

weight and deception volume. The first -s-ection deals with certain preJirninary calcu/a-

tions re9uired to determine the average nvmber of product.·terms .• 

5.1 .PreHminary Ca1culations: 

LeLa produtt term in an n' variable function be termed as a cube of Bize k (a/fiO 
<v 

denoted k-cube) if it covers 2k vertices in this function, where (k :::; 0, l, ... n'). Sûch a 
J 
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.cube is rep;esent~d 'J'hen neceS,sary by cubic hotations.[DietrneYer 79}. For exampl~, thë 

product term ab jn a six variable lfunctjon (i.e. n' . 6) covers Z4 vertÎces. Thprefore, it 
e, • 
. 1' 

is consid{'fC'd a 4-cubc, and its cu bic- notation is lOxxxx. ln other respects, a sequence, 

ih tlris chapter, is said tô be composed of a set of k-cubes, since it is assumed ta be 

_ genera(ed r/)' the (modifier) function whicfl it,seif cbnsist? of these cubes. 
j; 

~ 
The discussions in t'his chapter wili not be basèd on specifi6- sequences.!) lnstead, 

J • • 

they 'wiII genera/ly deal with Qw, t1ie ,set of all possible sequences of length land weight 
_.#- d.... ,! \ 

UJ, alld more specifically with qw'J the average sequenèe of the set Q~. , ... 
_/ J, ) 

',lly defiffition, the a'verage ~equence qw of length l is generated by a set of cubes 

,composed of T(k) \-cybes For-each\value or'k (k :::: 0, 1, ... ~I), where T(k) is the 

ave~age number of k-cubes over all qw"s, \iqw E Qw. For inst~~ce, T(Z) corr(Jspond~ ta 

the average numIJer of 2-cubes ove~ all 'the possible sequenJs in set Qw. 

Let, us also 'define TP-as the total number of cub~s of sizes k=O,l, ... n', that are 
. 

needed I.ù genorate tiw, thus: 

~ n' 
T:::: LT(k). (5.1) 

k=O 

.. 
Ha\'ing defined T(k) as the number of cubes. of size k needed to generate <ïw' we 

will proc('('d 10 dcmonstrate ho~' to fiMl it in general. 
~ 

, . 
, • Given the sequences of length 1. = Zn , the total nUinbe~f sequenées with weight 

U' is obtaiiJed [rom. the. number of possi~le choices of w out o.f l: 
~ . -

1\ v r 
(~) IQw 1= (5.2) 

J \ , 
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It)S known that in fln n '.variable function, each one of the '2n vertkes ha..<; n' 
"\' \ / 

\, "adjacents, Cons~qu;nt/y, the ~u~ber of "distinct k-cuhes which include ~ fixtrd:>jvert(·x 

l.(1. j5 (~'), sinee k out of the n'-adjacents of this verZex will'be incJuded in eafh 1.cube,' 
\~I", ... • t 

1f~tr, ex~mple, the number of aIl pos~ible 2-cubes that inc/udes a specific vertex 111 a 6· 
? ~ ... _ l , 

'. V;riable fUl)ction is (~), This number ~IJou/d be multiplied by 2n ' (the total number of 

/vertfces) in order to deteTmine ~he number of pos,~ible k-cubes in' 8,n p '-variable funcUon: 

lIow;ver, it ~hou/d bedivide",d by 2k - as w'ell, or else the same k·cube will be considered 
. . ,...., 

~jth °each of its 2k 'vert'ices. l'hus: T \ 

... 

'. (5.3) 

J ~" .\ Q '. 

Recâll that given a function, a cube is slûd to be essential ifit is considered indispensable' . 
,~ in the'sum-of-produets 'representation of thœt function, N (k) is defined as the number 

'of sëquences in Q~ in which a fixed k-cube is es~tia/. 
• 1 .,... 

\ 

o ...0-

Finally, tu obtain T(k), the total number of po~~ble k:cubes in. Qw ;s d;vi~ed by 

the cardin~Jj!.v of Qw fMileto 64J .. Thus we have, 

T(k) = C(1c).N(k) 
1 Qw 1 

~-:. 

(5.4) 

" \ 
C(k)" and 1 QU: 1 (in' terrtls of n'and k) are substitutéd 'J:rom (5,3) and (5.2) re-

l 

speetiye/). Hpwever, N(k) is determined in the [ollowing sections, 5.2 and 5.:t. in order_ 

to be substituted also in equation (5.4). In section 5.4 the average number of k-cubes 
, 

are evaJuated, and in section 5.5 and 5.6, it15,shown how to ca/culate the amount of 
" 0 

reduction in weight, and the consequent decek1]on volume for a given p. 
J, ......... 
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5.2 Es'8ential Cubes and Is'olated Vertices: 

DefinitIon: A flxed k-cube is considered essentia/ (i.e. required to generate a se

'quence' ql}' E QUI)' if at /east one of its 2k vertices is iso/ated. This means that this 

vertex is not covered by any other cube. 
Il 

Ta determine {hat a<certain vertex is iso/ated, one of the following conditions has 

to he flJ/fiJJ(·d: 

• ail of its adjacent vertices shciu/d be assigned to O'Sj 

• t)/ere s~JOuld not exisLany cube which covers the iso/ated vertex and fny one of its 

adjaccl! t 1 's together. 

To darif}' the derivation of the main forrpu/a needed to caku/ate the N(k) 's, we 

use the ex ample shown in Figure(5.1), where the vertex ail and the °l-cube incJuding 

il, arE' considered a..ç an iso/ated vertex and an essentia/ cube, respective/y. However, we , , 

do Ilot limit our discussions to the size of the function and the essential cube shawn in 

Fjg~(5.1 J. Hence, .we consider t,he set Qw, in general, and assume that the vertex ail 
, . 

happeJJS to be isaLatea' vertex of it. Therefore its le-cube is ~considered as an essentia/ 

cube. Our target is first. ta find aut the total nuniber of functions in Qw which contain 

. tbe fixed k-cube. 
.. ' 

lt is c1ear that. ail has k adjacent vertices ihsiâe the k-cube, and n' - k adjacent . , 

~·ert.ires ~utsid~ of it. The anes outside are denated as b-vertiCes, and it is assumed that . . 
_' 1 ~ 

j of them are assjgned to 1 's (~here O~. j ~ nI - k), and the restn' - k,- j to 0'5. We 

introduce two otller types orvertices: 
~ , 

t, a ,c-V-4lrt,ex, is the adjacent verte» commolI ta a pair o.f .. b 1 l 'Sj 

v d.vertex Îs a verte; adjacent tro jJ. b/l-vertex, but 'which is not ac-vertex nor ail. .. 
The cardinality ol the set of d .. vertices is ni - k - j. 

" , . 
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b/O d .. " , ., 
'. . . 
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• 
Figure (5.1) Isolated Vertices in an Essential Cube 

Since vertex a/l is regard~d as an isolated' vlex, then it is required that: 

*every c-vertex "bé assigned to 0 to avoid fO'~ng a 2-cube with a/1 and the pair 

of bJ-l's; 
, . 

*at least one d-vertex, fat each b/1, be assigned ta l, to p~ovjde a cube wJlich cOVers 

b/1 and d/!. 
o 

;' ~---

The NuLb,~r of Seq~ences with Isolated Vertices ~c~ k-Cupe: 
t, __ ," • ,\ ~ 

5.3 
IJ , 1 

Our aim,here is to compute the ll'Umlier of strings iiJ Qw which have isolated vert'iccB 
\;. .. . , ~ 

~ . ~ 

that are based on the conditions p,resented ilJ .the previous section. " 

, • H'we co~~rib'ute~JY one fixed d-~ertex for each lixed b/1, the number of se~uences 
or ft1hctions in Qw wh e a/l js'~forced to be an 1solated vertex in that k-cube can be 

, '. 

obtained From: . ' . 
./ 

\ '. \ 
V(l -Vk - 2j-- (n' - k ...: j) - ~j(j - 1)) _ ' . 

w - Vic - 2j - , <} 

(
/- Vic - (ni - k) - t,i - !PZ) 

U/r-vlc-2) , 
(5.5) , 

-. 
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where 2;', n' - k' - j and ~j(j - 1) ar~ tfte values of b/l a.nd d/l, b/O vertice..~ and ciO 

v!!rtices, respective/y. Finally, Vk = 2k is the number of'vertices in a. k-cube. 

Sincc· one d-vertex out ofn' - k,- j will be assigned to 1 for each b/1, the number 

of sequences in (5.5) increases to become:"'> 

{ 
(1 

1.' k) <'-l, l' 1 '2.) 
- Vk - ... n - ï'~) - '2 J (' k ')' _' n - -) 

, W - Vk ~:2;' ~ , \ ~ ~ -.. ~(5.6) . 
;; ôl! 1 

) ~ , , 

IA't, Ub r~nsider t'he functions where the 'Ilumbi!r of d's that are assigned to l'exceeds . . , 
; . ~ - _ • . -"'t • 

J, and introduce Ras' thé.number of f!xtra d/1 's,' wher~ R = 0,1, ... (n' - k -) - 1.)). 
, ... , 'l 

Note tllar for ever~, R, 'there is a set 'ofcmtributions ,denbted aj tR}. Wherei~ ea.dJ 
< 

member of this set, 'r E {R}, re~resents ~the distr~btition ol,~ ~ j dll vertices\over j 

fixed b/ 1 'sr There!ore-, everjOr cons;sts of J numbers rI, r2.' ... rJ , which's,u1n to R +' J:' " .. '( ~ \ 

(f- ~~ 
'-

" . 
'. 

1) • /le,.. Il,e prinCiple 0; inclusion anq ex:luSion is uljJjzed s~ tha; the ~uncti'onB With( 1 
_ ~'\o 

R > 0 arr a/so t.aken int.o consideration. Rence, the numbef of, qw 's with ail as a.Q 
" • • 

isolat,ed ve,rtex in the k-cube, ~nd with J fixed b/l '5,'is : .. .' .' 

\ 
( 

\, '1 

., 
• 

(n'-k-J-J)) (' (' k) l' 1'2' R)" j (' k ") , L "''(_l)R .-v~-.)- 04~J-'p - . ~ II n-, -) 
. w - V k - 2; - R .t.- r 

H-:-II , ail 1=1 t 

(5.7) 

rE{R} 

• • 1) • ~ 

- . ~xpandillg this formula to first inc1üde non-fixed bit 's, i.e. having the p-ossibility of, 
() .. . .' ~- .' ., 

dlOosillg .i' b/1 's out of ni - k b-vertices: and then summing over all possible Ps. U = . 
0, l, ... ,}' - k), we get:-' 
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n-k{ 1 J (n -k-J-l)~o ~ (') l' 1'2' ) : 'L n 'F;G~.: 2: ~ 'R -t/4t- n -k .-'2)-)) -R 
',.. ( 1) . R '-.. ' J \.. W.-Vk+ 2J-
1 =(1... R=O "l .... 

. . / " : L: fi (nI -r~ -i) (5.8l. 
ail ,=1 . : 

• rE{R}· • 

Equation '" -
(5.8) i5 an expression for N(k, 1), the number of Qw'5 with- at Jeast one fixed 

,:ertex isolated in the k-cube. ,Thus far, our caJculations were concerned only witIJ the 

cases where th€! k-clJbe is essential due to' one \fertex (a/l). They did not take into 
. 

consideration the p·ossibjJj"'ty of having other isolated vertices in the same k-c\lbe. To 
... _ • • ' r 

caJcvlate N(k), which fs the number of qw '5 where the fixed k-cube is essential, i.e. 

tl thEj,'k.cube has at' least élny one isol~ted ve~, 'the ~rincipal of j~cJusjon and exclusio~ 
, • 1 

needs to .be adapted, hi order to consider the cases with multiple isolated vertliees: 

, 1 ) • 

'(V~) }{ iVk)' (Vk) 
N(k) = 1 N(k., 1) - \ 2 N(k,2):-... Vk N(k,Vk) '0 (5.9) 

In the above equation(5.9):'N(k, v) stands for the n~mber ofs~quences in Qw whicJl . 
, ,.. '!il " 

. " 
bave at JeB§t li fixed ,isolated verti,ces in the k-t"ube. The computat)on of N(k, v) is done 

by gene~a/izing eqUatiOn(5~ , 

n'-.kn'-k n' k v (n' _ k) '1 

N(k,v) = L L .. ··, II . 
"'" ~1=OJ2=O lV=OP",l.'" 

I:~=l(n'~k-J"-l)J,, , (' k) l"v ' J~v '2" R ' _ I: C~l)R (1 ~ "'~- n - v - ïL.,T';l )" - ï L..,'=J )'1 - ,- ) 

Rdt W - Vk - 2I:P=1 )" - R ' 

(S.10) 
, .. 

l, 

{R} is composed ~f. a~different set of r'tp'5 that are rf;.strained by 
, ~ 

L~=l E~~l rfip = R + .E~=I'j,). The caJcuJation of NJk, v) • 
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shown in (5.10) is the final formula used to evaluate the average nùmber of k-cubes, 
, 

T(k). , 

; 

- -, / 
5.,,4 Average Numbehf k-Cubes witb Exact Number of Iso1ated V~rtices 

\ . -
• 1 

Sorne of tIte vertices in a k~cube, contrarily to the isola~d vertices, are covered by 
\ -

'mpre than a single cube. Hence, these are called shared vertices. li a k .. cube con tains v -" 
," 

isola'ted vertices, then the v le - v remaining ones are shared vertlces. ~~ 
, . 

~, 4 r • 

The calcuJation ,of N(k, v), obtained from equation (5.10), does not consider a k- .... 
, ~_ 1 0 -

cub~ with a cértain number of isolated v.ertices. Instead, it takes into a~count a k-'l.ube 
, 

with at least v fixed and isolated vert1ces (i.e. v, v + 1~ ... 1Jk). _ This ls why we need to 
, . , 
introduce P(k,v), the number ofqw's with exactly v isolated vertices in ~·k-cu~e. 

Figure(5.2) illustrates the'difference between N(k,v) and P(k,v). In this figur~, the 
, 

three main circ/es represent the tlIree sets of qUJ 's with a fixed cube considered es~ential -

due to the three isolated vertices al, ai and a3. rhe covered _area in (a) represe~ts 
i .. , " 

the set of sequences which have at leMt.two fix..ed vertices (a2 and aa) isolated. The . \.. - - ~ . , 
• 1 

card\~ali.çy of this set is~N(k, 2). Still ill Figure (5.2) , P(k, 2~ stands f!Jr the surp of three 
... . . ., 
cases where exactly two vertices are isolated. 

P(k, 2) 

l . ,. \ 

F:ig"lre (5.2) The States ,of Three Isolated Vertices in an Bssenti~ Cube 

-. 

\.t ' " 
- --~---~ ----

1· 

\ , 
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Thus,lrom the above, N(k) expressed iil lerm; of P(k,tI) js: 
') t .' . 

1 . . 
N(k) = P(k, 1') + P(k, 2) + ... + P(k, Vic) 

• 

(5.11) 
~ ~ 

In order. -to caJcu~ate the vaiue of P(k, tI), we .substitute the previously . dcrived 
, , ' . • ." 1 

IY(k, v) ''itand use the pri.ncipal of jncJ~.sion~and e~c:J~sjon: 
t,,: /, 'f ( ~ 

&" 

--- , 
{Vic) (Vk - v) (vk - v) (tlk - tI) 0 P (k, ~) = \ v { 0 N ( ~, tJ) ...:- -1 N (k, v + 1) + ... ti k _ tI N (k, tJ le)}' (5.12) 

Returning to T(k), i.e. the 'average number"'of k-~ubes in ib, and substitutiilg equation 
. ~.. 

(5;11) into equation (5.4): 
, 4 

:... ,,' C(k) . , 
o ,.T(k) = 1 Qu I{P(k, 1) ~ P(k,2) + ... + P(k.Yk}} 

from wliich we obtaÏll: 
" ~ . C(k) . 

T(k,v·) == 1 Qw 1 P(k, v) 

and 
~ . 

where T(k,v) 

, T(k) = T(k.l) +.T(~. 2) + "; T(k;v~) • ~ ,(~~4)' 
15 the aVf;rage number of k-ciJbes in (jw which have exactly v isoJated .' .. . 

~ertjces, and thUS'Vk - v,shared vertices. ~ence,.thereJ~ an'amo~l~tk,v) ofjsoJaCed 

'vertices, an.d a~ amount (Vk - v).T(k, v) ,of share~ vertices in the entire k-cubes with 1/ 
• 1 ) 'r 

i~o~a'te~ vertic~s in ~w: Both.",of these a~o~n~~ :are ~seci. in the nex.t,:s~ri ta Find the 

welght of a k-cube WhlCh has exactly v lsolated vertlces. 1 • • • \ . , C_ 
" - .". ~ 

5.5. W~ight of a k-Cube with v I~olaied tertices: 
-- , . \ 

1 

. A ne~ value called ~~e sharillg fa~tor is introduced in this,S;dion t~ d,rmine the 

wejg~tPT each k-cubé ~ith v ~~l~tf(d ~~rtices. We lirst .ca/cuJate .the total number, IV, 
l 1 ( , ' ~ . 
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o,f isoJated vertices jn qw' This num~er is the wéight of the isolated vertices,. termed ~ 

weight (kt v): , 

• 

/ 
n' Vk 

IV-: LI: v:T(k,v) \ (5..15) 
k=Ov=l J 

/ . , 

From this wè calculate the-weight.of the shared vertices.w - IV, and SV, the number • . 
of the- shared vertices: 

n' tJk 

SV == L L)v~ - v).T{k, v) 1 _ (5.16) 
k=O v=1 ~ 

~ 

- The sha.ring factor f indicates the average nuniber of çubes that :covf!r a shared vertex: 

·sv 
f.:: -~ 

tL - IV 
(5.17) 

This sharing factol' as~jsts i~ deriyi-ng the wêight of each k·cube with v isola'ted ve;Uces: 

fi , 

, 1 -
weight(li,v) = (v + -f(Vk - v)).T(k,v) 

, 1 
(5.18) 

Bas~d on the above ca/'Culation of wèight{k, v) in equation (5.1B), t~ different cubes . , 

which ge1terate Qw ean be ~.ategorized. Renee, as ~xpJained in the following sllbsècti0l!, . ' 

theye/ection of c~endS upon the value 'of weight (k, v)--,. , 

D 

5.6 Th(' Available Cubes and the Reduction in Deception Volume: , . . . 
'A ;e'Jection of a certain number (p) o{. cub;s put of t~e T,cubes whicii generate cL 

is needed. if the number of cubes to generate a sequence as cJ~se as possible to qw is 

\ -
limite.d by p, and 1> <: T: Such a sequence ean be obtained if the first p cubes with the 

hig/lest amount. of welght(k, v) 's are seJected., The summation of these weights results 

in the weight ofsw! which is actually the amount of reducjion in qw's weight: 
, \ ' .:> 
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weight of Sw •. L weight(k, v) 
jnibut 

- 1 

'l'he néw weight, or the weight of the modifie~'sequence lIw eventually is: 

>. '-
tl!eig~!_ (Jf q' w = U - weight 01 SUi 

After obtaining this- ":new weight,' t~e reduced dec~ptioll volume 'for an ~verage 
, '. 

s~enç,e of wf;.ight w is calciJlated. Moreover, if various weights are êonsidered, it is 
_ f~ • 

possible to generate a curve indicating the new deception volumes of average sequences 
~ ~ , 

as a fundion of w, Figu r:e (5. 3). 

-' 
If the number of avaiJabJe eUQes p is increased, the seJected subset cif cubes i", 

enlàrged, and therefore, the reductions in wdght and deceptiQn volume are increasèd as 
t to,;) 

weJ/. This reve;;'ls tllat the deception volume can be controJ/ed by p. ,Renee, we ha.ve a. 

trade off between the size of Modifier block and ,the reduction in error masking desired, 

If our objective is ta reach a speCifie d~ception v~Iume, then the r~quifed number of p 

(i.e. the size of the Modifier black), for average sequences of spec~fic Jengths, can be 

obtained from the deception volume curv.es (as in Figure(5.3)). • , ' 

Varfous Jeng~hs ofaverage sequence with dilferent amoùnt of p's hav.e been studied. 
'&. . . ~ -

Their deception volume curves attest a significant amount 'of reduction in error masking .. 

F~~.'3) demonstrates twocasestudies where the$1,ring; of Ïength 1 = 212 andl :.... 214 

~jth vadous values of p 's are examined. For instance if three different sizes 0[, Modifier 

blocks are considered, ·e.g. p ==.150, 300 and 450, an average sequence of length 1 :::: 212 

and original weight w = 1500 is reduced to w' == 1059, 782 and 524 respective/y. Th us, 

the reêJuctj~n 'in deception volume Ts more than 2500 , 21000 a~d 21000 times, respective/y. 
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The simple trade-off cUl'\'e allow one to decide the optimal solution between the 
\ .. , 

reduct!on desired versus silicon area 'Overheac;l that one ean aeliieve. Thus, 10 designers· 

are-provjd~ with a trade-off f~r ad ding more circuitry to aehieve a ~ighe~surance 
• 

that er.r;0r masking will not loceur. No other pubJished seheme in the literature pro vides 
f ' . • , , 

such 'amounts of reduction with such small are a overhead~ , 

, 1 

« • 
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C~apter 6 

Î 

Q(. "ii\ir 

Realization df the ODM Scheme 

.' . 
'/ 

"-TJ~e previo~s ciJaptèrs describe the motivation behind the ODM scheme, tlJ.e mod-
. 

ificatioIJ concept adopted by this scheme, various methods. to generate the modifier 

~ sequence, and'an analytical proo[ which shows the elTeçtiveness of the ODM seheme [or 

average cases. This chapter fir~t ilIustrates in section 6.1, the ;ei!Jization of the scheme 

'as a genera} BlST model.· Then in section 6,2, the circuit-specifie implementation of 

this sehemf' is presented. 
< • 

" 
6.1 TI,. General BIST.Design of t~ Schem/: 

.. 
The design of a genera/ ElST model, under the ODM scheme, is illustrated in 

F.igure(3.11 J. This sectioSA-describ~s the structure and the functionality of each one onis 
, . 

blocks: the stwldard BIST faciliti~s,. the Modifier block, and the Improved Compressor 

block. 
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'6.l.1 The Standard Self-Test FacilitiesF \-
The dotte~ box in Figure(3.11) represents t,he se;.t{traci/ities. in the stan~.rd 

form of ElST. This box contains, in addition· to the combinationaJ CUT, an [PC and 

a sIgna;ure ~ster realiz~d by an 'MISR. The former generates the required input, , , 

pâtterns, and the latter is used, in this scheme, as a parallel to seriaI COID)ssor (PI," 
, '~ 

Compressor). \, •. ~ , , 

&.1.1.1 Input Pattern (;enerator: • 

(.0 • 1 

The actual task of this block is to generate two ~ets of l distinct patterns if) 

paralleJ ( 1 being the n umb'er of pseudo-random patterns needed to achieve the desired . 
Fau/t ~overage). These two.,.ts are the [ollowing: 

• Test Set for the eUT: 

4,S in any standard ElST scheme this set consists of pseudo-rand~mJy generated 

test patt'erns and is applied on the n-input l{nes of the GlfT . 

• Input Set for the Modlfier: 
" . .. 

This set is compos:d of ni = llog(l)J bit ftde ~attern5 (where !l' ~ 'n), and is .; 

utilized -as the input combinations (at most 2n') to the modifier function which 

generates s. ( , . 
'Recall that ale test Jengt~ 1 needed t~ p;ovide the desired coverage can be determinéd , 

~according to one of t~e techniques described in 'section 2.~.2.1. • 
" 

. 
Since an LFSR, whose largest appeaJ lies in its capability to generate pseudo-

random patterns, is to date the most efficient type of test pattern generator in 8IST, 
, '-

the fol/owing.two designs, which are proposèd to refilize the [PC block under OOM, are 

based on LFSR '5 and generate the tw~ sets of patterns: 
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. A. The first _~~sig~ proposed is that of an IPG which çônsists of two independent ' 

maximum cyçle lengtifFSR's, as shown iIi Figure(6.1). 

, li , 

* The first LFSR is of size n', i,e. generates up to 2n -el distinct patterns. All Us 
, . " 
outputB--fH'e--connected directIy to the firsf ni inputs of the eUT, as weIl as to all 

~ e 

the input Unes of the Modifier block. 
. . ' 

* The second LFSR is an n - ni bit long LFSR with Us outputs, applied ta tlle 

remainiJg Unes of tHe eUT. 
\ 

Thus, in this case, the input set for the Modifier is provided ~y the first LFSR, 

whereas the test set for eUT is generated by both LFSR 's. Importantly, such an im-

. plementation does not affect the pseudo-random nature of the input patterns for the, 

eUT (Bhavsar85! . 
• '\ 'c 

~s f . 
IP.G - , . 

'\ 
1 F----' 1 1 .. • 

. 
• 

:, ... . 
~ 0:: · , · ~ 
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il) . 
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-

• ~ 1 , ~ , 
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n 

· 

- 1 patterns 
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-

, 
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FAgure (6.1) An IPG Design with Two LFSRs 
L ' 

, . ,', 
B. Th~econd proposed design, shown in F~gure(6.2)J is based on apseudo-exhausti.ft 

\ 

input pattern generation technique. As discussed ear/ier, the important advantage 
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provided by these techniques is the'J a.bility of generating exhau~tive patterns on 
Q~ 

, 1 

nr output Unes in an n stage LFSR. Qne such tech,nIque {Tang 84} {Barzilai 83/ 

{Wang 84} [Wang 86bJ has to be adopted ta realize an IPG with"\this advantage. A 
~ 

selection among the several techniqJes presented in section 2.2.1, must take into 

consideration the three factors: n, n'and 1. The LFSR shawn in Figure(2A) is an 

example of such an IPG. It has n = 4 output Unes connected ta the CUT, and 

one of its subsets of n' = 3 lines 18 connected ta the Modifier black. 

6.1.1.2 

s 

t -. . . ,,' 
1 1 ...... 1 

_ ... 
10. 

IPG u 1 

" . 
~ . 

~ . 
~ IPseud 
~ 

, 
~ 

n 
Exh.) CUT 

LFSR . 
n m 

l >< n' bits 
(n,n') 

, 
) 

Exh. 1 X fl bits ... 
Pseudo-Random 

" 1 X m bits 
O~tput Response 

Figure (6.2) An IlIPG Design. Using a Pseudo-ExhausUve TecJJnique 
, , 

\ 
P /8 Compressor: 

" 

IIf the modification concept is applied to every singÎ. line of a circuit (ith m output 

Unes, then rn Modifier blocks are requirt;,d. Ho we ver, for large values of m, Bueil an 

approach is clearly very expensive. Ta solve this problem, we propose the use of a P /8 ~ 

C~mpressor which transforms every rn-bit output vector into a single bit. 
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Till' selection of ~ proper P /S Compressor is cruciaL to the desired effectiyeness of 

error coveragc. There are va~iou~ p~ssibiJities which can be ~sed to select a prope; PIS 
\' J .......' ., 

Compressor. In the following, ,ropr schemes with their advantage~ and dis,dvaÂt"s-

are described: 
• Il l' 

i' 
\ ~ 

,. r 

-. The simplest P /8 compression possibility is to use any ~n~ o~tput lin~ to cre1~-e the' 
o • ' ~ 

seriai string and to ignore all the others. However, this is cJearly in.appropriate be-

cause many fa~lts locaJize~ in certain ~re~ of a faulty IO'chip may,give comPlete/y 

corrC'r/, results ~ the selected output line. l ' 

. . 
• Ano/her PIS compression possibility is to sample the output Unes to crr'eate p. single 

stream of bits. This is a/so inappropriate because certairf parts ,of an le chip operate 

only when control variables switcJl-them on and switch other parts off, t'herefore, 

it is possible to ,have burst~ of incorrect values on, certain output -lines when these 

sec/ion.c.. are switched 011. 8uch burst of erroneous· Bits may oceur between the 
J' 

sampJing times that of the output /in es, and therf!fore, may possiblYI be absent 
D 

From the seriàtstream. • • . -
• Yet anoti'ler possible PIS Compressor is a parity tree (mentioned in section 2.3.2). 

Tbis also is generally inappropriate because th~ output of ~ parity' tree compres~es 

,eadl rn-bit pattern independently of the preceding patterns. Therefore, the' faults of . . , 
9 

ail IC wMel! can only be c1etected by one or Few patterns' have more chances oF not , .' 
, . -

beillg. det,eCJ>ted, eompared to the situation where the result of.the P /8 compression , -

depeI/ds O~l the late~t applied patter;n as well as o.n the preceding ones. 
\ 

\ f \, • 

• _:the final 'type of PiS compressor that we çonsider is the MISR. At each clock cycle~ 
A \ "".. ""," 

• l ' 

an At/SR prod.uces a quotient bit as wel/ as an rn-bit remain-der that toget1fer repr~-. . '" 
sent, the Jast pattern appljed to the MISR as weil as the precedipg on~s. Th erefore , " 

e~ 
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this,ptoperty of the MISR makes it a better choiee for I!/S comprèssion than'tJH' 
1 ~. , 

three above possibilities. """ 

oq • • 

Based on the a90ve discussionsuf the dilferent PIS Compressors, an MISR is
e 
used 

as a P /5. Compressor dtle to its overall superiority. The compression that, we use tJu' 

À-flB,n for, in the ODM scheme, ,does n.ot sp~cificalJy consider"ihe remainder o~ final 

contents of the MISR- as it is do~e bl signature- analysis, ·lnsteaèJ, we' monitor tJI~ 

quotient bit of the MISR and use this sequence as the the compressed.sequence,' TllÎb

'coly!press:ed sequE;nce is the o~e that is then fed to ~he 'Improued Compression s·tagé . 

Rence,- the '/055 of information due to the MISR in this application is not the same as , 
ln the case of slgnature ana/ys.is. The 10ss of information, here, arises from mappinlf 

o 

• the L ,. m bit matrix to an l-bit seriaJ string q. Since this mapping involves only GF(2) 

additions, j.t is uni[orm. Therefore, there is an' equal numbers of L )( m matrices out, of 
o , 

the n umver of ail possi bJe matrices, T, that map to the same seriai string. This n umv(Jr 
~ . 

is T /21. lf we as~ume that each of tff' T possible matrices is ~qually likely, the. error 

masking probabi;ity intr~duc~d by the MISE (P/s' Compr<88~r) is P;p!. = 2- 1
, ~ 

J .... } • is usually of th,e order of th.ousands or mi lions, the Joss of'error; coverage at t liS st,ag(' 

TS not very significant. 

" 
Two otller advantages of adopting an MI5Roas a P /5 G'ompressor are t,he fo/low-

l , 

• Q 

~ ing. First, the -fiflaI content of the MISR can be utiliied for further errol coverag(' 
'. ~ ""'! '-

enhancemerlts if needed. This is not true for a parity, tree P /S' Comp}tssor which hBJ, . , 
t-.I 1 1 • 

no çontents a( the end of compressi0l!' The other,advantage #. using an MJ8R is that il 
1 

o 

allows the implementation of the ODM ElST mod~1 on any existing MiSR-based ElST 
p 

sclîeme by sim ply adding .the Modifier and the Improved Compres8or blacks. 0: 

- 1l~ 

.. 
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6.1.2 The Modifier Block: 

\ 
~ Il 

,. lhe modifier'string generation method used for th~ Modifier bloèk is tH( one which 
_ IJ ' ." , 

génfféites ~sequences by totality: "The Mod{fier plock, in this ~as~, consists !If p product 

• J 
terms predetermined in advance to generate the modifier stri~_s. These product terms, . '~ ~ 

as weil a.<; the ones in the original quotient fun~tion Fq, are rfpresented thr~fIghoot this 
" , 

- G • 
~hapter by·cubiéaJ·notations /Dietmeyer 7W.~Bjnce the Modifier block realiz~s a multiple 

. ./ - . (~ 
input, and sjn~le output fixed logic l,und1~n, IthereÈQre a very convenient impiementat'jon 

for it (sec section 4.3) is t~elo~nctio~ b~ock mode! UBed ip [Mead ~OJ. The latte!/ 

mo'dcl consists of a set of transi~tors 'that fully decode the input corn binations of n'input 
. , .' - ,. 

.variabJe6. However, in our application, not e~ery pos&ibJe product term is bui/t, but' 
~ -

only the ones predetermined in advance. It is because of the hardware constraiJ1.t that 

this funçtion ~Jock is Jjmited to p product terrns onrly. If an input pattern is_cove/ed .. 

• by one or n)ore product terms of the logic function, the~ the output for this pattern is 
~ '\ -, . 

a logic Olle, or else a Jogic zero. ln ordér to determine the functionality of this block, / . 
i.e. tJ~ set of pJSOduct terms,. ~ specifie proced~re is" described in section 6.2.1. Aftff[ 

,- ~ppJyjng "t1Jis p~ocedure,.,.. the resulting product 'terms are used to set (i.e. hardware 
~. ".. v • 

pl'ogram) ,the' A-lodifier block. ExadJple(6:~) illustrates the r~alizatioh of such a black . 
.. 
1 

T,pe size of the ModIfier block depends simply upon p and ni. Thus, it is application 

specifie. As shawn in section 5.6, thi; fJexibility is OM of tHe advantages of the ODM 
, . 

. selleme, because it provides tlle possibilitX of increasing tIte e~ctiv.eness of {he scheme"': 

by illcreasing the nu'mbe~ ofproduet terlJls~.1 Furthe~more, the Jayout'estir.n,ates 
o 

of the fUlIction' logic bJoc~ based Oll {Mead 80J show that a Modifier black which can 

jmplement p::::: 150 cubes'with n'\ 16 input ,variables req~ires a silicon ~rea which 
- -, . 

corresponds to the size of a 16-bi( MISR, when the Jatter is based on the shift register 
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designs' in {Ne';\'kirk 83J. Thusj a large number of s'~equences CM' be generated w(tJJ a- . 

Mo~'foer hlack 0: ~ehiti\'e/~JJ area. ' \ 
., tI .\ 

rJ,iscU$sions abol~t the circuit-specifie itnp]emenJation of the ODM selJeme in 'gell-

eral, and éle~jJed descriptions abO'Ut determining the }unction~o,arf! 
~ ,.,. 1 ~ 

presénted ;11 s~ction 6.~. 
,. • 411" .. 

/ )' 

6.1.a The Improved Compressor: 

"( "-

_ ,J 

The improved compreS9to11 block perfÇ>rms the twomost important operations in illf' 
, . . 

'ODM scheme; the output data modification and the nOrJ-uniform compressio~. TlJUs, 

its hardware desl~~ il.lcludes an Exclusive-OR gate ta realize th~ Former opera'tian, alld 
~ 

a count-based compreSSfJr (i.e. a Counter for One's Counting) to perform the lat,ter Ohe. 

~.~ &.:' 

'J'be two data streams, tbe Per s-tring s and the quotient-bit string ql enLer 
~ l ' • .. .... 

thh block to be E>..cJusively-ORed to produce the l-bit long modilled string q'. Tl/(· . . 
new string q' eniers the Counter te be compressed into an n'-bit long signature. This is , 

\ 

• /- the cbmpression step that has to· be performed by a non-uniform techniqu~e, ot,herwisC' .. 1 

\ 

, the .modi fication wj/J not ser~e any purpos,e. The use oF the best possible scheme tan 
f,l ~ > 

be judged b/1he reductiol) in the deception volume. For instance, if the compression i6 
, 

done by One's Counting, and if the' number of,ones in q is w and in q' is w', then t}w 

improvement in. deception volume 'Îs given i y the ratio: 

"' , 

o l' 

• 

") 
°where 

, ( ') _ 
"pT w' -=-/-

, pr. () ) '. 
~ W t- . , 

pT' (pN,e e~ror masking probability O'btained ,hy compressing q; (respective/>; 

q). $irpiJarly, iF the comp~essi~n is done b" :rans{ion Counting"and th~re are t and t-'· 
transit1ans ifl'q and q' 'tespe~vely, then the jmproveme~.t, ratio is 

115 

. -

"' 

' . 



, 

c. 

" 

c-
, 

\ 

'~ ------
.. 

, .(l-r). pr . t' 
, , " pr = ('~l) 

.~ 

\ 
, . 

Tbe respective formula for the Edge Counting case is: 

pT' 
• -= 

pT 

~ . 
where e and e' are the numfJer of edges in q and q', resjJectively, Similar formuJae can 

b~ obtained for other count-based techniques. 
1 

. ln genera/, if it is possib/f> to replace a counter by an nLFSR to perform the same 
~ , 0 __ ~ \ f ,..,.. 

task, a gaih i!) terms of hardware overhead is obtained since,an LFSR design requires 

typically Jess area than a Counter. Such replacement is realizable in the ODM model 

because the signature in our Counter which performs the count-based compression does 

no(necessarily have to be the expecled number of counts itself ln Fatt, it suffic~s to have 
\--. . 

, aIl)' signat ure prol'ided thet it indicates that ,the Counter has perforrrf!aï1ïe expected , 
. . 

number of COriS. Thus\ we will adopt the use of an LFSR as a Counter in the Improved 

Com1!res~lOn block . .Ill our design, this is realized by adopting an autonbmous LFSR 

(section, 2.1.1) with the string under coullt q' app'lied as-a control signarenabling the - . 
LF8R docks to change its state for each count For instance, if the modified string to be 

: comprcssed is q' = 00010010, and if the LFSR is initialized to 110, as in Figure (6.3),' 
! .., 

~ thell a/t'llOugr t'l,e fill~l stat~ would be 111, the LFSR wjJ} indicate _that the Counter 

has p~r[orrrJi w'" = ,2 counts. lt has to be indicated that an LFSR under this use must . 

be a ma..\'Ü!l~m cycle length I!FSR with n'-stages (i.e. cycles thr0l}gh 2n' - 1 distinct 

• states) ':0 guarantee that no repetition of states wjJ1 occur during the ,applica,tion of any 

1 biÎ Jong q" sinee 1 < 2n ', 
" 
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Figure (6.3) The Improved Compr~ssor . 

~ , 
Moreover,'notice th~t given< the.expected number ~f C?U~ts and thé characteristic 

pgjynomia,l., it ~s possible to force such an LFSR ta any predetermined final state [McAn

ney 86J. ~f we let the predetermined final state be a regular sequence, ~,g. a stri!lg of . 
aJ~ l 's or a string o~ alte~native 1 's and ~'s, then the important bene/i,' obtaine,d is the 

, ~. ,) 

'po~ility of eliminating the whole RefereT}-ce bloc;k used ta store the fault.fr~e signa-

ture. This elimination is possible beeause' a Comparator can perform the verification of 

<llh such a regular sequence with no lJ.eference L, block dedicated {or this purpose. 
~ 

.. Since the output .data compression, ((Ihder the ODM scheme, is performed by two 

succeeding ëompressors, the P /8 Compressor and. the ImprotJ..ed Compres8or, the errot . { . 
masking probability of the entire compression incluèes both compressors. Renee: 

prtot = 1- (1 - prp/.)(l- prcount) 
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Thus, an optimal prtot is the result )of l!linimal prpi6 and minimal pTcount. But 

sinee pr,l/~ ~ 2-J (derived in section 6.1.1.'/2) is a/ready an insi~nificantiy sm al; amo~nt, 
~ 

it sufflces to provide, an important reduction in pTcount to have an optimal prtot. ln 
• d , 

• faet, 'the tremendous improvements in error eoverage provided by tlie ODM se'herne are . ~ 

the result of obtaj~Jing major reductions in,prcount. 

1 

.J 

6.2 Circuit'-,Specific Imp~ementation:-' 

Generally, the implementaÙo~ of a standard ElST seheme requires sorne knbwledge 

about tlu' CUT's functionality. This is usuà/ly needed to: ' 

• de~ermine Jhe number of necessary pseudo-random patterns 1. The determination 

of / can be done by one of the methods mentioned in section 2.2.2.1. If necessary a 
• 

r ,1" 

techilique to detect the random pattern resistant fauJts may be utilized f~ee section 

2.2.2.2) . 

.. 'identif,r the eharacteristics of ~both polynomial dividers: the LFSR as IPG, and 

the MISR aS signatur~ register (i.e. number of stages, eharB:cteristic polyno,mials, 

initial st,ates). 
o 

• 
• perform a fUllctional simulation to determine the fault-free remainder in the MISR: 

, ~ 
4 llj!... \ 

ln arder to implement the ODM.scheme for a giyen eUT, one needs to perform all 

tlle abovf' activities, except that instead of determining the fault-free remain 
, . 

MlpR, thC' lault-free quotient bit sequence q of the MISR Îs needed. In a 

tfXtr~ work described in the following section is needed. . . 
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6.2.1 A Procedure to IlDplem~nt the ODM Sch~me: 

The. extra work required to carry out the implementation of the ODM scheme-is 

presented as a procedure which consists of the lolldwing steps: 

1. Apply Boolean Function Minimization coupled with Oube Selection: 
, -

• Given q, the MISR 's quotient bit sequence, and' the corresppnding .!~t of inp~t 

patterns (n' -bit IOl1g 1 patterns) -for th~ Modifi~r block, nnd out"the function whicb 

generates the quotient sequence Fq and Us minimal sum-of-products for,m exprès

.sion. Notice tllat since 1 is often not much Jarger than, say, 1 million, n7 is lesso tllan .. , , 

20. An exact minimization by a very efficient algorithm /Dagenais,85} is possible 

for such [unctions. 

" J 
• Given the set of product terms in the expression for Fq and tlle size p of the 

ModIfier block, determine the functionality of the Modifier by selecting p cubes out, 

'of t, if t > p. This selection is perfo!rried by u tiliÛRg a- cube 8e1 ect a/gorithm base~ 
on covering the la"gest number of I-vertices in the quotient (unction Fq. 

2. Set the Modifier Block: 

. 
• GiveIJ p selected cubes, perform the hardware' pfogràmming of thit. [ullcbiol1al 

block (Mead 80}, and determine the resu/ting modifier stp;ng s. 

f 

. . 
'\' 3. 'Det~rmine the specifications of the Counter: 

• Fo{m an LFSR-Counter of size ni with a primitive P?Jynomial. 

• B~ed on q and s, compute w', the weight of the modifièd stri1Jg q'. 

• Based ond;ll' and the characteristic polynomial of the LFSR·Coùnter, find out tJl(' 
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initial state, given a final statf: (i.e. the sjgn~tl1:re), where, for e?,ample, ~ typical 
, 

final state can be a string of alternative l's'and .0'5. 

The (bJ/owing'example illustrates the above procedurâl steps. 
, - , 

Example,6.1: In order to maintain the sirriplicity- of this eXanlple, the ,prede

termined test length is Ijmited to l = 64. !hus, the-n~rnber (Jf var~abJes 'requjred to 
• j 

generate the l-bit long modifier string s is n' = 6. We as~ume that the seriaI string q 
, 

, is obtainf'd (rom the functional simulation of a eUT and its P /S compressor (M/SR). 
. 

. Some bits of the q that we assume, among with theÎr co{responding n'-bit input pat-
, ~ 

terns (to the, ModIfier), are shown in Table (6. 1). The entire truth table, which results 
, ' 

by comp!eting Table(6.1), represents the function Fq to the quotient sequence. \ 
'" 

Table 6.1 

Modifier Inputs and Quotient Bit String , 
\ 

IPG's input set fo:)MocIffier 

f,èdcba 

000101 
0 

001010 
010100 
101000 
01-0001 

.1, 

101110 , 

0111p1 
110110 

, .... 
, ... .... 

• . . . .. . . 

Quotient bit string 

Fq . . 
1 
1 . 1 
1 
1 
0 
1 
0 

· 
, · 

· 
-

Suppose that the following sum-of..produe,t expression ,is obtained as a result of 

applying tao/ean minimization to the original function Fq. 
, , 
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"-4-cube 3-cube.. 2-cube" 
;-:.-. ..---.. ~ 

Fq = ab + bd! + id! + ,bëcie + a.de! 
l-cllbes O-cubu 

r ; ......----.' 

+ a.bcdë + abcdf + a.ëq.eï j- abë J + abcdeï 

, 
TJle set of cubes derived From the above expr~ssjon consists of 10 cubes. These are 

\ 

pres,ented i11 Table(6,2} after having been sorted on the basis of cube size. 

Table 6.2 

The List of Cubes 

abcde[ 
~ 

4 - cubes {o 0 x x x x 

3 ~ CUbe){ x 0 x 0 x 0 
x x 0 0 x·l 

, 

2 b {
XI010X' - cu es • 
lxxOll 

,0 

, {11100X 
1 b 011lxO 

- cu es 1 x 0 1 1 0 

. 0 1 0 xl -1 

o - cubes {O 1 1 0 1 0 

\, 

.. 
o 

1 

Recall that pis flecided -accorèling to either the area dedicated to the Modifier block, 

or the required amount of dece'ption volume, In this example, we consjder difTerent sizes 
i' 

Of a ModIfier block' by assig!ling p tQ the values, 3, 6, 8, and 10. The selection step flen' 
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è 
il pe1for~ed on !he basis of cube si~e, i.e. the ,larger cubes ale selected firs.t. The teason 

\ , . 
is that the larger the size of cube l's, the higher the number of I-vertices it covers in 

th.e original function, Fq. An eflicient cube select algorithm is developed in the following 
• 

sf?ction, and applied to this sam~ example. As a result of such a cube selection, the 
\ 

modifier function, i.e. the set of selected cubes, for each valué of p is de termined. A 

_ convenient way ta visualize the· hardware realization of these functions.is presented 

in Figure(6.4) , where each cube is identifiable by its ha;rdware programmed points. 

F. fi 

w=.40 

a 
7i 

b 
Ti 
c 
ë 
d 
Cl 
e 
'ë 

f 
7 
-

"-cube 3-cubu 2-cubu l-cube" O-cube 

~ ~ ~ ~ ............... "':.. .............. ~ ~ . 
~ 

la. 

la. 

- . 

~ 

; 

. , n 

.. 
3 .. ... 

6 

..... 
Figure (6.4) The .. Harct"rare Realizati~n of the' Modifier Block 

Table(6.3) illustrates the changes in weight and deception volume for the different 

values assigned to p. For instance, if the number of cubes is liIi1ited to 6, the weight of , , . . 
, the modiJled string q' is reduced from 40 ta 6; whereas the deception volume decreases 

(rom lA x 1019 to 5.2 X 1013 • 
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Table 6.3 ~. 

~~ 

Reductions in Weight M,d Deception Volume 

# of cubes weight D~ceptjon Volume 

0 40 1.4 X 1019 . 
3 

, 
14 1.8 X 1015 

6 6 5.2 X 108 

8 2 
\ 

2 X 103 

~ 

P"urthermore, this simplified exampl~, apart from its basic illpstrati:e objective, 

confirms the lJexibility and the,effectiveness of the ODM scheme.' 
- JI;. 

• 

6.2.2 Selection of a Limited Number of Cubes: • 
ft was discussed previously that, in generâl, due to the hardware constraint in 

J 
ElST, the area overhead needed to realize a Modifier block is bounded by JjmUi[J~~t,h(! , 

nU1T!ber of cubes that form the modifier function. Therefore, the modifier fUhâiqn' 
. . 

which generates the sequence s c~nsists of at most of p cubes. Hpwever, following tht· 

ODM concept, s is intended to b,e as close as possible to the original quotient sequençe 
, " 

q: Th erefore , the probJem is to select p out of a given set of t cubes, whicll cover a 

high number of l~vertices in the expectep functipn Fq. To do sa, a selection prbq·,c,s is 
1 

needed . Y. 

. The simplést selection process, ~ ;hown in the previ~mpJe, i8 the one b~ed • 
mereIy on the sizes of c,u bes. This consists of selecting the largest rcubes firsL, Binee the 

Jarger thesjz~ of a cube is, the higher the number of I-vert;c~s it covers. For jnst~nce, 

the 9-cubexxOO:r!, in a six variable function, covers eight vertices; whereas the I!-cubr 

lxxOl1 cQvers only four vertices. However, to obtain modjfier f~nctions that are closer 
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to ~n Fq, -p~ocesses more efficient than tlte selection of the Jargest p cubes, might be 
\ ),' '. 

needed. A heuristic a/gorithm for·this p~rpose is developec! and presente~ in this Section 
. " 

along with an application ex ample. 

, This heurist)c a/gorithm is câ(/ed cube select algorithrn. . Prior to selecting a cube, it 

, utilizes IlsefuJ eva/u~t!?n techniqù~termine the amount of ~ontrib~utÏQn of a given -
~ 

cube in forming the modifi{!r fune,tion. Actually, the contribution of each cube, ( cubei), 
. ' 

if il is ,added to t~e se/ected_seLof_cubes, consists of the augmentation in the nymber 
, . 

of l-vèrtkes that cube, providetj to the modifier function. Such an augmentation of 

I-vertices; ill our scheme, is called gain, since it makes the modifier sequence S ob,tained 

afte~'addillg ·cube, become closer to q, and therefore makes the weight of q' closer to 
l "'..... 'l ' • . 

zero. This gain is measured by the number of l-vertices added to the modifier function 
" 

- due to cube" ,and is termed as gain_of _cube" The basic task of the ,cube select a/gorithm 
;# "> ("'" 

is eyaJuating gain_of _cube l 's and ~ccoc:dingJy selecting the first p cubes. ' , 

n 
. EveIl t1lOugh the gain_of _cube, is based on the size_of _cube" in effect this gain 

depends on ale set of w,bes seJected earlier'as well. This is 'because cube, mightt happen 

to sllare vertices with other cubes that have already been seJected. In' the case of 
(, 

~. .. l 

su~h sIJaring, the gain provided by cube, is reduced, i.e. is Jess than thê size_of _CUbÇ1' 
fi -

The cube select algo~ithm takes this aspect l'nto consideration. HeI1ce, it evaJuates the 

gain_of _cube, before for selecting cube" in order to pr"vide a modifier function which 

is cio", t,o Fq,' , , , • , " 1) , . . 
To further jnc ease the number of possible modifier functions, another important 

~ 1 ~ 

improveinent is co in the cube select algorithm. This imprôvement consists of 
" 1 , . 

extending the set of cubes Ero which the selection is mâde ta one larger than the 
D 

original set of t cubes. The extended 'set incJudes, in 'addition to the original cube, 's, , '4. ( . -' 
. tlle doubles of each cube" i .. e. the union of ~ube, with each of.i~s adjacent cubes. More 

., f> • 
.".. . . 
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specifically, with this extension the cube select algorithm evaluates each cuhe, as wellâs 
• . . 

ail its possible doubles be{ore considering {or selection. This means that it 'will not only 
/ 

consider the simple gain of each cube" byt also con si der the amount of gain obtained 

if Any d~ubl ~_o f _cube, is selected. For instance, jf th'e cube, in question is xxOOxl, then

~ 'the gain obtained from each of its three adj~ce~t cubes :txl0xl, xxOlxl and xxOOxO is 
J 

evaJuated /irst, and then added to the gain_of _~ube" From these evaJuations, the cube 
-'" 

which causes the Jargest gain (either the simple cube, Uself, br one of the double_cube, '5) 

is adopted (adopted_cube) ta enter the selection step. Note that it is possible for tJJ(l 

gain~of _cube t might be larger than Any gain_of ..double_cube,. This happens if.the gain 
l, < • .. ~ .. 

pravided by cu bel 's ~orrespondlng adjacenLcube, is negative. By negative gain wc mear;----""-

, that the l-vertices, that will be added ta tfte modifier function jf this adjacenLcube, 

is seJected correspond ta a higher number of O-vertices than l-vertices on Fq. I?oubJe . ' 

c~bes 'which contain adjacenLcub'e, '5 that yield negative gains are not. adopted ta enter 
, . 

,the selection step, since in such cases, the simple cube, 's provide higher gain, . 
A/ter e~aluating the gain_of _cube, and th!],. gain_of _double~cube,s, the adopted.cujc 

, cannot automatically- enter the selection step since a further condition ~as to be sat~d 

as weil, as shawn i? ~he algorithm,. This c~nditiQn is tfat the amount of gai'n t~8.t .an 

adopt,edl.cube pro vides must be larger or equ~aJ to a predetermined reference value (limit). 
l 

y, 

If this gam is Jess than the required limit, then the adopted_éube is labeled with iLs gain 
~ 

(labeLof .CUbei), and kept,tô be re-considerf!d Tater, Such a reconsideration is perf~rmed 
, 

if the limti is later reduceâ'to a value less or equal to its label_of ~cubél' lt har; to be' 1; 

indica't':d that the value of 1. mit' is determi~ according to k, the siz'e of cl!..be~ under 
. 

consideration, and a180 according ~o thelnumber of cubes that are needed ta reach, thl> 

bound p, 
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AIg'orithn, 4: Cube Select Algorithm: 
bégin c • 

get 'originaLseLof ~ubes, alld p; 
initialize size k to n' - 1;' \ 
initiâlize limit to Zk - 2; 
initialize number _of _selected_cubes to 0; 

Q 

:while (-k > 0 and nufnber _of _selected_cubes < p) do 
begiu " 
for each cubel do 0 

if" (SlZLOf _cube,' = k or labeLof _cube l 2: [imit) 
,<~ and (number _of _selected_cubes < p) 

, l,l 

then 
(Cube Evaluation 'Secti-onJ " 
èo"unt gaz'n_of _cubet : cube, # seLof _selected_cube'!; 
set gain to gain_pf _cube,; 
set adopt ed_cube to cube,; 
for each adjacenLcube, do .-

pegin -, 
count gain_of _ad)acenLcube, : 

(adjacenLcube, # seLof _sel ected_cubes) n (originaLseLo f _cubes); 
set gain_of _double_cube, to gain_of _ad) acenLcube, +gaz'n-'i] f _cube,; 
if ( gain_of _cube, < gain_Qf _double_cubet ) 

theri . J 
~ set gam to gatn_of _double_cube,; 

set adopted_cube to cubet U adj acenLcube, ; 
"end;' • 

if(gasn 2: Izmit) 
then • 

(Cube Selectio.n StepJ ' f 

set selected_cùbè4, to selected_cubes U adopted_cube; 
illcrement number _of _sele.cted_cubes ; 

else set labeLof _cube, to gal:r'J.j 
• 1 , 

if (I/tmt = 2k ' - ~) then decl'ement k; 
for 'éarh cube, do 

\ 

if (sIze_of _cube, = k and is not seJected) or (labeLof _cube, ~ 2k _ 4 2) 
... tl.t(,ll. 'iucrement numberM_potenttaLçubes; " 

if (nurnber _of _pofent\aLcubes S P -- n'Umber~of _selected_cubes,...~ 
th{ln set Izmtt to 2 k - 2; 0 """"'~~ 

else S~t: hmit to hm'tt
2k 

-2 j 

end 
, 

end. 

o 
t 0 .. 
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Most of the operations used"in the cube select algorithm to perform tl1e e'l'a/uatioll 
~ . 

steps and update the set of se/ected_cubes and the grigmal_seLof _cubes are well knowII 
" fA" 

cube operB;tions fDietmeyer 79J. ln other res~ects, the diire~nt st~ps used to evall!lfte 
. '" 

each cube" and ~decide if ~ cube has to be selected, or [abeled and put on hold, are 
, 

• 0 • 

incJuded in the Cube Evaluation Sectirm of the lJ.lgorithm. The stéps in t'he cube eva/un· 
" 

/' (> twn seelt io~ are applied on each ?ube, in the orig,'naLseLa f _cubes that is over li certain" 

size k, until the number _of _se1ected_cubes reaehes p. Hence, this algorithm evaluatcs 
~ 

-the larg~r cubes lirst by accepting onJY the cube~ over size k, where k /s'initialized ta its 

o larges t' posqible value n' - .1. If all the cube~ of a cel't&in size k ~re evaluated, and t}w 

number of selecte~cubes remains under p, "then k is decremented and the corresponding .. 
\:" 

refer~nce vaJu;'';,(limlt) is updated 50 that more cubes of lower sizes are evaJuat(·d and 

)1ence seJected: This process is successively repeated until a11 the p cubes needed for tiw 

ModIfier block are determined. Q 

Example 6.2: 
Q 

This example mtJ8trates the, use of the cube select algorithm, by apply ing it on tlH' 

same original set of cubes as in ~xampl:(6.1). This algarithm is used ta select p=9 

c~bes out of the t=10 cubes shown in Table(6.2). The largest c. in this example, 

as shown~ in Table(6.2) , is OOxxxx. ~herefore, this ~ube is the fIrst. to enter.the CulJ~ , 

Evaluation Section. Since OOxxxx is of 5ize k = 4, "the minjmum gain possjble to sekct 
, "" , 

Othis cube is llmlt = 14. . . 

Table 6.4 

aCube Select: k=4 

. cube t' gat'n_cube, adj_cube, gain_adj_cube, gain_double..cube, sel ected-cub.e, 

oaxxxx 16 lOxxxx 0 16 'OOxxxx ... 
01xxxx -4 12 -
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The eva/ua~jon of OOxxxx, shown in Table(6.4), demonstrate that_' the gain obtained 

by it (the simple cube) is 16; whereas the gain provided by if'jdjacent cube 10xxxx is 

0, alJd(th~refore, the corresporiding gain_of _doublé_cube, =" ~j whiJe the gain provided 

by the Béconâ adjacent cube O[xxxx is-a negative amount of gain ·4, therefore, the 

correspondj[Jg gain_of .double_cube, ;512. Sin ce neither of the double_cubees in this caSe 

(Jrovide higher gains than tJJe simple cubei, then OOxxxx is the on~ seJected. 
• 41 '.. • 

, , 
The two cubes of size k = 3 are eva/uated using the same procedures. This Îs sllOwn 

in Tab/c(6.S), Tbe "imit in this case is 6ô 

• 

... 

Table 6.5 

Cube Select: k=3 

-
cube, gain_cube, adJ'.cube , gain_4dJ -.cube, gain_doüble.cube, selected_cube, , 

xOxOxO 4 xlxOxO -4 0 " 
'1 \ , ! 

• xOxlxO ·4 . 2 . ~ \ 

. xOxOxl 2 6 xOxOxx , 

xxOOx1 4 xxlOxl 0 4 . 
xxOlxl ,0 4 -

> xxOOxO ·4 ' 0 , labeled , 

111 th(' r'asf' p{ cube xOxOxO, in Table(6.5), one of the doubles provides higher gain 

théHl t,he simple cube'itself (6 > 4). Therefore, xQxOxO is added "to the set of selecteâ 
• 0 • 

cubes, llowever, in the case of xxOOxl, it is labeled and put on hold. Since the amounts . . 
of gains if, or its doubles provide are Jowér than the required limit.· <> 

~. , 
ln order to select the final cube needel'i~" ;each p,== 3; the' cube~ of size k = 2 are 
~., . 

-.......Jio , , 
cOfJsiderf'd, TabJe(6.6) shows that the first f!-cubes in TabJe(6.2) is selected, sinee the 

, . 
, " 

gai" it provides is equaJ to the minimum required limit 4. ,., 
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Talile 6.6 

-\ Cube Select: bd! 
t 

" . 
cube, fZaJn_cu~e, i--O,d;"_cu.be, . gain_ad;" _cu.be, gain_doubl e_cube1 selected_cube, 

x.lOlOx 4 xOOlOx -2 • . 2 xlOlOx 
J 

" 
xlllOx • -2 2 -

" , xlOOOx 0 (» 4 
xlOllx 0 . 4 . . 

This simplt? example dem~nstrates th~ u1e' .of cube select algorithm. !v~reo\'('r, jt 

shows that due to the different.J:!chniques adopted to ev~ate the tirst p cubes, a morC' 

efficient ~et of cuqes is ob~ained compared)o the p'}evj~us ap~roach !hich sLmply selects 

the largest P coUbes. Therefore, it resuIts an s closer to q. 
"' 

This section has:sho'(Vn that the c7rcuit-speb/ic implementation of the DDM .scJfem; .... ) ~. " 

can easily be rea}jzed t>:~ utilizin: software tools to perform the function mir~imizat.ion 

and cube selection processes. Such tools have 1J~en deveJoped and used for real combi-

national circ~it sim4;{ations, the results of which are showrvn section 7.1. 

J - , " 

",' ,1 \ . 
6.3' Conclusive Reinarks~ 

Whenever a standard BIST scheme is u~sati,able i~ providin~he qualit,y or test 

desired, the OD"! scheme can be convenj~ imple_d by simply a~ding the two 
J 

extra blocks.: the ModIfier and the Improved Compressor. The are,a overhead needed t,C) 

realize th is 'ïlUg.ori consists of the extra ha;dware used by the Modifier blqck on Iy" ," 
f -, 

and not the Improved Compressor. This;s because, the latter, as showIt in section 6.1.3, 
• "ft. .. 

lJas the advalli'age of b~ing capaqle of eliminating the Reference block. Suçh elimina!io;, 
'. 

is possible provided that its expec~ed signature lS predetermined ta be a regular onel' 
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\ Furthermore, sinee the size of the Modifie~ bloek depends on the desired quality of test, 

tbe extra hardware needed is c:o.nsidered flexible. • 
. 

Binee:' one of the 'major con~erns in any BI8T scheme is to reduçe the amount of 

extra drcuitry required, instead Qf atlding entire self-test blocks to IPe original CUT, 

it is possible, in our case, to make use of the memory elements a/ready in the circuit 

by redesigning them such th~t du~jng the self-test mode they can functiQn as sorne of 

our self-test blocks. For example, the existing mern@ry e/ements of a CUT, under ODM 

scheme, can act, after reconfigutation, either as LFSRs to form an IPC or a Counter, 

or\ ~ an MISR to form a P /8 éompréss'or. Howe~er, the functi~nal' block k'nown as 

t/Je Modifier has to, be entirely added to the original circuit, sin~e it ·is composed of a 

circuit-specifie c01T!binational circuitry. 
~ 

111 other respects, the following question still needs to be answered: althougll no 

other published sche[I)e in the literature can provide such large imp!.ovements in error 
-: { '. ' 

coverage for such small area overheadsr what h,appens if the self-test fac.JJjties theinselves 
• 

bet:ome faulty? ln fact, if there is, a defect in the IPC, the P /8 Compressor or in' the 
~ . 

/ 

Improuecj Compressor, theIf'this can be detected by scanning the above shift registers. 

) Th~rerore, thcse' self-test blocks ar~. added . to .. the scan chain. Fin?-lJy, a ~ing!e fault 

'tn the Modifier which is shown ta be a cornbinational block, can be detected by the 

exllaustive set of patterns that are applied on this black to generate s. The signature in 

th e Improt'cd G'ompressor black at the end of the self-test proces& has almost no C1IIffrilce 

or being correct, is this case, since the Modifier bJoc% make an integrated part of the 

ent.ir€' circuit during the self.ltest 'mode" and th'us is r~prese)ted in the signature. In 
, 

the ,advent of laults in the self-test circui,try, these should be deiected, ilnP hence tbe 

" original eUT decJared defectjv~ and thus replaced. 
') 
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SimlilatiQn Results and Conclusions 

j 
. .., 

7.1 Introduction:-

. ' ' 

This dissertation covers the theory and an application of tlle outpu,t data modifiea· 
t . 

tiQn tecl;niëjue, with emphasis on the design and analysis of th~ ODM Belleme for BIST. 

To illustrate the j;nportane~ of this subjeet, the first chapters demonstrated, through a 
l' ../ 

review of the previous work in the built·in self-test a.çea, that any ElST selleme mus't 

provide a high fauh coverage with Jow area overhead ,to be eonsidered effective. TM."! 

ean b~ realized by first determining an appropriate test set able to provide the 'desired 
, , 

fault co.v~rage, and then eliminating the rÏsk of losing this level of, eoverage due to tlle ., , \' 
ar~a overhead constraint. In 'other words, if a test set tlJat yields the desired fault cov· 

erage is provided,4the majqr problem is ta maintain this eoverage without incurring, a 

large amount of additionaJ hardware. To be more specifie, if output data_compression is 
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used, then the reduction il) Fau/t coverage somehow has to be recovered thl:.ough the use 

of a smaJ/ amount- ~f hardware. A gC!'od soJu~n For th; problem has become, crucial, 

particularly for large VLSI chips under high test quality requirements. 

Numerous papers have addressed this prob/em and suggested various ideas that 

yield limited amounts of test quality improvements (sect'ion 3.3). 1.'he solutJ pr~-
sented in this work, as it was shown in the previous chapters, provides a tremendous 

o 

improvement in fault coverage that no other published scheme in the literature can pro- ' 

vide For the same amount of extra hardware. Moreover, the analytical proof in chapter , , . 
5 demonst.rates tbat this scheme is very ~ffective fC!r any average circuit since it /eads to 

- ...... • 'l 

tremer!dous reductions (2-thousands) in error masking probability. The improvements 
" . 

shawn by the anaJ~ticFoF and also thraugh the different examples are measured; 

like in ail other existing schemes, in terms ôf error coverage (deception volume or errar 

masking probability), and not in terms oF Fault coverage. This is sinee it is still unknown 
-

llOw.t,o !el~e erroneous out\ut respon~es to their respective faultsln the eUT. H~wever, 

in order ta provide an estimate in terms of fault coverage, actual4ault simulation1 were 

performed. The re.sults From these are provided in the Following section . 
... 

7.2 Sin1Ulation Results: J \ . 
, . 

III Ulis section, the tangilJJe effect of the ODM scheme on real combinéÏtional 'net
/ 

works is showll through fauIt simulation results. Numerous simulations were performed 
. -

J 

on several ~xample networks used as benchmarks at ~e [SeAS 1985 test session [Brglez -a. 

85j. From our simulations,' the F~ult coverage of each network was computed for three 

dÎB'erent casrs. The first is the case whose no '~utput data compression performed in 

order to determi~e the orjginal fault coverage., The two other cases use ou)t, dat~ 
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compression with two different techniques to show the effect of each technique on the 

fault coverage. The tirst compression technique is the polynomial tJivision-ba.sed om~, 

which is usuaJly adopted by the standard BIST schemes; wherea.s the second compres

sion ~echnjque is the one used by the ODM scheme, which js presented thrdughout tlJis 

dissertation. The same test sets consisting of pseu do-ran dom patterns, are âpplied in 

aIl three cases of each network. 
) 

~ The fauIt coverage results of these simulations for thè threJi! cases (no compres

sion. standard fvrm of ElST and ODM scheme) are provided in Table(7.1}. ln each ... - , 

case, the fault coverage values are a,veraged over four simulation runs. The reason be-
l , 

hind performing sev~ral runs was to observe the effect of I.4sing different characteristir' " -

polynom"ials for the pseudo-random pattern generator (LFSR) and for the polynomial . . , 
d:vider (AfISR). The.po/ynomials'!or both the LFSR ?I1d the ':fISR were primith'/1)and 

obtained from [Peterson 75j. Interestingly enough, for the cases stu#ied, the adoption 

of dilferent polynoinials was observed to have no considerable elfe'ct ~n the fault cover-
1 . 

. ages. lIen ce, the characteristics of the combinational networks appear to be dominant 

over the choice of characteristic polynomials. ln fact, it is still an open problem how to' 

p~edict thé ch;ice of particuJa'f polYRomials "that 'do affect the'fault coverage of il CUT. 
~ 

., --rab1e ,'T.1 
(- . 

./ , ,- Simulation Results 

Tested le # of patterns No Cmprs. Strd BlST ODM 

alu 256 1QO% 98:73% 100% • 99.24% 97.7% [J9,24 % mc432 1024 
mc880 4096 99.36% 98.3% 99.36% 

mc1355 4096 99,49% 98.53%, ,99.49% 
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The No COJllpression co/ùmn, in TabJe(7.1) , <lemonstrates the- fault coverages of 

the pseudo-random test sets of lengths 1 without output data compression. The length 
., 1" 

of eaf#lh network '5 test'set is such that aU the detectabJe fau/ts are covered. Hence, when 

the fault cove.r:age of a network does not reach the 100% Jevel, the reason is that a 

certain Humber of rapdom~pattern resistant faults exist in t1lis network. 

, 
The Strd BIST·co/umn represents the test quality under the stand~rd BIST schemes. 

The reduced fault coverag~s exhibited, in this column, are the results or error masking / 

caused by ~he MISRs adopted. Notice that the effect of error masking' may l?ok rea

sonable if it is. measured in terms of error coverag1., Hfwever, the results in this ~olumn' 
show that jl is not when measured il) terms of fault coverage. From this observation Jjes . 
our motivation for improvement. For instance, the error masking probability of mc880 

1 • 

is estimated ta be pr = 2- 26 sinee the number of its output lines and thus the size 

of th~ MISR 'is k = 26. However, t~e real effeet of masking, méasured by actual fault 

coverage, js numérieally much larger. As shown in TabJe(7.1), it is reduced from 99.36% 

in th(' No Cmprs. case ta 98.3% under this MISR-based compression. 

The ODM coJumn contains the results' for the case where the ODM scheme is 

'adoptèd. The ODNI scheme adopted is realized by a limited ~jze Modifier and an Im

pro lied Compre.ssor witb One's~ount, added to the standard BIST caSe. The fauJt 

co\'eragc, in this case, i5 specifically calcu/ated for a Modifier blDck consisting of p = 50 
"' . 

. cu/J('s. The rcsu/ts in Table(7.I) demonstrate that as a result of using such, a size of 

Modifier, the Fau/t coverages reduced ufder the s~andard RIST case are totally recov

ercc/ wit,1I the ODNI sellemE>. -These improvements in fault coverage reveaJ the extreme 

effectiveness of the ODM seheme in eliminating the error masking effect. Renee, with 

such improvements in fault coverage and partic,uJarly for high quality test requirements, , 

the cost of ODM implementatio,,! is conOsjder~d justifiable . . 
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Sin ce the Modifje.r blockr is usually of a Iimited size becausé of area overlJead rOIl-
- -~ f 

strain ts, the modifier string; generated is generally not equal to q. ' Therefore~w' :f.: 0 , 
" , 

and tlle error' masking i! not be entirely eliminated, i.e. pr #- O. However~ the ODM 
'1 J 

scheme achieves its aim iF this probability pr is reduced to such a level that it does not 
c -

affect the fault. coverage. For example, the above mentioned modifier size used with tlH' , . 
experiments whose results are shown in TabJe(7.1) does not provide total efiminatioll of 

the-error masking probability. However, it provides s~ch 'a leveJ 01 r~duction tlJat fault 

coverages .obtained in the No Cmprs. case are recovered. For instance, in mc880, the 

error masking probaliility u'nder the ODM scheme is pr :::: 2- 817 , based on the averag(' . . . 
weight of q' after modification; whereas, the fault simulation resu/ts in TabJe(7.1) show 

tilat the net work 's fauft coverage is brought back to its No Cmprs. case value of gg.3a~o. 
- ~. 

Hence, the error masking in the ODM c-$e does not affect the fau/t coverage. 

lt can be st~ted that when the cov~rage obtained without compr:ssioll' is desired, 

the redtiction in deceptio{l volume orrerror masking probability does not necessarily !Javr 

to be zero .. Therefore, in the-cases where the test quality js not limited by a hardware 
. '. 

~onstraint, i.e. bya fixeq size·Modifier~block, but instead by the req uiremen t'of providillg 

the full No ~Cmp+s. fault CQverage" a 'l~wer bound for the deception volume and errar 

masking can be determined. Such bounds can be considered as limits to determil/C' (hl' 

maximum n umber of cpbes n"eeded ta, achieve a desired deception volume. 

In genera/, the experimental result~ shown in this section confirm the sigllific&l/t, 

benefits in terms of fauIt coverage improvements of adopting the ODM scheme. The , 

resi.Jlts also justify the low cost of ODM implementation in terms of addition~1 hardware. 

1.3 Conclusive Remarks on the ODM Scheme: 

o 1t was originally mention-ed tha~ the m~in goal behind d signing a BIfi,T selJeme 
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ba.sed on output' dà,ta modification is to optimize the error making prob/em such tha:.t 
, . . ~. 

it becornes insigJ;lificant, with the addition of only a srnall area. overhead. A detailed 

description of the ODM scheme which provides a tremendous reduction in error rnasking 

'probability with a small amount of hardWare is given throughout this dissertation. 1',0 . , , 

complete the ana/ysis of the ODM scheme the following conclusive (emarks are made: 

• The OD"'! scheme ls a genera/ scheme in the s~nse that it is.not limited to particuJar 
, 

circuit topologies, nor does it require the addition of extra hardware td t~e eUT 

for il to beeome testable, 

• The Implementation of the ODM scheme does not require any detai/s'about th" 
, .' 

structure of the eUT. Hence" it is structure (topolC!gy)-independent. ln fact1 it can, 
-

be considered function-dependent since it only needs the functiona/ity of the eUT 

to determine the functionaJ' outputs for the inpu-t patterns applied. 

• In spit.r, of ~he Faet that the le t~c~noJogy is under continuous improvemèntst the 

ODM scheme wiJ/ not be limited by these changes, since it is ba.sed on functional 
, 1 - , , r: 

testing, and thus uses fllnctional signatures. Hence, it is independent of the partie-

,u/ar t,eehnology involved . 

• Sorne of the ElST schemes jnt~nded to irnprove error coverage,(se:tion 3.3) cause 

an ÏTJerease in ,the test duration by augmenting the test length, or by'splitting the 
, () , 1 

test sc't io require multiple signatures, or by incrlasing the number of shifts in the 

, ~ -
compressor. However, under the ODM scheme, the final si~nature is aecumulated 

dun'ng the' test procedure. Hencelthis scheme does not cause any addition~l de/ays 

in t,he gencration of the signature, and"therefore in the test duration. 

" 
• If the test quality of an existing standard BIST design sch,eme'is unsatisfiable, the 

ODAI scheme can easily be added onto the scheme's existing BIST façi1ities. This 
\ 
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can be realized by sirnply adding the Modifier and the lmproved, Compressor blocks. 

The addition dE these tw,o blacks can even be done outsid'e the' chip jf necessary. 

,/ 

• 1 

• Through(\ut' this dissertation it has been assume..d that the lm/Jroued Compressor ., 

adopts the On\'s Count-based compression technique. However, tlw":t.lworv and . . . 
discussions can easily be extended to other count-based, as weIl as nonlincar COJJ1-

pression techniques besides counting. In fact, exp/oring severaJ count,-baserl t.t'l'll-. \ 

1 

niques provides a larger set of compression functions to select from, and tlwrf'(ol'(, 

more chanc~ ta obtain lower error masking. J 

• In the ODM scheme, the final êontent (signature) 'of the MISR (PIS Compre.'1/wr:) 

is not utilized in the output data verification pro cess; This is fJecau,r;t· /,lJ(l siglJatul'(1 

r. • in the LFSR-Counter used EOE the same purpose generaIly holds il. w'ry Jow errol' 

masking probability (2-hundreds or 2-thotLsands) due ta ol;iput da/,a lIIodilicat.io/J'. 

However, it is possible ta use this LFSR-Counter content ta .furtIlCr eIJI/aIJce tJ;() 

.error coverag~ without incurring any extra hardwar~ cast. This can be realized by 

setting the MISR to a predeterminea reglllar final state [McAnney 86}. 

• The self-test facilities under the ODM schemfl c'aIJ eUher' be entircly addml ta tlw 
. 

original cir.cuit, or Edrm~d by.reconfiguring some of We existing memory èJement,~ iIJ 

- the circuit, ~n particuJar to realize the IPC, th~,P 18 Compressot and the fm~OI}c(L 
Compre88or. 

1 

... Since the design of each self-test block, (section 6 . .1) is cornposed of iden~cal {;('lIs 

with uniforrn interconnections a/ong ()J1P dinwIJ.c,;ofl. i (' "'J~'IJ;r/, l,lI'oul. {('li 1,111'(1:;, 

-
Ind since the procedun! for I.hê drcl};l-spedfj(', ilJJp/r!l1}(J/lf,{J f ;0/1 ('''('( .t,jOIJ 0.2) hn.,<; 

.' . the capability off being aut.omated, it would be very realistic aIJd promising to 

consider deveIoping a CAD tooI to provide an aùtoÏnated impJeme~tlf,tjo~ of tJw 
J l' II 

J37 

1 

4 



c 

c-

[ 

(-

. ' 

Q 

ODAl scherne. 8uch tool cou/cl be embeddeè:I in the design (or testability tools in 

a total design ~methodology wh~re ElST structures are i~erted during th,e early 
\ ' -~ 

stages of a chip design. , 

" 
., The ODM scheme has been analyticaIly proven to provide tremendous reduction 

. 
in deception volume and th(!refore in ereor masking probability for any average 

circuit. 

• With the ODM scheme, chip designers are provided with a trade-offfor adding more 
- 4 

drcuitry to 'achie~~ a: higher ~urance that masking wjJ} not. occur. Tllis can be 
f • 

reali,ted by uti1izing a whole range of ,rade-off curves which énables one to decide 

the optimal solution between the desired reduction and the avaiJable (possible) 

silicon ~rea overhead. 

'1.4 DIS T schemes adopting the bDM Approach: ., ," 

Accounts of st;.veral attempts suggesting ElST schemes to improve t':Qe error cover-
. . 

age recen tly appeared based on our ODM scheme in the literature. A few remarks on 

those rollows. ( 

One attempt {Hurst ~71 uses the ODM àpproach with sorne changes in its ElST 

realization. One of these changes is in the input pattern generation which is limited 
t!\ 

Î to exhaustive testing (known to yield long test durations). The other change is in Hs 
~ , 

PIS Compr~, which consists of an Exclusive-OR t;ee and not ran MISR (section' 

6.1d.2,shows that the MISR js preferable for :his particular task). fhe ~ost important"'/ 
~, \ Cl 

characteristic of .tlJis scheme is that it intends to g~f1erate a modifier string s, which 

providés a 1 (in the .. counter) as the tinal signature. However, the extra hardw"are cost 
, 0 
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for a Modifier block that generates su~h an exact string 'with only one b1't difference), 

would clearly be very expensive. 

Another attempt [Li 87J uses the entire ODM scheme with a cnange in Us P /S 

Compressor structure, which in this case is circuit-specifie. More precise/y, the P /5 
/ 

Compressa.r in [Li 87J is designed according to the o~tput; data matrix of t}Ht eUT, and 

is composed of a combination of gates selected from a set of three corribinational gat,es. . \ 

" 1 

Ta have a ciieuit-specifie P /8 oCompressor is, in faet, intended ta imprové tlle error 
, 

coverage. Such P /S Compressor might be he/pful if the original non circuit-specifie P /8 
" . 

CC!mpressor (MISR) happens to have a considerable error masking p!;pbability. However, 

sinee t11i5 probabWty for the MISIi is pr = 2'-1, and sinee 1 is usually in thousands or 
~ • ~7 -

millions, then, as rnentioned in sè~tion 6.1.1.2, the errer masking probability for thf> \ 

MISR is a/ready an extrema/y small number. Therefore, th,ere is no strong need ta 

reduce the €fror masking at this stage. As it was previollsly stated, the aim of the . , 

ODNJ scheme is to improvë the error coverage of a BI8Ted design as weil. However,\t}JC' 

redu:ction in error masling probability provideâ by the 'ODM scheme is frorn 2- k to 

" 
2-th(luS~nds, where k is the size of the MISR and ,usually is not more than a two d{git 

nl17Ilber. 

t ' .' 
ln other BIST sch~mes, e.g. those proposed in {Saxena 85J and {,Robinson 871 the 

suggestion is ta simp/y add the ODM approach ta their self-test facWUes ta improve the 
, 

ÇJ 

error coverage. Even though the optirnization of error masking obtained by adoptillg 
-~ , 

the ODM scheme makes it a profitable scherne, ODM could be utilized further for other-
(, ,. ) . ~ 

)

" ., f>licAtion~. Sorne ~f the~e further ~OSSibi:ities are br~eJly me~oned in the n""t section. 

~-1 
7.5 Fflrther Possibilities Under ODM: ) 

The ODM scheme as a 81S1' design, as well as thé different methods to easi/y ge~-
• - 1 , 

• ,,(9~ .. - , 
"- Q,.. 

ï" 
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eraie sequences presented in the previous chapters caIJ. be useFul for other appIièations. 

TIHs section briefly mentions sorne of these possibilities. 
éJ 

1 ~~ 

1 

For ~xampJe, the ODM scheme can be extremely useful in a situation wherein the '\-

input patterns applied in a BISj!' d~sign are deterministically obtained For a 19,9% fault 

coverage fPatel 84). However, when"'the resulting output is compressed in an MISR, the 

faillI coverage co!-,Jd go down to a lower value depending on the order in which the set 

of input patterns are applied. The proposed ODM scheme can i~prove this coverage 

witl! a very smaJJ amount o[ addition'al overhead. 

, , 

Oth('r tban in' this specifir application, in general, the different methods developed 
{J 

[01' gcnC'rating a sequence out of a large number of possible sequences (of length 1), by 

using.."-smal! amounts of hardware ( O(/og(l)) gates) [Zorian 84} [Zorian 86aJ [Agarwa/ . , 

Bï}, ~'all a/6u v(' adoptcd in various appllcations other than the ODM scherne. 
, 

llmVf'\'~r, the g;eatest potent/id benefit that the ODM scheme holds.Jor further 

possilJiJities Iiel in its proposed ~tructure. In general terms, ODM's structure can be 

thollght~ of a\ a °struct.ure tha; tremendously simpl~fies the orlginaJ drcujt under co~
sid('ration ai a very low cost. To be more specifie, if the ODM model without the final 

Counier vlock is considered and is analyzed [rom a general point of view, then it can be 
t' 

S('f'n thal thi .... model transfers the original eUT from a general multi-output cjrcuit into 
, -

a fUllctiollality simplified single-output circuit. More iII'!portantly; the output sequence 
'- . 

(1' g('l}('raf('(J ma.,' br designed to hold a characteristic spedfiély desired for a particular 
s. 

applkation under consideration. In fact, the Modifier b.loc~ can be programmed accord-

irJg to the desirrcf sequence q'. ln the application shown throughout this dissertation, 

i.e, usiIlg the ODM sclleme to optimize error maSking, the desired chara:teristic of the 

sequence q' Îs the mi1limal possible number of ones, i.e. weighf. Other such charac-
. 

t,eristics cou Id be. sought in.other applications. Hence, in generaJ, the proposed ODM • 
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struc~ure is a non-expensive way to simplify a generaJ multi-output circuit to a single 

output-circuit that gen;rates a s~ecia/ output se~e ~'. This feature can be exp/oUed 
, 

for various applications. One ex ample is diagnosing faults in.. BISTed circuits, whicll is 
o " 

still an open problem f!v[cAnney 87J. This cou/cf possib/y be rea/ized by using sorne killd 

• of o~.line comp'arison between ~he special ~utPut sequence q' and Hs expected valu,"· ') 

" 

(J 

{ 

...... 
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