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- . Abstract ) .

. . s ! -
The concept. of. Built-In Self- Test gBIST) has recently become an increasingly at-
tractlve solution to the complex problem of testing VLSI chips. However, the reallzatlou

of BiSi‘{faces some challenging problems of its awn. One of these problu‘ns is to in-

L4

crease the quality of fault coyerage of a BIST implementation, thhout incurring a large
overhead. In particular, the loss of informatidn in the output data compressor, which is

- “ . )
typicallﬁsa multi-input linear feedback shift register (MISR), is a major cause of concern,

» »

In the recent past, several researchers have proposed differeni schf,mes to redude

thls loss of informatien, whlle maintaining*the need for a small area overhead.

4

In this giissertation, .new BIST scheme, based on modifying the output data

before compressmn is developed. This scheme, called output data modification (ODM),

exploits the knowledge of the functlonahty of the circuit under test to provnde a circuit-
specific BIST structure. This structure is developed 80 that it can conVeniently be

imp]emented for ahy -geyeral circuit under consideration. But more importantly, a

proof of effectiveness is provided to show that ODM will, on the average, be orders of

magnitude better than all existing schemes in ifs capability to reduce the information

loss, for a given amount of area, overhﬁad.
~ v . , 9

Moreover, the constructive nature of the proof will allow one to provide a simple

trade-ofl hetween the reductlon tolerated in mformatlon loss to the area overhedd needed

”’

o affect this reduqtlon. ‘ ‘ .
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A . P . e . , . .
entre la réduction de perte d'information désirée, et ’aire supplémentaire réquise pour

Résumé .

A -

La vériﬁcatiog des circuits intégrés a tres grande échelle (vLsi gonstitueé un
probléme tres ’c,omplexe. " L’approche des tests incorporés (BIST) est une approche
récente qui est de plus en plus attrayante. Néanmoins, la réalisation de puces autotesta-
bles pose Je sérieux: problémes aussi. Un de ces prob]émes est d’améliorer la qualité” de
I’ autoverlﬁcatnon du glrcmt sans nécéssxtel;une trop grande aire supplémentaire de sili-
cn%lm. La perte d’ mftgtmatno\r\ésultant du verificateur/compresseur de réponse (qui est
le plus souvent implé{nentéP sous forme de régistre (Shift- Register)c'é ehtrées rn-ultiples,)‘

constitue un des points d’intéréts majeurs de la recherche actuelle dans’die domaine.

& ® ' . ’ -,

Récemment, ’pl’usieux;s chercheurs ont proposés des approches visées _;réduire la
perte d’information résultant de la compreéssion de la réponse du circuit. En géx{éral ces
approches ne requiert que peu.d’aire de éilicium suppléméntaire. La présente disserta-,
tion propose‘une nouvelle approche d’auto¥érification. Celle-ci est basée sur la modifi-

cation de la réponse du circuit-avant la compréssion. L’approche, appellée *output data

*modification” (ODM) utilise la déscription fonctionelle du circuit -afin de réaliser une

- structure de test propre a un circuit. Cette structure est déveloper.afin’qu elle puisse

©

. albémem étre implémenter pour n’importe quel circuit.

+

Le plus important est qu’une {;&uve d’éfficacité est donnée. Cellé-ci démontre
du’én général, pour une aire de silicium supplémentaire donnée, ’approche ‘ODM résulte
en une diminution de la perte d'information qui est de plusieurs ordres de grandeur

inférieure aux autres approches précédemment proposées.
o

. . , /
En outre, la nature constructiveﬂ la preuve permet de facilement établir le rapport '

/

. 1 4
éflectuer cette réduction. N,
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Statement of Orxgmahty and Conﬁrlbutlon ‘to the((k!(nowledge

[N

The author of this thesxs claims originality for the followmg iLntrlbutlons
» The development of a BIST scheme, ba,sed\on the output data modlﬁcatlon concept, ﬂ
to optxmxze the error masking problem,, whlch is one of the majdr concerns of BIST.
l‘hls scheme provides the best implementation in the quality of BIS T compared to
all the eatrlier attempts. An analytical proof also developed in thls thesis shows

s .
that for average cases, it provides tremendous reductio¥ in error masking.
)

e The development of sevegal des‘igns for sequence generation. These designs are
characterized by their capability to generate laré‘e nuinpers of distinct sequences
(of length I using a small amount of hardware (O?jog( l)) gates). These designs
can also be.adopted in various ‘a'pplications other than the output data modification

scheme. ‘ . .-
1 Y Y « -

. The developmént-of a heuristic algorithm which has the goal of defermining®good

&
a.pproxmlatlon t0 a desired sequence that can be obtained for a given amount of

hardware . S J

.o The development of a trade-off concept in BIST desngns to achieve optimal solutions *
between the two following constraints: the desired arnount of test quality, and’ a
tolerated amount of extra hardware. More specifically, this concept is elaborated
for the case where test quality is measured by error masking probébility and where »

the amount of extrathardware is measured in number of cubes. - -~

e . 1
L4 [N ’
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Chapter 1

/

Introduction

-« |

1.1 Background: o ‘ . -

- {

The integrated circuit (IC) technology is continually moving towards higher scale

and density factors, hence making possible the fabrication of circuits with a very large

3

» .t g .t . ’ - » . *
number of devices on a single chip. However, increases in circuit complexity, due to these

technological improvements, have made testing such circuits a major problem [Williams

83].. ‘ , = ' -
‘ w

0 a

Testing is performed in order to determine whether a circuit is operating correctly,

or niot, i.e. to find out if it is producing identical results to what it.is originally desigs}e\d)

¢ a - 3 -

for.

-
-

A testing procedure, in ‘generél, consists of three steps: generating a set of input

patterns (i.e. test set ); applying these to the circuit under consideration; and a.r;a.lyzing

o
A
N '
. i

. I

o




or

//\ 3
, - v

¢ ~,

the resulting output-ddta. This pracedure is usually performed at various levels during
3

the production of a system [Mann 80] [Myers 83]. For instarce, the dies are\tested

during fabrication, the packaged chips-before insgﬁion into the boards, the boards after
o

J . '
assembly, and finally, the entire s'ystem is tested when complete. The comnplexity of the -

testing procedure at each level is determined by factors such as the time available for

testing, the degree of access to internal circuitry, and the percentage of faults which are

required to be detected.

1.1.1  Cost of Testing:

As digital systems become more complex, their cost of lesting becomes a major

part of the cost of a system. ? Thus, there is much activity in trying to reduce the

ki

s&;ce detecting d 1solatmg a fault at the board or higher packaging onc’ls costs more

cost of testing by developing different testing strategies. It is, however, immportant to

mention that the cost of finding a failing component depends, in addition to the testing

strategy upon the level of testing (i.e. chip level, board level, ...) as well. In general,

"‘“\

4
than at the chip level [lehams 83]. To mmmuze the ('ost of testmg, it is imperative

that faults be detected as earIy as poss:ble Most of our d:scuss:ons, throughout this

1

dlSsertatfon w111 be concentrated on chip level testing, although the scheme proposed is

-

apphcable to other levels besides chip level testing.

» [
- ~ »

3 . . -
1.1.2 Generating a test set:
& > ‘ .

The tés\tylg ‘procedure, as indicated previously. starts by genemrmg a lmi sel, Such
a set is utilized in order to identify the circuits that lmm yecoime faulty due tn physical

failures. The large number of possrble failures dictates that a practical strategy to

generate a test set shoyld avoid working directly with these physical failures. Since, at’

°

2

9




T
scauyse the same error under a given pattem Given a fault model, a te,s&set is consxdered

the chip level, one is not usually conce;ned with detc;rmining the exact phyéical
ff\u'lure, what is desired is merely to find out the existencé -or absence of any_failure.
Th.us, in general, the effects of physical failures are described by a fault model. If
4 fault model accurately cﬂlzcribes all the ph:ysiéal failures of interest, then, one only

needs to generate a test sef which detects all the faults in the fault model. The'most

wfdely—used fault model is that of a-s_i}’:gle line being permanently stuck-at a logic v%lug ¢

2 opa ?

of 0 (s-a-0)-or 1 (s-a-I). . ,

The presence of a gtven fault is said to be detecied when an apggopnate mput

0

patt,emhapphed to the cu'cun: under-test ( GU T), causes an incorrect Iogxc resuft (that

°

"\
ts, error) at one or more output lines of the OU T D:Ifere%hysmal faxlures/fault:s may

N

L+4

£

]

complete if it detqcts the entire st oﬁ_faults in a CUT. Hence; it.is essential that for

every fault; Atheré,must'ex—ivét at Ieg.ét one pattern by which it will be detected. It ‘will

.

. \ « € . . . < , - \
be seen later, that despite its necessity a complete test set is often not easy to obtain

» -
N -—

4

Various algorithms [Goel 81] [Fuywara 86:7 have been developed to generate test

sets for Chlp level testmg Conventzona]ly, a*test set-at thxs Ievel consists of either

LN

determmzsttc, exhaustwe, or randomly generated pattems, dependmg on the testing
¢

B .

strategy adoptéd A discussion concermng these strategws will- a,ppea'r }ater in sectton

’

1.2. M

1.1.3° Measures of Test Quality: ) -
o I -4

- v A
When considering a set of input patterns to test a complex circuit, one should first”

consider how good it is for,detecting the set of fadlts in the circuit. Usually, the qua:lity

-

L]
< .

;
* 3 . .
N »

-

-

-

A}

) for large circuits. ’ : <
) gy . ‘ — )

$
¥



L1J

Tseth 83). s,

v - . - - v " L I Y .

A ]

3 of a test set is measured by the ratio of the faults-detected to the total number of faults

2 A

& -

i the model. Th.ﬁ ratio is termed as fault coverage. *
* ‘ b

7
- . +

4 -~

. . " Fault coverage ‘is ué’ually determined by a process called fault simulation. This

process consists of stmulating the application of every pattern in the test set to the sot-

of faulty cir.cuit;s (corresponding to the circuit tc; which a fault is injected) al; d comparing‘

the responses to that of a fault—fré& circuit. However, such a simulation of the entire
>+ set of faults, particularly'in large circuits, vyith man}; tens of thousands of gates my

\ . N . ¢
+ take a prehibitive amount of coqmputing time. As an alternative to simulation, several

probabilistic measures have been proposed to estinfate the fault coverage [Savir 83a/

“ . A +
l-,\
“ , . J
- - . -
Q\‘l
8

1.1)4 Applying Input Patterns and Analyzjng Output Data:

u

* Once a set of input patterns is generated, it is'then applied to the circuil under

consi&eratiqn. bependihg on the testiﬁg strategy adopted, the source of input p‘attems

is in some cases inside the chip Kﬁ’elf, whife in others in an external device. This will

. be discussed more fully in a later $ection.. Similarly, the output data analysis is either
., M . ‘ ) ’
performed internially.to the chip or via an external device. It needs to be mentioned, that

N N

external devices, whigh serve the functions of generating input patterns and analyzing

- output responses, are often very expensive and.very complex systems.

» . . B
. Whether sperformed internally or éxternaNy. the analvsis of output dath always
: . B :

LY
the entire output responsec. or some funciion ol ity with reference

consists of

x

differ, tHe chip s declared faiilty or else fault-free. - X
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- - ° q »

’ . The following section describes in brief some of the testing strategies that are best

] (S - 1

suited for complex VLSI chips.

9 . . ° L,\
1.2 VLSI Testing Strategies: o

13

=

Different strategies to VLSI testing have been developea oveP the years [Williams
83] [Williams 84/ | W:;ng 85]. The purpose of this section is to provide a short description
of these strategies, b:;tlihe their uses, and describe some of their limitations. The, first
strategy considered is’ihe:determz'm'atic testing, which is prgb}zbly still ;nost common,

. although it has numerous limitations. One most significant limitation being that, it is

-heavily dependent on the structural information of the CUT. The second strategy, to

' be addressed in this section, is universal testing (i.e. CUT’s structure-independént),

C 3 which adopts the concept of building test facilities into a chip. Since the inclusion of |

’

test facilities is conventionally known as ”built-in self-test” (BIST) [McCluskey 85a],

the above mentioned strategy x;viII be te'rme\d as the universal BIST. The third strat-

.

egy, considered in this section, includes a new trend of BIST schemes: [Schnurmann 75]

®

‘ [Barzilai- 81] [Agarwal.83] [Zorian 84]. These schemes distinguish themselves from the
¥ previous schemes by having their self-test facilities adjusted (i.e. programmed) specifi-

cally for given circuits. We will classify these under a strategy‘termed as circutt-spectfic

BIST strategy. : ! : . \

v - = 4 ‘J-\

> _ 3

b4

1.2.1 Deterministic Testing Strategy: -
. Pl L . \ B

<

As mentioned in’ the previous section. the first step in the testing proceaurecomsists
of generating input patterns for a given’ CUT. Under the deterministic festing strat'egy,

’ c - fﬁ?& étep is based on the tﬂopo]ogical structurel‘of the circuit, and its set of faults. Fo
: ) P N

, 5 ‘
[ . . . T ' . - - (i
¢ @ ’ * ‘

_ . ] »
i - 0
- L]
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K3

v
’

derive an.input pattern for 2 particular fault, a specific struct ure—dépen dent computatibn
is needed.& The ipput patterns resulting form these compose a deterministic test set.
Such computations are usually perforined by one of numerous algorithms known as

automatic test patterri generation algc;rithms [Roth 66], [Goel 81], [Fujiwara 83]. To

/
evaluate the

70] [Armstrong 72| [Bose 82] [Hayes 82] [Levendel 81]

Under the deterministic testing, external test equipments are usedto apply gener-

rd

P

—_—

ated test sets, as well as fo perform the output data analysis [ Willia(ns 83).

1.2.1.1 Limitations of Deterministic Te

.
{Q

ality of the test set a fault simulatjon process is aiso requ;red [Chang

{

al

g »

o

-

" implies an exponential growth in test generation time with the growth in hardware

b )
_to reach mdre tractable growth rates 'for average circuits. An illustration in (Goel 80]

3 X

The contiriuous growth in the complexity, of chips creates major problems in all three
steps of the deterministic tesfing proctdure. Due to these problems, the input pattern

generation and application, as well as the output data analysis, have become ext’i'emgly

difficulties of each of these three steps is brieﬂy discussed in the fol!owing. )"

The test pattern generation pr;)blem under this strategy, is" we

an NP-complete prolzlem [Fu jiwara 82) [Ibarra 7

{

- \ \. . \
complexity. Various algorithms [Roth 66] [Goel 81] [F ujiwara 83| have Bee:@eleloped

shows that the test generation with such an a]gonthm in general consumes CPU time

at a#ale approximating G2 (where G is the number of gates in the c:rcuxt)%Whilv

attractive for large area chips. [Go

1
v

~

this growth rate is much more tractable than an exponential one, it still is no tgvery

?80[ projected upwards of 1000 hours of CPU time

6

b
3

nized to be

e

5] even for combinational ciccuits. This

. -(éxpensive steps. In order to better understand the magnitude of thesé~problems, the

.

~

3
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: \ Al

[N

C . -

" to generate tests for a 1 00.,000 gate structure,-even assuming an hlgérithm which could

determine tests without backtracking. Obviously, the costs of test pattern generation

for compler VLSI chips could quite easily become intolerable. ' / .

- ~ . L)
-

Another major problem with com'plex VLSI chips is in performing a comg;lete fault

7 .

simulation (needed to determine the fault coverage) for a detez"ministic test set. It
is obseéx:ed that the computer run time is proportfona] to G2 to do fault simulation
’ [Williams 79],\ and is proportional to G2 for both test generatior; and fault simulation
[Goel 80). Thus, small increasés in gate count will yield to qu{cif increases in fun times.

Several techniques have been reported to reduce the complexity of fault simulation

{ [Parker 79] [Ulrich 74]. However, it still is a very‘tixﬁe consuming, and hence expensive

-

task [ Williamis 79}, particularly for complexchips:

v
»

s " o \
c . ’ Furthermore, the two other steps in tgle testing procedure (applying input patterns’

\ ‘ .
* ) and analyzing output data), as indicated above, face severe probléms with large gVLSI

. . chips as well. These problems are in terms of time and* volume. Moreaspecifically, the

amount of time needed to apply .a set of deterministic patterns, and to'perform the
© ' - v

« o owpul data analysis, has grown Yo the extent that it often results in an unacceptable

9]

-test duration [McCluskey 85a. In regards to the polume, or number of input patterns

' and butput reference values it has become tod large to be handledaﬁgiciéntly by the

-~

;_\ test equipment hardware [McCluskey 85a).

©

t
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-
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Finally, another characteristic of the deterministic testing strategy mentioned-
. P2 )
" earlicr, is the dependence of test pattern generation and fault-simulatign on the struc-
S .
tyral information of a CUT. This is a limitation simply because a detailed structural

(i.e. topological) informétion of a complex VLSI chip is often hard to obtain and to

. c analy ze.




1.2.2 Universal BIST Straéegy:

Pal

[ N ¢

The limitations of the deterministic testing stratégy have led ‘the attention®of IC
manufacturing and design commupities to.new methods for testing complex VLSI chips.
One such method, which increases the controllability ahd observability of the circuits,

and, avoids the inadequacies of desgrministic test generation and fault simulation for

sequential‘ dircuits, is based on the i lea of designing circuits for testability. This is reaf

1

-’

ized by adopting some simple built-in tes¢ing techniques, known as design for testability
téchniques | Williaims 83] [Mangir 83/ [Mue);ldé;rf 81). Convenrtionally, suchtechniques -
are in some cases in the form of general guidelines to.be followed. In others, they are

deszgn rules to be Jmplemented Associated with these techmques is their cost of im-

75 _ ‘

\
It is important to mention that most of the design for testability'techniques came as

a résponse to the difficulty of deterministic test generat:on for sequentzal circuits. Hence,

m order to avoid this difficulty, a number of &ompames mcludmg IBM /EJchel.berger 77,

.Sperry Univac /Stewart 77/, Nippon Electric [Funatsu 75/ and Fujitsu [Andq 80/ have

developed special techniques commonly known as scan techniques. These techniques

f

" suggest gestructured design approach in which all sequer’)tial elements are organized so
ggest Qg5 p )

that their contents can easilY}c be controlled and observed. Using a scan technique reduces

the test generation problem for a sequential circuit to the test generation problem for a’
. v

n

combinationahcircuit alone [Williams 83 [McCluskey 84b]. Usually sequential elements
(fuch aslat‘chés and flip-flops) tested under these techniques, are first switched from their

ormal mode of operation to a test mode. During the test mode, these elements become

-

threaded together into one or more shift registers. This makes it possible to first scay

in arbitrary test patterns through them, and then scan -these patterns out to compare

o

* 8
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the output data with the correct response. These techniques are becom'ing_éommonly

| accepted méthods and therefore increasingly imp]em‘znted by the manufacturers||.

L =

. As a result of adopting a scan-based@ technique, the sequential testing préblem is
reduced to onefor combinational circuitry only. Hence, the main task remains to develop
a tf?siing strategy which solves the problems of determjnistic testing for combinational
circuits. In other words, the major intent is to provide a testing strategy that eliminates

¥

the problems of test generation and fault simulation for combinational circuits, avoids

the expensive lest equipments, and is also-independent of the CUT’s structural details.

A new testing strategy promises to realize all the above meptioned intentions by

providing a structure-independent and on-chip testing strategy. It is termed as universal

BIST strategy. This iestin’g strategy moves some or alt of the test equipment functions
onto the chip itself, or onto the board on which the chips are mounted.  Therefore,
it is called a b‘uilt-z'n self-test strategy. Furthermore, it is called universal because the
structure of its self-test facilities ho]dg a general desién, independent of the CUT’s

. . .
structure (i.e. the facilities are not programmed specifically for a given circuit).

. ) ° - 5
Under the universal BIST, various built-in self-test schemes for random combi-

“national logic [McCluskey 85a), PLAs |Treuer 85] and memories [Sun 84] have been

developed. Such schemes are useful tools in the testing of complex VLSI chips. More

N s s

details about these BIST schemes and in particular about -BIST techniques used for

random combinational logic are described in the first two chapters of this dissertation.
) \ ‘ —’ }

%
- .

+

1.2.2.1 General BIST Model and Self-Test Operation;

14
Due to the increasing use of scan-based techniques, the main emphasis of current

BIST schemes is to provide close to a 100% testing of the combinational circuitry.
P :
v‘ - R 9
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The implementation of a BIST scheme implies the addition of self-test facilities, that
enable the resut{ing structure (i.e. the BISTed design) to apply the input patterns and

analyze the output data. Figure(l.l) shows a gener‘aul BIST modei which consists oFthe

“combinational CUT itself and the extra blocks for self-testing.

‘

1 \ E—— 1 l-“.-1 )
2 ) 2 : '
7 — ) 5 : ‘
IPG - . CUT *joDC ) E )
i ‘ CLE
n m: | l -~
N , . ' L
e————— s L . -t
pden 1
T
) L_.__! Comparator
}
+Y¥8/No

l

Figure (1.1) A General BIST Model

In a typical BIST mo&el, thre extra blocks remain transparent to the user during

the normal mode of operation as long as the original circuit functions accorditig to its
specifications. During the self-test modeq, one of the self-test blocks called IPG (input
patte;'n gen'erator) generates the input battem‘s internally and applies them to the circuit
in questic;n. Conventionally, then test sets used in BIST schemes are either exhaustive, i.e.
consisting of all possible input patterns, or pseudb-random, i.e. consisting of bseudo—
fandomly generatend patte;‘ns. The test patternsl for both cases ('i.e. exhaustive, or
pseudo-random) can be gen;:rated interpally, as will be discussed in the section 2.2, by
simple IPGM&“ mode. Hente,-there is no need for the difficult test
pattern generation processes?ba‘t\are needed under the deterministic testing strategy.

¢
Such an internal pattern generation possibility solves also the difficult requirement of

-

10
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C storing the test patterns in advance, and thus avoids a large part of the memory required

o
-

o to store these patterns. ) ’ .

> Furthermore, mzst of the BIST échemes reduce the' amount of output data prior to
- ' the final step of ouiput data verification. This process of lessening :hé amount output
data is well known as output data compression, and pérformed by a block termed output
data compressor kODG). This block collects the a\ctual output data of a CUTﬂand
compresses it into a signature of the output response. The intent behind this l;ssem'ng

is to reduce the amount of memory required to store the vé]i:mnioys reference valtrés

needed to verify the actual output data-of a CUT. . :

Finally, in opde_r'tJo complete the output data analysis, the last two blocks perform

[+~
the verification step. erein, the observed signature in the ODC is compared by the = '

’ ‘ %
Comparator with the fault-free value stored in the reference block. Hence, if the two

c signatures differ, it is safe to predict that the CUT is faulty. And if the two are identical,
then the CUT is conventionally declared fault-free. However; identical signatures do not -
guarantee a fault-free circuit, since a faulty circuit can produce some output combination r

whi:ch gels compressed into the same signature as the fault-free one.

»

Under various BIST schemes, the self-test blocks in Figure(1.1) are realized by dif-
ferent devices (i.e. circuit struciures). It isaimportzint to note that these devices are
intended t? be simple and nonexpensive, so that they require tolerable amounts of hard- .
ware. The most commonly utilized IPG cor;si"sts of an extremely simple device, called
linkar feedback shift register (LFSR) whlich has the capability of\generating both ex-
ha'ustive and pseudo-random patterns [Peterson 75]. The output data compression itself
is often performed by simple devices as well, e.g a counter for One’s Counting [Savir
” 80] and Transition Counting [Hayes 76b/ tech}Jiques, or a multi-input linear feedback
c shift register (MISR) for another compression technique known as polynomial division

’ . N
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‘ [Benowitz 75].

Th(e: characteristics of input pattern generatjon and output data compressioy tech-
niques, as well af their specific df;vices, are presented in more detail in chapter 2. It can
be noted that the use‘of pseudo-random pattern generation followed by conﬁs\sion
of ou\t‘pu't’ data by polynomial division is being increasingly adopted by many reported
BIST schemes [Konemann 79] [Bhavsar 81] [Bardell 82] /Komonytsky 82). Hence, this
Use has become an almost standard form of testing in universal BIST. F urt];errzgorc), this

standard BIST has recently been adopted by several manufacturers in their products

\/bannielé 81/.

I.2.2.2 Limitations of~Univ‘er%1 BI.§T:

-

The current universal BIST schemes have different limitations. One of these is that
if schemes with exhaustive.testing are used for complex VLSI chips, then a circuit with
a lzarge number of inputs may require an exceedingly- large test-set, with its consequent,

unacceptable test time [Bozorgui-Nesbat 80).

On the other hand, if pseudo-random testing is used, certain faults, known ‘as ran-
dom pattern resistant faults, may exhibit extreme reluctance to detection by the pseudo-
random patterns [Eichelberger 83|. Therefore, such faults may result in’ unsatisfiable

4
fault coverages.

-

’ Yetq another drawback with universal BIST is faced if a faulty circuit is declared.. o
as fault-frée A; mentioned earlier, this may happen when an erroneous output data js
conﬁf)r-essed by some ODC into a signature identical to the fault-free one. It is obvious
that this dr;wback also affects the quality of test, since it reduces the expected fault

coverage of a test set [Smith 80| [Bhavsar 84]. In particular, this phenomenon which

12
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occurs under currént BIST schemes for random logic using output data compression

will be the focus of interest throughout this dissertation. (

. o

1.2.3 ' Circuit-Specific BIST Strategy:
&

Although an ideal BIST structure should be a completely general one, in the sense

that it should be applicable to any CUT, in order to avoid some of the Iimi@ationg in

universal BIST, a nemI strategy which considers circuit-specific self-test structures is
under development [Agarwal 81] [Agarwal 83| [Zorian 84] [Tang 84] [Chin 84]. This new

strategy, termed here as c:rcu%speczﬁc BIST strategy, is mainly aimed at optimizing

-

the test quality, while maintaining most of the advantages of universal BIST.
\ "

With t,hf’ above mentioned strategy, a typical BIST scheme utilizes certain infor-

mation about the CUT in question to program the self-test facilities. This information
" N .

is generally the functionality (i.e. the functional information) ot:a CUT. Conventionally,
despite that such self-test facilities have a general design, they need to be programmed
specifically for given CUTs. Notice that the three limitatjons of urnversal BIS]: men-
tioned‘ in section 1.2.2..2, can be avoided or reduced by adopting such circuit-specific
BIST schemes The overcoming of these limitations by ctreutt-specific BIST schemes
will only be briefly'discussed next. More thorough discussions appear in the subsequent

chapter. .

a
F

The first case ro.nsid“ers.the test'length probllem for complex VLSI chips under ez-
.haustive !qstmj. Various BIST schemes, know‘gt as pseudo-ezhaustw’e testing schemes,
appeared recently in the literature [Wang 84| [Tang 84]. They suggest different tech:
niques to reduce this test length problem (t;y‘adopting circuit-spEeciﬁc IPGs. Such a

technique typically exploits the functional informatiomof a CUF to, determine the set

3
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E
.

ﬂ
of inputs which drive each output, and then accordingly set a specific IPG that will

provide a reduced test length. Several psegio—ex?)austive techniques are described in
’ »

rsectiqn 221 ) -

The second case o illustrate the use of circust-specific BIST deals with the at-

tempts aimed at detecting random pattern resistant faults, in order to increase the

fault coverage of schemes based on pseudo-random test. Some of the attempts, to
v ) .

solve the problem of random pattern resistant faults, suggest ways to modify a regular -

pseudo-random IPG for a given CUT (see section 2.2.2.2). One modification is to gen-
erate unequiproba,b)e (i.e. biased) random paitéms. These have been shown to provide
hiéher possibility of detécting thfa resistant faults [Schnurmann 75) [Chin 84] [Wundelich
87). i ‘

-

Py

Another question of major concern under most of the current BIST schemes for

random combinational logic is the problem of declaring a faulty circuit as fault-free’

due to output data compression [McCluskey 85a] [Williams 84]. This problem can also

" be reduced by adopting circust-spectfic BIST schemes [Agar}/val 83] [Zorian 84/ [Li 87].

This reduction is realized by exploiting the functionality of the CUT, and accordingly

. providing circuit-specific IPGs and ODCs. The -main issue of the remainder of this

dissertation is to introduce, implement and analyze a complete BIST scheme which has
the ability of drastically reducing the problzem ~ot” declaring a faulty circuit as fault-free
by modifving the output data /Zt;n'an 84 [Zorian 86¢]. ’

It is important to indicate, at this stage, that the circuit-specific BIST strategy
in general might be considered as a promising strategy since it tends to maintain the
advantages, and avoid the problems of the two previous testing strategies (determz"n-

istic and urﬁ"versa,l BIST). To be more specific, considering implementation costs, the

< N 14
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ezrcu:t~spec1ﬁc BIST strategy aYoids the large expenses of mput pattern generation,
fault simulation and test eqw})ments under the determmzst:c testing strategy, while it
Lends to maintain the ease of implementing BIS T\facxht:es (IPGs and ODCs). In other
respects, it avoids the dependence on the structuralpdetag'ls‘of a given CUT needed under
the determ_z'm',stic testing. However, it u;tfally utilizes the functionality of the CUT in .

question. Finally, such a strategy can improve the test quality of Universal BIST by,

minimizing the problems of error informatjon loss and random pattern resistant faults.

L]

=53

1.2 Error information Loss in BIST: - ) -

' 2

B

As discussed earlier, the compression of a CUT’s output response leads, in general, -

-

to a loss of error information. Such a loss results in a reduction in the test quality of the o
o:'erall BIS quesign, since the numi)er of faults which re{nain undetected because of zhis

loss, causes a reduction i;z the-expected fault goverage'[McC'IusI.(ey 8‘53/ [Bhavsar 84). It

has to be mentioned that faults in the BIST hardWare itself may ‘also lead to information

loss. Attua]ly, various BIST schemes mcludmg those usmg stgndard BIST might reach
considerably low fault coverages due to error information loss. Such fesu]ts are shown

" for example in [Sa.xena 85] [Zorian 86b]. Numerous BIST schemes mtended to reduce .
the loss of error_ information have been reported in the ]xterathre [Hassan 83| [Hassan

84af [Bhavsar 84| [Hlaw:czka 86]. However, for the a.mount of hardware overhead that v
these schemes require, the reduction rate provxded»rs Imnted (analysis found in sectlong

3. 3) Consequently, there is no provision .to obtam better reduction rates under these

sq:?z,@nes [Bhavsar 84].

4
S ©

The objective of th:s dissertation is a new BIST scheme which not oﬂ]y provides

the best implementation in the quality of BIST over all the earher at"tempts, but also

-

tends_to solve the problem of error information loss by drastically peducing its rate

- 2
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. " ° output dala is ever erroneous, then its corresponding signature will differ from the
. fault-fiee signature. Such an insurance is particularly suited for very high test quality
\ ' v - . R )
requirements ( 1 failure in a 10° or 10° parts etc... ). Moreover, the hardware overhead".

required to implement this scheme is not more than that used in the previous attempts.

-

N ——y
3
4 ¥

| Importantly, the amount ofloss, in error information for a BISTed design depends
upon two faétors. The first factor is the function adopted for output data compression,
whereas the second cpnsist'é.of the CUT’s error-free outpul data itsell. None of-the
previous attempts takes both factors into consideration (see section 3.3). In effe%t, they
suggest improving the effectiveness of the standard form of B[SlT'by optimizing only
one of the factors: ch; output data compression function [Bhavsar 84] [Carter 82a]. The
-~ Bl.é T scheme presented in this d’issertation utilizes the dependence on both factors. ‘The
@ above mer{tion‘ed .;xperiori&y of :u5 scheme is actually the re\sult Sfproperly optimizing

- L3

both of these factors, and consequently achieving tremendous increases in the effective-
« . . \

ness of standard BIST. The optimizatiens of both factors, under our scheme, as will

be shown in section 3.4, are not independent of each oYher. In effect, an appropriate

s

function for output data compression will ﬁrst% determined. Then, accordingly, the”

output response data. will be optimized. This ’optimizab'on (of the second fac tor} can

be realized by modifying the output data of a fault-free CUT into-a modified output
o) .

data which results in a substantial reduction in error information loss [Agarwal 83].

Moreover, this modification must be done by an easily implemensable method. The
. b ‘)..

4 BIST scheme developed throughout this dissertation utilizes such a modificalion to’op-
\\ l timize its outpul data [Zorian 86c| l;y adopting an easily iﬁ(plementatgle method [Zorian
. 84] [Zorian 86al. Hence, this scheme is termed in the remainder of this dis.iertation as

4 outpit data modification (ODM) scheme. '

- "16 A

to insignificant levels. Hence, this scheme provides a very high insurance that if pn -
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The ODM scheme, as will be shown, consists of an adjustable, i.e. programmable,

BIST structure (ie. IPG, ODC, etc...), in order to perform modification of a given
- & °

output data. Hence, this structure is specific to the CUA in question. TFhus, accordingly

the OdM scheme is classified under the cz'rcu:'t-spcci’ﬁc BIST strategy.
. Q.

In other respects, the BIST structure itself will be shown to have the abjlity of being

very conveniently imiplemented for any general circuit. Furthermore, it is anaGI}_/ticaIIy

1

‘ proved (in chapter 5) that for any average case, the ODM scheme provides tfemendous
improvement in test coverage. Moreover, the constructive nature of this proof provides
a wholerange of trade-offs between the itnprovement in the desirad test quality and the

. v, s

overhead in siljcén area needed to affect this improvement. .

o ~ .

‘ -
. IL. Dissertation Outline: :
9 . ’ \
- The remainder of this dissertation is organized as follows:
)\ 9 ) o
. 1;) chaﬁteﬁr 2, a, review of basic BIST techniqies for random logic, used under
* \ untversal and circuil-specifidSBIST straiegies; is presénted. These basic techniques are.
- LY

.

used for input pattern generation and output data compression processes. Most of these
. E

s techniques will also be used for the ODM scheme.
@

In chapter 3, the error masking problém is discussed= An analysis of the existing

BIST schemes axmed at reducing this -problem is prowded Fi naHy, the output data

-

mod:hcat:on concept is inttoduced, and its BIST mode demonstrated

¢ @

¢ v

In chapter 4, various methods are #veloped to generate a specific element of the
ODM scheme: the modifier sequence. This sequencle, which is based on the functiohality

of a CUT, is shown to be easily generated by _nor-expensive circuitry.

&
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> In chapter 5, an effectiveness proof of the ODM scheme for average cases is dével-

- . . v *
oped. A useful trade-off between Qe;improvement in desired test quah'tyfa}s( the area
. ) ! - s

»

¥
Y . overhead neéded to affect this improvement is discussed as well. P

)

< 3In chapter 6, the réaliiat,iom of the OQDM concept as a BIST moW . "%

' . Then,given a CUT, thc Jmplémentat;c(n of the scheme is demonstrated, and’in partic-

H

- ”
ular tbf;\cn:cuzt specific progra.mm.wg of its Modsfier block is deta:led

Finally, chapter 7 goncludes the dissertation.with some. simulation results ghd can-

~
cluding remarks. There it will be shown that the ODM scheme can indeed sek‘rﬁry
‘ ~ ) ' —_— . ﬁ. ~ ) . {
useful role in providing.high fault coverage through BIST for a minimal increase in the :

area overhead. \S : )
- - . ) o

q .
k] Y -
14
F f \ »
s
« 3
» © -
- ° '
4 . .
~
. t
*
- o ~
3 ) »
. \ , ‘
. @ \
® ‘Q
= \“ Q -
v . ’
a L] %
Y 1]
18 .




< -

. ‘ “ Chapter 2

\ bl ©
Lo

BIST for Random Logic

® \/ ' :
.o — ' { -
2.1 Preliminaries: .

The concept of BIST has in recent years become an invaluable tool in the testing
of romple.}' VLSI chips, especially with the outgrowth of scan-based teéhniq:{;es. This
is evidenced by ;he several commercial chips with BL‘ST implementations [Kuban 83]
/ Gelsip‘gé;r 86,. Particularly, the current grc;wing usage of élpplicatibn-speciﬁc integrated
,circui}s (ASIC) has rtller increased the value of BIST, since the expensive procedure
needed for the deterministic testing st‘rategy cannot be just;‘ﬁed for the limited pro-
duction runs of ASICs. Several aspects concerning the importance of /BIST and the

. r
bencfits it provides were demonstrated in chapter 1, along with the differences between

S 3

its universat-and circuit-spectfic strategies.

19 -
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One of the most useful aspect 6f BIST is its ability to test deeply émbedded fogic, "

PL As and memories. It has now been established that'BIST for regular structures such

24

- as PLAs and memories can quite efficiently provide a guaranteed fault coverage [Treuer

85] [Saluja 87] which doe¥ not‘re.quiré any fault simulation.”On the other hand, BIST

‘schemes for non-regular structures, such as random combinational logic, have not yet
*evolved to a guaranteed fault coverage environment. For most such schemes, the only

ensured coverage is in terms of error coverage, as will be discussed in the following .

chapter. Various attempts [Hassan 84a] [Bhavsar 84) [Carter 82a] to ificrease this errog

N

\ ' ~ i

have been reported. The ODM scheme, presented throughout this dissertation, has the -

same objective. However, it provides a tremendous improvement in error coverage at a

very low additional cost. In the remainder of this dissertation, only built-in self-test for &

9
random combinational logic is treated.

In order to more easily understand the ODM design and its inplementational as-

pects in the foHowing chapters, it is important to illustrate some basic BIST techniques

>~

in advance. A review of such techniques and some analysis of their limitations arc
s

presented in this chapter. More specifically, the BIST techniques addressed here cover

exhaustixze and pseudo-rand‘om input pattern generatzon, as well as qa.nous outpul data
c})mpressxon techmques like po]ynomlal d:ws:on, panty check and count-based tech—
niques. Most of these BIST techniques are ut:hzed by different existing BIST schemes

as well as to implément the ODM s&heme.

LY

'
Before reviewing and analyzing the abbve mentioned BIST techniques, it is helpful

to direct one’s attentionto how these techniques are used by the ODM scheme. A typical

<

input pattqrn generator under the ODM scheme has to provide two sets. of patterns

i ’ . “l
simultaneouyly: one pseudo-random and the other exhaustive. Thus, it is necessary to

1Y

20

coverage in o&der to increase the certainty of BIST for rahndom combinational circuits -
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address both pattern generation techniques in this chapter. In regard to the output
* Q
ﬁata compression process under ODM, it is performed. by two succeeding steps. The

first step uses a polynomial division-based compression technique (i.e. MISR); whereas

<

the second step utilizes a count-based technique. Hence, most of the BIST techniques

inttoduced in this chapter will be useful in the following chapters, where the realization

of the ODM scheme is presented. Prior to the illustration of these techniques, a well-

known sell-test device, alled LFSR, is described.

2.1.1 Linear Feedback Shift Registers: 4

P

. . ‘5\ 1 /
A BIST design, in general, consists of two principal units for self-test purposes °

(Figure(1.1}). These are an IPG which éenerates the input patterns and applies them

to the CUT inputs, and an ODC which collects and then reduces the large amount
of output data prior ‘to its evaluation. These two units are often implemented by a
device called a linear feedback shift register (LFSR). Conventionally, LFSRs are used to
buil:i pseudo-random generators [Golomb 82/, polynomial division-based compressors
[Benowitz 75], and store addr‘esslgenerators [Hsiao 77| [Wang 82]. In order to well
understand the capabilities and the limitations of an LFSR in a BIS Tstructure, a brief

description of its operation, structure and characteristics is provided in the following.

The mathematics,’upon which an LFSR is based, is essentially the same as the basis
for algebraic coding theory. A more détéiled treatment of the material intgthis sect;'on
kan be found in [Petersoun 75]. Cdding theory treats binary sequences as polynomials
with binary coefficients, where each bit ina sequen'ce is the coefficient of a unique power’

of z. Forexample, the 5-bit'sequence 11001 is represented by the 4'-th degree polynomial

m(z) = 4+ 23+ 1. Here, the degree of a polynomial is the largest power of z in a term of

v
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the polynomial with a non-zero coefficient. The arithmetic, which must be used in the

manipulation c;f these polynomials, is lthe arithmetic of the coefficients over the Galois ,

Field ?f two elements GF(2) [Peterspn 7.5]? Notice the resuli of dividing, multiplying

or adding two binary polynomials also yields a p&lynomial in z with binary coefﬁcignts‘.

For instan;:e, the division of polynomial m(zS by p(z} yields a quotient polynomial q(z)
. b

and possibly, a remainder polynomial r(z):

) m(z) . 1(3:_)_ ' C
) e = q(z) + oE) - (21) °

Example (2.1): Suppose thab m(z) = =7 + 2% + z is divided by p(z) = 28 + 2 + £ +1,
then the quotient polynomial is q(z) = =2 + 1, and the remainder is r(z) = z° + z* + 1.

4

-

LFSRs can be used t&*mechanize polynomial division. An LFSR is a linear se-
quential network [Elspas 59| composed of interconnections of two types of elements:
memory e{eménts (e.g. D-flipflops) and Exclusive-OR gates. Figure (2.1) represents the

general form of a k-stage LFSR, where memory elements ‘are representéd by squares,

and Exclusive-OR gates are represented by the symbol &. -
95 hy hi—2 Ry-1
. . _ output

input
Figure (2.1) The General Form of an LFSR
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m(z)=z+z%+ 27

The”r‘nsmory elements together form a shift regxster ;l‘he output of the last stage of
this regxster is fed back to the inputs of some of these memory elements via Exclusive-OR
gates. These gates give the shift register its linear property [Golomb 82|. The feedback

connections which characterize an LFSR dre represented by a polynomial known as the

LFSR’s characteristic polynomial p(z): :
\
p(z) =1+ hz+hz?+ .. +hpaz® ek - (2.2)

w,herq h; lS equal to one if the .corresponding feedback path h; is a cIosed circuit;

otherwxse, it is equal to zero. The external input line shown'in F 1gure(2 1) allows a

serial feed of dgta. /

s(z) =1 + z + - + z5
B T S S Ny A
rz)=1 4+ I LS
m : 01010001 g:101
q(z) =1+ 22

Pt !

Figure (2.2) An Illustration of.a IBOIynomiaI Division
The operation performned by an LFSR is equivalent to the process of dividing an
‘input polynomml m(z) by the characteristic polynomial of thé LFSR p(z). Specifically,
the polynomial division m(z)/p(z) (equation 2.1) is performed by initializing the LFSR
to all 0’s, and serially shifting into the LFSR via its input, tHe input sequence that m(z)
represents. Due to this division, a new sequencé is shifted out serially from the LFSR

output (i.e. the last stage). After the last input bit has been shifted into the LFSR,

4
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a content remains in the LFSR. The new sequence shifted out of the LFSR represents
the quotient polynomial of the division, ¢(x); whereas the LFSR content represents

the remainden polynomial r(z), shown in equation (2.1). e polynomial division‘%})

i

Example(2.1) is réalized by the LFSR shown in Figure(2.2).

¢

Con.v'entionally, when polynomial division is adopted to perform output data com-

pression in a BIST design, an LFSR is utilized as the ODC. In such cases, the ODC’s
\
input sequence {i.e  input polynomial m(z)) is the output sequence from the CUT.

A

After the division process has been performed, the LFSR content (i.e. the remainder
of the division r(z)), represents the compressec‘i'form of the CUT’s output sequence.
(feneral]y this remainder \is termed as the signature (of the output response). Hence,

the LFSR is sometimes called a signature analyzer [Frohwerk 77| [David 78],

Most of the BIST schemes adopt LFSRs for input pattern generation as well, This
is possible when a test set of pseudo-random or exhaustive patterns is require}}. An
LFSR that typically serves for input pattern generation is the autonomous LFSH, ie.

the one with no external input string applied to it. The sequence of test patterns

%

* generated from such an LFSR consists of its succeeding contents. Thereforé, with each

!

§ransit;'on of state, the new LFSR content serves as the next pattern. Since an LFSI~

content appears on the outputs of its memory elements, the outputs of these elements
!
can be directly connected to their corresponding CUT inputs. The only activating force

of an autonomous LFSR is the feedback connections to the Exclusive-OR gates because
‘ |

there is no external input sequence applied to it (i.e. a constant O is applied to the

‘external inpt}t ). Conéequently, given the characteristics of an autonomous LFSHK and

its initial state, the entire sequence of patterns can be determined in advance.

1

Each autonomous LFSR has a specific cycle, at the end of which the sequence of jts

 patterns repeats. The cycle length (period) of an autonomous LFSR is determined by

’
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its chardctéristic polynomial (in some cas:es, on the initial state as well). The mazimum
cycle ‘lcngth possible (upper bound) is 2% — 1. This will consist of all non-zero distinct
patterns. This arises provided that the LFSR starts in a non-zero initi:;l s::ate, and that
its characteristic polynomial belongs to a certain class [Gschwind 75]. Tlus is the class
of primitive polynomials, for which tables can be found in [Golomb 82] [Peterson 75],

and many other pubhcatxons Figure(2.3) demonstrates an LFSR which generates such

a set of pattems. .

';;(x)=1+:z:+r°’

period :2" —1=17

initial state:.

D
NQQ&F‘NQM-‘————;‘
>

e QT D D ke e —y

b

Figure (2.3) An Autonomous LFSR with Maximum Cycle Length

{

The above mentioned property of generating 2¥ — 1 distinct patterns pr_gvides a

. s
useful application of LFSR’s in BIS T This is the use of maximum cycle length LFSRs

as IPGs for BIST schemes with exhaustive testing kSedmak 79| [McCluskey 81].

~

Furthermore, the patterns generated by an LFSR-with maximum cycle length pos-
sess another very useful property which can be observed in the order of the patterns’

appearance [Muehldorf 81]. Any segment, out of the entire sequence of patterns gener-

j
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. ated holds properties similar to random patterns [Golomb 82|. It must be stated that

the generation of these patterns cannot be considered truly random. One of the reasons
\ A
being that in this case, no pattern is repeatable until all of the other patterns appear. *

Hence, these patterns are usually termed as ;‘;seudo-random patt'erns.,[Golomb 82].

a

In BIST schemes, the ability of LFSRs to generate pseudo-random patterns is
considered to be one of their most appealing properties. Thib is because it is established

‘that applying pseudo-random patterns in sufficient numbers (but still. much smaller than -
QI -

. ! »

the set of all possible patterns) is often very effective for detecting faults in combinational

[Agrawal 75] [McCluskey 85a] [Chin-87] as well as in sequential CUTs [Losq 78]. -

Moreover, a‘n'othef' appea{ing property of LFSRs characterized by primitive polyno-
mials (i.e ma;:imum cycle lengths) rénders L'FSRs useful for ou_tp‘ut data compression. ,
It has been shown that for ODCs, ptimitive pol};nomials are prefera:ble to nod-primitive
polynomials, because they guarantee the detection of all single-bit errors [Bhavsar 85].

oPrimitivé polynomials are also preferred to non-brimitive polynomials bec'ause they re-q
s_ult‘in less error information loss. This is true for the case where specific error p‘at,t('rns
are considéred ‘[Hﬁssan 83], as well as for the more ger;eral case with different error
oecurrence probabilities [Williams 86/ [Wihlliamsv87]. However, to predict the effect of
the choice of a particular primitive polynomial on the fault coverage of a BIST scheme

°

is still an open problem [Ivanov 87/.

2.1.2 Hardware Cost of BIST:

.
Ever since the introduction of BIST techniques, the related hardware overhead,
and cost of implementation, have been of primary concern [Williams 84]. Coénvention-

a;lly, self-test circuits needed to implement the BIST techniques are either added to

~
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the original CUT, as in [Bhavsar 81, or formed by reconfiguring son;e of the ‘éxi':éting
elements- in the CUT, like in [Konemann 79]. In both cases, some extra hardware cost
arises. O’lyusly, such a cost depends on the design and implementation of the chosen
BIST technique as well as the T xtself Various methods have been introduced to
investigate' the hardware cost of BIS TDdesigns [Ohletz 87]. From [Bardell 82 (where
three different BIST schemes ar& described and cormpared for ;:ost and performance),
it appears that a75% threshold isjcurrent practice. Hx:'gher levels may be acceptable if
test-cost is reduced enough. In the implementation of th(; ODM scheme as well, the
hardware cost will be shov'vn in chapter 6 to be of primary concern. LT
- ¢ -

Various BIST schemes use different techniques to design the® two principal self-

»

test biocks. The remainder of this chapter treats a number of these techniques. This

~

treatment. will serve as a basis. to understand the implementational aspects of the ODM

scheme in the following chapters. Qg 1

o

~— * —_ 1 r\.—-\/

3 \ ‘
1.2 Input Pattern Generation Process:

The existing BYIST schemef for combinational cirld;\:suggest geveral techniques to

- o »
-

perform input pattern generation;. The pattern generation techniques of interest here,

‘ : \
can be classified under the two most common types in BIST: exhaustive and pseudo-

A ~

random. These two types are both of interest because they ard needed to 1mplement an.

IPG in the ODM g'che,m

o
.
. s
52

"It is necessary for an IPG to uce a repeatable test sef, and for the IPG to send

7.\7,

distinct start and stop signals to the ODC i urthermore if the curT a,nd o memory

elements, it must be possible to repeatalﬂy initialixg them to a known state before the

° .
> ' o .
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start signal is issued. These forementioned requirements are to ensure that for a given -

1

circuit, the same signature results for the fault-free CUTs. .

s L)
e

2.2.1 Exhaustive Test-Based Techniques: o=

4

r

'Exhaustive testing implies the application of all possible 2" input patterns to a
v

CUT, where n is the number of the input lines. The important advantage of this type

of testing is that it is CUT-independent in the sense that no information about the CUT

is required, except the number of its inpuf lines.

\ 3

Several schemes under universal BIST suggest the adoption of exhaustive testing
to ensure complete fault coverage)[Sedmak 79) [McCluskey 81] [McCluskey 82/ [Agarwal

83/. Examples in [Savir 80] and [Barzilai 81] couple exhaustive testing with One’s

counting as the output data compression technique, while those in [Susskind 81| and

[Muszio 82; couple exhaustive testing with the accumulation of Walsh coefficients.

I .
The implementation of an IPG which performsTexhaustive testing in a BIST design

requires a device capable of generating all possible input patte;'ns. An obvious candidate” -
to perform this task is a binary counter. But since the order of the applied patterns is

not importa%t in an exhaustive test set, it is possible to use a maximum cycle length

v

LFSR that generatef all but one of the exhaustive patterns. Furthermore, the use of

such an LFSR is also more efficient, since its hardware implementation is known (6

-~

' consume less area overhead than a binary counter of-the same size. However, for the
]

LFSR to generate the missing all-zero pattern, a modification of the -maximumcycle
length LFSR is needed. One possible modification is to add a scan péth to scan-in the

all-zero, state througlﬂ the LFSR /McCluskey 84b]. Another is to add extra gates to |

‘autonomously cycle through the all-zero state [McCluskey 86]. Yet another is to adopt

28"
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(. "a systematic technique to design an LFSR which cycles through all the states [Wang
\ 86a] [Wang 86¢c|. ; ‘ ‘ b
n‘ . » ‘:] _/ o ‘/ . /\ o

The 'major concern with exhaustive testing is that ‘circuits with many input lines

3

require a very large numbér of input patterns which implies a too long testing time.

For instance, if a circuit has more than 25 input lines; a J00 naniosecond clock would
[ o b

take more than one second to comf)letg the testing process. Due to this concern, differ-
¢ I Y
ent attempts have been made to reduce the number of input patterns when exhaustive

. _ testing becomes’infeasible. ‘To notice is that most of these attempts utilize some in-

. formation about the circuit under consideration, and therefore, produce circuit-specific

AN

‘a

’

« BIST structures. ‘ .

T "~ In order to reduce the large number of input patterns required, some techniques
. suggest partitioning the circuit This implies decomposing the CUT into manageable
( — partitions /MrC]uskev 81). Different partitioning techniques are described II}\/BOZOFgUI-

0

Nesbat 80/, [McCluskey 81] [DasGupta 84] and [Archambeau 84|

° Still to reduce the test leng”th and retain the advantages of exhaustive testing,

. ) -several other BIST schemes suggest techniques w}uch apply exhaustive patterns to por-

tionsx of the GUT ra.ther t}zan to the entire CUT This is reahzed by a back-iracmg

procedure whereby the actual number of mputs that drive every output is determmed

fBottorIT 74/ These input pattern generatzon techniques are known as pseudo-‘éxhaustzve

o

‘t'echm'qucs» More spécifically. the concg)t underlying pseudo;ezha&g_t;’ye testing is the

»

v . " following. Since many combinational circuits may Fave, outputs that depend on only a

R ¢ . | .

exhaystive set of patterans to each subset of inputs, and then to observe the 1’9.:91:1}{20“
each corrésf)onding output'[McCluskey 85a]. In fact, to detég‘mine the subset of inputs
V4 - upon which each-output, depends to design the required circuit-specific IPG, it suffices

‘
3
t N , °
¢ ’ .
. » ‘ ’ E
3
3

Q ’ 29 . <

' : subs‘gt of the inputs, it i$ possible to exhaustively test the entire circuit by-applying an

)
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., constant-weight counters become very costly to implement.

. y 2 )
v . ' Q

©

.

. . to know the functionality of the CUT. It is inportant to mention that, the implementa-

- tion of the pseudo-exhaustive techniques does not require any topological modifications

to the 'CUT. The simplest IPG device that efficiently implements pseudo-exHaustive

techniques is undoubtedly the LFSR. This is because some LFSRs have the capability
B & *
of generating exhaustive test sets on some subsets of their outputs [Wang 84]. Such

LFSRs require specific adjustments (hardware programming) according to the CUT.

Several pseudo-exhaustive techniqaes are briefly described in the following.

- The first pseudo-exfzaustiveétechnique app'earfid in [Barzilai( 81]. It suggests the
fol]owin;;. Giv%n a CUT.wi}th n inputs,u{:fleck if some of these inputs can_share the same
tést signa].u.l.f n —n' inputs (n' < nj can share the test signals with the other n' inputs,
then the test length becomes 27’ A binary counter of size n’ is suggested to generate

these input patterns. The problem with this technique is that when n' is close to n, the

-

test length may still be too long ’ ‘ A ¢

~

b

@ To resolve this test length problem, another pseudo-exhaustive technidue called |

verificatiop testing was propo,sed [McCIuske}/ 82], [Tang 83] [McCluskey 84]. Verification

testing is based on the derﬁ/ation of -a constant-weight test set for a circuit without

t

partitioning the circuit The constant-weight test set is shown &be a minimum-length

t

. - , )
test sét for most of the circuits. However, the major problem with this technique is

- C
that for circuits which, require-higher (n&out-oﬂn)*codes (e.g. a 10-out-of-20 code),

It mav be more economical to use an LFSR instead of some form of counter for

pseudo-exhaustive testing, even though this sacrifices the minimum test length property.

'

- One LFSR-based technique suggests using a combination of LFSR’s and shilt reg/iatera

[Barzilai 83] [Tang 84] for input pattern generation. It uses linear codes [Peterson 75;

to find the c']esi.red generator polynomial for the LF SR> This technique is most useful



when the maximum number of inputs upon which an output depends is much less than

n. However, it is difficult to find the suitable generator polyn mijal. Moreover, the

'

technique usually requires at least two initial states which may have to be stored in

-—

a ROM. This storage can become a burden when there are many such circuits to be

tested.

The foremeljtioned storage problem can be sukstantially reducéd by using con-
densed LFSR’s for input pattern generation [Wang 84]. The circuit-specific designs
based on this technique are very simple to implement. A designe;" can con’sm;ct the
condensed LF Sl;by simply using the formula given in [Wang 84] and chosing the primi-

tive polynomial from a reference text such as [Peterson 75]. More specifically, according

to this technique, an LFSR of size n with a characteristic polynomial p(z) = g(z).f(z)

r

’L . . ) .’ . 3 . [ 13
can generate 2" ~ 1 distinct patterns, provided that p(z) is a primitive polynomial of .

degree n', g(z) is any monic polynomial of degfee n — n' and that the i{)itiql state
the LFSI is divisible by g(z). For example, in a c¢ircuit with n = 4, if the maximum
number of inpt;ts upon whi;}z an‘out”put depends is n' = 3, t}len the characteristic poly-
nomial' o}' the condense‘d LFSR will consist of a primitive polynomial of degree 3, like
f(z) = r®+x+1, and the monir:"polynomial of degree 1, g(z) = z+ }. Hence, the; charac-
teristic polynomial in this case is, p(z) = fl(a:).g(:r,)a= (z3+2+1)(z+1) = z¥+z3+z?+1.

The corresponding IPG and its set of 2% — 1 = 7 distinct patterns are appear in Fig-

ure(2.4). From the figure, the pseudo-exhaustive property of having 23 — 1 non-zero.

patterns on any combination of n' = 3 output lines is apparent. This technique.is most
- - o
efficient in regard to the test length when the maximum number of inputs driving an

output is close to n. However, in general, it results it larger test sets cbn&pared to the

~ ! ’
other Lec;xmq ues.
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.. Figure (2.4) I}Jeudo-%xﬁaustive Input. Pattern Generation

The use of linear sums [Akers 85] or linear codes [Vasanthavada 85] have been

proposed to solve the test length problem where a combination on,FSR 's and Exclusikc/\ N

\SR gates are ‘used for input pattem g_enerat:on Yet another techmque aimed at solvmg

the same problem suggests the design of an FSR-based on cychc codes [ Wang 86b).
The procedure to determine the characteristic polynomial for the latter LFSR is to
first find a generator polynomial with specific degree k and deszgn distance d from
any coding ftI}eory text such as [Peterson 75/."~The foll g step is to generite a
( 2lloom] _ 1 k) cyclic he thing is to finally shortén the code to a size (1, k) cyclic
code. This tecbxf\ique yie]’ds test lengths very compar;xble to those obtained in [Akers

85/ and [Vasanthavada 85] but has lower bardware overhead requirements. *Moreover,

although verification testing [McCluskey 84) uses fewer pattérns, [Wang 86b] claims that ‘

his technique is more attractive because of its easier design.

-
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‘Fromfall the above pseudo-exhaustive testing techniques, it seems that there is no

' single solution to the problem of generating pseudo-exhaustiveinput patterns that can

-simultaneously keep the test length, ®he number of initial pattérns, and the hardware
overhead to a minimum. One advantage of pseudo-exhaustive testing is th%g, in general,
it guarantees single stuck-at fault coverage without any detailed circuit analysis [Ar-
chambeau 84/. U}zfortunaie!y, there are'many circuits for which the pseudo-exhaustive
te:s‘ting Lech)liques does not result in a satisfactory test procedure, because the resulting
test set still remains too long to be feasible. Another altemati'ﬂ'e to exhaustive testing
for BIST applications, that uses smaller number of test patterns, is the pseudo-random

pattern generation. - ,

2.2.2 Pseudo-Random Test-Based Techniques:

Random festmg has been a comimon practice in industry for a long timet: It has beén
observed that,for most combinational circuits, an effective fault detection is obtained dea

sufficiént number of randomly generated patterns are applied [Agrawal 75/ [Schnurmann

- ]

' 75 [Malaiya 84) [McCluskey 85a). ¢

Since there exists no ideal random number genefigtor, it is not possible to obtain a
truly random test set. However, as indicated earlier, it is possible to generate pseudo-
random test sets that are considered géod approximations to truly random ones. A

major Hifference between random and pseudo-r:gndom test Sets is that the latler is

repeatable while the former is no¢ In reality, since testing reqypires test sets'to be

-

repeated, pseudo-random test sets are the suitable ones.’ ) .

P )

3 <

For a given circuit under BIST, the set of pseudo-random pattems wh:ch provides

a desired faull coverage is usually larger than the set of determuust:c patterns which

.
’
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result in a comparable coverage, byt is usually much smaller than the set of exhaustive
patterns. One reason why pseudo-random pattern generation remain attractive in spite
¢ of the potentially larger test sets is that their BIST implementation can be provided by

a non-expensive hardware device: the autonomous maximum cycle length LFSR.

” . '

Most o!l the BIST schemes with pseudo-random testing suggest usingﬁoutput data
compression to reduce the large volumes of output data. The performances of different
scompression techniques are investigated in [Parker- 76] and [Losq 78]. The form of" .
BIST that combines pseudo-random pattern genera;ion with polynomial division-based
compression, being “he most commonly, used [Konemann 79)] [Fasang 80] [Mucha 81]  »
T [Bardell 82], is considered to be the standard form of BIST. Few BIST schemes consider
" using pseudo-random testing without output data ‘éompression. For instance, [David
\ 76/ and [Shedletsky 75] suggest appl i}zg pseudo-random patterns to both a referenc: .
unit and to the CU T, considering the reference unit as a "golden™ unit which provides

é

the correct responses to the input patterns.

v
ot

The major current issues in'pseudo-random testing are establis(‘ing the test length,
determining the fault cbvera'ge, and finding methods ‘to‘detect the random pattern re-
sist,ant: faults. The solutions to all these.problems could, in principle, be provided b_y.
perfo;ming fault simulation of tFe CUT [Waicukauski 85]. However, different less expen-

sive methods have been developed to deal with these issueg, Some of these alternatives

. are addressed in the two following sections.

2.2.2.1 Establishing Pseudo-Random Test Length: '}

The establishment of the pseudé-random test length for a given CUT is based on the

estimated effectiveness of the pseudo-random patterns to detect the faults of the CUT,

-

s
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- as well as the prespecified fault coverage. One measure of detecting the effectiveness of
pseudo-ranéom patterns is the detection probabslity-profile o? circuits’ faults [Malaiya _
84/ The detection probability of a fault is defined as the probability that a random test

pattern detects the fault.

Different 9nalytical methods that avoid ‘b.bf)need for fault simulation have been
set to estimate the test length. These are mainly based on algorithzﬁs that compute

A

fault detection probabilities. Examples of such algorithms are: the Cutting algorithm,
which estimates detection probability bc;unds ?Sz;vir 83a/; Predict, which uses a graph
approach to compute exact \probabilities instqad of éstirpating bounds [Seth 85]; Stafan,
which uses & st_attistical approach for the same purpose [Jain 84]; and finally, COP, which

calculates the signal probabilities by assuming signal indepéndence and thus ignoring

reconvergent signals [Brglez 84].

Most of the methods for the test length establishment first find the detection
probability of the least detectable fault(s) of a CUT using one of the‘ab\ove algorithr,{s.
Given this probability the number of pat;ems necessary to achieve the desired test
quality is predicted [Savir 83b], [Shedletsky 75], [Shedletsky 77|, [David 76] and [Losq
78], Other methods establish their predictions on the exponential f'e]ation between test

lengths and expected fault coverages [Williams 85] [Mc Cluskey 87].

The model of test pattern generation conside;ed in I;JOSt of\ge above mentioned
methods the r‘;'zndom process and not the pséudo—random process. The random rhodel -
corresponds to gampling with replacement, thus each .input. pattern always has the
same probabi}it,y of occurring. It neglects the fact that patterns generated by an LFSR
do not repeat until all of the nén-zero patterns have occurred (i.e. sampling without
-replacement). [Chin 87] and [Wagner 87] show that it is inaccurate to establish the

length of a test set by modeling the LFSR as a truly random source, because for a g:Sn
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coverage it results in a larger number of patterns than a pseudo-random one. Methods
to calculate test lengths by using the pseudo-random model are presented in [Malaiya

84] [Chin 87] [Wagner 87] /McCluskey 87). |

) r
Another shortcoming of the above mentioned methods is that the test length calcu-

lations consider only one factor, viz. the random patten’l testability of 71 CUT. However,
a second factor, viz. the effect of error information loss due to output data compression,
must also be taken into account in establishing the test length. {Ivanov 87 analyzes

this factor and suggests a method "which ad justs‘the test lengths accordingly.

2.2.2.2 Random Pattern Resistant Faults:

.

One of the major problems with BIST schemes based O;] pseudo-random testing is
that ce}t)ain faults resist detection by random patterns [Eichelberger 83|. These faulls

are known as random pattern resistant faults or hard fauits [Savir 83a). The difficulty

_ in detecting such faults ‘may result, either from the low probability of the faulty nodes

to be randomly set to a logical 0 or 1, form the low probability of observing the logical

values on these nodes at the circuit outputs. Hence, very few random patterns can both
_B w .

provoke such faults and sensitize them to an output. In other words, there is a very low

probability of applying a random pattern capable of their detection [Eichelberger 83].

<

Several mpthods have been proposed to deal with random pattern resistant faults.
One of these methods suggests finding spec}ﬁc test patterns to detect specific faults
using a deterministic testing algorithmy, and then add these new patterns to the test set

[Savir 83a/. .

Another method suggests modifying the CUT by adding internal circuit nodes that

are controllable and/or observable, to increase the probability of provoking and sensi-

1 ~
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tizing hard faults [Eichelberger 83]. This method adopts analytical testability measures

[Savir 83a] [Agrawal 82] [Goldstein 79| to determine when and where logic modifications

are necessary.

A more recent method to detect random pattern resistant faults proposes tech-
nique;s to generate circuit-specific sets of pseudo-random patterns. Such circuit-specific
sets are composed of unequiprobable (biased) patterns instead of the usugl uniformly
distribute; patterns (equal prob?bﬂities of 1’s and 0’s). The change in the probability
distribution is intended to bias the new set of patterns towards the few that detect
the random pattern resistant faults. Such techniques are deicribed in [Sch;wrmann 7:5]
[Chin 84] [Wundelich 85/ and [Wundelich 87]. Thfy generally require the regular LFSR
(IPG) to have additional circuitry, or additional circuitry to be inserted between th/e/
LFSR outputs and the‘ CUT inputs. This circuitry serves to increase the frequenc ”/Of
occurrence of one logic value (0 or 1), while decreasing that of the other. Along the
same lines is the adaptive }nput pattern generation technique proposed in [Timoc 83].
This technique assigns weights to the outputs of the LFSR such that a maximum fault

’ : - >
coverage can be attained with a minimum test set.

It should be noticed that all the above mentioned methods adopt a circuit-specific

strategy to improve the test quality of pseudo-random BIST scherpes. .

2.3 Output Data Compression Process:

-
r

Data compression is an operation used to reduce an amount of data to render
its storage and analysis more economical. It has been established, that this operation
is essential in a BIST design to economically handle the lérge volume of output data

[Williams 84] [McCluskey 85a) [David 86/. Under most &I T schemes, output data

v
v
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compression is used. In these cases, an ODC uses a function that maps the large °

"amount of output data into a relatively short word. The compression process enables

the refererice data to be reduced to a word of identical size. In the follo.wing, the mapping
'1 Q

function is referred to as & compression function, whereas the resulting short word as a
B N 4

'

signature.
*

In general, a signature is an attribute of the output data. Therefore, a"compression‘
function is usua‘]]y chosen such that the signature depends‘—'on the entire output data.
A compression function f,in general, c.;-u'g be thought of as many-to-one function when
it compresses an l-bit long output data stream ag , in the case of a single-output CUT,
to a signa(ture f(ay), or when it compresses an | x m bit output data matrix A, to a

14

short signature f(Ag), in the case of a multi-output CUT.

Under BIST, an ideal compression function is one through which all erroneous

output responses always yield a faulty signature. However, no such function exists

because any reduction in the amount of outpuf data compression causes some error

» ‘ \ ~
information loss. This loss manifests itself in a number\of erroneous output responses

to map into signdtured identical to the signature of the fault-free case. The mapping

of erroneous output responses to signatures identical to the fault-free case prevents

v

such faulty responses to be detected. The best result one can hope to attajn from a

¥
¥

compression function is to produce the least number of such mappings.

)

In a BIST scheme, the choice of a compression function is not only inﬂq‘onced
by the error information loss, but also by another important constraint: the amount of
additional hardware needed to implement this function. Usually, a compression function

is ﬁot specifically designed for a given CUT, but is chosen from a set of easily realizable

devices, without taking into account any i!’formatiwz about the CUT) However, gs it

S
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will be shown in section 3.4, the new ODM scheme proposes an improved compression
function which considers the CUT’s function under a given set of input patterns. This
cor;sideration of functionality and input patterns {'s in fagt equal to considering the )
‘ resulting output response. In essence, a compreksion function that consi-ders the output

response is a a circuit-specific compression. In this ODM scheme a circuit-specific
: ’

L4

compression is used to optimize the error information loss as well as the hardware
-

overhead. . ] . ' .

For‘compression functions to be easily implemented, they must be of low complexity.
|Carter 79)] first described a large set of functions from which to select compression func-
tions. This is the universal set of hash functions which consists of the functions whose
signatures all have the same probability of appearance. Then, [Weg}nan 81] suggésted
a comparatively smaller set for the same purpose. However, selecting a compression
function from such large sets can often be inadequate, since more bits are required for
selecting the actual function than to store the entire set of output data. Hence, fmost
of the existing BIST SChEI;]es do not select their comprission functions from such 'sets.
Instead, they select their functions from easily realizable devices that perform compres-
sion with some sort of functional dependence on the entire output data. Seyeral data
compression devices, originally devejbped in c‘onnection with portable testers, serve as
useful tog)ls to realize this purpoéé and thereby reduce the large volume of o&tput'data
[Hayes 76a] [Losq 78] . Examples of the most popular ones iff the BIST area are LFSRs,
parity trees and counters, whose compression techniques are respectively basé‘ on poly-
nomial division, parity checking and counting. The remainder of this chapter addresses
these techniques; whereas the considerations about their error information loss will be

~

discussed in the next chapter. N

~

i

Most of the BIST schemes use a compression technique to obtain a short (k-bit
\

S
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" .long) signature from an (I-bii long) output data string of a single output CUT, or from

an (Il x m bit) output data matrix of an m-output CUT. However, there‘e are also a
few BIST schemes which (i) either do not adopt data compresszon, or (ii) simply adopt
it to map an [ xm output%data matrix into an I-bit sgnal stream with the Same
length. The n_o-compresglon case (i) happens when a BIST scheme needs to examine
each output pattern concurrently. Such schemes are known as concurrc'nt “or on-line
BIST schemes Examples of such schemes are described in [Sedmak 79] and [Sedmak
80] where the functional circuitry is duphcated redundantly for conéurrent checking. In
regard to case (ii), tered as parallel to serial compression (P/S(compression), such a

case is }equired if a serial stream either is examined by a source outside the lchip [Saluja

83] [Reddy 85/, or compressed further during the self-test mode by another compression

f r

function. Exaﬁ]ples appeared in (Zorian 84] [Zorian 86b] and more recently in [Robinson,,

87] and [Li 87].

After the compression step, the final operation of a self-test mode is to verify the

correctness of the obtained signature. To perform this operation, it is necessary to

determine the fault-free value of this signature in advance, based on the functionality of
the CUT and the specifications of its BIST structure. This value is obtained either from

a simulation of the fault-free circuit, .or from an actuai circuit verified to be fault-free
. .3 ’ {

by some other means.

2.3.1 Polynomial Division-Based Techniques: '

!

It has been shown at the beginning of this chapter that an LFSR is the ifleal device

=

<

~

to perform, polynomial division for output data compression. [Benowitz 75 [McCluskey

86/. This polynomial division-based compression technique is also calﬁad signatixre anal-

ysis, a term coined by Hewlett-Packard [Chan 77] [Frohwerk 77], to describe its use

o
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in their products. T};e usefulness of this technique is due'to the fact that thé final
value of ’a‘signature is an attribute of the entire outpyt data stream applied to the
LFSR’s input. Figure(2.5) illustrates this fact with a simple example. Supposela- num-
ber = 16 of input patferns is applied to a single output C’UT, and its resulting output
stream ago = 10001101 1010011(? is mapped by an LFSR of size k = 4 to a signature
Jier(a0) = 0110. Actually, this 'signature is a representation of the entire a;,, due to
the continuous accumulation of data in the LFSR caused by the feedback connections. '
However, like any other compre.ss‘ion devicé, ari LFSR loses some error information.

Hence, it is possible th ,certain fault causes the output data to change to a dif-

ferent stream- ay # ag which produces the safne signature as the fault-free one, i.e.

flfar (af) = flfur(ao)-

»

10001101101001 (
. cur . = *l trse |0 T
, .
0110 .
("
) .
o ., Figure (2.5) An LFSR as an ODC

-

The mfljor deficiency of an LFSR adopted for polynomial division is thz;t it has a
single input. Therefore, it can only compéess an output data stream but not a matrix.
+In general, since CU Ts have multiple outpyts, using the LFSR, for compressing the
streams of every output u‘rould require a repetitio:} of the test set as map,ny times as
the output multiplicity. ‘Thus, if the test set is quite Iong, this deﬁciency results in

an yndesirable-timeg overhead. To alleviate this problexh, a.multi-input linear feedback

shift register, denoted as MISR [Benowitz 75/ [Konemann 79], has been suggested. An
. y )
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MISR is basically a polynomial division-based ODC where the serial data Trom the
outputs of a CUT is fed through the Exclusive-OR gates between any two éonsecutive
memory elements of the MISR, as shown in Figure(2.6). Thus, a new state can be

processed within a single clock cycle. If the MISR is sufficiently long (number of stages)

to accommodate all the output lines of the CUT, then the test set can be applied only -

.once to determine whether or not the circuit is fault-free. However, even if the length
of the MISR is less than the number of output lines, it is still possible to apply the
test patterns only once by adopting a special configuration such as the one described in

[David 86].

>

1

b |
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1)
)
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Figure (2.6) Multi-Input Shift Register MISR as ODC

From Figure(2.6) it is. apparent, that an MISR requires mor‘hardware than an
5 .

' ’
LFSR ofthe same size. This is due tothe additional inputs and larger Exclusive-OR

x

gatés. Furthefmore, besides requiring ejtra circuitry, the MISR has an additional source
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when an erroneous bit, from an out};ut pattern, at a certain output line is followed byx

[y

anogher ‘erroneous bit, on the\,next pattern (follso;wing clock cycle) at the next outp‘ut‘
line. This sequeqce of events results in the 'latter erroneous bit to cancel the one that
formerly entc:red the MISR. Both errors thus canceling each other, théy have no effefé

on the signature. y -
Polynomial division’ (implemented by MISRs) used for output data compression are
mostly found in the standard BIST schemes which also utilize LFSRs to generate their

;)seudo-random input patterns. The first such scheme appeared in [Benowitz 75/, and

then different variants followed. One of the most popular ones is described in [Konelnann

i¢l

79]. The latter scheme is most suitable for CUTs that can be partitioned into midules

because theinput and output registers of the resulting modules can be utilized for self-

A

test purposés. To be more specific, this sche‘me’suggests that an existing input register

I3}

i;) a module first be reconfigured to an IPG which applies its pseudo-random tesé set
to the module. Then, the same input registér is re¢onfigured into an MISR which
compresses thé'loutput" data comi{xg'from its previous module. Such reconfigurable
registers are called éILB O, i.e. built-in logic blocAk‘observe!r. This scheme require:'s that
consecutive modules be tested alternately [Kortemann 79] [Konemann 80). However,
such ari’altqrn:;iion lengthens the total test time. However, if the test time is a critical
parameter for certain circuits, an improved BILBO scheme can be.adopt‘ed [Wang 85].
This improved scheme reduces the previous test time by onev-half by adopting a combined

/
register called concurrent BILBO (CBILBO). CBILBO generates input patterns gnd

compres'ses output respoises simultaneously during the self-test mode. ,
. Vé .~ .
A different scheme, shown in [Heckleman 81], suggests adding the standard BIST

facilities to the CUT, instead of reconfiguring the existing registers as-in the previous )

case. The self-test facilities in [Heckleman 81| consist of regular cells’designed to form

e 43
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IPGf or ONCs. Hence, suc‘h a scheme.can be imﬁlerpented vx:ith little eflort due to its
regular internal structure. More schen?es, that Me standard form of BIST built m
side the chip are described in [Eiki 80] [Fasang 80/ [Mucha 81] [Komenytsky 82/ [Resnick
83| [El-Ziq 83] and [Butt 84]. D °

1

« Other than the standard forms of BIST that are built inside the chip, there are
the standard forms which maintain a chip design as is, and place the self-test facilities
externally. Examples of such schemes are found in [Perkins 80| [Bardell 82] and [Bhavsar

85]. The last two references use a‘special test chip which contains both IPG and ODC.

¥

In all the above mentioned BIST schemes, the signature obtained as a re;ult of
polynqx?lial "division-based compression is the (k-bit long) remainde'r of the polynonmal
division operation. However, in a \few other proposed schemes, another polynomial
division product Is used, viz. the (l-bit long) quotient s,'tring. As its name implics,
this string is the quotient of the po}ynomial division that appears at the output of the
ODC. In some of these schemes [Sridhar 82] [Hassan 83/, the entire quotient string of
arr MISR is verified for correctness. Such schemes therefore need to store an l-bit long

_reference valye. JThis, in general, is a very expensive requirement for a BIST scheme.

In angfher scheme [Zorian 84], which is our ODM scheme, the l-bit long quotient string

%s/not verified until it is compressed into a signature of lengthok = log(l) bits.

2.3.2 Parity Check-Based Techniques:

o

4

A simpgparity ciieckirfg operation on an output ddta stream detects a fault if the
oy ; .
YL A . .
number of erroneous bits on the output stream is odd. This operation can be realized,

1

.as shown in Figure(2.74; by a ;;arity checker composed of an Exclusive-Or gate and

a memory element. In [Benowitz 75|, the parity checking technique for output data
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compression is discussed and [Benowitz 75|, and compared with the polynomi‘atl divi'sion
techniqz;e for pseudo-random input patterns. [Benowitz 75/ claims that if a CUT can
be partitioned such that its é)utputs or test pqoints are grouped by their a.:socia.tion
with common logic, and eac¢h output of a group connected to a different parity checking

ODC, then this-technique detects 95% of the single faults propagated to the ODC.

i

1000110 VR
cUT 110100110 A

)
R .
° . . . " ) .

’”

Figure (2.7) Parity Checker as ODC for an Output Data Stream

If an’mx1 bits output data matrix is compressed by parity checking, the ODC may
be composed of m parity checkers, oné on every output Iine. This provide an m-bit long
signature. Another oDC whxch performs a parity Qeck-based compressmn is a parity
tree. Such &ree is equzval’ent to an Echuswe~OR gate with m-ipputs which perfgvé
parallel to serial compression ( P/S compression) by mapping\:;:e output data matrix
into a single stream of length . Both parity check-based ODCs are used by existing
BI.S:T schemes [Benowitz 75| [Carter 82b] [Robinson 87].

Useful analyses of the ut:hza__t_zon of panty trees in BIS T are provided in the litera-
ture [Saluja 83] [Reddy 85/, and a complete BIST scheme that uses parity tree as ODC
is found in [Carter 82b] [Carter 82c|. This scheme'utilizes exhaustive test sets as input . |
patterns, and a number of parity trees with an accumulator for ouhti)ut data compres-
sion. More spesifically, it divides the CU T‘outputs- into subsets, a.nd combines the Iines~

of each subset by means of a panty tree. The parity tree outputs are then connected to

an accumulator to calculate the-sum of the parities for each mput pattern. Although

45
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z this s%heme vields good stuck-a‘t fault detection and-is fast, its ‘impfementation is more

cost]y than other schemes, and more importantly, it causes the worst-error information’
\\\ o

- loss [Wang 85/. ) ' ‘ C

s

Several other BIST schemes also suggest using parity check-based compression.

One eXample is found in [Davidson 81| where the Bellmac-32 microprocessor chip uses

p:an'ty checking combined with polynomial division. Another example is demonstrated &
. in [Akers 86] where exhaustive testing with a special parity bit signature are adtgpto& )
In [Tzidon 78], parity checking is used to accomplish the detection of all multiple stuck-
T faults in tree networks. Finally, [Bhattacharya 87| developed_an existing tesiability
! analysis method tﬁ’anélyze the pariiy testabilit,}? of a CUT, and also suggests modifi-
cations to make it testable. In section 3.4, theueﬂect,iveness of compression by parity

checking will be discussed, along with the effectiveness of other types of ODCs.

’

12

2.3.3 Count-yased ’i‘ec‘hniques\:

j
A count-based compression technique consists of counting a certain attribute of

rd

the output response so that the signature obtained at the end of the self-test procedlir(_'
represents the ﬁnal count of that attribute. Various such t chniques are used ip/the
existing BIST schemes. In fact, the common characteristic ajmong thcse techniques is

that their ODCs are merely composed of a%®ounter in some Cases preceded by a d;gltaﬁ,
- |

function [Parker 76]. .

IS

\
y v

The simplest and better known examples of count-based techniques for single out-
put circuits are: One’s Counting which counts the number of logic ones in an o_utpx}Ft
data stream being compressed [Hayes 76a] [Savir 80] [Agarwal 83]; ;fransi'tion Counting

@ * which sums the number of times the output data stream changes vilkes (from 1 to 0

]
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and from 0 to 1) [Hayes 76b] [Reddy 77| [Hayes 78[; and Edge Counting which counts

either the changes form 1 to 0 or the changes from.0 to 1 [Fujiwara 78] [Parker 76]. The
¢

' ‘ realization of the three previous count-based techniques are illustrated in Figure(2.8).

1000110110100110 -
; cuT ‘ > Counter One’s Counting
# of 1 ’8=3 B ° '
1000
1Q00110110100110 - ‘ >
] CUT < - bl Counter Transition Cc\unt:'_py
¥ # of transitions=8 | A
: . 1000 '
1000110110100110
. cuT Counter Edge Counting
) # of edges={
( . 0100 " {0—=1)

s

j‘Figure (2.8) Count-Based Compression Techni&i?s for Single Qutput CUTs
» \ i ,

All of the three count-based techniques provide a quarithmic compression of data.
In othe?\vords, with those techniques, the length of a signature is usually proportional

to log(l) , where l is the test length.’However, the length of a signature can be reduced

further Kone utilizes the dependence of the signature upon the order of input patterns.
Such a depen ence does not e‘ast in the caseof One’s Countmg, while in the Transition
and Edge Counting, it can_be seen that a szgna ure is dependent on the order of input

L ’ pattern application. Thus, in such cases, it is possible to minimize the number of
» - «transitions or edges in the fault-free output data by ordering the patterns in advance."

?Acl_:,ordex"z‘ng, in the extreme, results into a single'0 to 1 (or 1 to 0) transition [Fujiwara
8 B

) ‘

3
e
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" One of the well known BIST scheme.? which utilizes a coun@t-based compression
technique is called syndrome testing [Savir 80]. This .;'chem -uges the One’s Counting
tgchm’que coupled with exhaustive testing. Hence, thi signat‘::gthat it provides at the
end of the countigf prycedure is the function’s weight (i.e. the number of its minterms).
It has been shown tha} it is possible to detect any single stuck-at fault in a CUT using
this scheme [Savir 81/{ However, since certain faulty circuits produce signa.tu}es idenfical

’

to the fault-free one, specific CUT modifications are generdlly required to ensure the

detection of the faulty circ%s, j.e.” to produce syndrome testable designs [Savir 81]

[Markowsky 81]. Producing a syndrome itestable design, in genegal, implies adding

. b .
extra I/Os and gates. Another drawback of syndrome testing is that since exhaustive

~

test sets are adopt;ed.to reduce the testyd®ration to an acceptable level, the difficult
problem of CUT partitioning is raised. Furthermore, if syndrome testing is applied to
multi-output CUTs, it has been syggested to replace the single input counter by a very
expensive multi-input ODC kndwp as weighted syndrome counter [Barzilai 81]. One
implemeptation of a weighted syndrome counter consists of an ‘adder and a register
(Figure(2.9)), both of length m + n, where mis the Fnumber of CUT outputs and n
is the number of inputs. In addition t? being expensive to realize, the One’s Counting
technique causes, on the average, substantial losses in error information [Hurst 87
similarly to the other count-based techni‘.ques. The error information loss is. discussed

-

further in section 3.4.

1other BIST /schéme which uses count-based technique is presented in [Susskind
81 where the coun) 'hg of Walsh coefficients for output data compression is introduced.
Like syndrome t,es/{ing, this scheme uses exhaustive testing and counts two out of 2"

’ . / ] . .
Walsh coefficients, one of them being the number of ones in a stréam (i.e. same as One’s

-

:
} :
s .
.
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Figure (2.9) One’s Counting for Multi-Output CUTs

Counting). If the implementation of the-scheme is such that these two coefficients are ,

counted serially, the test set_has to be applied twice. In that.case, the test time is

* doubled, and if they are done in parallel, two ODC counters are needed, one for each

coefficient. Nevertheless, in either case, two reference values are required. Moreover,

alike the\syndrome testing, this scheme requires circuit modifications to cover all stuck-

¢

An extension to the syndrome testing and walsh coefficient testing schemes is pro-

vided in [Muzio 83] and [Miller 84), where the count-based tefhniques are given a more'

.

general treatment by considering all possible spectral coefficients [Hurst 85]. A test in

the latter scheme consists of verifying one or more spéctral coefficients of the output
g 1
data stream. The distinction with the other schemes is that instéad of modifying the

circuit ‘to eliminate the syndrome untestable cases, the coefficients corresponding to

~
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these cases are addéd to the set of spectral coefficients under verification. Although

the difficult modification step of the previous schemes is avoided by selectinga circuit-

specific set of coefficients, the resulting signature veriﬁfation procedure, as well as the

reference storage required, become more expensive in this case . Moreover, in the case
~ »

of multi-output circuits the area-overhead expenses that walsh and spectral coefficients

count techniques ensue are exacerbated. o

Under all countbased techniques, the amount of loss in error information, for
average cases, is considerably high compared with polynomial division-based techniques
[Hurst 87]{Robinson 87]. In the next chapter, the calculation of such losses is illustrated,
and a new concept which suggests utilizing a particular characteristic of the count-based

<

techniques to reduce this loss is introduced.

Several new BIST éttempts suggest the use of sophisticated compressic:n techniques

ﬁg [Bhavsar 84] [Hassan 83] [Robipson 87] [Li‘87]. These techniques, which are mainly
intended to improve the test quality, are in fact extensions or combinations of the

previously designed ones. The performance mgasu'rement of these variou.s: compression

techniques, as well as the need for improving tlzeir test quality, é}ihe main interest of

the next chapter. T,
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Chapter 3

%

-

: \
Error é\dasking Problem and Output Data Modification

4

v

3.1 Introduction:

The adoption of BIST as an alternative to the determipistic testing strategy of
VLSI testing has been shown in chapter 1 %e" have certain crucial requ’iremenL?. One -
of the most\important requirements is to adopt an economical way to deal with the
la;'ge amount of éﬂ'tpuc data which results dpring the test procedure. In order to satisfy
this re(;uiremeht, various output data éompression’techniques have been developed, as
- seen in chapter 2. However, all of these techniques result in a loss of error information
due tro the reduction i{1~the amount'of‘ outptlt data. Th;s loss of e;'ror information in -
. output data compression is known to be a- major cause of concern [Smith 80] [Sridhar

82| [Carter 82a] [Agarwal 83] [Bhavsar 84] since it causeS a certain reduction in the,

number of detected faults, and hence, in the quality of test. An important aim is to
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ingrease the quality of test in 2 BIST implem‘entation without incurring a large overhead.
Varioys attempts have been made to realize this aim and thus improve the test quality
by reduci;\ng the amount of loss in error information [Hassan ‘848} [Bhayvsar 84] [Carter
82a/ [Li 87] [Hurst 87]. Recently, the new output data modification (ODM) sch‘eme
[Agaer.:aI 83],[Zoria\tri 84| |Zorian 86a] and [Zorian ‘86c], Iwhich is the main subject of this
dissertation, has been c'IelveIoped for the same purpose. This scheme providgs the best
improvement in the quality of BIST over all the other existing schemes by providing
high fault coverage, with-a small amount of increase in the area overhead. The improved
test quality achieved with ODM is obtained by exploiting the functionality of the CUT.
Consideration of the CUT’s functionality classifies the ODM scheme under the circuit-

specific BIST strategy.

r

This chapter introduces the output data modification concept and proposes a BIST
model that uses ODM. Prior to these 'introductions; a- proper descriptiqn o!pthe error
masking problem and an illustration of the existing BIST schemes aimed at improving

the error coverage are given.

% To refresh'the readér’s memory on the notation previously introduced and that is
still used in this chzgpt,er, ) denoi}as to the number o{ input patterns applied to the CUT;
a, is the fault-free output stream oféﬁngth | for the single output case; A is the
| x m-bit fault-free output:matrix for the multi-“ou}put case, where m is the number of

output lines. In general, the multi-output'case is the one treated in the following.

) ™~

3.2 The Error Masking Prob

’

Since the reduction of output dat by~ ODC, results in a loss of error information,

certain errors are bound to go undetected. Such a phénomenon is called error masking
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(or sometimes aliasing). More precisely, error masking occurs when a faulty and the

fault-free CUT. producg different output responses that have identical signatures. As a
result, the faulty CUT is incorrectly concluded to be fault-free though it is defective.
Numerous papers address the question of error masking -under different output data

R comprqssors:/David 76/ [Segers 81] [Agarwal 83]. *

The detection of faults after compression is what is of primary concern. Unfor-
tunately, one c‘an\not directly observe faults after compression, nor can one generally
aflord to simulate the effect of'gvery possible fault on CUT’s out;wut response and oDC.
Nonctheless, one can more readily observe the effects of faults, i.e. the errors. Henge, a
typical measure of maﬁking ié_in terms of errors detected, }.e. error coverage (not fault

ool Jcoverage), usually determined by a probabilistic .approach [Smith 80]. Having infor-
mally introduced the problem of error masking, we will now treat it in a more rigorous
c manner. W(; let T be the number of all possible m x ! matrices; and let ;;10 represent
the output response of the particular fault- .free CUT under conszderatton, and A bé
'the set of all possible output responses (excluding Ag) such that for each A, \E ﬂthe
signature f (A,)‘ is equal to the error-free signature f (Ao), where [ is the compression
) functf'o‘n. The number of elements in the set ‘A js defined as the deception volume of

) e
Aq with respect to  and denoted by dv(Ay, f). In other words, the deception volume is

the number of output responses with the same signature as that of the fault-free output

@ )
response, i.e. is the number of masked output responses.

If dv(A., f) =0, then there is no error information loss, but if dv(Ao, f) > 0, then
there are dv(Aq, f) possible erroneous responses which are undetectable by the testing
scheme under consideration. Thus, tbe. quality of an ODC, fora givenDC UT, may be mea-

“ sured by deception volume.” Figure( 3.1 ) illustrates a general mapping of the set of all pos-

]

( . sible ouiput responées to the set of signatures accomplished by a éompre.;'sion function. =
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- Signatures

Output Responses .
: )/4\ »

& Figure (3.1) A Representation of an Output Data Compression
’ / \
If each-one of the all the possible output response, matrices produced by faulty .

CUTs hés the same probability of occurrence, tgzen the ratio:
! e

_dv(ho,f)
. U FETT

i

is referred to as' the error masking probabtlity of f ,‘given Ao. A small pr indicate an
. efficient f and/or Ay. Although it is known [Carter.82a/ [Smi‘th 80/ that, in general, no

T satisfies such an equi-likelyhood éssun‘:ption; however, since no bt}zer‘ model that
suitably explains the actual behaviors of faulty circuits have been developed to'date, we
also used the conventional assumptzon of equi- hkelyhood The definition of pr permit
values for it to be e&‘ﬁy calculated. We will show examples of calculat:ons for different

OD Cs.

'In the case, of a k-bit long LFSR the compression involves only GF(g) additions
which means that an equal number of output data streams will be mapped to thcf same
« k | . .
k-bit signature [Smith 80]. Therefore, there are exactly -~ streams that map to the

same signature. ° If there are T = 2} -1 possible output data streams considered
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In the edse of an MISR, using the same arguments as for the LFSR, we find the

déception vélume to be dv(Ay, M1§R) = 2!xm=k_ 1. where k Is the length of the MISR,

e

and hence, pr is simply 2% for Iaréel and m [Bhavsar 81] [Sridhar 82].

o

& As an example.of the calculation of deception volume and maﬂi’ng probability for
count-based techniques, we consider the specific case of One’s Counting. To measure

the deception volume in this case, consider the example shown in Figure(2.8). In this

_example, the output data string of length | = 16 is compressed to the signature w = 8.
( ) But, there are other strings of the same length (I = 16) that have the same ngm/f;er of

ones; and thus result in the same signature w = 8, if compressed by the same technique.

* Y The number of such strings in this example is (186) In general,, the deception volume of

' w
2

. 1 _
One’s Counting is dv(azl's) = (‘f}) — 1, and its masking probability is pr = LIZ_-_l—I

- *®
In fact, the number of ones expected in almost all sequences of length | is close to

/2. Hence, the deception volume: o!:such sequences is approximately (,}2) . It has been
. shown that for such typical sequences, more érrors are missed ‘by One’s Counting than
by a polynomial division-based ODC of the same length [Robinson 87]. It-has also been
shown that the error masking probability for One’s and Transition Counting asymptoti-_
dacally approaches 1//nl , when averaged over all p;Jssible circuits and all possible errors
[Savir 85/. Based on this probability, [Savir 85] als:z7 states that polynomial division-
based :compression J:eaches lower error masking probabilities than One’s or Transition
Count-based techniques for a given l. Furthermore, different expgn'mental results also

( t
(S

P
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demons:?\hat One’s Countipg has a lower performance thap Eynomiél division . - .

[Robinsoft 87] Other count based compress:on techniques, like Transition, Edge’ or
Spectral techniques, are shown to be inadequate as well, if-applied to average sequences
[Hurst 87]. From the above findings concerning count-based techmques, the reason |

behind the popularity of polynomial division-based output dgta compression, and par--

" ticularly the use of MISRs . in the large number of 'schemes using the standard uform of

BIST is.clear. .
JIfk = 16 in an MISR of length k, then generally  pr = 2~% is considered to be

ER . s
a reasonable masking probability. On the other hand, the realization that the denomi-

-

nator T usod in calculating pr is an extre;'nelyularge and unverified number, ‘it appears
reasonable to expect that for Ia‘rge and complex CUT’s, T should be a much smaller
numbe;, i.e. pr be larger than 27, Severa] paf)ers address the problcm of reducing the
error mas]ung probability [Sridhar 82]1Agarwal 83/ [Bhavsar 84] Consequentlv, various

5
BIST schemnes to solve this problem have been reported in the literature [Hassan 8.3/

[Carter 82a] [Hassan 84a [Bhavsar 84] [Hlawiczka 81] and [H]aw:czka 86] Most of them .

try to improve the error, coverage of MISR-based compresszon‘schemes by suggesting

&

more sophisticated compression techniques to reduce the masking probability inych -

schemes. Some of these attempts, along with the enhancements in error coverage they

o

|

provide, will be considered in section 3.3.

In the following discussions, the two expressions decrease error masking and increase

error coverage will be used without any distinction. Moreover, wherever the compression

v
< -

funétion [ is obvious, we-will writecd{;(Ag) instead of dv(Ay, f).

hY '
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3.3 Improving Error Coverage:

'The effectiveness of an ODC is conditional upon its associateq error masking prob-
ability. Ideally, it is desirable $hat masking probability be reduced to zero, but, in fact,
this can only be achieved by abandoning output data comipression and using the entire
output response as the Isignature. In effect, masking is discouraging because it implies
the loss of ”bard-vt;on” information. Even if the input patterns are good enough to
detect a particular fault, if the erroneous output response is compressed into the same

signaturc as the correct one, then the detection of this fault vanishes. Some of the dif-

ferent approaches aimed at reducing the error masking problem that have investigated -~

\

several new compression techniques are reviewed in the following.
®

P

. -
3.3.1 Extended Compressor Approach:

Since the error masking probability is related to the number of stages in the sig-

-

nature register, the simplest approach is to increase the numbet”of stages from k to,

say, 2k, as shown in Figure(3.2). With’t’his, the probability of error masking becomes

w

©opr = 272k This reduction, however, is not very significant in regard-to the reduction

in deception volume. For instance, when | = 1000 and m = 16, the deception volume

with k = 16 is 24“/(“'"‘6, and with k = 32 js 216000-32,

v .
Moreover, in regard to extra hardware, this enhancement requires . k additional

/

!

3

. compressor stages, along with the corresponding storage required for the extra reference

values.
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Figure (3.2) Extended Compressor Approach

)
3.3.2 Segmented.Test Set Approach:

2 .

The Segmented Test Set Approach is oné ‘of the simplest .enbancements of the
standard MISR compression. In this applloach, the origir.lal test set is segmented (sub-
divided) into two-or more subtests, and afsignature is collected for each subtest [Bhavsar
84] [Robir;son 87]. The signature may or may not be collécted independently of the oth-
ers, that is, t}ze MISR is either re-initialized only once, i.e. at the beginning of the test,

or prior to each subtest.
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Without loss of generality, let the original test set of length |, be segmented into two

)

subtests, of length |, and |5, as shown in F. igure(3.3). In this case, masking occurs when

the signatures of both subsets are i@enteical to the two corresponding fault- e s;igna—
tures. Due to this segmentation, the deception volume is reduced to only those/j;oneous
matn"ces which are not detected by neither t{ze first nor the second é}ts of compression.

- The calculation of this reduced deception volume can be derived as follows. The number

P of matrices that producé the first signature is 21 xm—k , and the number produciné the

i' second is 2l2xm—k  The total number of matrices, which produces both signatures is the

product of the twa previous numbers, i.e. 211*m—Fk x glaxm—k — 9lxm-2k  Hence the

deception volume is 2!xm-2k _ 1 and the masking probability in. this case is reduced to

2-2k, -
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( : i S | g !
) = ! T l s ‘y
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Test Set: Once with interrupts b I

)
-

) ° ‘ . Yes/No |

4

Figure (3.3) Segmented Test Set Approach

" - ¥

Note, that the above results are independent of where the test set is segmented.

Py

Furthermore, the hardware overhead in this approach is enly in terms of storage needed

c d : for the reference values. However, the time to compare the signatures v::hth the refewnce.7
S
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is longer in this approach compared with the previous approach. -

3.3.3 Multiple Level Confpression Approach:

?

_ Another approach [Hassan 83| suggests using multiple levels of compression to im-
prove error converage. This approach is illustrated in Figure(3.4), for the two level com-
pression case. Assuming the CUT {o have m output lines, the first level of compression

consists of ¥ MISRs each of m/r-bits long. The m output lines of the CUT ;rfdivided

into subsets, and each subsget is fed to one of the MISRs. Hence, r different sigpatures are

obtained at this level. At the second level of compression, the r quotient-bit strings from
s

the outputs of the first level MISRs are fed to a new r-bit long MISR to obtain an addi-

& r

tional signature.
. J=]
:’ E B 1 r-.1 meﬁ
4 ~ s ] ’ ) B
' = " " ' H
5 kS| E. b Ero
cor TR (=l o g Y B
= AT s ) S
= v S
12 R
. - - ‘ — ' -?J Lar ) \.
) | | '
I i. [ l N
. | R \ |
Test Set: Once ! r I I ! \
r
_ l—————‘ e e e e —— -J
L.‘.r_. \ ‘
i chs/No

i ) . }
Fi/g\ﬂre' (3.4) Multiple Level Compression Approach
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\ In this type of output data compression, error masking may occur in the ODCs of
bolh levels. The number of matrices which are mapped to the same signature in each
MISR of the first level is 2'* zz,m. ~% - Hence, the total number of matrices which produce

r fauli-free signatures simultaneously is:

C\> .

WP -R g BB = gxmem

Thus, the masking probability of the first level is pry = 2™ ™. In regard to the prob-
ability of error masking occurring at the second level MISR, it is simply pro = 277,
Therefore, the probabijlity of an erroneous matrix going undetected at both levels of

MISRs is ;;r— = pry.prg = 2°™.2°7 = 2-(m+r) In conclusion, for the same number of

. addifional MISR stages, the reduction in error masking.ynder the Multiple Level Com-

pression Approach is comparable to that obtained for the kxtended Length Compressor

A pp;oacl). * ;

—
3.3.4 Multiple Test Sets Approach: 1 {

Another approach fpr rgducing error masking suggests applying ‘multiple test sets

|Hlawiczka 81] [Has n 84a, each of which essgnﬁa]lx detects the entire set of faults.
Figure(3.5) illustrates this approach with two test sets, t, and t,. During the appli- .
cation of each teést set,-a signature is collected in the same m-bit long MISR and then

compared with its corresponding reference value. K

The }mplen}en tation of such an approach requires no additional hardware on the
ODCside. However, the duration of the entire test is multiplied. Moreover, it places the

burden on ﬁnd@g non-expensive input pattern generation techniques to both generate

and apply the test sets. One easy way“of generating two distinct test sets for single

/ 6l
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Figure (3.5) Multiple Test Sets Approach

outputgcircuits is presented in [Hlawiczka 81] and [Ilassan 84a], and its extension for
multi-output circuits is described in [Hassan 84b| and [Hlawiczka 86];5\The basic idea
behind this particular technique is to use an original test set once, and {then reverse its

order of pattersls to use it as a second set.

In the M ultiple Test Set Approach, ~tge deception volume consists of the erroneous
output data matrices that are compressed;f{;the faultd"ree signatures with each test
set applied. It can be shown that by using two signatures, the error masking probability
is pr = 2-2™_ Henge, the deception volume for this approach is reduced by similar

factors as for the previous approaches.

3.3.5 Multiple Compressions Approach:

Another approach to red uce error masking suggests employing two or more MISHs,

)

each having a different characteristic polynomial. Figure(3.6) shows an example where
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two MISRs are employed. In a similar way, one MISR s’n'th two different characteristic
polynomials can be used, repeating the same test set twice, trading off extended test time
for reduced hardware. Another alternative is to provide an adjustable length MISR, e.g.

of length kand k+1, with a facility for changing the length for the second application of

the test.
_ ’1 r--ﬂ
o —r— P
. : 3 :
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I
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Figure (3.6) Multiple Compressions Approach

It has been shown [Bhavsar 84] that for any two characteristic polynom:als of
degree m, there exists 2'X™=2m matrices of size | x m , which are dnrxs:ble by both
characterxstlc polynomials. Therefore, ‘the reduced deception volume is the same as in
the previous cases. Thus, the error masking probability is 2-2m_ This approach has the

same reduction in error masking for the same amount of extra hardware as the above
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approaches.

A\

3.3.6 Variable Shift Compression Approach:

Yet another set of suggestions to reduce error masking in polynomial division-based

compression are made in [Carter 82a]. Adesult from the latter is that if the | input

_patterns in a test set are chosen by a tduly random process, then the masking probability

is bounded by 4/l. However, it can be demonstrated ~that no pseudo-random number
generator can be considered as truly random because of the correlations between the
input patterns [Carter 82a/. The suggestion to reduce masking probability to 4/! based
on this fact is to randomly per;_nute the output lines of the CUT })efore feeding them
into an MI:S‘R( However, the required area t? connect the outputs to t};e MISR in a

random way is too great to be practical [Carter 82a).

A more practical approéch called variable shift compression is suggested’in [Carter

82a/ as well. The idea in this approach is to reduce the risk of mfa.skfii'g resulting fron
the fact that both i;put and output registers of the CUT are shifted simultaneously,
one bit pésition per test cycie. The suggestion is to modify the MISR to ‘pern‘iit either
one or two s};ifting clock cycles between each output pattern from the CUT. In that

case, the choice of a single or double shift can be made randomly by a signal on an

]

. extra control line. It is shown [Carter,82a] that the masking probability in this case is

~

no more than pr = 1/1. It is not possible to compare this masking probability with
thaqse rlier approaches, because this qpproach does not make the e\qu:-hkelyhood

assumption‘as all the others do. ’

3.3.7 Combined Compression Approach:
The last approa;:h for reducing masking considered in this section suggests us-
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ing more than one type of ODC to reduce the @pﬁom volume. An 3xamp1e is de-

¥
scribed in [Robinson 87|, where a count-based compression is added to the regular

+ polynomial division-based one. As shown in Figure(3.7), the m output lines of the

&
CUT are first compress?d to an _l;b/t long string by an Exclusive-OR tree (parity tree).
Then, this string is fed to both an LFSR as well as a counter to be compressed sepa-

rately. This approach also yields two signatures, but utilizes three compression blocks."

—

1 1 ;
! : "
: A [
- & 3
< CUT l e 0 5
& o
= S
-—--—-l, —.—'. H _,,./
Figure (3.7) Combined Compression Approach /(

The additional hardware used by the Combined Compression Appreach cannot
be justified if'it is compared with that of the previous approaches, because its total
reduction in error mg.gking is not bétter than that obtained in the previous approaches.
More specifically, neg?écting the small amount of error masking probability introduced
by a parit_'v tree (2~!, where I is usua]yly in the order of thousands or more), the total pr
is the product of that of two final compressors. It was sl;own earlier in xt}u's section that
the masking piobabih'ty of a k-bit LFSR is 2—%; whereas, in general, the probability for

a counter of the same length is considerably more than that of the LFSR. Consequently,

the total pr in this example is more than the usual 2—2F,

‘ ‘ - .
Other examples of this Combined Compression Approach suggest different’ com-
binations of compression techniques, However, the reduction in deception volume ob-

65



s

tained, in general, remains no better than in thé previous example. One exception is
the Accumulator Compressor approach [Saxena 85| developed for single output circuits.

However, in this case, a much more considerable amount of additional hardware is re-

quired due to the adoption of an extra adder-accumulator, making the approach not

very feasible.

Based on the analysis of the above mentioned approaches, it can be concluded that
in general, the same reductions in error masking are obtained for the same amounts of
extra hardware. A general theorem along these lines is proven in [Bhavsar 84]. This

theorem states that the error masking probability of a k-bit compression function is 2~*,

3R \ ,
where k is the total number of bits in the final signature(s), if and only if the compression

%

fungtion is uniform. Since polynomial division-based compression functions are uniform
(see section 3.4), and since all the above mentioned approaches use polynomial division-
based compression functions, therefore, there exists no provision to obtain better than

2‘1‘"error %asking probability under such approaches.

As a result the fol]owix'lg problem is posed:

Can the probability of error masking be decreased to very small values, such as
g-thousands 'y ithoyt incréasing_ k.to thousands, i.e. kgep extra hardware requirements’

small, and keeping the value of | not very large? Such a level of certainty is particularly

suited for requirements of very high test quality, e.g. 1 failure in a 10° or 10° parts.

The work presented in this dissertation provides a positive solution to this prob-
lem. ‘It will be shown that under the same assumptions as the described approaches the
desired error masking probability ( 2-thousands) cap be achieved by utilizing a"pproxi-
mately the same amounts of additional hardware. The concept behind t{n’s solution is

presented next.

?
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3.4 The ODM,Concept:

To reduce the deception volume, and thus the error maskmg prob’?bxhty, all the
previous approaches either developed a sophtst:cated compmszon techmque or modified .
the existing technigues. However, it is important to realize that the error maskmg
problgm ;JOL only depends upon the output data compression technique adopted, but

also on a second factor, viz, the error-free output data itself.
’ 5

) _The superiority of the ODM scheme presented in this work results from the faét that
the dependence on both factors is e;plbited [Agarwal 83], and adopted in a complete
BIST scheme with a small area overhead realization [Zoria}l 84] [Zorian 86¢]. The
sophisticated Jcompression function constituting the first factor is only considered in
detail in the following chapters; whereas the second factor, i.e. the idea of utilizing the

error-free output data, is discussed* next.

t

Under certain compression functions, the deception volumes are independent of t‘ge
actual output data. In such cases, the compression function produces equal deception

volumes for each of its input matrices (I xm). Hence, such a compression function is said

to have a uniform deception volume. More formally, the deception volume is tonsidered

uniform il a compression function partitions the space of its input data matrices equally,

as shown in Figure(3.8-a), where the space of input data matrices consists of all possible

2!*m matrices. The famous polynomial division-based compression technique as well as

the parity check-based technique are good examples of functions that have uniformly

distri-butgd deception volumes. Figure(3.8-b), where each point on the x-axis refers to’
a specific | ~ m matrix, shows for an MISR a constant deception volume wi‘th respect
to a characteristic (i.e._ ;veight, transition count, etc..) of the output data matrices.
Hence, all output data matrices mapped under such a compression function yiel® the

same deception,volume. .
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Figure (3.8) Uniform Deception Volume (MISR) .

13

On the other hand, if a compression function partzlt}ons the same space of all pos-
sible input matrices into unequal regions, as shown in Figure(3.9-a), then its gleception
volume is non-uniform. In this case, the deceptioﬁ volume dépends on the input data.
The count-based compression techniques like One’s Counting, Transition Cognting and
Edge Counting, have a non-uniform deception volume. Their respective deception vol-
umes are a function of weight, n'umber of transitions, and number of edg;s. For instance

if One’s Counting is applied on a single output CUT, then the resulting signature is the

weight of its l-bit‘long\output string. Since the weight of this string is generally close

- 68 . ‘
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tol/2, its decép,tiori volume,

weight is either close to zero or one, then the deception volume is much smaller. .

as shown in Figure(3.9-b), is (‘;2). However, if the string’s
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Any modification in output data may changé the deception volume only if it ds
non-uniform. The pui‘posg of the output data modification concept is precisely to tai(e
advantage of this non-uniform disturibu'tion, to reduce the deception volume of the out-
put sequence. Figure(3.10) shows a reduction in deception’ volume réaliz-ed by mod-
ifying the output sequence q by using a modifier sequence 8 resulting in a sequence
q’ which has a deception volume much smaller tha:r; ‘that of q, dv(q') <<'dv(q).
This modification operation, because it is performed by Exclusive-Or, results in no
informaltion loss. Hence, the original string q can be fully recovered from q’ by per-
forminé the bit-wise Echusive-OR with 8 again. However, this scheme is practical

only if the modifier string 8 can be generated easily and by inexpensive hardware.

Figure(3.10) The Modification Operation

@

The ideal value for the modifier string s is the original string q itself, such that

o

after the bjt;wise Exclusive-OR is performed, q’ is the string of all zeros, i.e. dv(q') = 0.

Since this is a likely e:épensive possibility in reality, s has to be as close as possible to

.the original string q in the case of One’s Counting-based compression. The closer the

Al

provided s is to q, the smaller is the deception.volume obtained:

| | | dv(q’):(til)d—1<<dv(q)=<i>—-1

where w is the weight of the string q, and w’ is the weight of ¢’.

L

This concept of modifying the output data to provide higher certainty of error

coverage is adopted by a new BIST scheme called output data modification (ODM)

-“scheme. The model of this scheme is presented next. -
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3.5 The Proposed ODM Model: * ,

In order to design a BIST model which realizes the ODM scheme, the followmg

#

consxderauons have been taken into account:

s Provide the design of a general BIST model wjlich implements{? large set of com-

pression‘ functions {f,}, such that this set provides the possibilities of obtaining

extremely high improvements in error coverage.

e [Exploit the functionality of the given CUT to select a ézrquit-speczﬁc compression

function f* from the availableset {f;}, for whichdv(Ao, f*) << dv(Ao, f,), Vi # *.
™ .‘

The silicon area used to realize the entire model (including the circuit-specific part)

should not, in general, be much more than the improved BIST schemes mentioned

in section 3.3.

L4

-

The ODM scheme which is the realization of such a model will be described through-

_out the following chapters. However, the design of a general BIST model is demonstrated -

-

in the setup in Figure(3.11). This setup consists of a dotted box represen&'ng the stan-

dard form of BIST schemes, along wit}l two additional blocks. The block on the left is

called the Modifier. Its task is to generate the modifier sequence s, whereas the one on""
) ;

o

the right is the Improved Compr;zssor.

»

The generi¢ model of the ODM has the capab:hty of providing a Iarge set of com:
prese:on functions, part:cularly since it contains a spec:al functional block, the Modifier,

which has a Iarge choice of programmable functions. An appropr:ate funct:on for 'this
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Figure (3.11) A BIST Model for the ODM Scheme

d N
%} .
Modifier block is selected such that it generates the best s possible for the modification

o

_operation. Such selection has to be made according to the functionality of the CUT.

Hence, the Modifier block necessitates a circuit-spec'k c design with each CUT.

In the Improved Co;prcssor block, thcf output data modification operation is per-
formed. In the same block, the non-uniform ;utgut data compression is also performed.
This block receives as input two l-bit long streams: 8 from the Modifier biock, and the
quotient bit stream q produce&J by the MISR. The two streams of data, s and q, are

' Exclusively-ORe;i to produce the modified q denoted by q'. Finally, q" is ‘comprease;d

. by a count-based compression technigue.

w2

For instance, if One’s Counting is adopted for compressing a modified sequence,

then the deception volume is changed from (l) -1, to ([/) — 1, where the number

b
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of 1’s in q is w and that in q’ is w'. Correspondingly, the error masking probability is
reduced from ((L) ~1)/(2' = 1) to ((uf,)\— 1)/(2" ~1). Assuming | = 4000, w = 1900

and w' = 700, the two masking probabilities are respectively 2—2! and 2~1°C,

A detailed description of both the the generic and circust specific designs of the,

! . &
- blocks comprising the ODM model, is presented in chapter6. To generate an s as close

L 3

- possible to q, the important problem of generating a modifier sequence from a block

requiring a very small silicon area must be solved. Several sequence generation methogs

are developed for this purposeoin chapter 4.
. -y .
In the remainder of this dissertation, it is assumed that the count-based compression

in the Improved Compressor is the One’s Counting technique. However, the discussions

of the next chapters can easily be extended to other count-based techniques as well as

other nonlinear compression methods [Saxena 85/ besides counting.

) ¢ 4
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- Chapter 4

Modifier Sequenﬁe Generation Methods

»
il

4.1 Introduction: . ’ ¢

The problem of error 'masking in BIST is' analyzed in the 'previous chapter, and
a new BIST scheme based on output da;ta modification ,is suggested as a ‘solution to
this problem. However, since the hardware constraint is or;e of the most important
éonsidera.tions in BIST schernes, this promising approach can not be realized if the cost
of its hardware implementation is high. Therefore, it is crucial to provide an inexpensive

realizatiori of the ODM scheme.

The Moi‘iiﬁer' block is the only extra block designed particularly for the self-test

. structure of the ODM model (unlike the IPG and the ODC). Therefore, an important

. . SO
consideration, under the ODM scheme, is to provide a Modifier block which utilizes a

small amount of extra hardware. However, this is not a simple task since this bibck

[}
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must generate a sequence s of length 1 ({est length) which is as close as possible to the
quotient sequence q, with a small amount of extra hardware. It is obvious that with no
hardware constraints, the Modifier block can have a very simple realization. For exam-
;;le, it could simply be, the repetition of the original-CUT. Clearly, this is a simple but
expen;*ive solution.g The magjor task !zere is to design a block, with a small amount of ex-
tra haréware, which has the capability of genérating a large set of sequences, so that the
possibility of finding a sequence closer to the original string q is increased. Hence, sev-
eral methods for generaiing such sequences are developed, along with their inexp‘ensiye

hardware realizations and appropriate circuit-specific implementation algorithms.

In the following discussions of the sequence generat:on methods,, we use the term
eas:ly generatable sequence (EGS) for an an l-bit long sequence generated by O(r')
gates, where n' = [log(l)]. In fact, the different sequence generation methods described

are intended to generate E‘G%s, and hence use only O(n') gates. These generation

methods are classified under two types: methods which generate a sequence by segments
o i Y

|Agarwal 83] [Zorian 84], considered in section 4.2; and a method which generates a

sequence by totality [Zorian 86a/, described in section 4.3. - N

'4.2 Methods to Generate a Sequence by Segments:

AN
A sequence generatior method belongs to this type if it produces an EGS by gener-

ating its segments and concatenating- them using combinational circuits Several meth-
ods of this type, the exponent:ally increasing segments (EIS) methods, and the equal
size 9egments (E SS) method are developed for mod:ﬁer string generation, and are in-

“troduced below.
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4.2.1 EIS Methods for Modifier Sequence Generation:

Several EIS methods have been developed to generate sequences composed of seg-
ments that are of exgor.lentially increasing lengths. The simplest method developed to
generate such a sequence is I?.ased on om.;seed) and requires a single input [Agarwal 83).
An extension of this method to one with multiple choices of seeds increases t/he number
of possible EdSs [Zorian 84]. Moreover, the development of angther method which uses
double inputs, provides a major improvement in the number of possilble EGSs [Zorian

84]. All three methods and some further EIS possibilities are discussed in the following.

4.2,1.1 FEIS with Single Input and a Single Seed:

A simple r;zethod to generate sequences with exponentially increasing segments is
ihe‘single input and single seed method. A{bhough a more advance;d double seed method
which uses the same hardware structure anq that provides a much higher number of
EGSS; will be presented in section 4.2.1.2, the single seed methodo, developed in [Agarwal _

83], is also described here for the sake of chmpleteness.

A sequence s' of length 2 is said to consist of exponentially increasing segments if

s' is recursively obtained by concater;atmg two subsequences of identical length, 2'~'.

0

Egch sequence is generated by starting with a subsequence s” of length 1, and recur-

sively building subsequences of exponentially increasing lengths. More specifically, s'

consists of s' as one of its halves, and a sequence r" of length 1 as the other hall,

0. "l
where " is.s", sV, Z" or 1", and
< . \ s'=rs ,

Here Z'and 1', 0 < i'< n/, refer to a sequence of length..2' congisting of all zeros and

. ‘ ! o,
all 1’s respectively. For convenience, we assume that | = 2" , where n’ < n. Thus the

=76




¥

B
¥ . {

more general form can be given as \/\ .

g't! =1t gt

where r* =8, 8, Z" or 1', 0<i<n/ -1, & ~ |

Recall that an s™ of length | as close as possible to|a given q is to be generated

L]

in the Modifier block. Thus, the generation of s s governed by the makeup of q. -~
v %, .
In other w'ordi‘;, at each stage 1 of genaration, we make the ‘choice of r* from the four -

!
possible options based on what the bgstf’hoice for a given|q is.

4

Lemma 4.1: The total number of EGSs of length ||="2"" is O(22"), and thus

their ratio to the total number of sequences of length | tenids to O for large !, that is,

4
2n .
~-—7—22 —0 for l =500 o

R

a Proof: Let N (n') denote the total nuimber of EGSs of length 2", Then from the

abﬂgv}a definition of EGS, we have N(n') ~4N(n' —1). A simple iteration shows that

0. C U UN@ 1) 2 VFIN(0) gt 2 o 2743

"Thus N(n’j = 0(22"'), \ . -

" Given a sequence q, wé then have to determine an optimal EGS s‘uchu that the
weight of qQ & s is minimal over all possible choices of 0(22"') sequences. Due to
tke exponential éize of the choices to be made, an exhaustive search can become very
exp;vnsive. In a typical application, | may be equal to 22° where 20 L?_._the number of
input lines to the CUT. The total number of‘EGS’s then would be 24° ~ 10'2 | In the
following, we thus propose a heuristic algorithm of O(r') to determine an s for a given

sequence q of length | = gn',

7 o .




Algorithm (1):
begin , . P

]

let s", the most-significant-bit of s, be the same as q°,
which is the most-significant bit of q;

fori=0ton’-1do

begin

let s’ be the segment generated so far;
. let q* be s*’s corresponding segment on q;
select r' among [s', s', Z°, 1*] such that:

r'e qf has minimal weight «

(whe(e q} represents the 2*-bit long segment to the left of q');
S1+l = I".Si
end;

8 = s"/

end.

Example 4.1: Let q be as given below;
q= 1010-0100 1001 '0010

Sn: 0 I‘O :‘Ea t
s'= 10 r!=2
§2= 0010 r2?2 =g?
§3= 1101 0010 r2® =123

4= 0000 0000 1101 0010
q’= 1010 0100 0100 0010

i
v

e

Clearly the ‘weight of q is w = 6, whereas that of q' becomes w' = 4. Notice that in
choosing 1%, there were two options; the other being 0010 1101 . Therdis no restriction

»

'in making a choice in such situations.
Lemm.a 4.2: The number of bit-operations in Algon’thm (1), is Ol(l). and the
number of bit-vector .operations is O‘lo‘g(l)_), where | = 2" .
. Proof: Fort =0 ton' - 1, we notice that a conétant number of bit-vector oper-

ations are performed to determine each s*. However, since each bit-vector operation

. . ’
corresponds to an increasing number of such bit-operations, the total number is O(2" ).

*
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( Lemma 4.3: The weight w' of q' = q@®s is always less than or equal to w,
wheréin w is the weight of q, and s is obtained {roxnn Algorithm (1).

Proof: Notg that at every iteration step for i = 0,1 ..n' — 1 in Algorithm (1),

there are four choices one of which is Z‘. Therefore, in the worst case, when s* cannot

decrease the weight of q' at all, then the choice for 8* is Z*. Therefore w' < w.

Suppose now that w—w' = u js the reduction in the weight of q. This reduction will
- lead to a very large reduction in the modified sequence. More specifically, let uv/w = d

and //w = b. If we assume that d > .07, then it is possible to prove the following:
s . .

Theorem 4.1: The deception volume of ¢ is at least 2''* times smaller then the

deception volume T other words:

dv(q) 2 2*.dv(q)

Proof: The proof is largely combinatorial in nature-and relies on Sterling’s formula

" for factorial approximation. First of all, we have that

SN 1 -
= (= ] —
(e) W(‘—f—)w\/‘ 27rw('—‘7“i)l_u.)\/27r(l - w)

t

/! : 2nl -
. ww(l —-,w)l"‘” \/wa 2n(l —w) : .(4.1)
- Similarly a N
i n_ (¢t _ (!
d Q)-‘; (wl) - (W-.—,u)
R 3 o u2)
C ) ' _ (w -~ u)‘”f“(l - (w - u))l—(w—u) 2n(w —u) 27(l — (w~-u)) « ‘ .
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‘rearranging the terms in equation (4.3) we get

»

Notice that in equation(4.2) if w — u is very small, then the use of the Sterling’s

formula will be invalidated. Keeping that restriction in mind, we next calculate the

ratio
dv(a) _w—ui¥ (1= (w-u)") \/ (- u) (1= (w—u))
dv(q') wy (—w) w (- w)
. = (1+ l—éﬁ;)l—w.u - %)w.(w l_ — - ) R (4.3)

wherein R is the square root expression. Substituting now v = dw agd | = bw and

9

(b-1+d)° 1 (1-¢)' %"

= R .
( (b-1)"" ) )
If we now take the log, on each,side, it follows that
1og3 Q) (b= 14 d)logy(b— 1+ d) + (1 d)logy(1 — )
dy(q’) - \
~ (b= 1)logy(b 1)) logyR )

It can be easily shown that “expression (4.4) is an increasing function for increasing

values of d and b. For )t'he' minimum value of\b = 2.0 (since w < l/2), we have that

logz-;%)((q—q’)y = w((1 +d)log,(1 ~d) + (1 - Ei)log,l(:l - d)) '+ logz.R ] (4.5)

where R = \/(1 — d2). Thus, log,R = 1/2log,(1+d) +4log,(1-d). Since, w is bound to
be a very large quantity in BIST, the influence of log R 1:n equation (4.5) can be ignored.
Finally, it can be shown that for d > 07, (1 + d)log(1.~d) + (1 - d)log(1 - d) = .1d.

A

Therefore, it follows tha; “
’ . log, 43 » .1dw = 1u
or :

dv(q) 2 21%.dv(q)

80



~ “
P . -
. m
. “
”

¢

Example 4.2: Consider a multiplier circuit for any 8 bit by 8 bit multiplications

of positive integers. If we now apply | = 2'° input vectors to the circuit, the weight w

of the most significant bit sequence q is calculated to be 9918.  Therefore, \ «
X .
65536
dv(q) = <9918> | : "
and .
’ (65536
0918

P? = 365536

However, if Algorithm(1) is used to determine a modifier sequence and q is modified

" to q' then the weight w' of q' is 4036, leading to u =w — w' = 5612. Therefore
dv(q’) < 27dv(q) = 275 dv(q)

and similarly

prl S Z—SGlpr

2-561 s very significant. \ i
In fact, since d = u/w = .566 and b = | /w = 6.60, if we use equation(4.4), we g%i]:’tt

.

_Since only O(n') = O(16) gates were used, the reduction of

logivv((qi,)) = 9918(6.17.log(6.17) + .434 log(.434) :

\ 1
—5.60 log(5.60) + 510g(.48) ~ 17262

Therefore, to be exact dv(q') = 2-172624y(q).

It follows from Example(4.2) that Theorem(4.1) provides only a I;Jwer bound on

the reduction. For d significantly greater than .07, the reduction is bound to be much

higher than 214, ‘ \
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;‘} 4.2.1.2 EIS with Single Input and Multi-Seed Possibility: .

It is possible to extend the single input and single seed method to reach larger
choices of EGS’s by selécting the very first bit s® from any specific bit -position out
of the | possible positions of q [Zorian 84"]. We refer to such a position and any given
value (0 or 1) for that position as a seed. Starting from a seed 8, we start build-ing
st, 1=1, ..n/, by choosing an r'—! which is either to the left or to the right of &'~

In a general form, this can be written as:

or

g = pi-1gt—1 R

)

The multi-seed possibility is demonstrated,in the following example.

.

@ Example 4.3: Let q be as given below and the seed be the %hirteqpth bit from the left.
- q = 1101 0011 1000 0101 1001 0110 1100 DOO1 ' -
sV = 0 g s
: s! = 1) S 0 = g0
s = 0101 ! r! =s!
sd = 0000 0101 r? =22
s4 = 1111 1010 0000 0101 | r3=353
5 = 1111 1010 6000 0101 1111 1010 0000 0101 r =%
| q’ = 0010 1001 1000 0000 0110 1100 1100 0100
w=15 w =11
B . Since generating EGS’s with EIS methods has an. exponentially increasing na-

ture, we need n' gencration stages to obtain 8 of length ; A hardware realization
of such a Modifier block is shown in Figure(4.1), wherein each generation stage i (i =
"'1,2, ...n') is represented by a functional box G'*!, realized by one simple two-input
gate. The first input provides the previously generated subsequence s', and 1Lhe sec-

9 - ond provides a clock input ¢* which is the i-th output of an n’-bit counter.- If -a
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counter of length n' = n is needed for exhaustive :input patter;x generation, this same
counter can also be used to provide the ¢* inputs reqpi:ed for each gate G'*}, as
* seen in Figure(4.1 ). This eliminates the necessity of an extra counter in the Mod-
ifier block. Moreover, Table(4.1) helps to adopt the simple function ¢*t1 realized
by gate G'*! corresponding to every stage i. The total number of EGS’s of length
2n’ obtained by this scheme with multi-seeds can be shown to be 0(6"") by using

this approach. The formal algorithm for this scheme is presented in Algorithm (2).

.
-

’ : © g0 = - 1 gi+1 ]
Modifier for s* | st ) )
. i o )

¢ &

co ci—l
IPG (Counter) j " -

Figure (4.1) Single Input Method

Table (4.1)

Modifier Sequence Generation Functions

s:‘+1 g"*’"‘(s",c")
stst g
8.5t 8* XOR c*
li.s‘ s‘ OR c‘
s'.s‘: s* XOR c*
A ' §*ANDC*

N ‘ g'.1° s' OR c*
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' 4.2'.1:3 ELS *vith Double ‘Inputs:

Algorithim 2:. z
begin
for each selected seed q° do
begin
let s be equal o q";
for i =0to n’ ~1do
begin ’ !
let s' be the segment generated so far; '
let q* be s'’s corresponding segment on q; ¢ !
select r' among [s*, s, Zt, 1'] such that:
r* @ q} has minimal weight

( where q'}1 represents the symmetric half of q‘\); ) ;
o 7. | if (r' is the right-half of s'*!) ‘ .
i - then s*t! .= g'.y ' \ ’ :
elsers**! := r* s
end; N ’ o
!
let s™ be the sequence which provides minimal " ®q >
. end; '
1
s :=8" .
end. . .

-~

<

Note that any bit in q can be a seed. However, it is unrealistic to generate 8’s based

. on every single seed and then select the best ené. The problem of a priori selecting an

\.\ éﬂ?cient"seed thus needs to be solved. Nonetheless, it may be noticed here that the

number of possible EIS’s is highest when the previously generated sequence 8* consists

f

of alternative 0’s or 1’s , instead of contai‘ning—a string of all O’s or all 1’s, (for instance, .

if the -sequence s* consists of all 0’s then s'*? could also be all 0’s, resulting in a low

. number of possible EGS’s). Thus, the subsequences in ‘q,r that should be first considered

to choose a seed from, are those where-a number of transitions are concentrated.

4

[

[ | . P
In this method we provide the capability of generating even higher number of EGS’s .
1

by adding a second ( auxiliary) input sequence p' for each generating Stage 1, where

L3
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¢

=

{ = 1,'...n", thus providing two distinct sequences s* and p® as bases to generate s*+!
and p**! [Zorian 84]. However, the additional sequence p* necessitates an auxiliary line

of gates (G!,G?, ...G"’) besides the main ones (F!, F?, ...F"'), as shown in Figure(4.2),

e
)
3 ‘ \
J ' s —d gt L F-,F”'l‘—’ s
i A
D~0_1 G! G G+l — '
: — EH—I
’ ) P '
l c? -t - e
IPG (Counter) )
B

P

-

o

Figure (4.2) Double Input Method

The advantage of having two distinct sequences is that it provides the possibility
of obtaining up to 16 (i.e. 27’ ) choices of functions at each stage. Notice that, in
contrast, in the previous method only fqur (i.e. 22! ) functions were possible. This
causes an improvement in the total number of EGS’s, thus increasing the ;vailabilicy of

an 8 closer to the original q.

Each sequence s't! consists of two subsequences of identical length:
e one of them is the exponentially generated subsequence s*;
e the other is the auxiliary subsequence p*, which itself consists of two independent

halves: pf"l and pi~!. These two halves are generated based on both previous

1

‘subsequences 8'~! and p'~! by using the functions gi~! and gi! , as stated

below:
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v« =g i)
p;~l _ g:—l( z—»l,p:—l) .

-1 and ¢'~!, and therefore, to determine

*

To determine the auxiliary functions g,

the structure of G', we have to use ‘the twp subsequgnc&e '~ and p'~!, for each one of

t)xe 16 obtainable functions, i.e. the 16 distinct half p*’s (op;"l, p.~1) For each half;j'

p', we have to select the closest possible choice to its co‘ﬁ"equncfiﬁg part on ‘the original

..

sequence (. These steps are shown in Algoriihm(B) and applied on Example(4.4).

BN )
Algorithmn 3: .
‘begin B
for each selected seed q° do ? ' ¢
bagm
let 5" be equal to q";
let p" be the symmetric bit to q° on q, .
fori=0ton’—1do ' 2 . %
begin -
let s' be the segment generated so far,
let 5'~! apd p*'~! be the two segménts of s*; ! ’ N

let- q* bes'’s correspondmg segment on q;

\}solect the function g, ~1 among the 16 possible functions: -

p; 1 lt l( l-—l,pl 1) -

such that: p, ®q;” ! has minimal weight;

select the function g:~' among the 16 possible functions:

pr _g: l(sz-l,pt 1)

such that prl @ql! has mmxma} weight;

p = p p:'—li ’

N (p is the right-half of *+?)
then s'*! :=¢'.p*

: else s't! ;= p's! .
end: ’ ¢ ’
! - . . e v - ! .
, let s™ be the sequence which provides minimal s™ @ ¢
end; - g ®
s:=s" _ “ :
end. Cs —
A
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Example 4.4: The Double Inpl;t Method is applied on the same q as in Exa.mple(-i.\?):

“q = 1101 0Q11 1000 0101 1001 0110 1100 0001 * . .-

s'= - 0 p°=4s0
ﬁ_ p(‘: . . . 1
Gl 01 p!=3s%s°
p'= - 00,
s?= - - 0001 p?=plp!
pi= 1100 T
s%= 1100 0061 p3 = (p? + 8%).(p? + 82)
pi= 1101 0110 .
si=: 1101 0010 1100 0001 p* = (p* +8%).8% )
p*="1101 0011 1100 0001 o . ' z
55: 1101 0011 1100 0001 1101 0010 1100 0001
=0

000 0000 0100 0100 0100 0100 0000 0000
- W:15 W,=4‘ ' :

-

‘¥
"The use of two subsequences in‘ each stage results in a higher number of obtainable

functions. The total number of EGS’s in ‘the double input method is 0(256"’). If the

( t ]n umber of input subsequences entermg ‘each generation stage 1 1s increased, then one

(# of input sequences)
can achieve an even hzgher number of generatable sequences: 22
. ;

However, in that case, the complexﬁ‘yéf‘Algorithm(,?) will be increased in the same

order. This is because f complexity depends on the number of generatable sequences
b ‘ . |
as it tries every possible function and then selects the appropriate one. Moreover, the
~ ¥ .

" silicon area requirement for the generation block isWnd to increase as well.

}

a
- el

4.2.1.4  Further EIS Possjl¥ilities: ‘ L
/ : Y

The modifier sequence obtained through the previous methods may not -always

result in drastic reductions in deception volume. In fact, no sing}e method can always be

ey

suitable for all sequences of interest. Thus, to enhance the scope of modifier sequences,

Further tecgﬁques to enhance the EIS germeration methods will be considered.

N ‘87, .m‘ . e
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A particularly interesting technique, in this regard; is the simple Transition Count- - _.

ing technique. Tg&’ﬁ?h Counting, in fact, counts the 0-to-1 and 1-to-0 tr%nsitiobs. )

, This is equivalen the weight of the sequence ¢, where the xith bit of ¢ is: ¢(z) =

q(z) @ q(z — 1), and c(0) =, &StSLIbW;I in the following example.

Exarmple 4.5: For instance, if : -
q= 01011010
Shifted-q=01011010

4 ¢ R

¢c=011101110 -
d

then it can be noticed that the weight of q i is 4; whereas the we:ght of the new sequence

v &

b °

¢ is 6 If ¢ is treated=as U)e mocﬁﬁed q, itself, then the One’s ‘Counting apphed on it

L3 ’ a ™
results in: . b

@

f 8

dv(c) = <§> =28 < dv(q) = (4) =170
° il . )
Notice that ¢ obtained in this way always has one extra bit than q. However,

without any loss of generality we can lgnore "the most sxgmficant bit. Interestmgly,
f

has-the recovery property in'that q can be o‘btamed from ing tbe following rules:
° ° P - ;
‘' ’n ! ’ * [ 4

q(0) = <(0)

~a~

q(z) =c(z)®q(z-1) .
Thus, ¢ has the same falil¢ coverage information as q does.

Cs . . . 1

~_Another possibility to enhance the scope of modifier sequences is to use a two

level modification tschmque [Agarwaly83]. For instance, c can be treated further by -
Algorithm(3) to determine a modifier strmg s for ¢ such that the resulting ¢’ = ¢ @ S,
has lesser weight than c. Thi§ technique is shgwrr-m Figure(4.3). In example (4.5), c

is ‘so regular .that an s = 1110 1110 can be generated by Algonthm(3) leading to ¢’

consisting of all zeros. The deception volume of ¢/, in-that case, is of course 0.
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shifted-q & .
L ] ) ! . T

Figiire (4.3) Two Level Modification Technique

Q)" . NI

- One can easily incyease the set of EGSs by.employing some rather simple techﬁiq ues,

The above two-level modification technique is a gopd example ‘of thjs. The ¢ obtained

4

from q and shifted-q in_fact becomes an EGS in the sense that it can be easily generated '

'with O(n') hardware. .

-

Another set of Jgequences that may be used in the sequence generation process
is the set of strings which are already available on the BIST chip as a part of some
oiher subsystem. In general, we will refer to such sequences as available sequences. A
comb‘ination of EGSs and available sequences can be used'to generate mo‘diﬁer sequences
which do not'b‘elong to either sets. In fact, a method called ESS [Zorian 84], described_

in the.following sectifn;, is totally based on the available sequences provided by the IPG.

-

t
A — _— = . "
\‘J L% 5
o ] « a0 " =

4.2,2 ESS Method for Modifier Sequence Generation:

One major difficulty with the EIS sequence generat:on methods, ifi general, is that
for each generating stage i, a gate G is used to produce a segmqnt of 8 of the same
length as the cumulative length of the previously generated segments produced by the

gates (GI,G2 G"’l ). This leads to lesser control on fhow close 8 can be generated

o . '
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di!ﬁculty.

.

toa given q. The equal sizt segments (ESS) method described here overcomes this

<]

-

The ESS method generates a sequence of length | c6nsxstmg of n'.= log(l) equal
size segments, each of length I/n' . Hence, a subsequence 8;, 1 <1 <7, mustu
be generated for each of the n' segments. Fach s, is generated usmg some ava:la.ble
sequances on the chip, and a combinational gate G‘ is designed for that spec:ﬁc s,,

shown in F xgure( 4.4). The available sequences are assumied to be‘from the outputs of

n\'Q\

the~I’PG. r‘ N ) ) -

/ - -
. | MUX J .

Fjsl 82 Llsn ’ )

. . ‘ -r ¢4 ¢ B N .

3}

-~

14

t

v . ~ IPG (LFSR) J

' Figure (4.4) Equal Size Segments Method

o

Generally, the larger the number of input sequences available at each generating
stage, the larger the number of KGS's that“ cax; be generated are. This can be noticed
in the above Doublfe Input Method when it is compared to the Single Input Method.
If, for instance, four input se;]uences are used to generate each segment, then we can
obtain up to g2* subsequences from that segment alone. Importantly, under the ESS
method, there is the flexibility to use a different number of input (available) sequences
at each stage. This means that not all the segments need to be generated with the,//
) . /

same number of input sequences. Hence, in practice, the number of input sequences fed

Cr 4
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to eaaCh stage is determined by considering the segment to\be' generated, as w\ell\a.s the -~

IS

avai{éble sequences on the chip. As thes;’s are being generated by their respective gates,

. they are copcatenaied by a multiplexor to finally provide the required modifier sequence
s. Because of its flexibility to use a dxﬁerent number of input sequences, the ESS method
provides the possszhty of generatmg a much larger number of EGSs than &t‘ previous
methods. However, under ESS, the total number of possible EGSs cannot be predicted

beforehand, since this number depends upon the number of available sequences at each

stage. :

2 €

4" [

Various limitations concemmg the above methods which generate sequences by

segments are dxs‘cussed in- the following section. - ‘ N

v
' - -

4.3 A Method to Generate Modifier Sequences Hi? Totality:

4

i1

The important problem of generatir‘zg large number of sequenc:es\’with small amouhts
of hardware was the fogus~ of the previous section. There, different methods which
.generate s|equences by segments were \presented, along with general designs to realize
each method,. some heuristic algorithms t%implement them given a ;equence q.: and
discussions about the capabilities of eacffi method to generate a large number of EG Ss.
It is important to indicate that these methods, despite their capabili—ty for generating
large num‘ber of sequen‘ces from small amounts of hardware, are not adequale if onc
wants to reduce the deception volume to any predetermined value. Furthermore, thesi<
methods are not guaranteed to ;;ork eﬁectively¢ .for all cases. This is because they
are based on local optimization (since any sequence provided by such a method is

Q

‘composed of déptimal segments for each generating stage 1), and it is fvell-known that
AN

local optimization-based solutions are not necessarily globally optima?.

)

o
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We overcome the above ment:oned limitations by proposmg a }ew method of se-

quence generatton This method g%nerates a sequence s by totalzty )Zonan 86a/, and
i

prowdes a global optimization as well as a capab:lfty of reducmg the geceptjon volume

i

to predetermined values. The basic rde ehind this method is describéd in this section,

along with some inmiplementational aspects However, the analytic pxjﬁof which shows

.

that this method provides a tremendous reduction i in deception volume for any average

b

cu‘c;ut is presented in chapter 5 The haﬁT~ ware reahzat:on of the Modi, ﬁér block for this

.method is described in section 6.1.2. Fmal]y, the xmplementatlon of the ODM scheme,
t‘ ‘
u.f;ng this method, is shown in section 6.2, along with procedures, heuristic algorithms,

and examples. ' -

Aconvenient way to describe the basic idea behing.the method of génerating se-
qllen(;es 'by totality is to think of the Modifier block as an n' = log(l) input and single
. \
output comhinational circuit, which.produces ! bits'on the output line when ! input

~
pattefns are applied to its inputs.*In particular, if the | patterns are applied in a certain

order, then the resu)ting I-bits form the modifier string s. Since the Modifﬁ block re-
alizes a single output function which generates a seq.uence in totality, a very convenient

implementation for it is the functional block model usedznlu [Mead 80]. This functional

block design provides a large number of possible functions. However, given a CUT, a

-

“circuit-specific hardware programming is required in order to generate an § as close as
L4

- possible to the quotient sequence . In order to decide the circutl-specific funct:onq,lxtv

of the Modifier block, the method requires the, functzon of the quotzent sequence Fy.

Now to find Fgy, which we assume to have n mput variables, suppose that the [-bit lohg
string q produced by t‘he»MISR cor;-esponds to the output column of the truth-table of
Fq. Then, we Iet all the input combinations of these n’input variables which become

» the input combinations to the Modifier block as well, be the input patterns generated

92
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~ function. Fy is a much simp
{

H

>

@ ~ e M ! - L]
\ . .

by the IPG, as Figure(3.11) illustrates. Fram the resulting truth table, it is possfble.

.to write a minimal sum-of-products_form expressionefor the function Fq [Brayton 84

[Pagenais 85]. The functionality of the Modifier block, which is expeéted to be as ¢lose .
as possible “to Fq, will then be obtained from the above mentioned sum-of:products

expression.

-

- \ °

Let  be the number of product terms in this sum-of-products éxp?essfon F;l. Since

the Modifier block is part of the area overhead needed to realize the ODM scheme,’

the amount of hardware to implement it should be as small as possible. Consequently,

" only a limited number of product t:erms, say p, might be allowed to be implemented.

Clearly, i <= p, then all ‘the product terms can be in¢luded in the Modifier block,

and the modifier function is then the same as the desired function Fq. In that case the
A

exact sequence q can be‘generated by the Modifier b{’?ck, resulting in a q’ of weight 0.

'Howeover, if.t > p , then the disired function Fgq is not entirely realized, and a subset
1 N4 ’ 4 T,
consisting of p product terms out;Bf t have to be selected to form the modifier function

which generates s. For #his selection to\be good, it should cover the largest number of

»

1-vertices in Fg, such that the selected product terms provide a global mgdifier function -

as close as possib!e to the original Fq. Such a selection algorithm is presented in section
> .

~N
6.2.2.

5

<

: ‘ 5 .
Although the glebal modifier function, under this method, depends upon the gen-
5 7 . .

—eral function of the CUT, it »E:mﬁ‘ortant to notice that it is not a repetition of this

. J ,
function than that of the general CUT because the
Modifier is an n'<input single-output function; whereas the CUT is an n-input and m-

output function. Furthermore, the Modifier is stimulated by only | input patterns and

. not the sct of all 2" possible patterns, where | << 23 since pseudo-random testing is

. ' C 93
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considered, Moreover, sirlce the functidnality of a Modifier block is usually not identical

k : .
approximation of it, realized by only a subdet of Fy’s product terms. )

4 \

o - N . [ .
to Fy, but as close as possible o it, the ryﬂier function is, in general, a simplified

The total number EGSs that can possibly be generated by a Modifier bIoc‘under

this methdd is flexible since it depends on the number of product terms p selected by

" the designer. Thus, the number of possible EGSs can be irrcreased to any desired value-

S by mcreasmg p. This flexibility, as will be detarled in section 5.6, creates a trade-oﬂ"

between the area overhead requrred to implement the Modifier block and the number -

A}

of generatable sequences. This is considered one of the zmportant advantages of this
‘ Q

method. Moreover, this method is generally very useful, since it can be proven that for a
- i (%4 &

Jany average. funttion

.

given p, it results in a significant reduction in deception volume fo

" created by sequence q. The formal proof of this statement is Qrowded J'n chapter 5.

4
0

Because of the above menfioned advan.tages, the method.to generate a sequence
/

by totality is adopted to des:gn and tmplement the Modzﬁer block descrrbed in the re-
mainder of this dissertation. The details about the general desrgn of the Modifier block,

under this method, and illustrations aboutl‘ﬁetermmmg its crrcurt-specm’c functronahty
’ ’
" are provided in ¢hapter 6, along with the complete implementation of the ODM schemey

“

»
- . ¢ .
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Chapter 6
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Reduction in Deception Volume for :&verage Seqtences

- -

~

o

\r ) ) ‘ ' -t
: . g ;o

The objective of this chapter is to show that in general, the deception volume,of an
average sequence of any specific weight is reduced by a significant amount by applying

output data mo‘diﬁcatﬁcjnd that this reduction can be controlled by p (the prede-

* this objective, first, the average number of product terms of a certain size, and the fixed

number of isdlated vertices is determined first. Then based on this determination, the

-weight of these product terms is derived, and then used to find out the reductions in

weight and deception volume. The first section deals with certain preli}ninary calcula-
L.d

tions required to determine the average nymber of product.terms. '

-

y

5.1 Preliminary Calculations: ' ' ~
. o

[ S \

Let .a produgt term in an n’ variable function be termed as a cube of size k (also
. Lid

denoted k-cube) if it covers 2k vertices in this function, where (k = 0,1,...n'). Such a
3 ‘ R .

95

termined number of product terms composing the M'od?ﬁer.block). In order to achieve>

s,
»




 w is obtained from, the. number of possible choices of w out of I:

%

3
o - . -

r ‘
- 4 3
4 , /

, -

cube is represented ‘Then necessary by cubic }zotations,[Dietmej'er 79]. For example, the

product Lermoa?; in a six variable function (i.e. n’=6) covers 2% vertices. Thgrefore, it .

—— * -7 .
is considered a 4-cube, and its cubic notation is 10xxxx. In other respects, a sequence,

in this chapter, is said t6 be composed of a set of k-cubes, since it is assumed te be

-

_ generaled by the (modifier) function which it‘sejf consists of these cubes.
¢ t

The discussions in this chapter will not be based on specifie sequences.o Instead,
3

they will generally deal with Q,,, tRe set of all possible sequences of length | and weight/\

-

L4
w, and more specifically with q,,, the average sequence of the set Q.

/*"_» N ; } . ' . ‘,éd * 14

*.By definlition, the average sequence q,, of length | is generated by a set of cubes

¢ q

composed of T (k) %k-cube"s for"each\value of k (k = 0,1, ...n'), where T(k) is the

average number of k-cubes over all qy’s, Vq,, € Q,,. For inst{uice, T(2) corresponds to

the average number of 2-cubes over all the possible sequena@s in set Q,,. : .
d?

Let us also define T*as the total number of cubes of sizes k=0,1,...n’, that are

-

needed to generate qy, thus: - - ®

™o - .
: T=> Tk . (5.1)
k=0 ) \

~ b

Having defined T(k) as the number of cubes_ of size k needed to generate q,,, we

will proceed to demonstrate how to find it in general.
> hr

Given the sequences of length | = 2"’, the total number of sequences with weight

. [y

2

S o .
Qui=(y) | (5.2
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It_is known that in an n'-variable function, each one of the 2™ vertices has n'
2

) -
'

K

“\ adjacents. Consegquently, the number of distinct k-cubes which include a fixedsvertex

i . .

A N - . N o p . »

“is (3‘), sinice k out of the n’"adjacents of this vertex will be included in ea};h F-cube.
A L 3

ngr example, the number of all possible 2-cubes that includes a specihc vertex in a 6-
e / '

variable function is (g’) This number should be multiplied by gn’ (the total number of
vertjces) in order to determine the number of posgible k-cubes in an & -variable function.

Howgver, it éhou]d be*divided by 2* as well, or else the same k-cube will be considered

\with each of its 2% -vertices. Thus: . _’ . e
._r#
w . s :“! -
¢ C . n - . - . .
o Ck) = (’;)ys’—k . (5.3)

1

W N ,
Recﬁl that given a function, a cube is said to be essential if.it is considered indispensable '

- in the'sum-of-products representation of that function. N(k) is defined as the number

. {
-of sequences in Q,, in which a fixed k-cube is eg%ﬂtial. '

- . % .
Finally, Dto obtain ?(k«), the total number of possjble k-cubes ianw is diviqed by
P .

the cardinality of Qy [Mileto 64]. .Thus we have,

AN C(k).N (k)

T(k) = (5.4)

’fi 2 \ ' '
C(k) and | Qu | (in terms of n’ and k) are substituted from (5.3) and (5.2) re-

spectively. However, N(k) is determined in the following sections, 5.2 and 5.3, in order.
to be substituted also in equation (5.4). In section 5.4 the average number of k-cubes
are evaluated, and in section 5.5 and 5.6, it“js,shown how to calculate the amounto of

. . " .
reduction in weight, and the consequent dece}??xon volume for a given p.
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b.2 Esbsential Cubes and Isolated Vertices:

<

Definstion: A fixed k-cube is considered essential (i.e. required to generate a se-
‘quence’'q,, € Quw), if at least one of its 2% vertices is isolated. This means that this

vertex is not covered by any other cube.
J

.

To determine that a‘certain vertex is isolated, one of the following conditions has
to be fulfilled: ,

e all of its adjacent vertices should be assigned to O’s;

. t}nére should not exist.any cube which covers the isolated vertex and any one of its

adjacent 1's together.

.

To clarify the derivation of the main formula needed to calculate the N (k)’s, we
use the example shown in Figure(5.1), where the vertex a/1 and the '1-cube including
it are considered as an isplated vertex and an essential cube, respectively. However, we
do n(;t limit our discussions to the size of the function and the essential cube shown in
Fig_S?e(S.I). Hence, we consider the set Qy,, in general, and assume that the vertéx fz/l
happens to be isol.ated‘vertex of it. Therefore its k-cube is gconsidered as an essential

cube. Our target is first to find out the total number of functions in Q,, which contain

* the lixed k-cube.

, -
a

It is clear that a/1 has k adjacent vertices inside the k-cube, and n' — k adjacent

]

vertices outside of it. The ones outside are denoted as b-vertices, and it is assumed that

. . | &
' ] of them are assigned to 1’s (where 0 < j < n’ — k), and the restn' —k-j to0’s. We

<

introduce two other types of vertices: -
< IS
¢ a c-vartex is the adjacent vertex-commog to a pair ofsb/1’; . .

o d-vertex is a'verte;\' adjacent to a b/1-vertex, but which is not a c-vertex nor a/1.

[N

The cardinality of the set of d-vertices is n’ — k — j.

[ N
]
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1( u/1)|{ b/1; "% b/0 | 4

b/0 |id/1i

- l '

Figure (5.1) Isolated Vertices in an Essential Cube

. Since vertex a/1 is regarded as an isolated veftex, then it is required that:
L N every c-vertex be assigned to 0 to avoid forming a 2-cube with a/1 and the pair

of bj1’s; ’ ) : 8 ‘
@ *at least one d-vex"tex, for each b/1, be assigned to 1, to provide a cube which covers
b/1 and d/1.
pa——

5.3 The Nuébpr of Sequences with Isolated Vertices in-a k-Cube:

a “

L)

< Our aim here is to compuge the number of 5trings in Q,, which have isolated vertices

’ -

. H 9
that are based on the tonditions presented in the previous section. a

| o " If we contribute nly one fixed d-vertex for each fixed b/1, the number of sequences

Ad

or fdnctions in Q. whére a/1 is*forced to be an isolated vertex in that k-cube can be

<

. obtained from:
. . e

— ‘- % Al ‘ \ Q “\
. 0
\/(l UI: 2j ( zI ‘ . J') — _.;j(j ])) - * .

w—vg— 27 =
, ’ ) l—vk—-(n’-k)-%j—%jz) (5.5)°
w;-'vk"’zj‘ ) /
- ' . ! -
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( ’ where 25, n' — k' — j and (5 — 1) are the values of /1 and d/1, b/0 vertices and ¢/0

vertices, respectively. Finally, vy = 2* is the number of vertices in a k-cube.

¢ ' Since one d-vertex out of n’ — k — 5 will be assigned to 1 for each b/1, the number

a

: of sequences in (5.5) increases to become: ~ ° - )

< '(z-vk—cn—> 972 ')(r[k-f.')"

<

Y 9’ B ‘(56)

v
¢ ,M ?

—vk-rZJ
: ) )

Let us consider the functions where the number of d’s that are assigned to 1'exceeds

» = OQ -

o . \
7, and introduce R as' the number of extra d/1’ s, wherq =0,1,..[n' — k-7 —1);.
Note that for evety. R, there is a set of?\stnbutlons denoted a% {R}. Whereu\) each

v’ member of this set, r € {R}, represents the dxstr:butxon of R,§ £ d/1 vertices.over j

fixed b/ 1 'se Therelore, everyor consxsts of] numbers r1y72,...T;, Which s.um toR +j: .
' ( " 7 | o 1 .

S Y r=R+7j.

o -

a s A r
. L &
* o~ Here the principle of inclusion an{ exclusion is uh’h‘zed so that the functions with ) 1

" R > 0 are also taken into consideration. Hence, the number of qu’s thh a/l as ag

& isolated verte.x in the k- cube and with j fixed b/1%s,is : .

-

, \ .o R S §
. ‘"'"'S—m pfl—vk—(n"—k)=17~152 R\~ Z H n'—k—j ¥
1-1) < ' / H ) ( ) (5.7
et w—vc-2] - R all 1=1 r
‘ . . ., TE{R .
% .

EApandmg this formula to first mclude non-fixed b/1’s, i.e. havmg the poss;bxhty of,

rd

choosing 76/1's out of n' — k b-vert)ces, and tben summing over all boss:ble s (U=

L4
Y

c 01,.z—k)weget . .




‘ 14
B N e e R -y
o ':]' . . —-vk*zj._R -
A .
. . 4 - R J‘\ } .
- ' n' -k -}
: »Y H( y ) (5.8)

. all =1 > ;
. TE{R} vt e

\Equa@ion (5.8) is an expression for IY(Ic, 1), the number of qy,’s with at least one ﬁxed'
Yertexbiso]ated in the k-cube. .Thus far, our calculations were concerned only with the
cases where the k-cube is essential due to one Vertex (a/1). They did not take into -~
consideration the p'ossibil)’ty of ha‘ving other isolat,ed vertices in the same k-cube. To —

calcylate N(k), which is the number of Quw’s where the fixed k-cube is essential, i.c.

- o]

thei k-cube has at least any one xsolated veh the principal of mclus:on and exclusion

" needs to ,be adopted, in order to consider the cases with multiple isolated vertices:
!
. f'\?

T N(k‘): ("lk)N(k‘,lj-(vzk)N(k,'z)7»... (Z:)N(k,vk) . (5.9)

a

. In the above equation (5.9)“,'N(k, v) stands for the m;mber of sequences in Q,, which
have at least v fixed isolated vertices in the k-Cube. The computation of N(k,v) is done *

by generahzmg equauon(5 8): . . ) !

A

SIS (OO

J1=0y2= Ju=0p=1 Ir
. Z,__:l(n—-k—,],.—l)],. . ‘ ‘ A
. ! ] Z\} (__'1)};(1 e (n' —k)v - %Z;::Jl'“ %E;:ﬂﬁ "'R>

P R=0 - W= Yk — 22:=l - R )
- v p k-_j‘ ' , <
. G DY HH( iy ’) (6.10)
4 . ) ' B all p=1li1=] ur/

. re€{R) - - .
: H‘

{R} is composed of a-.different set of r, ,’s that are restrained by

the following condition:  3°°_, ?__;lrf:ip = R+_Z;=,'f,,. The calculation of N(k,v) .
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'shown in (5.10) is the final formula used to evaluate the évetége number of k-cubes,

T(k). . , | R
i ’ / :
v 5.4 Averaée Numbet-of k-Cubes with Exact Number of Isolated Vt;rtices

\ .-

Some aof the vertices in a k-cube, contrarily to the isolatéd vertices, are covered by

- more than a single cube. ‘Hence, these are called shared vertices. If a k=cube contains v ~

isolated vertices, then the vy — v remaining ones are shared vertices. &

Ul

The caIculagion .of N(k,v), obtained from equation (5.10), does not cozrxsid_q;_ a k-

cube with a cértain number of isolated vertices. Instead, it takes into account a k-gube

1

with at least v fixed and isolated vertices (i.e. v,v + 1,..v¢), This is why we need to
. ’ ®

introduce P(k,v), the number of Q. ’s with exactly v isolated vertices in EI}e‘k-cube.

Figure(5.2) illustrates the difference between N(k,v) and P(k,v). In this figure, the

three main circles represent the three sets of qy,’s with a fixed cube considered essential .

due to the three isolated vertices ay,aq and a3. The covered area in (a) represents
the set of sequénces which have at Iea:s»btwo fixed vertices (ag and ag) isolated. The
cardignal{@y of this set is'N (k, 2). Still it Figure(5.2), P(k:2) stands for the sum of three

cases where exactly two vertices are isolated.

Y N(k, 2) . R . -
- Figure (5.2) The States of Three Isolated Vertices in an Bssential Cube
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_Thus, from the above, N (k) expressed in terms of P(k,v) is:
J ~ o

o'./ \.‘ '

-

—— » ' é

N = P )+ P2+t Pe) . (511

»

-
A L

In ’order,to calculate the yalue of P(k,v), we substitute the previously'derived

‘&‘; P ¥ . / N .

&

N(k,v) ’7_(and use the principal of inclusion‘and é)zclqsion:

e ”,

_{Vk Ve — v AV —V Vg — V a ,
P(lc,tf) = (v ){( 0 )N({c,v)-—( " >N(k,v+1)+...(ﬁk _ v)N(k,vk)} (5.12)
Returning to T(k), i.e. the average numberof k-gubes in G, and substituting equation

. : . 4 ’ ’
(5:11) into equation (5.4): ,

- E S \\\F
—_— ®

~

. TRy = IC é")l{ﬁ(k,i) + P(k,2) + ... +P(k,vi)}
(from which we obtain: "
- \> TR , - . .
‘ Tikso) = L p(k,0) )
- Q] S
and o . ) '
FL T() = Tk, 1) 4 T(k2) 4+ Tlkyu) (540

where T(k,v) is the average number of k-cubes in q,, which have exactly v isolated -

vertices, and thusw, — v shared vertices. Hence, there is an amorﬁ;fT_ék, v) of isolaled

vertices, and ay amount (vk — v).T(k, v) .of shared vertices in the entire k-cubes with v

»

iSolated vertices in @,,. Both of these amounts are used in the next sg ion ta find the

weight of a k-cube which has’exactly v isolated vert,‘ices. ,

LA i 0 ‘ ) ® [}
5.5. Weight of a k-Cube with v Isolated Vertices: - et N

- -

A new value called the sharing factor is introduced in this section to dgpjrmine the

‘weightp} each k-cubé€ with v ?olaiqd vertices. We first calculate the total number, IV,

L i , ’ -
B 103 .
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of isolated vertices in Q,,, This number is the weight of the isolated vertices, termed ag

- . weight(k,v): ‘ -

‘e

. . - ﬁ' V) . . -
/ C o IVe= 3w (k,v) t  (5.15)
k=0v=1 ' ¥

» M . ©

»
From this we calculate theaweight-of the shared vertices.w — IV, and SV, the number .

" of the shared vertices: ’ ' :

.

N \ R n . [
Lo : SV = Eka——v T(k, v) . — (5.16)

) ) ’ k=0 v=1 r - . ‘
- The sharing factor [ indicates the average number of cubes that ‘cover a shared vertex:

- : . 1% , - 6
. . = 5.17
.. f=—7 (5.17)
) T his sharing lactor assists in deriving the weight of each k-cube with v isolated vertices: .
| c ‘ ) ' A " Co e:
3 . -
" . 1/ —
. weight(k,v) = (v+ -f-_-( - v)).T(k,v) (5.18) ]
. . ; _ -

Al I+ 4 - . O
Based on the above calculation of weéight(k, v) in equation (5.18), the different cubes

which generate q,, can be ‘c.ategorized. Hence, as éxplained in the following subséctioq,

/’w . the selection of cu%idepe'nds upon the value of weight (k,v). . o,
va \?

5.6 The Available Cubes and the Reduction inDDeceptipn Volume:

- 4
4

. : - = . =
*A selection of a certain number (p) of cubes out of the T cubes which generateq,,
is needed, if the number of cubes to generate a sequence as clgse as possible to q, is

3 ) _
. limited by p, and p < T. Such a sequence can be obtained if the first p cubes with the

highest amount of weight(k,v)’s are selected.. The surnmation of these weights results

( - in the weight of §,, which is actually the amount of reduction in q,,’s weight:
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weight of B, = Z weight(k, v) R o

- subaet

*

The néw ‘;veight, or the weight of the modified-sequence §q,, eventually is:

o

T :
'y, - weight of @, = u - weight of

&
4

After obtaining this- new weight, the reduced d;zcgption volume for an average

. f 1 R
seguence of weight w is calchlated. Moreover, if various weights are considered, it is

£

possible to generate a curve indicating the new deception volumes of average sequences

as a function of w, Figure(5.3).

If the number of available cubes p is increased, the selected subset of cubes is

i

enlarged, and therefore, the reductions in weight and deceptien volume are increased as

well. This reveals that the deception volume can be controlled by p. Hence, we have a

trade off between the size of Mods fier block and the reduction in error masking desired,
If our objective is to reach a specific d:eception volume, then the fequifed number of p

(i.e. the size of the Modifier block), for average sequences of specific lengths, can be

obtained from the deception volume curves (as in Figure(5.3)). * ®

w

;

Various lengths of average sequence with different amount of p’s have been studied.

» , - .
Their deception volume curves attest a significant amount of reduction in error masking. .

Fig ;é%.ﬂ) demonstrates two case studies where the strings of length | = 2% and! -- 24

3

Jvith various values of p’s are examined. For instance if three different sizes of, Modifier
blocks are considered, e.g. p = 150, 300 and 450, an average sequence of length | = 2'2
and original weight w = 1500 is reduced to w’ = 1059, 782 and 524 respectively. Thus,

the reduction in deception volume is more than 2599, 219°0 and 21990 times, respectively.
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The simple trade-off curve allow one to decide the o;ptimai solution between the

o,

reductton desired versus silicon area overhead that one can achieve. Thus, IC designers -

o

are- prov;d with a trade-off for adding more circuitry to aclneve a mgher assurance

>

that error masking will not occur. No other published scheme in the literature provides

\

such amounts of reduction with such small area overheadsa. !

' . ©
-
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Realization of the ODM Scheme

»
D

Lg L ' 52?
“The previous chaplers describe the motivation behind the ODM schéme, the mod-

ification concept adopted by this scheme, various methods to generate the modifier

sequence, and an analytical proof which shows the effectiveness of the ODM scheme for

o«

average cases. This chapter first illustrates in section 6.1, the realization of the scheme

-as a general BIST model.- Then in section 6.2, the circuit-specific implementation of

-

this scheme is presented.
i o

» , .

6.1 The General BIST ,Design of the ODM Schemé

.

The design of a general BIST model, under the ODM scheme, is iljustrated in
Eigure(l?.]l). This sectiop,describés the structure and the functionality of each one of its
blocks: the standard BIST facilities, the Modifier block, and the Improved Compressor
block. ‘

N -
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6.1.1 The Standard Self-Test Facilities: \

The dotted box in Figure(3.11) represents t@he; self-tgst facilities. in the stanc{ard
form of BIST. This box contains, in addition-to the combinational CUT, an IPG and
a s%‘na:ure pdgister realizgéd by an "MISR. The former generates the required input
pdtterns, and the latter is used, in this scheme, as a parallel to s?rial comvasm')r (PéS

Compressor). ) . - -

\. 6.1.1.1 Input Patterii Generator:

The actual task of this block is to generate two sets of [ distinct patterns in
parallel (| being the number of pseudo-random patterns needed to achieve the desired

fault coverage). These two.ggts are the following:

% ‘ e Test Set for the CUT:
‘l:U s.
. As in any standard BIST scheme this set consists of pseudo-randomly generated

test pat;tqems and is applied on the n-input lines of the C§/T. T

-

e Input Set for the Modzﬁe;':

o

- This set is composed of n' = |log(l}] bit @de patterns (where n' <-n), and is

: , . ' .
' utilized as the input combinations (at most 2" ) to the modifier function which

v

generates s. . :
R )

Recall that the test lengt(h | needed to provide the desired coverage can be determined

= ‘according to one of the techniques described in section 2.2.2.1. " ..
' " ‘

IS
» .

Since an LFSR, whose largest appeal lies in its capability to generate pseudo-

‘

random patterns, is to date the most efficient type of test pattern generator in BIST,
the following two designs, which are proposéd to realize the IPG block under ODM, are

@ based on LFSR’s and generate the two sets of battems:

8
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"' A. The first design proposed is that of an IPG which consists of two independent’

?

maximum cycle Iengtlﬂ/FSR 's, as shown inf Figure(6.1).

¢ 6 ’ - - . .
+ The first LFSR is of size n', i.e. generates up to 2"" —d distinct patterns. All its
] - o
outputs—are-connected directly to the first' n' inputs of the CUT, as well as to all

. : . '
’ the input lines of the Modsifier block. :

* The second £FSR is an n —n' bit long LFSR with its outputs, ;ppli’ed to the

S refnainixlg lines of’ the CUT. .
Thus, in this case, the input set for the Modifier is provided by the ﬁrs\t LFSR,
whereas the test set for CUT is generated by both LFSR’s. Importantly, such an im-

. pIementatfon does not affect the pseudo-random nature of the input patterns for the

CUT [Bhavsar 85]. N ' o i

sy owe

A

.
-’1“
'
]
)
s
= |
~
b~

Modifier

]
~

cur

"----—-

- | patterns

- " TFigure (8.1) An IPG Design with Two LFSRs
L ,

' . \ - N
B. Thysecond proposed design, shown in F\igure( 6.2), is based on a pseudo-exhaustivi K

o

( input pattern generation technique. As discussed earlier, the impor\ta.nt advantage

5 , 110, . \‘ N



provided by these techniques is theoabthty of generatmg exhaustive pattems on
n! output lines in an n stage LFSR One such techmque [Tang 84] [Barzilai 83)
[Wang 84] [Wang 86b] has to be adopted to realize an IPG w:th\thxs advantage. A
selection among the several techm'qﬁes pres:nted in section 2.2.1, must take into
consideration the three factors: n, n’ and . The LFSR shown in Figure(2. 4) is an

example of such an IPG. It has n = 4 output lines connected to the CUT, and

one of its subsets of n" = 3 lines is connected to the Modifier block.

\

i
{

‘ﬁ‘

' w»
-
L]

V

-—1-— 1 T\ 1
& izl e I —
] :; C f’seudc'
= Ll LEzh) EUT
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. (n,n’) "™ -
[ x n' bits I, |
. h ’ lxn bits o >ir1rz:lnts
Ezn.
/ Pseudo-Random utput tesponse

“

Figure (6.2) An ‘IPG Design Using a Pseudo-Exhaustive Technique

[}

6.1.1.2 P /S Compresm\)r: .

/ If the modification concept is applied to every single line of a circuit é’th m output

lines, then m Modifier blocks are required. However, for large values of m, such an
approach is clearly very expensive. To solve this problem, we propose the use of a P/S_

Lompressor which transforms every m-bit output vector into a single bit.

111
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T}'ro selection of a proper P/S Compressor is crucial to the desired effectiveness of

L

: error coverage. There are various pOSSIblIItleS which can be used to select a proper P/S

Compressor In the following, fo,ur schemes with their advantages and dzs§dvaﬁt§ges

l

) are descnbod \ . ”3

o The simplest P/S compression possibility is to use any one output line to ‘cre?it’e the’

o

serial string and to ignore all the others. However, this is clearly inappropriate be-
cause many fa<:s localized in certain areas of a faulty IG"chip may give completely

correcl results on the selected output line. ,

L

‘ e Another P/S compression possibility’is to sample the output lines to create a single

stream of bits. This is also inappropriate because certairi parts of an IC chip operate
only when control variables switch*them on and switch other parts off, t/herefore,
(* it is possible to have bursts of incorrect values on, certain output Jines when these
sections are switched on. Such burst of erroneous bits may oceur between the

sampling times that of the output lines, and therefore, may possibly,be absent

from the serial stream.

® Yet another possible P/S Compressor is a parity tree (mentioned in section 2.3.2).
This also is generally inappropriate because the output of a paritym tree cor;lpresses
each m- bzt pattern independently of the preceding pattems Therefore the faults of
an IC which can only be detected by one or few pattems have more chances of not
being- detected, compared to the s:tuat:on where the result of the P/S compress:on

depends on the latest applied pattern as well as on the preceding ones.

\
o \ .

T‘he final type of P/S compressor f.hat we consxder is the MISR. At each clock cycle,

-

an MISR produces a quotient bit as well as an m-th remainder that togemer repre-

( ) _ sent the last pattern applied to the MISR as well as the precedipg ones. T:gerefore,

C ’ 112 ) ¢
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, this property of the MISR makes it a better choice for P/S compressron than’ the

" three above poss:b:lmes

. v - .
Based on the above discussionsof the different P/S Compressors, an MISR is used

as a P/S.Compressor dye to its overall superiority. The compression that we use the

MISﬁ' for, in the ODM scheme, does not spéciﬁcally consider the remainder or final

-

contents of the MISR as it i5 done in signature analysis. - Instead, we  monitor the
quotient bit of the MISR and use this sequence as the the compressed.sequence~ This

‘compressed sequence is the one that is then fed to the ‘Improved Compression stage.

- . ’

Hence, the loss of information due to the MISR in this application is not the same as
4

. in the case of signature analysis. The loss of information, here, arises from mapping
"o
. »thel » m bit matrix to an [-bit serial string q. Since this mapping involves only GI'(2)

e

additions, it is uniform. Therefore,othere is an‘equal numbers of | x\m matrices out of
the number of all possible matrices, T, that map to the same ferial string. This number
isT/2%. ¥ we assume that each of @T possible matrices is gqual{y likely, the. error
masking probability in tréwduce‘d by the MISR (P/S‘Compressor) is pry/s = 2-!, Sincel

4 g
5 ) is usually of the order of thousands or millions, the loss of error coverage at this stage

is not very significant.

N

Two other advantages of adopting an MISR"as a P/S Cor’npres-sor are the follow- ‘

| ' ~ing. First, the final content of the MISR can be uttlzzed for further grror coverago
4 e
. enhancemerits if needed. This is not true for a parity tree P/S Compyéssor which has

b d

no contents at the en‘d of compression. The other advantage g{f using an MISR is that it
allows the implementation of the ODM BIST model on any existing MISR-based BIST

@ ) scheme by simply adding.the Modifier and the Impro;)cd Compreassor blocks.

, ~ RS E
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6.1.2 The Modifier Block: ~

The modtﬁerfstrmg generation method used for thé Modtﬁcr block is th’( one which °

’

genﬁrates sequences by totahty “The Modzﬁer bblock in this case, consists of p product
terms predetermined in adVa,nce to generate the modifier strirng 8. These product terms
as well as the ones in the ongmal quotient functron Fq, are rgpresented throtighout thrs
chapter by cubical- notatrons /Dretmeyer 79}~ Smce the Modifier block reahzqs a multrple
input and single output fixed logic guncé»ron &herefore a very convenient rmplementatron
for it (see section 4.3) is the lo@u‘nction block model used in [Mead 80/. The lattes”
model consists of a set of transrstors ‘that fully decode the input com binations of n’ input
vanables However, in our apphcatron, not eVerj' possible prgduct term is built, but
only&the ones predetermined in advance. It is because of the hardware constraint that.
this function Iglock is limited to p product terms only. If an input pattern is_cover’ed
by one or more prodgct terms of the logic function, then the output for this pattern is

i N - .
a logic one, o/r else a logic zero. In order to determine the functionality of this block,

i.e. Llﬁ set of pnoduct terms, a specific procedure is described in section 6.2.1. After

" A

* Bpplying tlus p‘?‘ocedur.e{r the resulting product terms are used to set (i.e. hardware

- scheme, because it provides the possibility of i mcreasmg thre effectiveness of the scheme’

program) the Modifier block. Example(G .() illustrates the reahzatroh of sucha bfock

3
'
{

The size of the Modifier block depends simply upon p and n’. Thus, it is application

specific. As shown in section 5.6, this flexibility is ome of the advantages of the ODM
£
b}

by increasing the nimber of product terms availab Furthermore, the layout est:mates
of the function loglc block based on [Mead 80] show that a Modjsfier block which can
implement p = 150 cubes with n’\: 16 input variables requires a silicon area which

corresporrds to the size of a 16-bit' MISR, when the latter is based on the shift regist,er~
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| g - C ] K\
\ designs in [Newkirk 83]. Thus; a large number of s Sequences can' be generated with a-

* ' Modifler block of relatively small area.” - ° 1\ . ' .

<€ 1‘9 * 4 [ '

Discussions about the circuit-specific tmplementat;on of the ODM scheme in’gen-

> eral, and detailed descnptxons about determining the‘functlonWo&aro ‘ %

. . 4

presénted in section 6.2.

M ’ P ' W a 0
I« | |
. AN ' * -

¥ | / '
6.1\.3 The hnproved Compressor: y

.

~
The improved compressnbn block performs the two most tmportant operations in the

*ODM scheme; the output data modlﬁcauon and the non- umform compression. Thus,

. ItS hardware desz%n includes an Exclusive-OR gate to realize the former operatlon, and , o~
-5 Al

<~ , a count-based compressor (i.e. a Counter for One’s Countmg) to perform the latter ohe.

>

* The two data streams, the @r string 8 and the quotient-bitl string q, enter

bod

~

- this _b!o—ck' to be Exclusively-ORed to produce the Il-bit long modified siring q’. The g

new string q’ enters the Counter te be compressed into an n'-bit long signature. This is

\
. '”‘/‘ the compression step that has to- be performed by a non-uniform technique, otherwise
Ed -

. the .modification will not serve any purpose. The use of the best possible scheme can R
9 o

be judged by‘ihe reduction in the deception volume. For instance, if the compression is

"

= done by One’s Counting, and if the number of ones in q is w and in q’ is w’, then the
g ) q

(. 3 *

improvement in deception volume ¥s given iy the ratio:

N

— =l ) -
} p-’: ) (w) L . . e «
"where pr'( pNe error maskjng probability obtained by compressing q’ (respectively

- q). Similarly, if the compress;on is done Ig{ Transition Counting, and there are { and '

@

-

\ 115 - o SN )

, ﬂ} ‘ . tranpsitians inrq and g 'respeq:vely, then the improvement ratio is
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The respective formula for the Edge Counting case is: . q -
‘ L I4+T )
\ , . PT \2e/-1

o (1Y

pr 2e-1)A
‘ . . . ‘
where ¢ and e’ are the number of edges in q and q°, respectively. Similar formulae can

be obtained for other count-based techniques.

?

[
-

"In general, if it is possible to replace a counter by an LFSR to perform the same

task, a gain in terms of hardware overhead is obtained since.an LFSR design requires

-

typically less area than a counter. Such replacement is realizable in the ODM model

-

because the signature in our Counter which performs the count-based compression does

not necessarily have to be the expected number of eounts itself. In fact, it suffices to have

-~ s any signature provided that it indicates that the Counter has perforrfa"'ﬂ:"e ezpected

number of cot(mts. Thus, we will adopt the use of an LFSR as a Counter in the Improved
Compressron block. In our design, this is realized by adopting an autonomous LFSR

(section- 2.1.1) with the string under count q’ applied as-a control signal enabling the

F

LFSR clocks to change its state for each count. For instance, if the modified string to be

‘compressed is q' = 00010010, and if the LFSR is initialized to 110, as in Figure (6.3),

-

« then al(ho:j the ﬁnal state would be 111, the LFSR will indicate _that the Counter

has perfor w” =2 counts. It has to be indicated that an LFSR under this use must

be a ma:umum cycle length LFSR with n'-stages (i.e. cycles through 2" — 1 distinct

* states) Lo guarantee that no repetition of states will occur during the application of any

. Y . w '
| bit Jong q’, since {< 2. ﬂ o ( 3

i
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Figure (6.3) The Inproved Compressor .
v, >
Moreover, ‘notice that given the.ezpected number of counts and thé characteristic

polynomial, it is possible to force such an LFSR to any predetermined final state [McAn-

ney 86]. If we let the predetermined final state be a regular sequence, é.g. a string of

aII 1’s or a string of alternative 1’s and 0’s, then the important beneﬁf} obtained is the

pogszbzhty of elxmma.tmg the whole YRc]’crcnce block used to store the fault-fwe signa-

ture. This elimination is possible because a Comparator can perform the verification of

such a regular $equence with no Referencckblock dedicated for this purpose,
1] , g% :

" Since the output data compression, stnder the ODM scheme, is performed by two
succeediné compressors, the P/S Compressor and.the Improyed Compressor, thc; error
masking probabiiity of the entire compression includes both compressors. Hence:

> L]
A

Priot =1 — (1 - pr/a)(l ‘-prcaunt)

117 o ' -

.

N




- .. . 0 "
Thus, an optimal pry, is the result }:f minimal pr,;, and minimal preouni. But~

since 7;7',, /o= 2~} (derived in section 6.1.1.2) is already an insignificantly small amount,

. <
it suffices to provide an important reduction in pr.,unt to have an optimal prise. In

o

* fact,"the tremendous improvements in error coverag‘é provided by the ODM scheme are
the result of obtai{)ing major reductions in preount.
’ . i ) /

v

6.2 Circuit-Specific Implementation:- -

-

Generally, the implementatlion of a standard BIST scheme requires some knowledge

about the CUT’s functionality. This is usually needed to: ° —

e determine the number of necessary pseudo-random patterns I. The determination

of { can be done by one of the methods mentioned in section 2.2.2.1. If necessary a

L}

> technique to detect the random pattern resistant faults may be utilized {see section

2.2.2.2).
4

o ‘identify the characteristics of-both polynomial dividers: the LF SR as IPG, and
the MISR as signature register (i.e. number of stages, characteristic polynomials,

initial states). ’

o

L]

. perform a functional simulation to determine the fault-free remainder in the MISR.

, ' | *
. 4, . :
In order to implement the ODM.scheme for a given CUT, one needs to perform all

the abow' activities, except that instead of determmmg the fault- free remaindér in the

MISR, tho fault-free quotient bit sequence q of the MISR is needed In a

éktra work described in the following section is needed.
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6.2.1 A Procedure to Implement the ODM Scheme:

The. extra work required to carry out the implementation of the ODM scheme”is

presented as a procedure which consists of the following steps:

1. Apply Boolean Function Minimization coupled with Cube Selection; - w

. Given q, the MISR’s quotient bit sequence, and the corresponding set of inpg”t
patterns (n/-bit long | patterns)-for the Modtﬁ;:r block, find out the function which
generates the quotient sequence Iy ‘and its minimal.l sum-of-products form expres-
sion. Notice that since l is often not much larger than, say, 1 million, n’ is less than
20. An exact minimization by a very efficient aléorithm [Dagenais 85/ is possib’le

for such functions.

i«

e Given the set of product terms in the expression for Fyq and the size p of the

Modifier block, determine the functionality of the Modifier by selecting p cubes out
of t, if t > p. This selection is perfor,m'ed by utilizing a cube select algorsthm base%él

on covering the la¥gest number of 1-vertices in the quotient function Fg.

i
¢

) , 4+

. Set the Modifier Block: -

s Given p selected cubes, perform the hardware programming of this functional

block [Mead 80|, and determine the resulting modifier string s.

i

. ‘Determine the specifications of the Counter:

 Form an L FSR-Counter of size n' with a primitive polynomial.

e Based on q and s, compute w', the weight of the modified string q’.

¢ Based onaw’ and the characteristic polynomial of the LFSR-Counter, find out the

, . 119 .
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— fédCba Fq :

1

initial state, given a final state (i.e. the signature), where, for example, a typical

final state can be a string of alternative 1’s:and 0’. hnd

>
¥y

The following ‘example illustrates the above procedural steps.

Example 6.1: In order to maintain the simplicity. of this example, the prede-
termined test length is limited to | = 64. Thus, the number of varﬂ'ables required to

generate the l-bit long modifier string 8 is n' = 6. We assume that the serial string q

" is obtained from the functional simulation of a CUT and its P/S coimpressor (MISR). o

, Some bits of the q thal we assume, among with their corresponding n'-bz'i input pat-
terns (to the Modifier), are shown in Table(6.1). The entire truth table, which results

by completing Ta'ble(6.1), represents the function Fg to the qu‘otient sequence. .,

§' A

Table 6.1

Modifier Inputs and Quotient Bit String

IPG’s input set fobModTﬁer Quotient bit string

000101
001010
010100
101000
010001
‘101110 :
011101
110110

O b O kot i ki

Fd

[

Suppose that the following sum-of-product expression is obtained as a result of -

applying l’foolean minimization to the original function Fg.
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4—~cube 3—cubes 2-cubes
ey 2 -

Fq = ab +BdJ +5df + bede + adef
® - 1-cub Ow—cub -
—_ —gtes _ [_\ ’_j:‘-‘;
+ abedé + abedf + atdef fﬁb‘éc/f‘ + Gbedef

LY
L] - , "
The set of cubes derived from the above expression consists of\lO cubes. These are

presented in Tal;le( 6.2) after having been sorted on the basis of cube size.

¥

- . Table 6.2

The List of Cubes

abcde] -
4 —cubes{Q0O0Ozzzrzx "

z0z0zO

3 — cub {
cube zz00z-1

310105' *
1z2zz011

|
LY

11100¢x -
0111=z0 .

120110

010z21-1

2 — cubes {

. 1 — cubes

. 0—cubes{011010

Recall that p is decided according to either the area dedicated to the Modifier block,

. or the required amount of deception volume. In this example, we consider different sizes

& -
of a Modifier block by assigning p to the values, 3, 6, 8, and 10. The selection step here

?
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» is}pe'i‘:foni:ed on the basis of cube size, i.e. the larger cubes are selected first. The reason

is that the larger the size of cube is, the higher the number of I-vertices it covers in
[ 3

i the original function Fq. An efficient cube select algorithm is developed in the following

section, and applied to this same example. As a result of such a cube selection, the

1

modifier function, i.e. the set of selected cubes, for each value of p is determined. A

. convenient way to visualize the’hardware realization of these functions.is presented

in Figure(6.4), where each cube is identifiable by its hardware programmed points.

4—cube 3—cubes 2—cubes 1—cubes . O—cube

---------------------------------------------------------------------

~
Figure (6.4) The-_Hard‘ylare Realization of the' Modifier Block

Table(6.3) illustrates the changes in weight and deception volume for the different
values assigned to p. For instance, if the number of cubes, is limited to 6, the weight of,
. the ;nodiﬁed string q’ is reduced from 40 to 6; whereas the deception volume decreases

C " from L4 x 10'° t0 5.2 x 10°. o



d -
@ { . i ‘
1 ' * . *
- Table 6.3 v, y
_ | | . ) ]
o Reductions in Weight and Deception Volume - 3
. # of cubes weight Deception Volume
‘ ‘ ' 0| 40 1.4 x 10'°
, '3 " 14 1.8 x 108
. 6 6 5.2 x 108 : -
) 8 2 o2 x108

Furthermore, this simplified exampl;e, apart from its basic illystrati\:e objective,

confirms the flexibility and ”gzeJ effectiveness of the ODM scheme.’

S

6.2.2 Selection of a Limited Number of Cubes: \

»

)

It was d:')scussed previously that, in general, due to the hardware constraint in

BIST, the area overhead needed to realize a Modifier block is bounded by limitirjg’tha '

number of cubes that form the modifier function. Therefore, the modifier function’

which~ generates the sequence s consists of at mostqof p cubes . However, following the
ODM concept, s is intended to be as close as possible to the original quotient sequence
q: Therefore, the problem is to select p out of a gzven set of cubes, which cover a
high number ol 1-vertices in the expected function Fq. To do so, a selectzon prbccs'; is

needed. » \1/ .

The s:mplest selection process, as shown in the prevuﬁ‘;;mple, is the one based
merely on ) the sizes of cubes. This consists of selecting the largest-cubes first, since the
1afger the size of a cube is, the higher the number of 1-vertjces it covers. For instance,
the §-cube-zr00z1, in a six variable function, covers eight vertices; whereas the 2-cube

.o, .

122011 cqvers only four vertices. However, to obtain modifier functions that are closer
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‘ . to an Fyq, ”pr‘ocesses more efficient than tMe selection of the largest p cubes, ,migﬁt be

needed. A heuristic algorithm for-this px;rpose is developed and presented in this section

along with an application example. . T ’ '
> Mezm,
Y

This heuristic algorithm is cat:;c;fe select algorithmw MP\rior to selecting a cube, it

-

etermine the amount of contributien of agiven
bA

cube in forming the modifier function. Actually, the contribution of each cube, ( cube;),

utilizes wseful evaluation technique

. if it is added to the selected_set_of_cubes, consists of the augmentation in the nmumber ~
of 1-vertices that cube, provideg to the modifier furction. Such an augmentation of
. 1-vertices, in our scheme, is called gain, since it makes the modifier sequence s obtained ) R

aftelr.adding “cube, become closer to q, and therefore makes the weight of q’ closer to

v

zero. This gain is measured by the number of 1-vertic;es added to the modifier function

/ - due to cube,),and is termed as gain_of.cube,. The basic task of the cube select algorithm

“ ( - is evaluating gain_of cube,’s and accordingly selecting the first p cubes. \
h

. . i : . . .
~ Even though the gain_of cube, is based on the size_of _cube,, in effect this gain

depends on the set of cubes selected earlier-as well. This is because cube, might happen

to share vertices with other cubes that have already been selected. In the case of

such sharing,:the_ gain provided by cube, is reduced, i.e. is less than the size_of .cube,. :

The cube select algorithm takes this aspect into consideration. Herice, it evaluates the

gain_of cube, before for selecting cube,, in order to previde a modifier function which

[ . / %

'..

is closer to Fy.

4 -
- To further jncrease the number of possible modifier functions, another important

~

in the cube select algorithm. This impro"ver‘nent consists of

improvement is co

extending the set of cubes from which the selection is made to one larger than the

L]

original set of t cubes. The eixtendea ‘set includes, in ‘addition to the orig‘inal cube, ’s,
\ , ] ) ¢

' c s - -the doubles of each cube,, i.e. the union of gube, with each of its a;ijacent cubes. More
. - - s ¢ , B .
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specifically, with this extension the cube select algorithm evaluates each cube, as well as

all its possible doubles before considering for selection. This means that it will not only
C

consider the simple gain of each cube,, but also consider the amount of gain obtained

iz_" any d;mblq_o {_cube, is selected. For instance, if the cube, in question is zz00z1, then

the gain obtained from each of its three adj?cent cubes 2z10z1, zz01z1 and 220020 is

J

evaluated first, and then added to the gain_of_éube,. From these evaluations, the cube
o

which causes the largest gain (either the simple cube, itself, br one of the double_cube,’s)

is adopted (adopted_cube) to enter the selection step. Note that it is possible for the

gain_of cube, {night be larger than any gain_of double_cube,. This happens if the gain

pravided by cube,’s éorrespon di}lg adjacent_cube, is negative. By negative gain we mean ————

that the I-vertices, that will be added to the modifier function if this adjacent_cube,

is selected correspond to a higher number of O-vertices than 1-vertices on Fg. Double

s

cubes which contain adjacent_cube,’s that yxe]d negatzve gains are not adopted to enter

the selection step, since in such cases, the sxmple cube,’s prov:de hxgher gam

o

After e;‘aluating the gain_oj_cube, and thg_gain-of_double_cube,s, the adapted.cu’bc
cannot automatically enter the selection step since a further condition lmas to be satisfied
as well, as shown in the algorithm.. This condition is t{:at the amount of gain that an

o @

adoptedscube provides must be larger or equal to a predetermined reference value (limit).
. Y

!

If this gain is less than the required lim:'t, then the adopted_cube is labeled with its gatn ‘

(label_of .cube;), and kept.to be re-considered later. Such a recons:derattonfs performed

if the lzmz‘i is later reduced~to a value less or equal to its label_of .cube,. It has to be’

indicatleyd that the value of limitis determi;kd Jaccording to k, thfz size of cqbeé under

consideratiqn, and also according to thesnumber of cubes th;t are needed to reach the
*

bound p. Q : : ’

1 L4 .
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( - . Algonthm 4: Cube Select Algorzthm ’
begin ©
get ‘original_set of.xubes and p;
o . ° - ipitialize size k ton’' — 1; S~ ¥

initialize limit to 2% — 2; .
initialize number of _selected_cubes to O;

while (k>0 and number_of_selected_cubes < p) do

begin
for each cube, do ., -
o ", if"(sizeof .cube, = k or label_of _cube, > limait)
. > and (number_of .selected_cubes < p)
' then ’ o ) v
/Cube Evaluation’Section/ .
. count gain_of cube, : cube, # set_of_selected_cubeg
get gain to gain_of cube,; :
] set adopted_cube to cube,;
. ’ ’ for each adjacent_cube, do - N )
» e . begin ¢ : ,

count gain of_ad]acent _cube, :
(adjacent_cube, # set_of _selected_cubes)M(original_set_of _cubes);
- . : set gain_of_double_cube, to gain_of_adjacent_cube, +gain_of_cube,;
' if ( gain_of .cube, < gain_of _double_cube, ) : )
(: . then . / ‘\
. set gain to gain_of _double_cube,;
set adopted_cube to cube, U adjacent_cube, ;

4 0 ) . .end;’
if (gasn > limit)
then
[Cube Selection Step] sy
' T " set selected-cubeq to selected.-cubes U adopted_cube;
increment number_of _selegted_cubes ; C

| ' : ™ else set labelof_cube, to gain;

if (ltmat = 28"~ 2) then decrement k;

. 4 for each cube, do
if (stze_of_cube, = k and is not selected) or (iabel_of_culn:I > 2k 42)
) v tlien ‘increment numberﬁ_potentzal_c,ubes, .
: if (number. of_potentgal_cubes < p- number_of selected_cubes™

L=

: _" then sot fimit to 2k - 2' . e
else set limit to —‘1"—‘—'-‘-;—2——'-2; )

end . .

N " o k] [

I'd
~ end.
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Most of the operations used-in the cube select algorithm to perform the evaluation,
‘S{eps and update the set of selected_cubes and the griginal_set_of _cubes are well 'k‘ngwu
cube operations {Dietmeyer 79|. In other res;;ects, the different st;'ps used to evaluate
each cube,, and decide if a cube has to be selected, or Jabeled and put on hold, are

included in the Cube Evaluation Section of the algorithm. The steps in the cube evalua-

€ LI

tion section are applied on each cube, in the ort'g}t'nal..set_o f-cubes that is over a certain
size k, until the number_of_selected_%ubes reaches p. Hence, this algorithm evaluates
‘the Iarge.r cubes ~ﬁrst by accepting oryy the cubes over size k, where ng'S'initialized to its
! Largestapossoib}e value n' — 1. If all the cube§ of a certain size k are evaluated, and the

number of selectedycubes remains under p, then k is decremented and the carresponding

< 3

reference value o(limit) is updated so that more cubes of lower sizes are evaluated and
hence selected. This process is successively repeated until all the p cubes needed for the

Modifier block are determined. -

\:/ i . 9

Q ) £ ‘ ]
Example 6.2:

. L2
aQ

This example iltustrates the use of the cube select algorithm, by ap;;lyit;g it on the
same original set of cubes as in Example(6.1). This algorithm is used to select p=$
cubes out of the t=10 cubes shown in Table(6.2). The largest cuhe in this example, .
as showmin Table(6.2), is 00zzzz. Therefore, this tube is the first, to enter the C‘ubz '

Evaluation Section. Since 00zzzz is of size k = 4, the minimum gain possible to select

/ " this cube is hmat = 14.
: T . Table 6.4
N sCube Select: k=4
J| cube; |gain_cube, | adj_cube, | gain_adj.cube, | gain_double_cube, | selected_cube,
00zzzz|' 16 | 10zzzz 0 . .16 *00zzzx
" Olzzzzx -4 12 -
L 3 .
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The evaluation of 00zzzz, shown in Table(6.4), demonstrate that the gain obtained

by it (the simple cube) is 16; whereas the gain provided by i fdjacent cube 10zzzz is

0, and thérefore, the corresponding gain_of -double_cube, =-¥6; while the gain provided

by the second adjacent cube OIzzzz is-a negative amount of gain -4, therefore, the
corresponding gain_of double_cube, is 12. Since neither of the double_cube,s in this case

provide higher gains than the simple cube;, then 00zzzz is the one selected.
£ 5. *

The two cubes of size k = 3 are evaluated using the same procedures. This is shown

in Table(6.5). The limil in this case is 6,

<

X Table 6.5 '
¢ ’ Cube Select: k=3 { .
cube, |gain_cube, | ady_cube, | gain_ady_cube, gain_double_cube, select;d-cube,
202020 4 12020 , -4 . 0 ;
; x0z120 -4 2 b
- r0z0zxl 2 6 z0z0zz . 4-
22001 4 zz10z1 0 4
rz01zl N1) 4 ) '
zz00z0 -4 o . labeled

4

In the case of cube z0z0z0, in Table(6.5), one of the doubles provides higher gain
than the simple cube itself (6 > 4). Therefore, z0z0z0 is added to the set of selected
cubes. However, in the case of:c:z:OOrI, it is labeled and put on hold. Since the amounts

~

of gains it or its doubles provide are lower than the required limit. « o

In order to select the final cube neededto reach p=3, the'cubes of size k = 2 are
consigdered. Table(ﬁ 6) shows that the ﬁrst 2-cubes in Table(6 2) is selected since the

gain it prowde:, is equal to the minimum requu'ed limit 4.

-
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’ Table 6.6
. ' N . ~ \
4 Y ]
I\ . Cube Select: k=2 -
o < g
' cube, ga}n-cu{)e, "adj _cube, | gain_adj _cube, | gain_double_cube, | selected_cube, |
|z10102 | 4 z0010z | -2 . . 2 1010z
e 1110z | ° -2 2 -
' . 1000z 0 o 4
1011z 0o 4

&

ko] .
This simple example demonstrates the ute of cube select algorithm. Mereover, it
shows that due to the d:ﬁ"erent\techmques adopted to eva{t:ate the first p cubes, a more
efficient set of cu bes is obtained compared fo the previous approach which smely selects

the largest p cubes. Therefore, it results an s closer to q.
, L
ThIS section has shown that the circust- speE:ﬁc Jmplementatwn of the ODMscl[me

) I
can easll\ be realized ty ut:hzmg‘ software tools to perform the function mm:mlzatton

and cube selection processes. Such tools have Heen developed and used for real combi-

national circuit simulations, the results of which are showr‘jn section 7.1. K/\\__J
7 (

—r v .
I ‘e : li\

6.3° Conclusive Remarks:

< L]

Whenever a standard BIST scheme is unsattﬁable in prov:dmg\(he quality of test ‘
desired, the ODM scheme can be convem@y 1mplem§d by simply adding the two
extra bl(fcks.: the Modifier and the Improved Compressor. The area overhead needed to

realize this sug ion consists of the extra hatdware used by the Modifier block only, .

and not the Improved Compressor. This js because, the latter, as shown in sect:on 6.1.3,
]

has the advanth age of bemg capable of eliminating the Reference block. .Such ehmmauon

is possible provided that its expected signature is predetermined t,o be a regular onef

h +

4
v -
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C\ original CUT declared defective and thus replaced. v

4
>

' Furthermore, since the size of the Modiﬁcli block depends on the desired quality of test,

-

the extra hardware needed is considered flexible.

Since,_‘ one of the }najor conerns in an y BIST scheme is to reduce the amount of
extra circuitry required, instead of adding entire self-test blocks to élhe original CUT,
it is possible, in our case, to make use of the memory elements already in the circuit
by redesigning them such that during the self-test mode they can function as some of
our sell-test blocks. For ex:;i;iple, the existing memeory eI?ments of a CUT, under ODM
scheme, can act, after reconfiguration, either as LFSRs to form an IPG or a Counter,
or'as an MISR to form a P/S C"ompre'ss‘or. Howex;er, the functiénal‘block known as
the Modifier has to })e entirely added to the original circuit, since it is composed of a

circuit-specific combinational circuitry.
LN

In other respects, Lhe following question still needs to be answered: although no
other pubhshed scheme m the literature can prowde such large improvements in error
coverage for such small area overheads, what happens if the self-test facilities themselves
lLecome faulty? In fact, if there is_a defect in the IPG, the P/$S Compressor or in' the
Improved Compressor, thesr this can be detected by scanning the above shift registers.
Therefore, these self-test blocks are‘iaddedhto the scan chain. Fing,lly, a single fault

%n t}ne Modsfier which is shown to be a combinational block, can be detected by the
exhaustive set of patterns that are a:pph'ed on this block to generate s. The signature in
the Improved Compressor block at the end of the self-test process has almost no chnce
of béing correct, is this case, since the Modifier block make_an integrated Part of the
entire circuit during the selffest \mode_, and thus is represe ted in the signature. In

the advent of faults in the self-test circuitry, these should be detected, and hence the

L4
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Chapten\ 7 ‘ ‘.

Simulation Results and| Conclusions

e ——

A}

N ' «

. s
7.1 Introduction:™

I3

This dissertation covers the theory and an applfcation of the output data modifica-

s 1] N
tion technigue, with emphasis on the design and analysis of the ODM 8cheme for BIST.
To illustrate the importancg of this subject, the first chapters demonstrated, through a

ok
review of the previous work in the built-in self-test agea, that any BIST scheme must

* provide a high fault coverage with low area overhead to be considered effective. This

can be realized by first determining an appropriate test set able to provide the 'desired

fault coverage, and then eliminating the risk of losing this level of coverage due to the

- B

: . o, i .
area overhead constraint. In other words, if a test set that yields the desired fault cov-
erage is provided, the major problem is to maintain this coverage without incurring a

large amount of additional hardware. To be more specific, if output data compression is

131 . ‘ .
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used, then the reduction in fault coverage somehow has to be recovered through the use
of a small amount- of hardware. A gq'od solution for this problem has become. crucial,

particularly for large VLSI chips under high test quality requirements. . “

Numerous papers have addressed this problem and suggested various ideas that
yield limited amounts of test quality improvements (séct'ion 3.3). The solution pre-
sented in this work, as it was sh_own in the previotfs chapters, provides a tremendous
improvement in fault coverage that no otherbpublished scheme in the literature can pro-
vide fqr'the same amount of extra hardw;re. Moreover, the analytical proof in chapter
5 demonstrates that this scheme is very effective far any average circuit since it leads to

4 ’ - m . . . "y - ‘
tremendous reductions (27th°¥#and?) in error masking probability. The improvements

shown by the analytica}Proof and also through the different examples are measured,

like in all other existing schemes, in terms of error coverage (deception volume or error

' masking probability), and no¥in terms of fault coverage. This is since it is still unknown

how to relate erroneous output responses to their respective faultsgl the CUT. Hcivever,
in order to provide an estimate in terms of fault coverage, actual'fault simulation were

performed. The results from these are provided in the following section.

”~

e

7.2 Simulation Results: ’ . , J -

In this section, the tangilde effect of the ODM scheme on real combinational net-

y )
works is shown through fault simulation results. Numerous simulations were performed

on several example networks used as benchmarks at the ISCAS 1985 test session [Brgfez

85). From our simulatiqns,‘ the fault coverage of each network was computed for three

diflerent cases. The first is the case whose no output data compression performed in

order to determine the original fault coverage. The two other cases use oukSt data

-
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compression with two different techniques to show the effect of each teéhnique on the
fault coverage. The first compression technique is the polynomial division-based one,
which is usually adopted by the standard BIST schemes; whereas the second compres-
sion Qechnique is the one used by the ODM séheme, which is presented éhro%ghout this
dissertation. The same test sets consisting of pseudo-random patterns, are applied in

)

all three cases of each network.

+ The fault coverage results of these simulations for the three cases (no compres-

" sion, standard ferm of BIST and ODM scheme) are provided in Table(7.1). In each

case, the fault coverage values are averaged over four simulation runs. The reason be-

hind performing several runs was to observe the effect of using diffefent characteristic’ =~

polynomials for the pseudo-random pattern generator (LFSR) and for the polynomial
divider (.M]SR): The polynomials for both the LFSR gnd the MISR were primiti‘%and

obtained from [Peterson 75]. Interestingly enough, for the cases studied, the adoption

of different polynoinials was observed to have no considerable eﬁ"ect(un the fault cover-

.ages. Hence, the characteristics of the combinational networks appear to be dominant

over the choice of characteristic polynomials. In fact, it is still an open problem how to

-~

predict thé choice of particular polynomials that do affect the fault coverage of a CUT.

L

4

2" ~—Table 7.1

-~ 1 ( M
. A
r - Simulation Results .
Tested IC| # of patterns | No Cmprs. | Strd BIST| ODM
alu 256 100% 98.73% | 100%
mc432 1024 99.24% 97.7% |99.24%
. mc880 4096 99.36% 98.3% |99.36% |+
mc1355 4096 . 99.49% 98.53%. |99.49%| \\
- .
{ ad ‘
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The No Compression column, in Table(7.1), demonstrates the fault co;/erages‘of
the pseudo-random test sets of Ieng“_;hs | without output data compression. The lengt}z‘
of eaah network’s test set is’such that all the detectable faults are covered. Hence, when
the fault coverage of a network does not reach the 100% level, the reason is that a

. ¥
certain number of random, pattern resistant faults exist in this network.

The Strd BIST column represents the test quality under the stand’ard BIST schemes.
The reduced fault coverages exhibited, in this colux‘nn, are the results of error masking
caused by éhe MISRs adopted. Notice that the effect of e}ror masking may 190k rea-
sonable i it is, measured in terms of error coverag{.\prever, the results in this golumni
show that jt is not when measnfred in terms of fault coverage. From this observation lies
our motivation f‘or improvement.NFor instance, the error masking probability ‘of mc880
is estimated to be pr = 272° since the number of its output lines and thus the size
6!? the MISR is k = 26. However, the real effect of masking, meéasured by actual fault

coverage, is numerically much larger. Asshown in Table(7.1), it is reduced from 99.36 %

in the No Cmprs. case to 98.3% under this MISR-based compression. .
- )

The ODM colu‘mn contains the results for the case wb;are the ODM schéme is
adoptéd. The ODM scheme adopted is realized by ;1 limited size Modifier and an Im-
proved Compressor with One’s™ount, added to the standard BIST case. The fault '
coverage, in this case, is specifically calculated for a Modifier block consisting of p = 50
«cubes. The results l;n Table(7.1) demonstrate that as a result of using such a size of
Modifier, the fault coverages reduced ugnder the standard BISii1 case are totally recov-
ercd with the ODM scheme. . These improvements in fault coverage reveal the extreme
effectiveness of the ODM scheme in eliminating the error ma?sking effect. Hence, with

such improvements in fault coverage and particularly for high quality test requirements,

the cost of ODM implementation is con“sidergd justifiable.
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Since the Modtﬁer blocki is usually of a limited size because of area overhead con-
straints, the modifier string s generated is general]y not equal to q. Therefore,aw #0,
%nd the error masking i§ not be entz{ely eliminated, i.e. pr # 0. However, the ODM
scheme achieves its aim if this probability pr is re(Zuced to such a level that it does not
affect the fault coverage. For example, th‘e above mentioned modifier size used with t}w
experiments whose res:Its are shown in Table(7.1) does not provide total elimination of
the error masking probability. However, it provides s;ch'a level of reduction that fault
coverages obtained in the No Cmprs. case are recovered. For instance, in mc880, the
error masking probab’ilit); under the ODM scheme is pr = 2‘8‘.7, based on the average
weight of q° after modification; whereas, the fault simulation results in Table(7.1) show
that the network’s fault coverage is brought back to its No Cmprs. case value of 99.36%.

Hence, the error masking in the ODM case does not affect the fault coverage.

It can be ste}\ted that when the coverage obtained without compr:ession‘ is desired,
Lhe(redﬁction in deception volume or-error masking probability does not necessarily have
to be zero.  Therefore, in the cases where the test quahty is not hmtted by a hardware
constramt i.e. by a fixedsize Modcﬁer black, but instead by the requnrement ‘of prov:dmg
the full No~Cmphs. fault coverage, a lower bound for the deception volume and error
masking can be determined. Such bounds can be considered as limits to determine the

maximum number of cubes needed to. achieve a desired deception volime.

~»
¥
.

In general, the experimental resu-Itsﬂ shown in this section confirm the significant

]

benefits in terms of fault coverage improvements of adopting the ODM scheme. The

. . e ®
results also justify the low cost of ODM implementation in terms of additional hardware.

¢

7.3 Conclusive Remarks on the ODM Scheme:

.. It was originally mentioned thatz the main goal behind dgsigning a BI§T scheme




based on out,put'dé,f.e;' modification is to obtimize the eri‘ét making problem such that
it becomes insignificant, with th?e addition of only a small area.overhead. A detailed
description of the ODM scheme which provides a tremendous reduction in error masking
‘probability with a small amount of hardwhre is given throughout .t}n's dissertatign. To

complete the analysis of the ODM scheme the following conclusive remarks are made:

o The ODM scheme is a general scheme in the sense that it is-not limited to particular

circuit topologies, nor does it require the addition of extra hardware to the CUT

-

for it to become testable.

The implementation of the ODM scheme does not require any details' about thg

structure of the CUT. Hence, it is structure (topology)-independent. In fact; it can

be considered function-dependent since it only needs the functiona]it); of the CUT

to determine the functional outputs for the input patterns applied. k

In spite. of the fact that the IC téchnology is under continuous improvements; the

ODM scheme will not be limited by these chaanges, since it is based on functional

testing, and thus uses functional signatures. Hen'ce, it is independent of the part}'c-

ular technology involved.

Some of the BIST schemes intended to improve error coverage (section 3.3) cause

an increase in the test duration by augmenting the test length, or by-splitting the

o

test set to require multiple signatures, or by incre’;,sing the number of shifts in the

compressor. However, under the ODM scheme, the final signature is accurnulated

during the test procedure. Hence:’l{his scheme does not cause any additional delays

in the generation of the signature, and therefore in the test duration.

If the test quality of an existing standard BIST design schaemexis unsatisfiable, the

ODM scheme can easily be added onto the scheme’s existing BIST facilities. This

b r
. -_ Al
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e
can be realized by simply addmg the Modifier and the Improvcd Compressor blocks

The addmon of these two blocks can even be done outside the chlp if necessary.

4 )

v
- 1

o Throughqut' this dissertation it has been assumed that the Improved Compressor

% . .
adopts the One’s Count-based compression technique. However, theXtheory and
discussions can easily be extended to other count-based, as well as nonlinear com-
pressiori techniques besides counting. In fact, exploring several count-based tech-

1}
niques provides a larger set of compression functions to select from, and therefore

. more chancey to obtain lower error masking.

In the ODM scheme, the final tontent (signature) of the MISR (P/S Compressor)
is not utilized in the output data verification process; This is because the signature
in t}rl‘e LFSR-Counter used for the same purpose generally holds a very low error
masking probability (2-hvndreds o Z;thousanda) due to output data modification.
However, it is possible to use this LFSR-Counter content to.further enhance the
error coverage without incurring any extra hardware cost. This can be realized by

setting the MISR to a predetermined regylar final state [Mc Anney 86.

-

The self-test facilities under the ODM scheme can either be entirely added to the

original circuit, or farmdd by reconfiguring some of the existing memory élement.g in

the circuit, in particular to realize the IPG, thé,P/S Compressor and the [m%ovcd

Compressor.

v

Since the design of each self-test block (section 6.1) is composed of identical cells

with uniform interconnections along one dimension. i ¢ regilar lavoul [patures,

~

dhd since the proceduré for the circuit-specific.implementation (seciion 6.2) has
3

4 .
the capability off being automated, it would be very realistic and promising to

consider developing a CAD too,I to provide an automated implgmehtatioﬁ of the

¥ i

-




ODM scheme. Such tool could be embedded in the design for testability tools in

-

a total design ‘methodology where BIST struciures are m§erted during the early

stages of a c}up design.

-

»

e . The ODM scheme has been analytically proven to provide tremendous reduction

in deceptic;n volume and therefore in error masking probability for any average

©

circuit, .

e With the ODM scheme, c}up designers are provided with a trade-off.for adding more
circuitry to achzeve a' hlgher é\ surance that masking will not. occur. This can be
realized by utilizing a whole range of ¢rade-off curves which énables one to decide
the optimal solution between the desired reduc'tion and the available (possible)

silicon area overhead. !

v _

%.4 DBIST schemes adopting the ODM Approach:
r

*

Accounts of several attempts suggesting BIST schemes to improve the error cover-
age recently appeared based on our ODM scheme in the literature. A few remarks on

those follows. ;

1

\ ' ‘ .
One attempt [Hurst 87] uses the ODM approach with some changes in its BIST

realization. One of these changes is in the input pattern generation which is limited
N ‘ﬂ .

to exhaustive testing (known to yield Jong test durations) The other change is in its

- P/S Comprm which consists of an Excluszve-OR tree and not ‘an MISR (section

-~
6.1.1.2 shows that the MISR is preferable for th:s pamcular task). f’he most important

characteristic of 1his scheme is that it intends to generate a modifier string s, whtch

prov:des al (m thescounter) as the final szgnature However, the extra hardware cost

Al N W ’
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for a Modifier block that generates such an exact string {with only one bit difference), '

would clearly be very expensive. . *

1
i

Another attempt [Li 87] uses the entire ODM scheme with a change in its P/S

Compressor structure, which in this case is circuit-specific. More precisely, the P/S

4

Compressar in [Li 87] is designed according to the output data matrix of the CUT, and

is composed of a combination of gates selected from a set of three combinational gates.
$

P |
To have a circuit-specific P/S -Compressor is, in fact, intended to improve the error

*y

coverage. Such P/S Compressor might be helpful if the original non circuit-specific P/5
éq_mprcssor (MISR) happens to have a considerable error masking probability. However,

since this probability for the MISR is pr = 2~%, and since | is usually in thousands or
& . ? )
millions, then, as mentioned in section 6.1.1.2, the err(rr masking probability for the

MISR is already an extremaly small number. Therefoi‘e, there is no strong need to
reduce the error masking at this stage. As it was previously stated, the aim of the

ODM scheme is to improve thé error coverage of a BIS Ted design as well. However @lw

reduction in error mask%ug probablhty prowded by the ODM scheme is from 27 to

2‘”“’“”""", where k is the size of the MISR and usually is not more than a two digit
number. ' . ‘ ) 1 |

In other’ BIST schemes, e.g. those proposed in [Saxena 85] and [Robinson 87/ the
suggestion is to simply add the ODM approach to their self-test facilities to improve the

@
error coverage. Even though the optimization of error masking obtained by adopling

the ODM scheme makes it a proh’table scheme, ODM could be ut:hzed further for other

a phcat:ons Some of these further pOSSlbl]ltleS are briefly mer‘oned in the next section.

7.5 Farther Possibilities Under ODM: ) . !

|

The ODM scheme as a BIST design, as well as thé different methods to easily ge)n-

LY




AL}

w

L

erate sequences presented in the previous chapters can be useful for other applications.

This section briefly mentions some of these possibilities. T .
o .

Poew ' -
For éxample, the ODM scheme can be extremely useful in a situdtion wherein the

input patterns applied in a BISI" design are deterministically ob’tained for a 1(&9% fault
coverage [Patel 84]. However, when’the fesulting output is compressed in an MISR, the
fault coverage could go down to a lower valfue depending on the order in which the set
of input patterns are applied. The proposed ODM scheme can improve this coverage

with a very small amount of additional overhead.

Other than inmthis $pecifit application, in general, the different methods developed
for generating a sequence out of a large number of possible sequences (of length 1), by
using*small amounts of hardware ( O(log(l)) gates) [Zorian 84) [Zorian 86a] [Agarwal

87, can also be adopted in various appl?cations other than the ODM schemne.

o

However, t};e g;eatest potentiul bgneﬁt that the ODM scheme holdssfor further
possibilities lied in its proposed structure. In general terms, ODM’s structure car; be
chough(ﬁéof as a °struct.ure tbat. tremendously simph_'ﬁes the original circuit under con-
sideration at a very low cost. To be more specific, if the ODM model without the final

&

Caunlerﬂblock is considered and is analyzed from a general point of view, then it can be
seen that this model transfers the original C'UT from a general multi-output circuit into
a functionality sixﬁpliﬁed‘single-output circuit. Mgge importantly, the output éequence
q’ g(-n,t'ratvd nay be designed to hold a charaiteristic specifitly desired for a particular
application under consideration. In fact, the Modifier block can bg programnfed accord-
ing to the desirgd'sequence q’. In the application shown throughout this dissertation,
i.e. using the ODM scheme to optimize error masking, the desired characteristic of ;he

sequence q' is the minimal possible number of ones, i.e. weigh}. Other such charac-

teristics could be sought in other applications. Hence, in genéral, the proposed ODM

. . 140
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structure is a non-expensive way to simplify a general multi-output circiit to a single
output-circuit that genf;rates a s;.)ecial output se:;}é&ce (;’. This feature can be exploited
for various applications. One example is diagnosing faults in, BISTed circuits; which is
still an open problem [McAnney 87). This coulcﬂi possibly be realized by using some kind

of on-line comparison between the special output sequence q’ and its expected value.-

<
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