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Abstract

Smart grid is a complex electrical power network comprising different subsystems with a level of automation enabling the use of renewable energy while maintaining the grid stability and affordability of the energy. With the increasing attention on environment protection and development of sensors, communication, and computation tools, the smart grid concept has gained a fast development in recent years. It could significantly improve energy efficiency, allow deep decarbonization and protect the environment. Machine learning is of essential importance to enable intelligent power systems.

In this thesis, we use three pieces of work to demonstrate how the smart grid can benefit from machine learning algorithms. First, we note that workplace electric vehicle (EV) charging is now supported by more and more companies to encourage EV adoption which is environmentally friendly. In the meantime, renewable energies are becoming an important power source. We propose to address the challenges of energy management in office buildings integrated with photovoltaic (PV) systems and workplace EV charging with a stochastic programming framework. Two computationally efficient control algorithms, Stochastic Programming and Load forecasting for Energy management with Two stages (SPLET) and Sample Average Approximation based SPLET (SAA_SPLET) are proposed.

Secondly, accurate electricity load forecasting is of crucial importance for power system operation and smart grid energy management. Multiple kernel learning (MKL) is suitable for electricity load forecasting, because this type of method provides more flexibility than traditional kernel methods. However, conventional MKL methods usually lead to complex optimization problems. At the scale of residential homes, another important aspect of this application is that there may be very little data available to train a reliable forecasting model for a new home, while at the same time we may have prior knowledge learned from other homes. In particular, we first adopt boosting to learn an ensemble of multiple kernel regressors, and then we further extend this framework to the context of transfer learning when limited data is available for target homes.

Finally, we aim to tackle home energy management without knowing the system dynamics. We propose to formalize home energy management, including buying energy from or selling energy back to the power grid and EV charging scheduling as a Markov Decision Process (MDP) and propose two model-free reinforcement learning based control algorithms to address it. The objective for the proposed algorithms is to minimize the
long-term operating cost. Simulation results are presented with real-world data and show that the proposed algorithms can significantly reduce the electricity cost as well as peak power consumptions of the home.
Abrégé

Le réseau intelligent est un réseau d’énergie électrique complexe comprenant différents sous-systèmes avec un niveau d’automatisation permettant l’utilisation d’énergie renouvelable tout en maintenant la stabilité du réseau et l’abordabilité de l’énergie. Avec l’attention croissante portée à la protection de l’environnement et au développement de capteurs, d’outils de communication et de calcul, le concept de réseau intelligent a connu un développement rapide ces dernières années. Cela pourrait améliorer considérablement l’efficacité énergétique, permettre une décarbonation profonde et protéger l’environnement. L’apprentissage automatique est essentiel pour permettre des systèmes d’alimentation intelligents.

Dans cette thèse, nous utilisons trois travaux pour démontrer comment le réseau intelligent peut bénéficier des algorithmes d’apprentissage automatique. Premièrement, nous notons que la recharge des véhicules électriques (VÉ) sur le lieu de travail est maintenant fournie par de plus en plus d’entreprises pour encourager l’adoption des VÉ qui soit respectueux de l’environnement. Entre-temps, les énergies renouvelables deviennent une source d’énergie importante. Nous proposons de relever les défis de la gestion de l’énergie dans les immeubles de bureaux équipés de systèmes photovoltaïques (PV) de bornes de recharge de VÉ sur le lieu de travail avec un cadre de programmation stochastique. Deux algorithmes de contrôle, calcul stochastique et prévision de charge pour la gestion de l’énergie avec deux étapes (SPLET) et SPLET (SAA,SPLET) basé sur la moyenne approximative d’échantillonnage sont proposés.

Deuxièmement, une prévision précise de la charge électrique est d’une importance cruciale pour le fonctionnement du système électrique et la gestion intelligente de l’énergie du réseau. L’apprentissage par noyaux multiples(MKL) convient à la prévision de la charge électrique, car ce type de méthode offre plus de flexibilité que les méthodes traditionnelles du noyau. Cependant, les méthodes MKL classiques conduisent généralement à des problèmes d’optimisation complexes. À l’échelle des maisons résidentielles, un autre aspect important de cette application est qu’il peut y avoir très peu de données disponibles pour former un modèle de prévision fiable pour une nouvelle maison, alors que nous pouvons en même temps avoir des connaissances antérieures apprises d’autres foyers. En particulier, nous adoptons d’abord le boosting pour apprendre un ensemble de régresseurs de noyaux multiples, puis nous étendons ce cadre au contexte de l’apprentissage par transfert lorsque
des données limitées sont disponibles pour les foyers cibles.

Enfin, nous visons à gérer la gestion de l’énergie domestique sans connaître la dynamique du système. Nous proposons de formaliser la gestion de l’énergie domestique, y compris l’achat d’énergie ou la revente d’énergie au réseau électrique et l’ordonnancement de charge des VÉ comme un processus de décision de Markov (MDP) et proposons deux algorithmes d’apprentissage de renforcement libre pour s’y attaquer. L’objectif des algorithmes proposés est de minimiser les coûts d’exploitation à long terme. Les résultats de la simulation sont présentés avec des données du monde réel et montrent que les algorithmes proposés peuvent réduire considérablement le coût de l’électricité ainsi que les consommations d’énergie de pointe.
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# Acronyms

<table>
<thead>
<tr>
<th>Acronyms</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN</td>
<td>Artificial neural network</td>
</tr>
<tr>
<td>ASAP</td>
<td>As soon as possible</td>
</tr>
<tr>
<td>BSOC</td>
<td>Battery State of Charge</td>
</tr>
<tr>
<td>DQN</td>
<td>Deep Q Network</td>
</tr>
<tr>
<td>DQNEMS</td>
<td>Deep Q Network based Energy Management System</td>
</tr>
<tr>
<td>EV</td>
<td>Electric Vehicle</td>
</tr>
<tr>
<td>EMS</td>
<td>Energy Management System</td>
</tr>
<tr>
<td>FQI</td>
<td>Fitted Q Iteration</td>
</tr>
<tr>
<td>EU</td>
<td>European Union</td>
</tr>
<tr>
<td>K-BTMKR</td>
<td>Kernel based Boosting based Transfer Multiple Kernel Regression</td>
</tr>
<tr>
<td>M-BTMKR</td>
<td>Model based Boosting based Transfer Multiple Kernel Regression</td>
</tr>
<tr>
<td>LP</td>
<td>Linear Programming</td>
</tr>
<tr>
<td>LSTM</td>
<td>Long Short-Term Memory</td>
</tr>
<tr>
<td>MKL</td>
<td>Multiple Kernel Learning</td>
</tr>
<tr>
<td>MKBoost</td>
<td>Multiple Kernel Boosting</td>
</tr>
<tr>
<td>NFQ</td>
<td>Neural Fitted Q Iteration</td>
</tr>
<tr>
<td>NFQEMS</td>
<td>Neural Fitted Q based Energy Management System</td>
</tr>
<tr>
<td>PV</td>
<td>Photovoltaic</td>
</tr>
<tr>
<td>PT</td>
<td>Total power consumption</td>
</tr>
<tr>
<td>RL</td>
<td>Reinforcement Learning</td>
</tr>
<tr>
<td>RLEnergy</td>
<td>Reinforcement Learning Energy Simulator</td>
</tr>
<tr>
<td>RNN</td>
<td>Recurrent Neural Network</td>
</tr>
<tr>
<td>RTP</td>
<td>Real Time Price</td>
</tr>
<tr>
<td>SAA</td>
<td>Sample Average Approximation</td>
</tr>
<tr>
<td>SAB</td>
<td>Stand-Alone Battery</td>
</tr>
<tr>
<td>SP</td>
<td>Stochastic Programming</td>
</tr>
<tr>
<td>SPLLET</td>
<td>Stochastic Programming and Load forecasting for Energy management with Two stages</td>
</tr>
<tr>
<td>SOC</td>
<td>State of Charge</td>
</tr>
<tr>
<td>SVR</td>
<td>Support Vector Regression</td>
</tr>
<tr>
<td>TOU</td>
<td>Time-of-Use</td>
</tr>
<tr>
<td>Acronyms</td>
<td>Descriptions</td>
</tr>
<tr>
<td>---------</td>
<td>---------------------------</td>
</tr>
<tr>
<td>US</td>
<td>United States</td>
</tr>
<tr>
<td>USD</td>
<td>US Dollar</td>
</tr>
<tr>
<td>V2B</td>
<td>Vehicle-to-Building</td>
</tr>
<tr>
<td>V2G</td>
<td>Vehicle-to-Grid</td>
</tr>
</tbody>
</table>
Nomenclature

Nomenclature for Chapter 2

Indices:

\( i \)  
Electric vehicle

\( t \)  
Time slot

\( o \)  
Intraday scenario

Parameters:

\( K \)  
Total number of scenarios

\( L \)  
Duration for every time slot (h)

\( M \)  
Total number of employee EVs

\( N \)  
Total number of time slots

\( S_{T_i^o} \)  
Initial SOC (State of charge) for EV \( i \) under scenario \( o \) (%)

\( u_{i}^{o} \)  
Energy demand for EV \( i \) under scenario \( o \) (kWh)

\( A_{i}^{o} \)  
Arrival time for EV \( i \) under scenario \( o \) (h)

\( D_{i}^{o} \)  
Departure time for EV \( i \) under scenario \( o \) (h)

\( M_{i,t}^{o} \)  
Timing constraints for EV \( i \) at time slot \( t \) under scenario \( o \)

\( P_{b}^{t} \)  
Base load power consumption at time slot \( t \) (kW)

\( \hat{P}_{b}^{t} \)  
Predicted base load power consumption at time slot \( t \) (kW)

\( P_{A}^{t} \)  
PV system output at time slot \( t \) (kW)

\( \hat{P}_{v}^{t} \)  
Predicted PV system output at time slot \( t \) (kW)

\( P_{pc}^{t} \)  
EV charging consumption for public EVs at time slot \( t \) (kW)

\( S_{I_{i,t}} \)  
Initial EV SOC for EV \( i \) with revealed information until time \( t \) (%)

\( A_{i,t} \)  
Arrival time for EV \( i \) with revealed information until time \( t \) (h)

\( D_{i,t} \)  
Departure time for EV \( i \) with revealed information until time \( t \) (h)

\( S_{i}^{\text{min}} \)  
Minimal allowed SOC for EV \( i \) (%)

\( S_{i}^{\text{max}} \)  
Maximal allowed SOC for EV \( i \) (%)

\( S_{i}^{\text{minA}} \)  
The lower bound for employee EV SOC for advance departure

\( I_{t}^{a} \)  
Electricity price for time slot \( t \) in day-ahead market ($/kW)

\( I_{t}^{p} \)  
Electricity cancelation penalty for time slot \( t \) ($/kW)

\( I_{t}^{r} \)  
Electricity price for time slot \( t \) for time-of-use electricity ($/kW)

\( P_{i}^{c,\text{max}} \)  
The maximum charging and discharging rate for EV \( i \) (kW)

\( P_{\text{ba},\text{max}} \)  
The maximum charging and discharging rate for stand-alone battery system (kW)
$P_{i}^{\text{max}}$ The upper limit of the total power consumption (kW)

$E_i$ Battery capacity for EV $i$ (kWh)

$C_{i}^{r}$ Battery replacement cost for EV $i$ ($)

$G_{i}$ Battery degradation factor for EV $i$ (%) 

$B$ Stand-alone battery system capacity (kWh)

$LF$ Stand-alone battery system lifetime (h)

$\eta_e$ EV battery conversion efficiency (%)

$\eta_b$ Stand-alone battery system conversion efficiency (%)

**Variables:**

$p_{i}^{p}$ Purchased power from day-ahead market at time $t$ (kW)

$p_{i}^{d}$ Power from day-ahead market at time $t$ (day-ahead under scenario $o$) (kW)

$p_{i}^{u,o}$ Used power from day-ahead market at time $t$ under scenario $o$ (kW)

$p_{i}^{a}$ Actual used power from time-of-use electricity at time $t$ (kW)

$p_{i}^{c,o}$ Charging rate for EV $i$ at time $t$ (kW)

$p_{i}^{d,o}$ Discharging rate EV $i$ at time $t$ (kW)

$s_{i,t}$ SOC for EV $i$ at time $t$ (%) 

$s_{i,t}^{o}$ SOC for EV $i$ at time $t$ under scenario $o$ (%)

$c_{i}^{c}$ Ageing cost for EV $i$ ($/kW$)

$c_{i}^{c,o}$ Ageing cost for EV $i$ under scenario $o$ ($$/kW$)

$c_{ba}$ Ageing cost for stand-alone battery system ($)

$c_{ba,o}$ Ageing cost for stand-alone battery system under scenario $o$ ($)

$p_{a}$ Power purchase from day-ahead market (kW)

$p_{b}$ Base load power consumption vector (kW)

$p_{e}$ Employee EVs charging power consumption (kW)

$p_{b,c}$ EVs charging power consumption vector (kW)

$p_{r}$ Power bought with time-of-use price (kW)
Nomenclature for Chapter 3

Indices:

- $m$: Kernel
- $n$: Data set
- $t$: Training iteration
- $s$: Source domain

Parameters:

- $M$: Total number of kernels
- $N$: Total number of data set
- $S$: Total number of source domains
- $T$: Total number of training iterations

Variables:

- $a_n$: Coefficient for each sample
- $a_{t,n}$: Coefficient for each sample at iteration $t$
- $e_m^t$: Fitted error for $m$-th kernel at $t$-th iteration
- $e_{s,m}^t$: Fitted error for $m$-th kernel from $s$-th domain at $t$-th iteration
- $\mathcal{H}$: Learned kernel functions set
- $\mathcal{H}_K$: Reproducing kernel Hilbert space induced by kernel $K$
- $k_m$: $m$-th kernel
- $\mathcal{K}$: Kernel functions set with size of $M$
- $\mathcal{L}$: Loss function
- $\eta_m$: Coefficient for $m$-th kernel
- $N_r$: Size of sub sample of training set
- $\eta_{m,s}$: Coefficient for $m$-th kernel with $s$-th source domain
- $\rho^t$: Step size for $t$ iteration
- $\epsilon$: A small step size
- $r_n^t$: Negative gradient of $F$ at $t$-th iteration with $n$-th training data
- $SN$: Total number of data set in all source domains
- $\beta_S$: Coefficient vectors for target domain
- $\beta_T$: Coefficient vectors for target domain
- $x_n$: Features for training data with index $n$
- $\hat{y}_i$: Predicted value for $i$-th data set
- $y_n$: Labels (Power consumption) for training data with index $n$
Nomenclature for Chapter 4

Indices:
\( t \)  
  time step index
\( j \)  
  Auxiliary index for time step
\( h \)  
  Training iteration
\( k \)  
  Training episode

Parameters:
\( H \)  
  Total number of iterations
\( K \)  
  Total number of episodes
\( T \)  
  Total time of time steps
\( B_{ev,cap} \)  
  EV battery capacity
\( B_{hb,cap} \)  
  Home battery capacity
\( \eta_e \)  
  EV battery conversion efficiency (\%)
\( \eta_b \)  
  Stand-alone battery system conversion efficiency (\%)
\( \gamma \)  
  discount factor

Variables:
\( a_t \)  
  Action taken at time step \( t \)
\( s_t \)  
  State at time step \( t \)
\( r_t \)  
  Immediate reward at time step \( t \)
\( A \)  
  a finite set of actions
\( S \)  
  a finite set of states
\( T \)  
  Transition function
\( R \)  
  Reward function ($)
\( G_t \)  
  Expected accumulative return at time step \( t \)
\( H_{soc,t} \)  
  State of charge for home battery at time step \( t \)
\( P_{r,t} \)  
  Renewable energy generation at time step \( t \) (kW)
\( P_{t} \)  
  Electricity price at time step \( t \) ($/kW)
\( P_{base,t} \)  
  Base load power consumption at time step \( t \) (kW)
\( E_{a,t} \)  
  EV charging availability at time step \( t \)
\( E_{ttd,t} \)  
  The number of hours left before the EV departure
\( E_{soc,t} \)  
  EV battery state of charge at time step \( t \)
\( C_{ev,t} \)  
  Charging or discharging power for EV battery at time step \( t \) (kW)
\( C_{hb,t} \)  
  Charging or discharging power for home battery at time step \( t \) (kW)
\( U_{buy,t} \)  
  Energy we need to buy from the grid at time step \( t \) (kW)
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Chapter 1

Introduction

Most of the energy consumed today is provided by fossil fuels (including oil, natural gas, and coal). Fossil fuel based energy accounted for 85.0% of the world energy consumption in 2016 [1], and 81.59% of the United States energy consumption in 2016 [2]. The sustained consumption of coal, natural gas, petroleum and other non-renewable energies has caused several serious environmental issues such as greenhouse gas emission (e.g., CO$_2$) which has led to global warming problems and severe impact on ecosystems and society. Greenhouse gas emission have recently reached its highest level in history [3]. Residential consumption and transportation are two main sectors for energy usage and greenhouse gas emission. As shown in Figure 1.1, nearly 22% of the total energy of United States is consumed by the residential sector and 24% of the total energy is consumed by the transportation sector [4].

To tackle these challenges, many countries are trying to increase renewable energy adoption, promote transportation electrification, and improve the smart grid energy efficiency. European Union has set targets to reduce 40% of the total greenhouse gas emission, improve the usage efficiency of energy by 27%, and realize 27% of all energy usage from renewable energy by 2030 [5]. Besides, it is estimated that 23% of all vehicles will have an alternating powertrain in 2020 and electric vehicles (EVs) are on track to accelerate to 54% of new car sales by 2040 [6]. As shown in Figure 1.2, EV penetration has already been very high for some big cities in 2016 [6]. By integrating modern technologies for communication tools, computation tools and electronic devices, smart grids can now enable better energy transmission and usage efficiency.

However, the increasing adoption of renewable energy and transportation electrification
has also caused several challenges for power systems. Firstly, the output of renewable energy has a stochastic nature which makes it very difficult to predict and manage. Secondly, the increasing adoption of EVs will bring in a significant power demand on the power system which may damage the grid infrastructure. Thirdly, the adoption of EVs may lead to power flow and quality issues for the grid network [7]. This effect could be even worse for some residential network, where early EV adopters may exhibit similar consumer behaviors in the communities and appear in clusters [8].

The power grid can be divided as supply-side and demand-side. On the supply-side, power starts from the power plant, goes through a transmission network, and is fed hundreds of substations. Demand-side mainly refers as to end-use consumers, starting from substations down to distribution networks. In this thesis, we are trying to tackle the challenges of energy management and short-term electricity load forecasting for the demand-side of the smart grid.
1.1 Smart Grid Concept

The power grid is a distributed complex electrical network which can deliver energy from power plant to different end-use consumers, e.g., residential consumers, industrial consumers, commercial consumers, and electric vehicle users. The power grid has different kinds of components including generators, transformers, transmission lines, substations, and feed lines. According to the raw energy sources used by the power plants, there are different kinds of power plants. Currently, natural gas, coal, uranium and renewable energy are four main raw materials used for power plants in the United States in 2016 [2] as shown in Figure. 1.3. We can see that more than 60% of the electrical energy is generated by fossil fuel sources.

Electric vehicles are more efficient than traditional Internal Combustion Engine (ICE) vehicles [9] and operation of EVs generate less pollutants than ICE vehicles. However, when the whole generation process is considered, electrical energy also generates a large amount of pollutant, e.g, greenhouse gas emission. Thus, it is of significant importance to bring
technology innovations into the power grid and improve the energy efficiency of different sub-systems of the power grid.

The smart grid is a complex system that incorporates modern information, control, communication, metering technologies and allows bi-directional communication between utility companies and end-use consumers. As shown in Figure. 1.4, smart grid is an integration of several electrical, communication, computation, and intelligent components. The objective is to make both the energy generation, and energy usage side to be efficient, effective and environment friendly.

The main targets for the smart grid are to reduce the energy waste and improve the grid stability. The bidirectional communication, advanced meters, distributed generation and energy storage can help the smart grid reach such targets. With bidirectional communication, smart grid can have a better observation for the whole network and make better
control decisions. Battery storage can help keep power balance and allow better flexibilities for the smart grid. With the widespread of Electric Vehicles, EV batteries can also be considered as distributed storage which can further help improve the grid stability.

Recent works \cite{10, 11, 12} have shown that machine learning is now playing a more and more important role for the smart grid. With machine learning algorithms, the future electricity demand can be forecasted which will enable a better power generation organization. It is also shown in \cite{10, 11} that reinforcement learning based control algorithms can enable energy management control without requirement for specific knowledge on system dynamics. Machine learning algorithms have also shown a better fault detection performance for the grid networks \cite{12}. 
1.2 Demand Response

Most of the advantages of smart grid are, in fact, due to its capability of bi-communication, real-time control, and consumers’ active responsiveness [13]. Accordingly, demand side management (DSM), including everything that is done on the demand side, is an important and integral part of the smart grid. According to the definition given by the US Department of Energy (DOE) [14], demand response means changes in electricity usage by end-use consumers from their normal consumption patterns in response to changes in the price of electricity over time, or to incentive payments designed to induce lower electricity use at time of high wholesale market prices or when system reliability is jeopardized. The main participants for demand response include utility companies, end-use consumers, and aggregator. There are two types of demand response: price-based demand response and incentive-based demand response. Price-based demand response is a kind of indirect control, in which the price signal serves to incentivise end-use consumers. For incentive-based demand response, end-users will receive direct payment from utility companies when participating in a particular demand response program. The main reasons for utility companies to support demand response programs are that the peak power generation is very expensive and high peak power consumption may cause potential stability issues for power networks.

Demand response programs were previously mainly focused on large end-use consumers, e.g., large commercial and industrial consumers. These consumers usually have necessary components including battery storage, advanced meters and energy management systems. With the development of communication, computation and energy storage technologies, more and more individual consumers are now beginning to participate in the demand response programs. Flexible loads are the critical components for demand response and the main focus for demand response is trying to harness the flexibilities of these loads while controlling the negative impacts for end-use consumers. There are mainly three different types of flexible loads including: controllable home devices, stand-alone batteries, and thermostatic load. EV batteries can also be treated as battery storage and used to participate in demand response programs. In this thesis, our work is mainly focused on the demand-side of smart grid.
1.3 Machine Learning and Applications for Smart Grid

There are several definitions for machine learning [15, 16, 17]. As defined in [17], machine learning is the field that is concerned with the question of how to construct computer programs that can automatically improve with experience. In general, there are three main categories for machine learning: supervised learning, semi-supervised learning and unsupervised learning.

In this thesis, we explore how smart grid energy management and electricity load forecasting can benefit from machine learning algorithms. Supervised learning, reinforcement learning, and transfer learning are used in our three pieces of work. Hence, we introduce the basic concepts for three main machine learning categories and transfer learning as follows.

**Supervised Learning** algorithms try to learn a mapping function which maps input to output based on a given dataset. The given dataset consists of a set of labeled data. With the learned function, the system can make predictions for the output values with any new given inputs. Classical problems for supervised learning are: classification and regression.

**Unsupervised Learning** algorithms are used when we try to infer a function to describe a hidden structure from a set of unlabeled data. The center problem for unsupervised learning is clustering.

**Reinforcement Learning** (RL) setting is quite different from supervised learning and unsupervised learning. The fundamental idea of reinforcement learning is learning by interactions. A RL agent interacts with the environment at discrete time steps. The goal for RL algorithms is to learn a policy that could maximize the long term expected return for the RL agent.

**Transfer Learning** algorithms try to apply the knowledge learned from one or more tasks to other related task to accelerate the learning process or improve the learning performance. Both the learned models or training instances could be transferred. When only a limited amount of data is available for a domain we are interested (target domain) and a large amount of data is available for other related domains (source domains), it will be desirable if some knowledge learned from source domains could be the transferred to the target domain.

There are many practical applications for machine learning. Recent work of applying machine learning on smart grid [10, 11, 12, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27] have shown
the effectiveness of machine learning for the smart grid. With machine learning algorithms, the forecasting accuracy for future electricity power consumption can be improved which will enable a better power plant generation organization. It is also shown in [10, 11, 21] that reinforcement learning based control algorithms can enable energy management control without requirement for specific knowledge on system dynamics. Machine learning algorithms have also shown a better fault detection performance for the grid networks [12, 22, 23].

In [24, 25], the authors demonstrate that power quality could be improved with machine learning techniques. It is also shown in [26, 27] that machine learning could assist the design of electricity price with forecasting of consumers’ behaviors and power consumption.

1.4 Research Objectives and Methodologies

Smart grid development has drawn a lot of attention since it will enable efficient and environmentally friendly energy usage. However, with the increasing adoption of renewable energy and EVs, more challenges have been brought to the smart grid. Building sector accounts for 40% of total US energy generation in 2016 [28]. Thus, it is of significant importance to improve the energy efficiency of buildings. However, there are several uncertainties when designing an energy management control strategy. With the development of home based energy storage and controllers, energy management for residential sectors has attracted more and more attention [29]. But we may not have accurate system dynamics for the residential house. Meanwhile, for some newly built houses or buildings, we may not have enough data which makes it hard to train a reliable load forecasting model.

In this thesis, we are trying to tackle the challenges for energy management systems and short-term electricity load forecasting for office buildings and residential houses. Mainly, there are four types of methods to deal with energy management for the smart grid: rule-based methods, model-based methods, model-free methods, and model-assisted methods. Rule-based methods entailed by a set of heuristic strategies are based on engineering knowledge of the system. Model-based methods require explicit knowledge of system dynamics to find a control strategy. Model-free methods do not require any knowledge on the system dynamics. Model-assisted method is a hybrid method of model-based and model-free method.

Different methods could work for electricity load forecasting including statistical meth-
ods, time series analysis and machine learning algorithms. The overall objective of this research is to investigate how can a sustainable smart grid benefit from modern machine learning algorithms. As shown in Figure 1.5, supervised learning, transfer learning and reinforcement learning are used in this thesis to tackle the challenges for energy management.
and electricity load forecasting for office buildings and residential houses. More specific objectives and methodologies discussed in this thesis are summarized below.

- In the first work, we deal with the day-ahead and intra-day energy scheduling for office buildings with the emerging trend of transportation electrification and renewable energy generation. Renewable energy generation and vehicle driving patterns are inherently stochastic. In this work, we tackle the energy management for office building with a two-stage stochastic programming based framework with short-term electricity load forecasting.

- In the second work, we investigate how to improve the performance for short-term electricity load forecasting especially when only limited data are available. We use machine learning, specifically multiple kernel learning methods for electricity load forecasting. We further use transfer learning to reuse the knowledge learned from other sources to improve the forecasting performance when only limited data is available for the target domain we are interested in.

- In the third work, we study the benefit of model-free reinforcement learning for home energy management when only little knowledge of system dynamics is available. We use both off-line and on-line reinforcement learning algorithms to tackle home energy management problems.

1.5 Thesis Organization and Contributions

In this thesis, we present three pieces of work to exemplify our approaches for energy management and electricity load forecasting. The current thesis is structured as follows:

In Chapter 2, we deal with the building energy management problem and present a stochastic programming based framework integrated with predicted electricity demand for large office building. Contributions for this chapter are summarized as follows:

- A new energy scheduling scheme is proposed to coordinate the integration of large office buildings with PV panels, a large number of EVs, day-ahead power market and time-of-use electricity to optimize the energy management for the building.

- Two computationally efficient control algorithms, Stochastic Programming and Load forecasting for Energy management with Two stages (SPLET) and Sample Average
Approximation based SPLET (SAA SPLET) are proposed which can help reduce the operation cost for the office building. The uncertainties lie in both the demand-side and supply-side: the base load power consumption, renewable energy output, EV arrival time, EV departure time, and EV arrival state of charge (SOC) are addressed in the proposed algorithms. The effectiveness of the proposed algorithms are presented with real-world data.

- EV Vehicle-to-Building (V2B) and stand-alone battery systems are considered as countermeasures for the mismatch between day-ahead power scheduling and actual real-time demand.

The work described in Chapter 3 is published as: Joint European Conference on Machine Learning and Knowledge Discovery in Databases. Springer, Cham, 2017: 39-51. And a journal version of this paper is in preparation to be submitted to IEEE Transactions on Smart Grid.

In Chapter 3, we look into the single home short-term electricity load forecasting problem. We use gradient boosting framework to improve the electricity load forecasting accuracy and use transfer learning to deal with new homes or buildings with limited available data. In this chapter, we have the following contributions:

- We propose a boosting-based learning framework to learn regression models with multiple kernels efficiently.
- We leverage the Multiple kernel learning (MKL) models learned from other domains with transfer learning to deal with electricity demand forecasting when only limited data is available.
- Negative transfer between target domain and source domains is analyzed which shows that the proposed algorithm can prevent potential negative transfer.

In Chapter 4, we investigate how to use model-free reinforcement learning algorithms for home energy management with potentially unknown system dynamics. Contributions for this chapter are summarized below:

- We propose to formulate the home energy management including EV charging as a Markov Decision Process (MDP).
• We tackle it with two model-free reinforcement learning algorithms: Neural Fitted QIteration (NFQ) and Deep Q-Network (DQN), and we investigate their performances on reducing operating cost and peak power consumption with real-world data.

In Chapter 5, we conclude on the problems and approaches investigated in this thesis and discuss some potential research directions for future work.

1.6 Contributions of Collaborators and Publications

The contributions mentioned above are included in the following published or to be submitted peer reviewed papers. The research presented in this thesis also benefits from the collaborations with other scholars especially from the co-authors of each paper. The notable contributions from each collaborators are summarized for each paper that contributes to this thesis. The candidate (Di Wu), had done the core for the research work demonstrated in this thesis, including: collection and pre-processing of the data, design of the algorithms, implementation of the evaluation, analysis of the results, and the writing of the paper, except for the work done by collaborators described below.

  – Prof. Chao Lu: Gave some suggestions for problems definition.
  – Prof. Haibo Zeng and Benoit Boulet: Supervision for the whole work and editing of the manuscript.

• Di Wu, Boyu Wang, Doina Precup, Benoit Boulet, Boosting Based Multiple Kernel Learning and Transfer Regression for Electricity Load Forecasting, Joint European Conference on Machine Learning and Knowledge Discovery in Databases. Springer, Cham, 2017: 39-51
  – Boyu Wang: Offered constructive suggestions for transfer learning framework design and helped edit the manuscript.
  – Prof. Doina Precup and Benoit Boulet: Supervision for the whole work and editing of the manuscript.
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- Di Wu, Boyu Wang, Doina Precup, Benoit Boulet, Gradient Boosting Based Transfer Regression for Smart Grid Demand Prediction, in preparation for submission to IEEE Transactions on Smart Grid.
  - Boyu Wang: Offered constructive suggestions for negative transfer analysis.
  - Prof. Doina Precup and Benoit Boulet: Supervision for the whole work and editing of the manuscript.

- Di Wu, Guillaume Rabusseau, Vincent François-Lavet, Doina Precup, Benoit Boulet, Optimizing Home Energy Management and Electric Vehicle Charging with Reinforcement Learning is accepted by Adaptive Learning Agents (ALA) workshop, 2018
  - Guillaume Rabusseau: Offered constructive suggestions for state space analysis of MDP.
  - Vincent François-Lavet: Offered constructive suggestions for design the control strategy for home energy management.
  - Prof. Doina Precup and Benoit Boulet: Supervision for the whole work and editing of the manuscript.

During the Ph.D., some related work has also been conducted, these work can be treated as complementary work for this thesis, and the publications are listed as follows:


Chapter 2

Two-Stage Energy Management for Office Buildings with Workplace EV Charging and Renewable Energy

2.1 Introduction

With the progressive exhaustion of fossil energy and increasing concerns on protecting the environment, electric vehicles (EVs) are considered as a more sustainable solution to serve people’s mobility needs, and hence their adoption growing very fast. Many countries are working to promote the development of transportation electrification. It is expected by the International Energy Agency that the annual growth rate for EV market will be higher than 20% before 2020 and the electric vehicle stock will reach 20 millions in 2020 and 140 millions in 2030 [30]. The benefits of EVs toward zero emission mobility can be maximized when they are charged with renewable energy sources such as solar, wind, and hydroelectricity [31]. This vision could be partially realized in buildings, as more and more buildings are integrated with solar photovoltaic (PV) panels to provide part of daily power consumption.

Workplace EV charging service is considered of crucial importance to promote EV adoption by company employees and will be beneficial for employers, employees, and communities [32]. It is shown in a home parking garage survey that only 40% of people in the US have such garages in which home chargers could be installed [33]. Right now, more and
more companies are starting to provide workplace charging service. It is shown that when workplace charging service is provided, the employees will be 20 times more likely to drive an EV [34].

In this chapter, we address the problem of energy scheduling for large office buildings integrated with electric vehicles and photovoltaic systems, and the design of the energy management system (EMS). The EMS takes care of coordination with the power markets and energy scheduling of the building. The office building is assumed to provide charging services for the employee EVs and public EVs. The large power draw of such buildings has sparked interest in providing ancillary services through day-ahead power market and intelligent operation of building EMS [35]. The building operator can get favorable electricity pricing from day-ahead power market. To participate in the day-ahead power market, the building EMS should decide on the energy to purchase for every time slot one day before.

Fig. 2.1 shows the EMS for such a large office building. On the energy supplying side, the building could get energy from the day-ahead power market, time-of-use electricity, and integrated PV systems. On the energy consumption side, the building EMS has to provide energy for electric vehicle charging and other power consumption. In such scenarios, there might be a large number of employee EVs parked in or near the building, and these EVs may arrive and leave at similar times. The challenge for an efficient energy scheduling lies in the uncertainties associated with power generation and consumption, including base load, PV output, EV arrival time, EV departure time, and EV arrival battery state of charge (SOC).

Demand response can help reduce the operating cost and peak power demand [36]. In this chapter, we propose two building energy management control algorithms to deal with uncertainties in power demand: Stochastic Programming (SP) and Load forecasting for Energy management with Two stages (SPLET) and Sample Average Approximation based SPLET (SAA_SPLET) with participation of both day-ahead planning and real-time operation. As the EVs and plug-in hybrid electric vehicles (PHEVs) will be parked for most time of the day [37], the charging power consumption can be treated as flexible load. Both of the two proposed control algorithms have two stages. In the first stage (i.e., day-ahead scheduling), we use prediction techniques for base load power consumption, PV output, and take advantage of known probability distributions of employee EV arrival time, departure time, and arrival SOC. In the second stage (i.e., real-time operation), with the given power purchased from day-ahead power market, the EV charging is scheduled to reduce the total
Operating cost with new information (e.g., EV arrival, their arrival battery SOC) for every time slot. In addition, we use vehicle-to-building (V2B) and stand-alone battery (SAB) system as countermeasures for the mismatch between the day-ahead power scheduling and real-time power demand.

2.2 Related Work

Energy management systems play a key role for the energy efficiency of buildings and homes [38, 39]. Several recent studies are conducted on the energy management of smart building
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integrated with EVs and/or PV system. In [40], an EV charging control algorithm for buildings integrated with PV system is presented. It proposes to schedule the EV charging based on the predicted base load power consumption and PV system output. But this paper does not consider the uncertainties for EV charging demand. In [41], a day-ahead energy scheduling algorithm for smart building integrated with distributed renewable generation is proposed, which can efficiently reduce the greenhouse gas emissions. However, this paper does not consider the flexibility of EV charging demand and does not discuss the operating cost for the building. Different from the above works, this chapter proposes two energy management control algorithms for buildings integrated with PV system, EVs, day-ahead power market and time-of-use electricity.

Transportation electrification will increase the power consumption of buildings. The impacts for charging demand of EVs and PHEVs on power systems are investigated in a number of papers [9, 42, 43]. In [9], an overview for the impacts of EVs on distribution network is presented. In [42], the authors use a probabilistic method to study the impacts of EV charging on the power system, using metrics including network demands, network voltage levels, and secondary transformer overloading. The effects of large-scale utilization of EVs on the total system loss are studied in [43]. The prediction of EV charging demand is discussed in [44, 45, 46]. In [44], an EV parking lot allocation method for charging is presented considering the EV charging demand and driving behavior. In [45], the authors present how to use autoregressive integrated moving average method to forecast both the conventional electrical load and EV charging demand. In [46], a general test case for the transportation electrification research is presented.

Control strategies for electric vehicle charging have been discussed in several recent papers [47, 48, 49, 50, 51]. In [47], the authors presented a survey on EV charging. In [48], a control algorithm for EV charging and its hardware implementation is discussed. In [49], a multi-stage control scheme for islanded microgrid with EVs is discussed. In [50], the authors present an optimal scheduling method for microgrid with EV fleets and data center storage systems. In [51], a vehicle-originating-signals approach is proposed for the charging control of EVs which can help reduce the communication overhead with minor effect on performance. In [52], a hierarchical model predictive control based energy management system is proposed for smart grid with integration of EVs. In [53], an EV charging control scheme is proposed for EV charging station that considers the output of renewable energy and energy storage system. In [54], the authors present a study on different control priority
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criteria on the chargeability of EVs and charging fairness.

Meanwhile, EVs can be treated as distributed storage and help improve the grid load profiles [55, 56, 57, 58]. In [55], the authors show that the electric grid and automobile fleet are surprisingly complementary. This paper also demonstrates that EVs can help stabilize the grid and support the adoption of renewable generation. It is demonstrated in [56] that simultaneous allocation of EV parking lots and distributed renewable resources in distributed grid network could help reduce the system loss. In [57, 58], it is shown that EVs can be used as demand response tool and help support high adoption of renewable energy in the smart grid.

The EV charging demand and output of renewable energy are naturally random. Several recent papers [59, 60] use stochastic programming to deal with these uncertainties. In [59], the uncertainties for the output of wind and solar energy are discussed in a stochastic programming framework. However, this paper does not consider the prediction of base load power consumption and the uncertainties for electric vehicle charging demand. In [60], the authors demonstrate that the uncertainties of EV charging will affect its contribution on system reliability. The stochastic output of renewable energy will also influence the scheduling of EV charging scheduling. In [61], the design of EV charging scheduling is based on the forecasted PV system output. A two-stage framework has been discussed in some previous works [59, 62] for energy management of microgrid. However, the scheduling of flexible power consumption such as EV charging is not well discussed in the first stage of the two-stage framework. In this chapter, we propose two two-stage based control algorithms combining both the stochastic programming and forecasting method for building energy management integrated with large number of EVs and PV panels. The proposed control algorithms try to optimize the building energy management while considering the stochastic nature of both power consumption and power supply.

To participate in the day-ahead power market, the decision on the day-ahead energy transactions has to be made before the actual realization of the power demand, resulting in a typical mismatch between the day-ahead scheduling and actual power demand realization. This kind of mismatch is discussed in several papers, e.g. [59, 63], where both propose to use fast start-up generators to supply complementary energy when such a mismatch occurs. As EVs would be parked in the building for a long period in the day and only need to be charged with enough energy before the departure time, EVs could be treated as flexible energy storage and give energy back to buildings [64]. In this chapter, EV V2B and stand-
alone battery system are considered as countermeasures to mitigate the potential mismatch between day-ahead power scheduling and actual demand realization.

### 2.3 Technique Background for Two-Stage Stochastic Programming

Linear programming (LP) is a fundamental planning tool for deterministic decision making where all necessary information is available. However, for many real-world scenarios, not all the information is available at the time of making decisions. When some decision variables are uncertain, but assumed to lie in a set of possible values, a solution for the objective function over all possible choices of uncertainties is feasible. This is suitable for stochastic programming [65]. Stochastic programming is an approach for modeling optimization problems involving uncertainties. Stochastic programming takes advantage of probability distributions for data that is known or could be estimated. The objective for stochastic programming is to come up with a decision that could be performed well on average. An example is the design of a production plan for consumers with random demand. Here, probability distributions of demand could be estimated from data that have been collected over time. The goal is to find a plan that will result in maximal revenue on average over all possible realizations of random variables.

Two-stage stochastic programming is the most widely studied stochastic programming model. There are two stages for decision making in two-stage stochastic programming framework. In the first stage, one decision is made with some uncertain variables, but assumed to lie in a set of values with a certain probability distribution. In the second stage, another decision will be made upon the decision made in first stage and actual values of random variables. The objective for two-stage stochastic programming is to maximize the average expected return. The optimal policy for two-stage stochastic programming is a single decision for the first stage and a recourse of decisions (decision rules) for second stage responding to every possible actual realization of random variables.

### 2.4 System Models

In this section, we discuss the model for several components in the proposed framework, including the base load power consumption, electric vehicle charging model and its battery
2.4 System Models

ageing model, stand-alone battery system model, and PV output model. The time in one day is divided into $N$ time slots with equal duration $L$, such that $NL = 24h$. It is assumed that advanced charging meters are set up for the building, which allow the building EMS to acquire the real-time EV SOC and stand-alone battery system SOC.

2.4.1 Electric Vehicle Model

It is assumed that there are in total $M$ employee EVs for the office building. For employee EV $i$, its arrival time $A_i$, initial battery state of charge $S_i$, and departure time $D_i$ are unknown a priori, but their probability distributions can be gathered from historical data or through survey [66]. In this chapter, the charging rate for the employee EVs is assumed to be a real number ranging from zero to its maximum charging rate $P_{c,max}^i$.

V2B is to discharge the energy stored in EV batteries back to the building which can help reduce the peak power consumption and operating cost. V2B for employee EVs is considered in this chapter, which means that the energy stored in EVs could be discharged back to the building. The charging and discharging of EVs are controlled by building EMS. To evaluate the ageing of EV batteries, we consider the most popular battery technology for passenger cars: the lithium-ion battery as adopted in Tesla Model S and Honda Fit EVs [67, 68]. The degradation cost for charging/discharging is dependent on several factors: the battery replacement cost ($C_r$), residual battery SOC at the end of life (typically defined as 80%), charging and discharging rate, battery capacity ($E_i$), and battery degradation factor ($G_i$) [69]. Equation (2.1) gives the evaluation of the degradation cost for EVs with lithium-ion batteries [69], where $p_{c,i,t}$ is the EV charging rate for EV $i$ at time slot $t$ and $p_{d,i,t}$ is the EV discharging rate for EV $i$ at time slot $t$.

$$c_i = \frac{C_r}{100 - 80} \cdot \frac{\sum_{t=1}^{N} (p_{c,i,t} + p_{d,i,t}) \cdot L \cdot E_i}{E_i} \cdot G_i$$  \hspace{1cm} (2.1)

For office buildings, there could be some visitors driving electric vehicles. In this chapter, we assume that the office buildings will provide charging service for the visitor EVs and nearby residential EVs. The above mentioned two kinds of EVs are denoted as public EVs. Different from the employee EVs, the charging demand for public EVs are quite random and these EVs may not be willing to accept charging scheduling. In this chapter, these EVs are assumed to be charged as soon as possible after their arrival (the charging will start at the beginning of the next time slot after arrival).
2.4.2 Base Load Power Consumption

The power consumption of the office building is divided into three groups: employee EVs charging power consumption $p^c$, public EVs charging power consumption $p^{pc}$ and base load power consumption $p^b$. Base load power consumption includes all other power consumption except the EV charging: facility, cooling, heating, fans, interior lights, interior equipments, etc. Typically, the power consumption for the office building starts to increase at 5am and starts to decrease at 8pm. However, it has been observed that the base load power consumption will fluctuate from day to day. Fig. 2.2 shows the power consumption for a typical winter day (January 1st) and a typical summer day (July 1st) for a large office building in Los Angeles [70].
2.5 Problem and Framework Formulation

2.4.3 Stand-alone Battery System Ageing Model

The building can be equipped with a stand-alone battery system, to further improve the building energy efficiency. Lead-acid battery system is a possible option for its low cost in large scale applications. The degradation cost for lead-acid batteries depends on the battery capacity, the battery lifetime ($LF$), charging rate ($p_{ba,c}^t$), and discharging rate ($p_{ba,d}^t$) [71], as shown in Equation (2.2).

$$ c^{ba} = \frac{B}{LF} \sum_{t=1}^{N} (p_{ba,c}^t + p_{ba,d}^t) \cdot L $$

(2.2)

2.4.4 Photovoltaic Energy Output Model

PV energy is becoming an important energy resource for large office buildings, as building-integrated photovoltaic panels are increasingly placed on top of the building roof. In Yann’s model [72], the power output of a PV system is correlated with the ambient temperature and irradiance level, as shown in Equation (2.3) (in international system of units):

$$ P_t^v = \left( P_{v,\text{max}} \cdot \frac{R_t}{1000} \cdot (1 - \gamma(V_t - 25)) \right) \cdot Z $$

(2.3)

where $P_{v,\text{max}}$ is the peak output of the PV module, $R_t$ is the irradiance level at time $t$, $V_t$ is the cell temperature at time $t$, $\gamma$ is the temperature coefficient factor, and $Z$ is the number of PV modules.

In the above equation, the cell temperature $V$ and the irradiance level $R$ are the only dynamic parameters that are dependent on the weather. The PV system output during one hour is assumed to be stable and we use the average output power from the PV modules as the PV output for that time slot.

2.5 Problem and Framework Formulation

To participate in the day-ahead power market, the building EMS should decide the purchase of energy for every time slot one day before. In addition, it needs to respond to real-time power demand (including both base load and EV charging) with real-time grid operation. There are several parameters that are naturally random and unknown a priori, including base load power consumption, PV output, EV arrival time, EV departure time, and initial EV SOC at arrival. This is different from deterministic optimization problems where
parameters are known and fixed. Hence, we propose the use of stochastic programming, a framework for modeling optimization problems that involve uncertainty [73]. Stochastic programming takes advantage of the knowledge on the probability distributions of the parameters. Its goal is to find solutions that are feasible for all possible scenarios while minimizing the expected cost [73]. Here a scenario is defined as a possible realization of the random parameters. One potential weakness for stochastic programming framework is the large number of scenarios which demand high computation resources. Here we propose two control algorithms: SPLET and SAA_SPLET, which can significantly reduce the number of scenarios while provide favourable results. The SAA_SPLET is based on SPLET. We will first introduce SPLET and then discuss the differences between the two algorithms in Section 2.5.4.

2.5.1 SPLET: Energy Scheduling with Two Stages

We first give an overview of the proposed SPLET algorithm. As shown in Fig. 2.3, it contains two stages that utilize a stochastic programming framework to deal with uncertainties.

In the first stage, the energy scheduling with the day-ahead power market is solved, which determines, as output, the amount of power to be purchased from the day-ahead market for each time slot in the following day. The input information includes the day-ahead and time-of-use electricity price, historical employee EVs arrival and departure information, historical public EV charging demand and prediction for PV power output, prediction for base load power consumption for all the time slots in the next day.

The second stage is real-time energy scheduling, at the beginning of every time slot $t$, the EMS will schedule the employee EVs charging and the transactions with time-of-use electricity to minimize the total operating cost. The power purchase $p^a$ from day-ahead market resulted from the first stage is used as input. It also uses as input the (updated) prediction of the base load, PV output for the remainder of the day. For employee EVs, with the information on arrived/departed EVs and their initial SOC, the scenarios and their probability should be updated. We use $A_{i,t}$ to denote the arrival time distribution with revealed information until time $t$ for employee EV $i$. The arrival SOC and departure time can be updated similarly. The optimal employee EV charging scheduling will be determined in this stage. As for the public EVs, the charging demand are quite random and hard to
Fig. 2.3 Overview for proposed SPLET control algorithm.
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predict, as a heuristic, we randomly choose the public EV charging demand in one of the previous days to determine the day-ahead energy scheduling.

2.5.2 Stage One

In this stage, the decision on $p^a$, the power to purchase from day-ahead market will be made. To calculate the expected cost, all possible realizations of the random parameters will be considered. For specific scenario $o$, the variables, e.g. the charging of employee EVs $p^e$ and usage of time-of-use electricity $p^r$, will be denoted as $p^{e,o}$ and $p^{r,o}$.

In this chapter, we use short-term forecasting to deal with the uncertainties of the base load power consumption and PV system output. In the first stage we need to predict these values for all the time slots in the next day. This means that if we use one hour as the duration for every time slot, we will need to implement predictions for all the twenty-four hours in the next day. There are different prediction methods for load forecasting. Here, we use Artificial Neural Network (ANN) \cite{74} for the prediction of the base load power consumption, as it is shown to perform well on modeling a multivariable problem with complex nonlinear relationship \cite{75, 76}. The neural network model and training method is based on \cite{76}, with one input layer, one hidden layer, and one output layer for the network. The weekday/weekend information for the next day, average ambient temperature of two previous days, and hourly power consumption of two previous days are used as input for the network. The output of the network is the predicted hourly power consumption for the next day.

Objective Function

In the first stage, the objective function is the operating cost for building EMS includes the transactional cost for day-ahead power market in the first stage and the expectation cost of the second stage, the latter including the cancellation fee for day-ahead power market and the real-time grid transaction cost for time-of-use electricity. Equation (2.4) shows the objective function, where $\mathbb{P}(o)$ denotes the probability for scenario $o$.

$$\min \left[ f_1 := \sum_{t=1}^{N} I^a_t \cdot p^a_t + \sum_o \mathbb{P}(o) \cdot \sum_{t=1}^{N} (I^r_t \cdot p^{r,o}_t + I^p_t (p^a_t - p^{u,o}_t)) \right] \quad (2.4)$$

If for time slot $t$, scenario $o$, the scheduled power in day-ahead power market $p^a_t$ is larger than the actual used power $p^{u,o}_t$, the building EMS has to cancel the over-scheduled
energy and pay a cancellation fee for that. When \( p_t^a \) is insufficient, the insufficient part will be provided by the time-of-use electricity. Besides the cost for purchasing in day-ahead market, the cost function also contains the expected cost of power usage from time-of-use electricity and the cancellation penalty for day-ahead market.

**Constraints**

To protect the power system and satisfy the power demand, the following constraints should all be satisfied.

**Power balance equation:** the power consumption should be balanced for every time slot under every scenario.

\[
\forall t, \forall o, \bar{P}_t^b + \sum_{i=1}^{M} P_{i,t}^{c,o} + p_{t}^{pc} = P_{t}^{v,o} + p_{t}^{u,o} + p_{t}^{r,o} \tag{2.5}
\]

The left side shows the power consumption including base load power consumption, employee EV charging power consumption, and public EV charging power consumption. The right side shows the power supplying which includes the PV output and used power from day-ahead power market and time-of-use electricity.

**Day-ahead power limit:** the actual used power from day-ahead market should be no more than the purchase.

\[
\forall t, \forall o, \quad p_{t}^{u,o} \leq p_{t}^a \tag{2.6}
\]

**Charging power limit:** the charging consumption for the employee EVs should be smaller than the maximal charging power defined by the EV specification.

\[
\forall i, \forall t, \forall o, \quad 0 \leq p_{i,t}^{c,o} \leq p_{i}^{c,\text{max}} \tag{2.7}
\]

**SOC requirement:** Equation (2.8) describes that the EV battery SOC is increased with the amount of charged energy. Equation (2.9) shows the definition for the final EV SOC. Equation (2.10) requires that in the end, all EVs should get charged with a minimum required amount of energy. To protect the EV battery, we set a upper limit for EV SOC all the time. Equation (2.11) constrains that the EV SOC should be no larger than the upper limit (\( S_{\text{max}} \)) all times.

\[
\forall i, \forall t, \forall o, \quad s_{i,t}^{o} = s_{i,t-1}^{o} + \eta_{e}^{o} \cdot p_{i,t}^{c,o} \cdot L \cdot \frac{100}{E_{i}} \tag{2.8}
\]
∀i, ∀o, \( s_{i,N}^o = S I_i^o + \sum_{t=1}^{N} \eta_i^e \cdot p_{i,t}^{c,o} \cdot L \cdot \frac{100}{E_i} \)  \hspace{1cm} (2.9)

∀i, ∀o, \( s_{i,N}^o \geq S_{i}^{\text{min}} \)  \hspace{1cm} (2.10)

∀i, ∀t, ∀o, \( s_{i,t}^o \leq S_{i}^{\text{max}} \)  \hspace{1cm} (2.11)

Also, employees may leave before the expected departure time. Hence, the EV SOC should be maintained at a level higher than a lower bound, to support a certain driving range. Equation (2.12) constrains that the EV SOC should be larger than a lower bound \( (S_{i}^{\text{minA}}) \) after three hours of arrive time.

∀i, ∀o, ∀(t ≥ A_{i}^o + 3), \( s_{i,t}^o \geq S_{i}^{\text{minA}} \)  \hspace{1cm} (2.12)

The timing constraint: EVs can only be charged when they are parked in the building. This is implemented by using the auxiliary parameter \( M \), which is configured as zero if it is out of the time window between the EV arrival and departure. When EV \( i \) is parked in the building, \( M_{i,t} \) will be equal to the maximal allowed charging rate of that EV.

∀i, ∀t, ∀o, \( 0 \leq p_{i,t}^{c,o} = M_{i,t} \)  \hspace{1cm} (2.13)

Scenarios Combination

The total number of scenarios for stochastic programming framework is related to the possible realization of uncertainties. Large number of scenarios will take a long computation time or even may not be scheduleable. However, considering the employee EVs would arrive and leave the building around similar time slots, we can reduce the total number of scenarios with scenario combination for the computation of first stage for EVs with the same specifications.

For example, we assume there are five Honda EV fleets of 20 cars each for the office building. For simplification of demonstration, we only consider the uncertainties of arrival time and departure time. These EVs are assumed to arrive in the building either in the time slot of 7am - 8am or the time slot of 8am - 9am and will leave the building either in 5pm - 6pm or 6pm - 7pm. For every EV fleet, there are four possible realizations of the uncertainties. Without scenario reduction, there would be \( 5^4 = 625 \) scenarios. However, we observe that for the purpose of day-ahead energy scheduling, it is unnecessary to know...
which EVs arrive/depart at a given time slot, as long as we know the number of EVs (since they are the same model). Hence, we can combine the scenarios as follows: for the arrival time, there are six possible realizations: five EV fleets arrive in the time slot of 7am - 8am; four EV fleets arrive in the time slot of 7am - 8am;...; zero EV fleet arrive in the time slot of 7am - 8am. And for the departure time, there are also six kinds of possible realizations. Then in total there are 36 possible scenarios. The total number of scenarios is significantly reduced with this kind of scenario combination. To point out, this kind of scenarios combination does not lose the computation accuracy as it only combine the scenarios and update the probability for every scenario accordingly.

**EV V2B**

It is assumed that V2B is implemented for employee EVs which acts as a countermeasure for the mismatch between day-ahead power scheduling and actual demand realization. When V2B technique is adopted, the EV battery degradation cost should be taken into consideration as part of the total operating cost. Minimization of the cost function \( f_1 \) described in Equation 2.4 is now revised as follows.

\[
\min \left[ f_2 := f_1 + \sum_o \mathbb{P}(o) \cdot \sum_{i=1}^{M} c_{i,o}^e \right] 
\]

(2.14)

where the EV battery degradation cost \( c_{i,o}^e \) is calculated as in Equation (2.1).

When EV V2B is adopted, several constraints should be revised or added. Equation (2.8) is updated to include the effect of discharging on EV SOC. The final EV SOC is now defined in Equation (2.16).

\[
\forall i, \forall o, \quad s_{i,t}^o = s_{i,t-1}^o + (\eta_{e,i} \cdot p_{i,t}^c - \frac{p_{i,t}^d}{\eta_{e,i}}) \cdot L \cdot \frac{100}{E_i} 
\]

(2.15)

\[
\forall i, \forall o, \quad s_{i,N}^o = SI_i^o + \sum_{t=1}^{N} (\eta_{e,i} \cdot p_{i,t}^c - \frac{p_{i,t}^d}{\eta_{e,i}}) \cdot L \cdot \frac{100}{E_i} 
\]

(2.16)

The new power balance equation is now shown in Equation (2.17).

\[
\forall t, \forall o, \quad \hat{P}_t^b + \sum_{i=1}^{M} p_{i,t}^d = \hat{P}_t^v + p_t^v + p_t^r + \sum_{i=1}^{M} p_t^i
\]

(2.17)

The discharging rate of EVs is constrained in Equation (2.18).

\[
\forall i, \forall t, \forall o, \quad 0 \leq p_{i,t}^d \leq \hat{P}_t^{d,\text{max}}
\]

(2.18)
Stand-alone Battery System

With V2B technique, the energy stored in EVs could be discharged back to the building and help reduce the total operating cost. However, the EV V2B can only be used when the EVs are parked in the building and there is enough time for EVs to get charged with enough energy before the departure time. Here, we further consider that the building is integrated with a stand-alone lead-acid battery system. The battery system could also be used to mitigate the mismatch between day-ahead power scheduling and actual demand realization. The ageing cost of the stand-alone battery is considered as part of the total operating cost, hence the cost function is revised as in Equation (2.19).

$$\min [f_3 := f_2 + \sum_o \mathbb{P}(o) \cdot \sum_{t=1}^N c_{t,o}^{ba,o}]$$ (2.19)

When stand-alone battery system is adopted, two more constraints should be satisfied. The charging and discharging rates of battery system are constrained as in Equation (2.20).

$$\forall t, \forall o, \ 0 \leq p_{t,c,o}^{ba,c,o}, p_{t,d,o}^{ba,d,o} \leq P_{ba,max}$$ (2.20)

The updated power balance equation is shown as follows.

$$\forall t, \forall o, \ \hat{P}_{b,o}^t + \sum_{i=1}^M p_{i,t}^{c,o} + p_{t,c,o}^{ba,c,o} = \hat{P}_v^t + p_{t,u,o}^c + p_{t,d,o}^r + \sum_{i=1}^M p_{i,t}^{d,o} + p_{t,c,o}^{ba,d,o}$$ (2.21)

2.5.3 Stage Two

The decision on $p^a$ (the power to purchase from day-ahead market) will be made at the end of the first stage. In stage two, we can use $p^a$ as a constant input and the building EMS will schedule the employee EVs charging and coordinate with the time-of-use electricity. The charging demand of the public EVs will also be satisfied in this stage. Fig. 2.4 shows the flowchart for this stage.

The formulation in stage two is largely similar to that of stage one, with the following differences:

- The value of the purchased power from day-ahead market $p^a$ is decided in the first stage and now can be regarded as a constant. This is related to Step 1 of Fig. 2.4.
The set of possible scenarios and their distributions should be updated. With the new EV arrival/departure information, the probability distribution are updated for EV arrival time, arrival SOC, and departure time. For example, we assume the arrival
time for EV $i$ follows a distribution of $P(7am - 8am) = 0.2$, $P(8am - 9am) = 0.6$, $P(9am - 10am) = 0.2$. If until 8am, it has not arrived, the probability distribution of the arrival time should be updated as $P(8am - 9am) = 0.6/(1 - 0.2) = 0.75$, $P(9am - 10am) = 0.25$. Otherwise, the probability should be $P(8am - 9am) = P(9am - 10am) = 0$. Also, the prediction for base load power consumption and PV output would be more accurate with more recent information. This is related to Step 2 and Step 3 of Fig. 2.4.

- For a specific time slot $T$, all the decision variables for previous time slots $1, ..., T - 1$, have been decided already and now can be regarded as constants. The related decision variables for time slot $T$ including $p^r_T$, $p^c_{i,T}$, $p^{ba,c}_{i,T}$, and $p^{ba,d}_{i,T}$, should be decided with realized actual demand for time slot $T$ and existing decided variables. This is related to Step 4 of Fig. 2.4.

### 2.5.4 Sample Average Approximation based SPLET

As mentioned in Section 2.5.2, scenario combination technique can help reduce the number of scenarios to compute. However, the total number of all the possible scenarios will still increase very quickly with the increasing of the number of the EV fleets and possible realizations of uncertainties for one EV fleet. Here, SAA_SPLET is proposed which can use sample average approximation to further reduce the scenarios to compute.

Sample average approximation can help reduce the computation requirement for stochastic programming problems [77]. The difference between the two proposed algorithms, SPLET and SAA_SPLET, is that for SAA_SPLET, some sample scenarios will be chosen from all the possible scenarios and the objective function will be computed based on these chosen sample scenarios. Scenario combination proposed for SPLET is not used in SAA_SPLET. The methodology in the second stage for SPLET and SAA_SPLET are the same. There are different kinds of sampling methods, Monte Carlo sampling is used in this chapter. For every sample scenario, the variables with uncertainties will be chosen according to their distributions. For example, if we consider a variable has two possible values: A and B. Each value has the same realization probability: 0.5. Hence, for every sample scenario, we can generate a random number between 0 and 1, if the random number is larger than 0.5 we will choose A as the value for this variable, otherwise we will choose B for this variable. The number of samples will affect the computation time and estimation
2.6 Case Study and Discussion

In this section, the performance of the proposed algorithms are evaluated with real-world data. One hour is chosen as the duration for each time slot ($L = 1$ hour). The optimization problem is modeled in Java and solved by the IBM ILOG CPLEX Optimizer 12.0. All simulations are run on a desktop with an Intel i5 CPU and 32 GB memory.

The case study is based on the real-world power consumption of a large office building in Los-Angeles, obtained from Open EI [70]. It is a large office building and there are about 2000 employees in this building. Base load power consumption for two winter days (January 19th, 20th) and two summer days (July 19th, 20th) are chosen for simulation. The hourly day-ahead electricity price is obtained from ISO New England [78], as illustrated in Fig. 2.5.

accuracy of SAA_SPILET. This will be discussed in Section 2.6.

Fig. 2.5 Hourly time-of-use and day-ahead electricity price.
This figure also shows the time-of-use price structure for evaluating the proposed control algorithms. The time-of-use price structure [79] is determined by the utility companies, which will be high for the peak power consumption hours of a day and low for the valley hours of a day. The day-ahead energy cancellation fee is set at a fixed value 0.027$/kWh.

Fig. 2.6 PV system output.

The ANN described in Section 2.5.2 is used for the forecasting of the base load power consumption for the next day, which utilizes the weather information obtained from IEM [80]. The maximal base load forecasting error (mean square error) is 5.2% for the studied four days. Here, we consider there are 200 PV panels (each with 200W peak power generation) for the building. Due to the lack of radiation data for the building, the PV system outputs described in Section 2.4.4 are adopted for simulation with average irradiance data from [72] to get a PV system output for one day as shown in Fig. 2.6. We can see that the maximum hourly PV aggregated output is 40.56 kW. We use this average PV output data for the case study.

The EV specifications [67, 68] are shown in Table 2.1. The one-way EV battery plus charger conversion efficiency is 90%, and the EV battery degradation coefficient is −0.0027%. The stand-alone battery capacity is set to be 500 kWh, and the maximal charg-
2.6 Case Study and Discussion

Table 2.1 Electric vehicle specifications

<table>
<thead>
<tr>
<th>Model</th>
<th>Charging power (kW)</th>
<th>Battery capacity (kWh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Honda Fit</td>
<td>6.6</td>
<td>20</td>
</tr>
<tr>
<td>Tesla Model S</td>
<td>10</td>
<td>85</td>
</tr>
</tbody>
</table>

ing and discharging rate is 60 kW. Initial SOC for the stand-alone battery system is set to be 80. The lower bound for employee EV SOC in case of advance departure is set as 30. The required departure EV SOC is set as 90 and maximal allowed EV SOC is set as 100 for employee EVs. It is assumed that between 8am and 8pm, for every hour, at most twenty public EVs could get charging service from the office building. The public EVs charging demand is treated as an aggregated value \( p_{pc} \). For one specific time slot, the number of public EVs that require charging service is treated as a random number ranging between 0 and 20. The public EV could be either Honda Fit or Tesla Model S with equal probability. The public EVs are assumed to be charged with moderate charging, which means that they will be charged with rated charging rate. In this Section, we first analyze the computation time and estimation accuracy for the proposed algorithms and then study the effectiveness of the proposed algorithms on operating cost reduction.

### 2.6.1 Computation Time and Estimation Accuracy Analysis for SPLET and SAA

Here, we compare the computation time and estimation accuracy of the proposed two algorithms: SPLET, SAA_SPLET with Full_Scenario_SPLET which means that we do not use the scenario combination technique proposed in SPLET and compute the objective function with all the possible scenarios directly. Considering the schedulability of Full_Scenario_SPLET, only a small system with uncertainties in arrival SOC is studied. It is assumed that there are 10 fleets of EVs, each with 20 EVs and the arrival SOC could be either 40 or 60 with equal probability. Then there would be in total \( 2^{10} = 1024 \) scenarios for Full_Scenario_SPLET. For SPLET, there would be 11 scenarios: scenario 1 means all the ten fleets arrive with SOC of 40 while scenario 11 means all the ten fleets arrive with SOC of 60. Base load power consumption for one winter day is used for this comparison.

For SAA_SPLET, we choose two kinds of sample size: 50 and 100. Twenty repetitions are run for each sample size to get the average result. Table 2.2 shows the scenario number,
### Table 2.2 Computation and estimation analysis for SPLET and SAA_SPLET

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Scenarios</th>
<th>Time (s)</th>
<th>Operating cost ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full_Scenario_SPLET</td>
<td>1024</td>
<td>11.83</td>
<td>3048.34</td>
</tr>
<tr>
<td>SPLET</td>
<td>11</td>
<td>0.42</td>
<td>3048.34</td>
</tr>
<tr>
<td>SAA_SPLET (50 Samples)</td>
<td>50</td>
<td>0.97</td>
<td>3087.75</td>
</tr>
<tr>
<td>SAA_SPLET (100 Samples)</td>
<td>100</td>
<td>1.63</td>
<td>3077.18</td>
</tr>
</tbody>
</table>

average computation time and operating cost for different control algorithms. We can see that SPLET could provide exactly the same result as Full_Scenario_SPLET while reducing 96.4% of the computation time. The proposed SAA_SPLET could also reduce the computation time significantly (91.8% for 50 samples, and 86.2% for 100 samples) while the average operating cost is a little higher than the Full_Scenario_SPLET (1.3% for 50 samples, and 0.95% for 100 samples). In this comparison, the computation time for SPLET is lower than SAA_SPLET with 50 samples and 100 samples. However, the computation complexity of SPLET will increase very fast when more kinds of uncertainties are considered. For example, when we further consider the uncertainties for arrival time and departure time and each with two possible realizations, there would be in total $11 \times 11 \times 11 = 1331$ scenarios for SPLET. Under this condition, the average computation time for SPLET is 768.21 seconds. The average computation time for SAA_SPLET with 100 samples is 2.27 seconds, which is much more computationally efficient compared with SPLET. For this setting, the Full_Scenario_SPLET is clearly infeasible.

### 2.6.2 Building operating cost Analysis for SPLET and SAA_SPLET

To demonstrate the effectiveness of the proposed control algorithms, the proposed two control algorithms are compared with two baseline algorithms. The first baseline control algorithm is As Soon As Possible (ASAP) charging which means that the building will only use the time-of-use electricity and charge both the employee EVs and public EVs as soon as possible after their arrival. The second baseline is the control algorithm proposed in [40] which is an EV charging control algorithm for a smart building based on the prediction of PV system output and base load power consumption. We denote the second baseline control algorithm as PVPB which stands for control with prediction of PV system output and Power consumption for Base load. In PVPB, the uncertainties of EV charging demand is not
considered, and assuming that the building EMS can have full information of EV charging demand including the arrival time, departure time and energy demand information.

The employee EVs are set as: 10 fleets and each fleet with 20 EVs. Each EV fleet has its independent arrival time, arrival SOC, and departure time. The EV arrival time distribution is uniformly distributed between 7am to 9am. The EV departure time distribution is uniformly distributed between 5pm to 7pm. The possible arrival SOC is set as 40, 50, 60 with equal probability. To determine the appropriate sample size, a performance comparison is presented with different sample sizes. Fig. 2.7 shows the average operating cost for one winter day with different sample sizes of SAA_SPLET. It can be seen that the operating costs are very close for different sample sizes. Here, 500 is chosen as the sample size for the following comparison. The public EVs are assumed to be charged with moderate charging.

As a comparative index, we calculate the operating cost reduction for the proposed two
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Fig. 2.8 Building operating cost reduction for two proposed algorithms.

control algorithms and PVPB over the first baseline control algorithm ASAP. The percentage cost reduction and value cost reductions compared with ASAP control for four days are shown in Fig. 2.8. We can see that for both SPLET and SAA_SPLET, the building operating cost can be significantly reduced compared with the baseline. For SPLET, the average daily percentage cost reduction is 7.2% and the average value cost reduction is $244.5 (USD). For SAA_SPLET, the average daily percentage cost reduction is 6.9% and the average daily value cost reduction is $233.9 (USD). Both the SPLET and SAA_SPLET significantly outperform PVPB control which has the average 1.1% percentage cost reduction and 38.5 $ value cost reduction. With the proposed control algorithms, the charging scheduling for EV fleets could be determined in the second stage.

Fig. 2.9 shows total power consumption for July 20th for the building with SPLET control and ASAP charging. In Fig. 2.9, PT means total power consumption from the
grid for the building. We can see that when we use the SPLET control algorithm, the peak power consumption is significantly reduced. This is because that with SPLET, the EV charging demand is well distributed in the whole day. Also, with the adoption of PV system, the power consumption from the grid is reduced for the daytime when there is positive output from the PV system. Fig. 2.10 shows the EV charging scheduling for two EV fleets under SPLET control. We can see that the EV charging power consumption is well distributed in all time slots.

### 2.6.3 Building with EV V2B and Stand-alone Battery System

Since the employee EVs could be treated as a kind of flexible load, V2B for employee EVs can be used to mitigate the mismatch between the day-ahead power scheduling and actual realization of power demand. Fig. 2.11 shows the charging and discharging rate for two
EV fleets for July 20th. We can see that for time slot 8am, and 1pm, the energy stored in the EV battery is discharged back to the building.

Table 2.3 shows the average total operating cost reduction and expected annual cost reduction for the building with and without EV V2B or with and without stand-alone battery system under SPLET control algorithm. For all the four days, both the V2B and stand-alone battery could help further reduce the building operating cost (22.06 $ and 22.67$). When the two technologies are adopted together, we could get the most operating cost reduction (30.74$). We can see that the expected annual cost reduction will be as high as 11220.1$ (assuming 365-day year), when both of the two technologies are adopted. As EV battery ageing cost is already taken into consideration as part of the total operating cost, the cost reduction can be seen as net benefit for the building.
Fig. 2.11 Charging and discharging rate for employee EVs.

Fig. 2.12 shows the charging rate, discharging rate and changing of battery SOC for the stand-alone battery system for one summer day (July 20th). Table 2.4 shows the exact value for battery SOC for the stand-alone battery system. We can see that the energy stored in the stand-alone battery system is discharged to the building continuously from 7am to 7pm. The stand-alone battery system is recharged in the evening when the time-of-use electricity price is low. The discharging of stand-alone battery system can help reduce the peak power consumption and save the total building operating cost.
Table 2.3  Daily and annual operating cost reduction

<table>
<thead>
<tr>
<th>Method</th>
<th>Daily Further Cost Reduction ($)</th>
<th>Annual Cost Reduction ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>V2B</td>
<td>22.06</td>
<td>8051.9</td>
</tr>
<tr>
<td>SAB</td>
<td>22.67</td>
<td>8274.55</td>
</tr>
<tr>
<td>V2B + SAB</td>
<td>30.74</td>
<td>11220.1</td>
</tr>
</tbody>
</table>

Fig. 2.12  Charging, discharging rate and SOC for stand-alone battery system.

2.7 Chapter Summary

Workplace EV charging is now supported by more and more companies to promote transportation electrification. In this chapter, we address the challenges for workplace EV charging and propose two computationally efficient scheduling algorithms: SPLET and SAA_SPLET. The proposed algorithms operate in two stages: day-ahead scheduling and
real-time operation. Simulation results with real-world data demonstrate the efficiency and effectiveness of the proposed algorithms. First, they can provide significant reduction for the building operating cost: 7.2% for SPLET and 6.9% for SAA_SPLET. Second, the proposed algorithms are computationally efficient and are suitable for real-time operation. Third, EV V2B and stand-alone battery system can be used as countermeasures for the mismatch between the actual realization of power demand and day-ahead scheduling. It is shown that the total operating cost of the building could be further reduced when both techniques are adopted.

In this chapter, we focus on tackling the challenges for energy management of office buildings and propose two energy control algorithms with stochastic programming framework and short-term electricity load forecasting. With the advancement of computation tools and advanced meters, energy management for residential homes now drawing more attention. In following two chapters, we demonstrate that smart homes can also benefit from machine learning algorithms.

<table>
<thead>
<tr>
<th>Hour</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>BSOC</td>
<td>80</td>
<td>92</td>
<td>92</td>
<td>92</td>
<td>94.57</td>
<td>94.57</td>
<td>95</td>
<td>83</td>
</tr>
<tr>
<td>Hour</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
</tr>
<tr>
<td>BSOC</td>
<td>83</td>
<td>83</td>
<td>71</td>
<td>71</td>
<td>59</td>
<td>47</td>
<td>46.71</td>
<td>46.71</td>
</tr>
<tr>
<td>Hour</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
</tr>
<tr>
<td>BSOC</td>
<td>45.27</td>
<td>43.31</td>
<td>31.32</td>
<td>32</td>
<td>44</td>
<td>56</td>
<td>68</td>
<td>80</td>
</tr>
</tbody>
</table>

Table 2.4 Stand-alone battery system BSOC
Chapter 3

Boosting Based Multiple Kernel Learning and Transfer Regression for Electricity Load Forecasting

3.1 Introduction

Electricity load forecasting is very important for the secure and economic operation of a power system. The accuracy of electricity load forecasting directly influences the planning and control of power system operation. It is estimated that a 1% increase of forecasting error would bring in a 10 million pounds increase in operating cost per year (in 1984) for the UK power system [81]. Experts believe that this effect could become even stronger, due to the emergence of highly uncertain energy sources, such as solar and wind energy generation. Depending on the lead time horizon, electricity load forecasting ranges from short-term forecasting (minutes or hours ahead) which is useful for real-time control and power generation dispatch optimization, to long-term forecasting (years ahead) mainly for planning [75]. With increasingly competitive markets and demand response energy management [36], short-term load forecasting is becoming more and more important [82]. In this chapter, therefore, we focus on tackling this problem.

Electricity load forecasting is a difficult task since the load is influenced by many uncertain factors. Historical electricity load consumption, weather conditions, season effect and social activities are all possible influencing factors for the electricity usage. Various
methods have been proposed for electricity load forecasting including statistical methods, time series analysis, and machine learning algorithms [83]. In [75], the authors review the implementation of neural networks for electricity load forecasting. The performance of general additive models for electricity load forecasting is discussed in [84].

Kernel methods applied on time series data is used to find a good kernel similarity to distinguish between time series [85]. Recent work uses multiple kernels to build prediction models for electricity load forecasting. For example, in [86], Gaussian kernels with different parameters are applied to learn peak power consumption. In [87], different types of kernels are used for different features and a multi-task learning algorithm is proposed and applied on low level load consumption data to improve the aggregated load forecasting accuracy. However, all of the existing methods rely on a fixed set of coefficients for the kernels (i.e., simply set to 1), implicitly assuming that all the kernels are equally important for forecasting, which may be suboptimal in real-world applications.

Multiple kernel learning (MKL) [88], which learns both the kernels and their combination weights for different kernels, could be tailored to this problem. Through MKL, different kernels could have different weights according to their influence on the outputs. However, learning with multiple kernels usually involves a complicated convex optimization problem, which limits their application on large scale problems. Although some progress has been made in improving the efficiency of the learning algorithms, most of them only focus on classification tasks [89, 90]. On the other hand, electricity load forecasting is a regression problem and the computation time is an important issue.

Another practical issue for load forecasting is the lack of data to build a reliable forecasting model. For example, consider the case of a set of newly built houses (target domain) for which we want to predict the load consumption. We may not have enough data to build a prediction model for these new houses, while we have a large amount of data or knowledge from other houses (source domain). The challenge here is to perform transfer learning [91], which relies on the assumption that there are some common structures or factors that can be shared across the domains. The objective of transfer learning for load forecasting is to improve the forecasting performance by discovering shared knowledge and leveraging it for electricity load prediction for target buildings.

Various techniques have been proposed to efficiently learn MKL models [92], and our BMKR algorithm is originally inspired by [90], which applies the idea of AdaBoost [93] to train a multiple kernel based classifier. BMKR is a more general framework which can adopt
different loss functions for different learning tasks. Furthermore, the boosting approach provides a natural approach to solve small sample size problems by leveraging transfer learning techniques. The original work on boosting based transfer learning proposed in [94] introduces a sample-reweighting mechanism based on AdaBoost for classification problem. Later, this approach is generalized to the cases of regression [95], and transferring knowledge from multiple sources [96]. In [97], a gradient boosting based algorithm is proposed for multi-task learning, where the assumption is that the model parameters of all the tasks share a common factor. In [98], the transfer boosting and multi-task boosting algorithms are generalized to the context of online learning. While both multiple kernel learning and transfer learning have been studied extensively, the effort taking advantage of transfer learning to solve multiple kernel learning problem is very limited. Our BTMKR algorithm distinguishes itself from these methods because it deals with these two learning problems in a unified and principled approach. To our best knowledge, this is the first attempt to transfer MKL for regression problem.

In this chapter, we address both challenges within a novel boosting-based MKL framework. In particular, we first propose the Boosting based Multiple Kernel Regression (BMKR) algorithm to improve the computational efficiency of MKL. Furthermore, we extend BMKR to the context of transfer learning, and propose two variants of Boosting based Transfer Multiple Kernel Regression (BTMKR): kernel-level boosting based transfer multiple kernel regression (K-BTMKR) and model-level gradient boosting based transfer multiple kernel regression (M-BTMKR). Our contribution, from an algorithmic perspective, is two-fold: We propose a boosting based learning framework 1. to learn regression models with multiple kernels efficiently, and 2. to leverage the MKL models learned from other domains. On the application side, this work introduces the use of transfer learning for the electricity load forecasting problem, which opens up potential future work avenues.

The rest of this chapter is organized as follows. The background for kernel based learning and boosting methods are discussed in Section 3.2. In Section 3.3, the proposed algorithms in this chapter are discussed. We first introduce the details for BMKR and then the two variants of BTMKR are discussed. Section 3.4 presents the simulation results for the proposed algorithms on short-term electricity load forecasting (one-step forward). Finally, the chapter summary is presented in Section 3.5.
3.2 Technique Background for Multiple Kernel Regression and Boosting Transfer

3.2.1 Multiple Kernel Regression

Let $\mathcal{S} = \{(x_n, y_n), n = 1, \ldots, N\} \in \mathbb{R}^d \times \mathbb{R}$ be the data set with $N$ samples, $\mathcal{K} = \{k_m : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}, m = 1, \ldots, M\}$ be $M$ kernel functions. The objective of MKL is to learn a prediction model, which is a linear combination of $M$ kernels, by solving the following optimization problem [92]:

$$\min_{\eta \in \Delta} \min_{F \in \mathcal{H}_K} \frac{1}{2} ||F||_K^2 + C \sum_{n=1}^{N} \ell(F(x_n), y_n),$$  \hspace{1cm} (3.1)

where $\Delta = \{\eta \in \mathbb{R}^+ | \sum_{m=1}^{M} \eta_m = 1\}$ is a set of weights, $\mathcal{H}_K$ is the reproducing kernel Hilbert space (RKHS) induced by the kernel $K(x, x_n) = \sum_{m=1}^{M} \eta_m k_m(x, x_n)$ and $\ell(F(x), y)$ is a loss function. In this chapter we use the squared loss $\ell(F(x), y) = \frac{1}{2}(F(x) - y)^2$ for the regression problem. The solution of Eq. 3.1 is of the form\(^1\)

$$F(x) = \sum_{n=1}^{N} \alpha_n K(x, x_n),$$  \hspace{1cm} (3.2)

where the coefficients $\{\alpha_n\}$ and $\{\eta_m\}$ are learned from samples.

Compared with single kernel approaches, MKL algorithms can provide better learning capability and alleviate the burden of designing specific kernels to handle diverse multivariate data.

3.2.2 Gradient Boosting and $\epsilon$-Boosting

Gradient boosting [99, 100] is an ensemble learning framework which combines multiple hypotheses by performing gradient descent in function space. More specifically, the model learned by gradient boosting can be expressed as:

$$F(x) = \sum_{t=1}^{T} \rho^t f^t(x),$$  \hspace{1cm} (3.3)

\(^1\)We ignore the bias term for simplicity of analysis, but in practice, the regression function can accommodate both the kernel functions and the bias term.
where $T$ is the number of total boosting iterations, and the $t$-th base learner $f^t$ is selected such that the distance between $f^t$ and the negative gradient of the loss function at $F = F^{t-1}$ is minimized:

$$f^t = \arg \min_f \sum_{n=1}^{N} \left( f(x_n) - r^t_n \right)^2,$$

(3.4)

where $r^t_n = -\left[ \frac{\partial \ell(F(x_n), y_n)}{\partial F} \right]_{F=F^{t-1}}$, and $\rho^t$ is the step size which can either be fixed or chosen by line search. Plugging in the squared loss we have $r^t_n = y_n - F^{t-1}(x_n)$. In other words, gradient boosting with squared loss essentially fits the residual at each iteration.

Let $\mathcal{F} = \{f_1, \ldots, f_J\}$ be a set of candidate functions, where $J = |\mathcal{F}|$ is the size of the function space, and $f : \mathbb{R}^d \rightarrow \mathbb{R}^J$, $f(x) = [f_1(x), \ldots, f_J(x)]^\top$ be the mapping defined by $\mathcal{F}$. Gradient boosting with squared loss usually proceeds in a greedy way: the step size is simply set $\rho = 1$ for all iterations. On the other hand, if the step size $\rho^t$ is set to some small constant $\epsilon > 0$, it can be shown that under the monotonicity condition, this example of gradient boosting algorithm, referred to as $\epsilon$-boosting in [101], essentially solves an $\ell_1$-regularized learning problem [102]:

$$\min_{||\beta||_1 \leq \mu} \sum_{n=1}^{N} \frac{1}{N} \ell \left( \beta^\top f(x_n), y_n \right),$$

(3.5)

where $\beta \in \mathbb{R}^J$ is the coefficient vector, and $\mu$ is the regularization parameter, such that $\epsilon T \leq \mu$. In other words, $\epsilon$-boosting implicitly controls the regularization via the number of iterations $T$ rather than $\mu$.

### 3.2.3 Transfer Learning Concepts

The training data and testing data are drawn from the same distribution is a common assumption for many machine learning algorithms [103]. However, for some real-world scenarios, this assumption does not hold. It could be very expensive or difficult to collect training data for the domain that we are interested in, referred to as target domain. Meanwhile, a large amount of data is available for some related domains referred to as source domains. Then it will be desirable if some knowledge could be transferred from source domains to target domain. This is the motivation for transfer learning.

The notations and definitions in this section match those defined in [91]. A domain
3.2 Technique Background for Multiple Kernel Regression and Boosting Transfer

\[ \mathcal{D} \] is defined by two components: feature space \( \mathcal{X} \) and marginal probability \( P(X) \), where \( X = \{x_1, \ldots, x_n\} \subseteq \mathcal{X} \). A task for a specific domain \( \mathcal{D} \) is defined by two components: a label space \( \mathcal{Y} \), and a predictive function \( f(\cdot) \). Task \( \mathcal{T} \) is denoted as \( \mathcal{T} = \{\mathcal{Y}, f(\cdot)\} \). Transfer learning aims to improve the learning performance of the target predictive function in \( \mathcal{D}_T \) using the knowledge in \( \mathcal{D}_T \) and \( \{\mathcal{D}_1, \ldots, \mathcal{D}_S\} \), where \( \mathcal{D}_T \) is the target domain, and \( \{\mathcal{D}_1, \ldots, \mathcal{D}_S\} \) are source domains. In this definition, we have \( S \) source domains \( \mathcal{D}_1, \ldots, \mathcal{D}_S \) and one target domain \( \mathcal{D}_T \). Figure 3.1 shows the basic learning paradigm for transfer learning.

Transfer learning aims to improve the learning performances of the predictive model in target domain by using knowledge learned from one or more related source domains. However, when the source domains are not closely related to the target domain, the knowledge learned from the source domains may impose a detrimental effect on the target learner. This effect is referred to as negative transfer. As presented in [104], source domain needs

---

Fig. 3.1 Transfer learning process paradigm
to be sufficiently related to target domain, otherwise transfer learning will not work. Thus, we need to pay attention to potential negative transfer during the transfer learning process.

3.2.4 Transfer Learning from Multiple Sources

Let $S_T = \{(x_n, y_n), n = 1, \ldots, N\}$ be the data set from the target domain, and $\{S_1, \ldots, S_S\}$ be the data sets from $S$ source domains, where $S_s = \{(x_{n}^s, y_{n}^s), n = 1, \ldots, N_s\}$ are the samples of the $s$-th source. Let $\{F_1, \ldots, F_S\}$ be the prediction models learned from $S$ source domains. In this work, the $s$-th model $F_s$ is trained by an MKL algorithm (e.g., BMKR), and is of the form:

$$F_s = \sum_{m=1}^{M} \eta_{m}^s h_m^s(x) = \sum_{m=1}^{M} \eta_{m}^s \sum_{n=1}^{N_s} \alpha_{n}^s k_m^s(x, x_n^s).$$ (3.6)

The objective of transfer learning is to build a model $F$ that has a good generalization ability in the target domain using the data set $S_T$ (which is typically small) and knowledge learned from sources $\{S_1, \ldots, S_S\}$. In this work, we assume that such knowledge has been embedded into $\{F_1, \ldots, F_S\}$, and therefore the problem becomes to explore the model structures that can be transferred to the target domain from various source domains. This type of learning approach is also referred to as parameter transfer [91].

3.3 Methods

3.3.1 Boosting based Multiple Kernel Learning Regression

The idea of BMKR is to learn an ensemble model with multiple kernel regressors using the gradient boosting framework. The starting point of our method is similar to multiple kernel boosting (MKBoost) [90], which adapts AdaBoost for multiple kernel classification. We extend this idea to a more general framework of gradient boosting [99, 100], which allows different loss functions for different types of learning problems. In this chapter, we focus on the regression problem and use the squared loss.

At the $t$-th boosting iteration, for each kernel $k_m, m = 1, \ldots, M$, we first train a kernel regression model such as support vector regression (SVR) by fitting the current residuals,
3.3 Methods

Algorithm 1: BMKR: Boosting based Multiple Kernel Regression

**Input:** Data set \( S \), kernel functions \( K \), number of iterations \( T \)

1. Initialize residual: \( r_n^1 = y_n, \forall n \in \{1, \ldots, N\} \), and \( F = 0 \)
2. for \( t = 1, \ldots, T \) do
   3. for \( m = 1, \ldots, M \) do
      4. Sample \( N' \) data points from \( S \)
      5. Train a kernel regression model \( f_m^t \) with \( k_m \) by fitting the residuals of the selected \( N' \) samples
      6. Compute the loss: \( e_m^t = \frac{1}{2} \sum_{n=1}^{N} (f_m^t(x_n) - r_n^t)^2 \)
   7. end for
   8. Select the regression model with the smallest fitting error: \( f^t = \arg\min_{f_m^t} e_m^t \)
   9. Add \( f^t \) to the ensemble: \( F \leftarrow F + \epsilon f^t \)
   10. Update residuals: \( r_n^{t+1} = y_n - F(x_n), \forall n \in \{1, 2, \ldots, N\} \)
11. end for

**Output:** the final multiple kernel function \( F(x) \)

and obtain a solution of the form:

\[
f_m^t(x) = \sum_{n=1}^{N} \alpha_{t,n} k_m(x, x_n). \tag{3.7}
\]

Then we choose from \( M \) candidates, the regression model with the smallest fitting error

\[
f^t = \arg\min_{f_m^t, m \in \{1, \ldots, M\}} e_m^t, \tag{3.8}
\]

where \( e_m^t = \frac{1}{2} \sum_{n=1}^{N} (f_m^t(x_n) - r_n^t)^2 \), and add it to the ensemble \( F \). The final hypothesis of BMKR is expressed as in Eq. 3.3.

The pseudo-code of BMKR is shown in Algorithm 1. For gradient boosting with squared loss, the step size \( \rho^t \) is not strictly necessary [105], and we can either simply set it to 1, or a fixed small value \( \epsilon \) as suggested by \( \epsilon \)-boosting. Note that at each boosting iteration, instead of fitting all \( N \) samples, we can select only \( N' \) samples for training a SVR model, as suggested in [90], which can substantially reduce the computational complexity of each iteration as \( N' \ll N \).
3.3.2 Boosting based Transfer Regression

Algorithm 2: BTMKR: Boosting based Transfer Multiple Kernel Regression

Input: Data set \( S_T \) from the target domain, number of iterations \( T \), regularization parameter \( \lambda \), multiple kernel functions \( \{ F_1, \ldots, F_S \} \) learned from \( S \) source domains, where each \( F_s \) is given by Eq. 3.6.

1: Initialize residual: \( r_1^n = y_n, \forall n \in \{1, \ldots, N\} \), and \( F = 0 \)
2: for \( t = 1, \ldots, T \) do
3: Compute the regression model \( f^* \) and \( h^* \) (line 8 – 21)
4: Select the base learner: \( f^t = \begin{cases} f^*, & \frac{\sum_{n=1}^{N} r_n f^*(x_n)}{\lambda} > \sum_{n=1}^{N} r_n h^*(x_n) \\ h^*, & \text{otherwise.} \end{cases} \)
5: Add \( f^t \) to the ensemble: \( F \leftarrow F + \epsilon f^t \)
6: Update residuals: \( r_{t+1}^n = y_n - F(x_n), \forall n \in \{1, 2, \ldots, N\} \)
7: end for

Output: the final multiple kernel function \( F(x) \)

K-BTMKR

8: for \( s = 1, \ldots, S \) do
9: for \( m = 1, \ldots, M \) do
10: Fit the current current residuals: \( \gamma^t_{s,m} = \frac{\sum_{n=1}^{N} r_n^t h^s_m(x_n)}{\sum_{n=1}^{N} h^s_m(x_n)^2} \)
11: Compute the loss of \( h^s_m \): \( e^t_{s,m} = \frac{1}{2} \sum_{n=1}^{N} (\gamma^t_{s,m} h^s_m(x_n) - r_n^t)^2 \)
12: end for
13: end for
14: Fit the residuals by training a kernel regressor: \( f^* = \arg \min_{f \in F} \frac{1}{2} \sum_{n=1}^{N} (f(x_n) - r_n^t)^2 \)
15: Return the regression models: \( f^* \) and \( h^* = \arg \min_{\{ h^s_m \}} e^t_{s,m} \)

M-BTMKR

16: for \( s = 1, \ldots, S \) do
17: Fit the current current residuals: \( \gamma^t_s = \frac{\sum_{n=1}^{N} r_n^t F_s(x_n)}{\sum_{n=1}^{N} F_s(x_n)^2} \)
18: Compute the loss of \( F_s \): \( e^t_s = \frac{1}{2} \sum_{n=1}^{N} (\gamma^t_s F_s(x_n) - r_n^t)^2 \)
19: end for
20: Fit the residuals by training a kernel regressor: \( f^* = \arg \min_{f \in F} \frac{1}{2} \sum_{n=1}^{N} (f(x_n) - r_n^t)^2 \)
21: Return the regression models: \( f^* \) and \( h^* = \arg \min_{\{ F_s \}} e^t_s \)

As explained in Section 1, we typically have very little data in the target domain, and
therefore the model can easily overfit, especially if we train a complicated MKL model, even with the boosting approach. To deal with this issue, we can implicitly regularize the candidate functions at each boosting iteration by constraining the learning process within the function space spanned by the kernel functions trained on the source domains, rather than training the model in the function space spanned by arbitrary kernels. On the other hand, however, the underlying assumption of this approach is that at least one source domain is closely related to the target domain and therefore the kernel functions learned from the source domains can be reused. If this assumption does not hold, negative transfer could hurt the prediction performance. To avoid this situation, we also keep a MKL model which is trained only on the target domain. Consequently, the challenge becomes how to balance the knowledge embedded in the model learned from the source domains and the data fitting in the target domain.

To address this issue in a principled manner, we follow the idea of $\epsilon$-boosting [101, 97] and propose the BTMKR algorithm, which is aimed towards transfer learning. There are two levels of transferring the knowledge of models: kernel-level transfer and model-level transfer, denoted by K-BTMKR and M-BTMKR respectively. At each iteration, K-BTMKR selects a single kernel function from $S \times M$ candidate kernels, while M-BTMKR selects a multiple kernel model from $S$ domains. Therefore, K-BTMKR has higher “resolution” and more flexibility, at the price of higher risk of overfitting, as the dimension of its search space is $M$ higher than that of M-BTMKR.

**Kernel-Level Transfer (K-BTMKR)**

Let $\mathcal{H} = \{h_1^1, \ldots, h_M^1, \ldots, h_1^S, \ldots, h_M^S\}$ be the set of $S \times M$ candidate kernel functions learned from $S$ source domains, and $\mathcal{F} = \{f_1, \ldots, f_J\}$ be the set of $J$ candidate kernel functions from the target domain. Note that as the kernel functions from the source domains are fixed, the size of $\mathcal{H}$ is finite, while the size of the function space of the target domain is infinite, since the weights learned by SVR can be arbitrary (i.e., Eq. 3.7). For simplicity of analysis, we assume $J$ is also finite. Given the mapping $h : \mathbb{R}^d \rightarrow \mathbb{R}^{MS}, h(x) = [h_1^1(x), \ldots, h_M^S(x)]^\top$ defined by $\mathcal{H}$ and the mapping $f$ defined by $\mathcal{F}$, we formulate the transfer learning problem as:

$$\min_{\beta_S, \beta_T} \mathcal{L}(\beta_S, \beta_T) \quad \text{s.t.} \quad ||\beta_S||_1 + \lambda ||\beta_T||_1 \leq \mu,$$

(3.9)
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where \( L(\beta_S, \beta_T) \triangleq \sum_{n=1}^{N} \ell(\beta_S^T h(x_n) + \beta_T^T f(x_n), y_n), \beta_S \triangleq [\beta_1^T, \ldots, \beta_M^T]^T \in \mathbb{R}^{MS}, \beta_T \triangleq [\beta_1, \ldots, \beta_J]^T \in \mathbb{R}^J \) are the coefficient vectors for the source domains and the target domain respectively, and \( \lambda \) is a parameter that controls how much we penalize \( \beta_T \) against \( \beta_S \).

Intuitively, if the data from the target domain is limited, we should set \( \lambda \geq 1 \) to favor the model learned from the source domains, in order to avoid overfitting.

Following the idea of \( \epsilon \)-boosting \([102, 101]\), Eq. 3.9 can be solved by slowly increasing the value of \( \mu \) by \( \epsilon \), from 0 to a desired value. More specifically, let \( g(x) = [h(x)^T, f(x)^T]^T \), and \( \beta = [\Delta \beta_S^T, \Delta \beta_T^T]^T \). At the \( t \)-th boosting iteration, the coefficient vector \( \beta \) is updated to \( \beta + \Delta \beta \) by solving the following optimization problem:

\[
\min_{\Delta \beta} L(\beta + \Delta \beta) \quad \text{s.t.} \quad ||\Delta \beta_S||_1 + \lambda ||\Delta \beta_T||_1 \leq \epsilon
\] (3.10)

As \( \epsilon \) is very small, the objective function of Eq. 3.10 can be expanded to a first-order Taylor expansion, which gives

\[
L(\beta + \Delta \beta) \approx L(\beta) + \nabla L(\beta)^T \Delta \beta,
\] (3.11)

where

\[
\frac{\partial L}{\partial \beta_j} = \sum_{n=1}^{N} -r_n^t g_j(x_n), \quad \forall j \in \{1, \ldots, MS + J\}.
\] (3.12)

Eq. 3.10 can be approximately solved \([90]\):

\[
\Delta \beta_j = \begin{cases} 
\epsilon, & \text{if } j = \arg \max_{j} \sum_{n=1}^{N} \frac{r_n^t g_j(x_n)}{\lambda_j} \\
0, & \text{otherwise}
\end{cases}
\] (3.13)

where \( \lambda_j = 1, \forall j \in \{1, \ldots, S \times M\} \), and \( \lambda_j = \lambda \), otherwise. In practice, as the size of function space of target domain is infinite, the candidate functions are actually computed by fitting the current residuals, as shown in Algorithm 2.

Model-Level Transfer (M-BTMKR)

The derivation of M-BTMKR is similar to that of K-BTMKR. Now we have \( Z = \{F_1, \ldots, F_S\} \) which is the set for S multiple kernel functions learned from S source domains. For M-
BTMKR, multiple kernel functions in $\mathcal{Z}$ serve as $S$ candidate models for each boosting iteration.

$$\min_{\beta_S, \beta_T} \mathcal{L}(\beta_S, \beta_T) \quad \text{s.t.} \quad \|\beta_S\|_1 + \lambda \|\beta_T\|_1 \leq \mu, \quad (3.14)$$

The transfer learning problem is now defined in Eq. 3.14 which is the same as Eq. 3.9 except for a different definition for $\beta_S$: $\beta_S \triangleq [\beta_1, \ldots, \beta_S]^\top \in \mathbb{R}^S$. Now $\beta_S$ is the coefficient vector for the multiple kernel functions learned from $S$ sources.

### 3.3.3 Computational Complexity

The computational complexity of BMKR, as analyzed in [90], is $O(TM\xi(N))$, where $\xi(N)$ is the computational complexity of training a single SVR with $N$ samples. Standard learning approaches formulate SVR as a quadratic programming (QP) problem and therefore $\xi(N)$ is $O(N^3)$. Lower complexity (e.g., about $O(N^2)$) can be achieved by using other solvers (e.g., LIBSVM [106]). More important, BMKR can adopt a stochastic learning approach, as suggested in [90], which only selects $N'$ samples for training a SVR at each boosting iteration. This approach yields a complexity of $O(TM(N + \xi(N')))$, which makes the algorithm tractable for large-scale problems by choosing $N' \ll N$. The computational complexity of the BTKMR algorithms is $O(TM(SN + \xi(N)))$. Note that in the context of transfer learning, we use all the samples from the target domain, as the size of the data set is usually small.

### 3.4 Experiments and Simulation Results

Electricity load consumption usually has complex nonlinear behaviors. Several factors may affect the house load profile. First, since human behaviors will have a significant effect on the load consumption, the load profiles for different day types will be quite different. For example, the load profile for residential houses for weekdays will be quite different from it on weekends. Meanwhile, the holiday and season effects may also affect the load profiles. Second, the weather conditions will affect the load profile, e.g., people will use more power for heating on colder days. As discussed in [107], both the temperature and wind speed would affect the electric load consumption. Humidity and irradiance level may also be
potential influencing factors. Third, the lagged load consumption itself is an important factor for short-term electricity load forecasting. Besides, the economic indicators may also be treated as an influencing factor for the load consumption.

In this section, we evaluate the proposed algorithms on the problem of short-term electricity load forecasting for residential houses. Several factors including day types, weather conditions, and the lagged load consumption itself may affect the load profile of a given house. In this chapter, we use three kinds of features for load forecasting: lagged load consumption, i.e., electricity consumed in the last three hours, temperature in the last three hours, and weekday/weekend information.
3.4 Experiments and Simulation Results

3.4.1 Data Description

The historical temperature data are obtained from [80], and the residential house load consumption data are provided by the US Energy department [108]. The data set includes hourly residential house load consumption data for 24 locations in New York state in 2012. For each location, it provides data for three types of houses, based on the house size: low, base, and high. Fig. 3.2 shows load consumption for a base type house for four consecutive winter days. We can see that the load consumption starts to decrease from 8 am and increases very quickly from 4 pm. Fig. 3.3 shows the load consumption for three high load consumption houses in nearby cities for the same winter day. It can be observed that the load consumption for house 1 is similar to house 2 and both are different from house 3.
Some pre-processing are implemented for the original data sets. Residential load files have been updated from 366 days in a year for leap years to the more general 365 days in a normal year. Then, in total, there are 8760 samples of hourly load consumption data for every house. Normalization are implemented for all the features with equation 3.15. In equation 3.15, \( x_i \) is the value for feature \( x \) at time \( i \). \( x_{\text{min}} \) and \( x_{\text{max}} \) mean the maximal and minimal value for that feature. Mean Average Percentage Error (MAPE) shown in 3.16 is chosen as the comparison criteria. In this equation, \( y_i \) shows the real load consumption for time slot \( i \) and \( \hat{y}_i \) is predicted load consumption for time slot \( i \). \( NT \) means the total number of testing set.

\[
x_i = \frac{x_i - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}}
\]  

(3.15)

\[
\text{MAPE} = \frac{100}{NT} \sum_{i=1}^{NT} \left| \frac{y_i - \hat{y}_i}{y_i} \right|
\]

(3.16)

### 3.4.2 BMKR for Electricity Load Forecasting

To test the performance of BMKR, we use the data of a high energy consumption house in New York City in 2012. We test the performance of BMKR separately for different seasons, and compare it with single kernel SVR and linear regression. We set the number of boosting iterations for the proposed algorithms to 100, the step-size of \( \epsilon \) to 0.05, and the sampling ratio to 0.9. In order to accelerate the learning process, we initialize the model with linear regression. The candidate kernels for BMKR are: Gaussian kernels with 10 different widths \((2^{-4}, 2^{-3}, ..., 2^5)\) and a linear kernel. We repeat the simulation for 10 times, and each time we randomly choose 50% of the data in the season as training data and 50% of the data as testing data.

Table 3.1 shows the mean and standard deviation (std dev) of the Mean Average Percentage Error (MAPE) measurement for BMKR and the other two baselines. We can see that BMKR achieves the best forecasting performance for all seasons, obtaining 3.3% and 3.8% average MAPE improvements over linear regression and single kernel SVR respectively.
Table 3.1  MAPE performance for high load consumption houses

<table>
<thead>
<tr>
<th>Method</th>
<th>Spring</th>
<th>Summer</th>
<th>Fall</th>
<th>Winter</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>10.42 ± 0.10</td>
<td>7.78 ± 0.13</td>
<td>9.21 ± 0.22</td>
<td>5.81 ± 0.13</td>
<td>8.30 ± 0.15</td>
</tr>
<tr>
<td>SVR</td>
<td>10.95 ± 0.21</td>
<td>7.73 ± 0.11</td>
<td>8.82 ± 0.21</td>
<td>5.88 ± 0.12</td>
<td>8.34 ± 0.16</td>
</tr>
<tr>
<td>BMKR</td>
<td><strong>10.31 ± 0.17</strong></td>
<td><strong>7.64 ± 0.02</strong></td>
<td><strong>8.42 ± 0.11</strong></td>
<td><strong>5.73 ± 0.07</strong></td>
<td><strong>8.02 ± 0.10</strong></td>
</tr>
</tbody>
</table>

Table 3.2  Transfer learning MAPE performance for high load consumption houses

<table>
<thead>
<tr>
<th>Method</th>
<th>Location 1</th>
<th>Location 2</th>
<th>Location 3</th>
<th>Location 4</th>
<th>Location 5</th>
<th>Location 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>8.02 ± 0.05</td>
<td>9.11 ± 0.70</td>
<td>17.39 ± 1.62</td>
<td>6.05 ± 0.02</td>
<td>11.43 ± 0.15</td>
<td>9.42 ± 0.65</td>
</tr>
<tr>
<td>SVR</td>
<td>11.53 ± 0.34</td>
<td>6.82 ± 0.39</td>
<td>25.90 ± 0.72</td>
<td>8.24 ± 0.08</td>
<td>26.31 ± 1.97</td>
<td>14.00 ± 0.65</td>
</tr>
<tr>
<td>BMKR</td>
<td>8.06 ± 0.03</td>
<td>6.64 ± 0.54</td>
<td>17.85 ± 1.31</td>
<td>5.29 ± 0.01</td>
<td>12.82 ± 0.21</td>
<td>9.05 ± 0.57</td>
</tr>
<tr>
<td>M-BTMKR</td>
<td><strong>5.35 ± 0.01</strong></td>
<td>5.99 ± 0.02</td>
<td><strong>5.63 ± 0.19</strong></td>
<td><strong>5.01 ± 0.01</strong></td>
<td>9.13 ± 0.01</td>
<td><strong>5.69 ± 0.01</strong></td>
</tr>
<tr>
<td>K-BTMKR</td>
<td>5.38 ± 0.02</td>
<td><strong>5.46 ± 0.30</strong></td>
<td>6.97 ± 0.26</td>
<td>5.55 ± 0.09</td>
<td><strong>8.96 ± 0.14</strong></td>
<td>7.31 ± 0.21</td>
</tr>
</tbody>
</table>

3.4.3 Transfer Regression for Electricity Load Forecasting

We evaluate the proposed transfer regression algorithms: M-BTMKR and K-BTMKR for three cases. In the first case, we randomly pick 6 high load consumption houses as target house and use the remaining 18 high load consumption houses as source houses. The second case is for base load consumption type houses and the third case is for low load consumption type houses, with the same arrangements as the first case. We repeat the simulation 10 times for each house, and each time we randomly choose 36 samples as the training data, and 100 samples as the testing data for the target house. For source houses, we randomly chose 600 data samples as the training data in each simulation. For K-BTMKR and M-BTMKR, λ is chosen by cross validation to balance the model leaned from source house data and the model learned from target house data.

The performance of the proposed two algorithms: M-BTMKR and K-BTMKR are compared with linear regression, single kernel SVR and BMKR. We use the same candidate kernels and boosting setting as described in Section 3.4.2. For the baselines, the forecasting models are trained only with data from target houses. Simulation results for three cases are shown in Table. 3.2, Table. 3.3, Table. 3.4. We can see that for all three cases, the proposed transfer algorithms could significantly improve the forecasting accuracy. For all houses in
Fig. 3.4 Average transfer learning MAPE (%) performance for high load consumption houses

Table 3.3 MAPE performance on short-term load forecasting for base load consumption house

<table>
<thead>
<tr>
<th>Method</th>
<th>Location 1</th>
<th>Location 2</th>
<th>Location 3</th>
<th>Location 4</th>
<th>Location 5</th>
<th>Location 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>8.43 ± 0.12</td>
<td>7.43 ± 0.19</td>
<td>15.77 ± 0.48</td>
<td>8.35 ± 0.12</td>
<td>10.47 ± 0.05</td>
<td>10.36 ± 0.11</td>
</tr>
<tr>
<td>SVR</td>
<td>10.11 ± 0.11</td>
<td>6.63 ± 0.13</td>
<td>16.27 ± 0.67</td>
<td>7.29 ± 0.04</td>
<td>12.73 ± 0.57</td>
<td>10.77 ± 0.13</td>
</tr>
<tr>
<td>BMKR</td>
<td>9.70 ± 0.43</td>
<td>8.03 ± 0.07</td>
<td>14.61 ± 0.49</td>
<td>5.78 ± 0.03</td>
<td>9.31 ± 0.10</td>
<td>9.90 ± 0.36</td>
</tr>
<tr>
<td>M-BTMKR</td>
<td>5.69 ± 0.03</td>
<td><strong>5.03 ± 0.02</strong></td>
<td><strong>8.74 ± 0.02</strong></td>
<td>7.36 ± 0.03</td>
<td>8.36 ± 0.02</td>
<td>5.58 ± 0.10</td>
</tr>
<tr>
<td>K-BTMKR</td>
<td><strong>5.63 ± 0.26</strong></td>
<td>7.80 ± 0.04</td>
<td>8.76 ± 0.07</td>
<td><strong>5.57 ± 0.02</strong></td>
<td><strong>7.71 ± 0.16</strong></td>
<td><strong>5.42 ± 0.01</strong></td>
</tr>
</tbody>
</table>

In all three cases, the algorithm that shows best forecasting accuracy is either K-BTMKR or M-BTMKR. This shows that with the proposed transfer algorithms, we can successfully transfer the knowledge learned from source houses to target houses to improve the target house forecasting accuracy.

Figure 3.4, Figure 3.5, and Figure 3.6 show the average forecasting accuracy of different
3.4 Experiments and Simulation Results

Transfer learning MAPE performance for base load power consumption

<table>
<thead>
<tr>
<th>Method</th>
<th>Location 1</th>
<th>Location 2</th>
<th>Location 3</th>
<th>Location 4</th>
<th>Location 5</th>
<th>Location 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>9.33 ± 0.12</td>
<td>11.79 ± 0.66</td>
<td>15.40 ± 0.41</td>
<td>8.66 ± 0.07</td>
<td>14.43 ± 0.20</td>
<td>17.69 ± 1.73</td>
</tr>
<tr>
<td>SVR</td>
<td>10.33 ± 0.30</td>
<td>8.61 ± 0.23</td>
<td>13.75 ± 0.26</td>
<td>7.16 ± 0.15</td>
<td>18.11 ± 0.25</td>
<td>12.46 ± 0.44</td>
</tr>
<tr>
<td>BMKR</td>
<td>8.71 ± 0.16</td>
<td>12.61 ± 0.22</td>
<td>18.69 ± 0.25</td>
<td>8.87 ± 0.20</td>
<td>15.70 ± 0.35</td>
<td>13.66 ± 0.52</td>
</tr>
<tr>
<td>M-BTMKR</td>
<td>6.65 ± 0.04</td>
<td>7.89 ± 0.09</td>
<td>6.59 ± 0.04</td>
<td>6.89 ± 0.12</td>
<td>9.1 ± 0.17</td>
<td>7.38 ± 0.01</td>
</tr>
<tr>
<td>K-BTMKR</td>
<td>8.53 ± 0.05</td>
<td>8.61 ± 0.03</td>
<td>6.79 ± 0.03</td>
<td>6.48 ± 0.08</td>
<td>10.06 ± 0.14</td>
<td>7.12 ± 0.02</td>
</tr>
</tbody>
</table>

**Fig. 3.5** Average transfer learning MAPE performance for base load consumption houses

**Table 3.4** MAPE performance on short-term load forecasting for low load consumption houses

algorithms for three cases. M-BTMKR shows best performance in all three cases. The forecasting accuracy of M-BTMKR and K-BTMKR are very close and both are much better than linear regression, single kernel regression, and BMKR. On average, M-BTMKR shows 38.39%, 31.83%, 43.10% forecasting accuracy improvements over BMKR for case one,
two and three. This shows that we can get significant forecasting accuracy improvements for target houses with knowledge learned from source houses. As shown in Figure 3.7, either of the proposed transfer learning algorithm could significantly improve short-term electricity load forecasting performance.

Fig. 3.8 shows the average performance of single kernel SVR, linear regression and two proposed transfer algorithms for one high load consumption target house with different number of training samples from target house. We can see that, when the training data is very limited (10, 20), both the M-BTMKR and K-BTMKR can perform much better than single kernel SVR and linear regression. With the increasing number of training samples, the MAPE for single kernel SVR and linear regression are continuously reducing. When we have large amount of training samples (100), the performances of single kernel SVR model and linear regression model trained only with data from target house are very close to the performance of proposed transfer algorithms.
3.4 Experiments and Simulation Results

3.4.4 Negative Transfer Analysis

Sometimes the consumption pattern for source houses and target houses can be quite different. We would prefer that the transfer algorithms prevent potential negative transfer for such scenarios. Here we present a case study to show the importance of balancing the knowledge learned from source domains and data fitting in the target domain. We use the same high load target houses as described in Section 3.4.3, but for the source houses, we randomly chose eighteen houses from the low type houses. We repeat the simulation for 10 times and the results are shown in Table 3.5.

The proposed algorithms are compared with linear regression, single kernel SVR, BMKR, M-BTMKR$\text{w}_T$ and K-BTMKR$\text{w}_T$, where M-BTMKR$\text{w}_T$ and K-BTMKR$\text{w}_T$ denote the
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BTMKR algorithms that we do not keep a MKL model trained on the target domain when we learn BTMKR models (i.e., we do not train $f^*$ in Algorithm 2.). Simulation results show that, if we do not keep a MKL model trained on the target domain, we would encounter severe negative transfer problem, and the forecasting accuracy would be even much worse than the models learned without transfer. Meanwhile, we can see that the proposed M-BTMKR and K-BTMKR could successfully avoid such negative transfer. In this case, M-BTMKR and K-BTMKR still show better performance than other algorithms, though the forecasting accuracy of K-BTMKR is very close to BMKR. M-BTMKR achieves the best average forecasting performance and provides 14.37% average forecasting accuracy improvements over BMKR. In summary, the BTMKR algorithms can avoid the negative
3.4 Experiments and Simulation Results

Transfer learning MAPE performance for low load power consumption

<table>
<thead>
<tr>
<th>Method</th>
<th>Location 1</th>
<th>Location 2</th>
<th>Location 3</th>
<th>Location 4</th>
<th>Location 5</th>
<th>Location 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>8.02 ± 0.05</td>
<td>9.11 ± 0.70</td>
<td>17.39 ± 1.62</td>
<td>6.05 ± 0.02</td>
<td>11.43 ± 0.15</td>
<td>9.42 ± 0.65</td>
</tr>
<tr>
<td>SVR</td>
<td>11.53 ± 0.34</td>
<td>6.82 ± 0.39</td>
<td>25.90 ± 0.72</td>
<td>8.24 ± 0.08</td>
<td>26.31 ± 1.97</td>
<td>14.00 ± 0.65</td>
</tr>
<tr>
<td>BMKR</td>
<td>8.06 ± 0.03</td>
<td>6.64 ± 0.54</td>
<td>17.85 ± 1.31</td>
<td>5.29 ± 0.01</td>
<td>12.82 ± 0.21</td>
<td>9.05 ± 0.57</td>
</tr>
<tr>
<td>M-BTMKR</td>
<td>7.71 ± 0.01</td>
<td>8.74 ± 0.27</td>
<td>8.65 ± 1.39</td>
<td>6.51 ± 0.52</td>
<td>11.08 ± 0.21</td>
<td>8.42 ± 0.86</td>
</tr>
<tr>
<td>M-BTMKR\text{woT}</td>
<td>57.64 ± 0.05</td>
<td>59.02 ± 0.16</td>
<td>59.71 ± 0.53</td>
<td>46.25 ± 0.81</td>
<td>38.52 ± 0.02</td>
<td>56.71 ± 0.30</td>
</tr>
<tr>
<td>K-BTMKR</td>
<td>7.80 ± 0.06</td>
<td>8.60 ± 0.74</td>
<td>16.27 ± 2.48</td>
<td>5.77 ± 0.16</td>
<td>11.42 ± 0.15</td>
<td>9.33 ± 0.67</td>
</tr>
<tr>
<td>K-BTMKR\text{woT}</td>
<td>54.81 ± 0.05</td>
<td>58.31 ± 0.17</td>
<td>59.00 ± 0.11</td>
<td>43.95 ± 0.25</td>
<td>37.49 ± 0.12</td>
<td>56.81 ± 0.03</td>
</tr>
</tbody>
</table>

Fig. 3.9 Average transfer learning MAPE performance for high load consumption target houses with low load consumption source houses

transfers when the data distributions of source domain and target domain are quite different.

Table 3.5 Transfer learning MAPE performance for high load consumption target houses with low load consumption source houses
3.5 Chapter Summary

In this chapter, we first propose BMKR, a gradient boosting based multiple kernel learning framework for regression, which is suitable for short-term electricity load forecasting problems. Different from the traditional methods for MKL, the proposed BMKR algorithm learns the combination weights for each kernel using a boosting-style algorithm. The proposed BMKR algorithm avoids solving the complicated optimization problem of MKL. Simulation results on residential data show that the short-term electricity load forecasting could be improved with BMKR. We further extend the proposed boosting framework to the context of transfer learning and propose two boosting based transfer multiple kernel regression algorithms: K-BTMKR and M-BTMKR. Empirical results suggest that both algorithms can efficiently transfer the knowledge learned from source houses to the target houses and significantly improve the forecasting performance when the target houses and source houses have similar electricity load consumption patterns. We also investigate the effects of negative transfer and show that the proposed algorithms could prevent potential negative transfer when the source houses are different from the target houses.

In this chapter, it is shown that the proposed algorithms work well for short-term electricity load forecasting. In next chapter, we will show that model-free reinforcement learning algorithms can be used to deal with residential home energy management problem when only limited knowledge of system dynamics is available.
Chapter 4

Home Energy Management with Reinforcement Learning

4.1 Introduction

With the advancement of technology and increasing attention to environment protection, more and more electricity-driven products are introduced into people’s daily life. Electric vehicles (EVs) are much more efficient than traditional internal combustion engine vehicles [9]. They are adopted by more and more consumers. However, the introduction of EVs brings a high power consumption burden on the power system and may even jeopardize the infrastructure of power grids if there is no proper energy management [7]. In the meantime, renewable energy generation is increasingly adopted for residential homes. Renewable energy generation such as wind and solar energy can provide home owner with cheap and clean energy, but it is quite intermittent and sensitive to weather conditions.

Smart grid using distributed renewable generation, advanced meters, energy storage, communication and computation tools can cope with these challenges. Energy management is a core issue for the smart grid [38] and can be beneficial for both the consumers and utility companies. Recently, with the development of home based energy storage and controllers, energy management for the residential sector has attracted more and more attention [29]. However, energy management for residential homes is a difficult problem. The main challenges come from uncertainties on both the power-supply and power-demand sides. Moreover, we usually only have very limited amount of load consumption data for
residential houses which makes energy management an even more difficult task.

In this chapter, we consider a general case of home energy management with EV charging where only limited amount of historical data and battery specifications are available. We show how this problem can be formulated as a Markov Decision Process (MDP) that we propose to tackle using two model-free reinforcement learning algorithms: Neural Fitted Q Iteration (NFQ) and Deep Q-Network (DQN). The limited amount and heterogeneity of the available data makes implementing these algorithms challenging. We first show how a home simulator (RLEnergy) can be built from the available historical data and battery specifications, allowing us to enable the interactions with the RL algorithms needed for efficient exploration. The second challenge resides in how to incorporate the time series of base load power consumption in the state features of the MDP. Indeed, while only considering the power demand at the current time step may not be enough, incorporating too long a history into the state features could lead to overfitting [109].

To address this issue, we propose to model the base load power consumption using a recurrent neural network (RNN) and to enrich the state representation with both the RNN prediction for the next time step and its latent representation. The performance of the two algorithms are showcased on real-world data to optimize operating cost where they show significant improvements compared to previous rule based and batch RL methods.

**Related work.** In [110], the authors propose an approximate model for EV arrival and present a building energy management control algorithm with this model. In [111], the authors present a nonlinear model for a building cooling system and then build a control algorithm over this nonlinear model. The performance of these proposed control algorithms highly depends on the accuracy of system dynamics modeling which may not be realistic for residential homes where accurate system dynamics are usually unavailable. As EV batteries can be seen as distributed energy storage, EV charging scheduling has attracted significant attention, a survey on recent EV charging control strategies is presented [47]. In [55], the authors showed that with proper management, EV batteries can help stabilize the power grid and support large scale renewable energy adoption.

Reinforcement learning based control algorithms for smart grid are discussed in some recent papers. In [112], the authors propose a DQN based control strategy for storage devices in a microgrid. In [10], the authors propose to use Fitted Q-Iteration (FQI) to deal with smart home energy management. In [11, 113], the total power consumption of an EV
4.2 Reinforcement Learning Background

charging fleet is learned by a batch reinforcement learning (BRL) algorithm and single EV charging is then scheduled with linear programming. To the best of our knowledge, there is no previous work studying the home energy management system (EMS) integrated with EV charging in one reinforcement learning framework.

Deep reinforcement learning (Deep RL) has strong state representation power and has shown successful applications on playing Atari, Go games and other complex control tasks [114, 115, 116]. With the development of distributed monitors and controllers, more and more data would be available for smart homes and the state space could be very complex. Deep RL algorithm, for its strong representation power, could be a promising candidate for home energy management where large amount of data are available. In this chapter, we aim to investigate the performance of Deep RL algorithm (DQN) and NFQ on home energy management integrated with EV charging.

Contributions and outline. In this chapter, we propose two RL based control algorithms to handle both the interactions with the power grid and EV charging scheduling in one unified RL framework. Our main contributions can be summarized as follows: 1) We propose an approach that can model smart home energy management with EV charging as a Markov decision process (MDP) [117]. 2) We tackle it with two model-free reinforcement learning algorithms: NFQ, DQN, and we investigate their performance on reducing operating cost and peak power consumption with real-world data.

After introducing relevant technical background in Section 4.2, the main components of smart home systems are introduced in Section 4.3. In Section 2.5, we show that energy management in smart homes can be formalized as an MDP and we propose two model-free RL based control algorithms to address it. Section 4.5 presents the experimental results with houses where only some historical data and battery specifications are available. Finally, the paper is concluded in Section 4.6.

4.2 Reinforcement Learning Background

4.2.1 Markov Decision Process

Home energy management can be seen as a sequential decision problem and can be modeled using a Markov Decision Process. Figure 4.1 [118] shows the agent environment interaction in an MDP. An MDP is a tuple \( (S, A, T, R, \gamma) \), where:
• $S$ is a finite set of the states;
• $A$ is a finite set of possible actions;
• $T : S \times A \times S \rightarrow [0, 1]$ is the transition probability from state $s_t$ to state $s_{t+1}$ when an action $a_t$ is taken.
• $R : S \times A \rightarrow \mathbb{R}$ is the reward function, i.e. $R(s, a)$ is the reward received by the agent when taking action $a$ in state $s$.
• $\gamma$ is the discount factor $\gamma \in [0, 1]$

Solving an MDP means finding a policy $\pi : S \rightarrow A$, such that maximizing the expected return as shown in Equation 4.1.

$$G_t = \mathbb{E} \left[ \sum_{j=0}^{\infty} \gamma^j r_{t+j} \right] \quad (4.1)$$

where $r_t$ is the reward received at time step $t$.

### 4.2.2 Batch Reinforcement Learning

Reinforcement learning can be used to solve the MDP when little or no knowledge of the system dynamics is available. In batch reinforcement learning (BRL), the data collection and the learning process are decoupled and the control policy is learned from a set of learning experiences built from a set of historical data [119]. As BRL can reuse past experiences, it offers better data efficiency and converges faster than standard temporal difference methods. The main objective of BRL is to learn the best control policy given the existing batch of learning experiences.

Neural Fitted Q Iteration [120] is one of the most popular BRL algorithms. NFQ converts the learning from interactions paradigm to a series of supervised learning processes. There are mainly three phases for NFQ: exploration phase, training phase, and execution phase. In the exploration phase, a batch of transition samples $F = \{(s_t, a_t, r_t, s_{t+1})| t = 1, \ldots, T\}$ are gathered. In the training phase, a training set $D_{\text{train}}$ is built: it associates tuples $(s, a)$ with estimated Q values $\hat{Q}^h_{s,a}$. For each iteration $h$, the Q value $(\hat{Q}^h_{s,a})$ for state action pair $(s, a)$ is updated. A neural network is used to approximate the Q value function on $D_{\text{train}}$. In the execution phase, the policy learned in the training phase is applied.
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4.2.3 Deep Q Network

Reinforcement learning is known to be unstable when a nonlinear function such as neural networks is used as function approximator. There are several reasons for this: the sequence of observations for reinforcement learning are correlated and the data distribution will change during the learning process. This violates the assumption that the data should be independent and identically distributed. NFQ tackles instability issues by learning the function approximator using hundreds of iterations. However this method is inefficient for large neural networks.

Deep Q network (DQN) proposed in [114, 115], has successfully overcome the aforementioned challenges on combining deep learning with reinforcement learning framework. DQN uses a deep neural network to approximate the Q-value function and uses two techniques to tackle instability issues. It uses experience replay [121] and target network to reduce the correlations in the sequence observations and smooth the data distribution changes. It uses a deep neural network to approximate the Q value function $Q(s, a; \theta_i)$. $\theta_i$ are the

![Agent environment interaction in a Markov decision process](image)
parameters of the Q network. In the learning process, the Q-learning updates are based on a mini-batch of experience \((s_t, a_t, r_t, s_{t+1})\). This mini-batch is drawn uniformly at random from the pool of stored transition samples.

### 4.3 Smart Home Components

Figure 4.2 shows five main components of the smart home discussed in this chapter. These components are: home energy management system, renewable energy generation, power grid, home based battery storage, and power demand including base load power consumption and EV charging power consumption. Advanced meters are assumed to be installed in the home, enabling bi-directional communication.

#### 4.3.1 Base Load Power Consumption

The power consumption of the smart home is divided into two groups: EV charging power consumption and base load power consumption. We consider the base load power consumption including all other power consumption in the home except the EV charging, namely power consumption for home appliances, cooling, heating, fans, interior lights, etc.

#### 4.3.2 Electric Vehicle Charging Power Consumption

EV charging has become one of the major power demand for the residential sector with the fast increase of EV adoption. Here, we consider that each residential home is integrated with one EV and the EV is only charged at home. As shown in [122], EVs usually leave home around 7am and come back around 6pm. We apply the constraint that the EV needs to be charged with enough energy before 7am. Meanwhile, we assume that the EV can be charged with continuous rate which means any power rate ranging from zero to the maximal allowed charging rate. Figure 4.3 shows the total power consumption for one home with a Honda Fit EV [68]. We can see that without any management, EV charging would coincide with the peak hours of base load power consumption and further increase the peak of total power consumption. This effect could be even worse for some residential network, where early EV adopters may exhibit similar consumer behaviors in the communities and appear in clusters [8].
4.3 Smart Home Components

4.3.3 Renewable Energy Generation

Home based renewable energy generation including solar and wind power generation are becoming an important power source for more and more homes. In this chapter, we assume that the homes are equipped with solar panels which enable solar power generation. However, the output of solar power can be quite intermittent and varies according to different kinds of weather conditions.
4.3.4 Battery System

Home energy storage is an important component for smart homes. In this chapter, we assume that a home based battery system is installed. The battery system can be used to save the energy when there is power surplus for later use and mitigate the volatility of renewable energy generation.

4.4 Reinforcement Learning for Home Energy Management

In a home EMS, at every time step (each hour in this chapter) the decision maker has to interact with the power grid, the home battery charging scheduling and the EV charging scheduling. We start by showing how this sequential decision making problem can be formalized as an MDP and then propose two model-free reinforcement learning based control
algorithms to solve it. In order to consider a general scenario we assume that we only have access to historical data of electricity demand, solar power generation, electricity price, EV arrival time, EV departure time and that battery specifications are available.

4.4 Reinforcement Learning for Home Energy Management

4.4.1 Energy Management as an MDP

States

Control actions for home EMS is determined by observing the current system state. Such a state \( s_t \) is composed of the following observations: home based battery state of charge (BSOC) \( (H_{soc,t}) \), solar power generation \( (P_{v,t}) \), electricity price \( (P_t) \), base load power consumption \( (P_{base,t}) \), home EV charging availability \( (E_{a,t}) \), time to departure for the EV \( (E_{ttd,t}) \), and current EV battery state of charge \( (E_{soc,t}) \). \( H_{soc,t} \) is defined as 100% when the battery is fully charged and 0% when fully discharged. The last three state variables are EV related variable: \( E_{a,t} \) shows the charging availability for EV (set as 1 when EV is at home and 0 otherwise), \( E_{soc,t} \) shows the battery state of charge of the EV battery, and \( T_{ttd,t} \) shows how many hours are left before the departure of the EV. Then the MDP state at time step \( t \), \( s_t \in S \) is defined as: \( s_t = (H_{soc,t}, P_{v,t}, P_t, P_{base,t}, E_{a,t}, E_{ttd,t}, E_{soc,t}) \).

Actions

In this chapter, we implement control for the charging scheduling of home and EV batteries. We assume that both batteries can be charged or discharged at any continuous value of power from zero to the maximal allowed charging rate and that the home EMS can inject energy back into the power grid. For every time step, two control actions have to be taken \( U_{buy,t} \) and \( C_{ev,t} \). Positive values of \( U_{buy,t} \) corresponds to energy bought from the grid and negative values to selling power back to the power grid. \( C_{ev,t} \) corresponds to the EV charging rate, where negative values correspond to discharging the EV with \( C_{ev,t} \). The power balance shown in Equation 4.2 must be satisfied for every time step (the left hand side is the power demand and the right hand side is the power supply). While \( C_{ev,t} \) is the charging rate for the EV, \( C_{hb,t} \) is the charging rate for the home battery and is decided deterministically as a function of \( U_{buy,t} \) and \( C_{ev,t} \).

\[
C_{ev,t} + C_{hb,t} + P_{base,t} = P_{v,t} + U_{buy,t}
\]
After these actions are taken, the state features corresponding to home and EV BSOC are updated using Equation 4.3 and 4.4. $H_{soc,t+1}$ and $E_{soc,t+1}$ shows the battery SOC for home battery and EV battery in time step $t + 1$. $B_{hb,cap}$ is the battery capacity for home battery. $B_{ev,cap}$ is the EV battery capacity. $L$ is the length for time slot. $\eta_b$ and $\eta_e$ are the energy conversion efficiency for home battery and EV battery. In this chapter, we assume the energy conversion efficiency is 0.9 for both two types of batteries.

$$H_{soc,t+1} = H_{soc,t} + \frac{C_{hb,t}}{B_{hb,cap}} \cdot L \cdot \eta_b$$

$$E_{soc,t+1} = E_{soc,t} + \frac{C_{ev,t}}{B_{ev,cap}} \cdot L \cdot \eta_e$$

At each time step, we first check whether the EV is in the home. If EV is not at home, all EV related variables are set to 0. If EV is at home, we need to determine the EV charging or discharging rate $C_{ev,t}$. In this chapter, we use four discretizations for both actions $U_{buy,t}$ and $C_{ev,t}$, leading to 16 possible actions at every time step.

### Reward

The objective for home EMS is to reduce the long-term operating cost. We use negative cost as shown in Equation 4.5 as the MDP reward.

$$R_t = -Cost_t = -U_{buy,t} \cdot P_t$$

While in practice, the buying and selling prices could be different for certain utility programs, we assume here that they are the same for the sake of simplicity.

### 4.4.2 Enriching the State Features with Recurrent Neural Networks

RL based control algorithms make control decisions based on current observations. It is intuitively clear that if future electricity demand is used, we could get better control policies. In this chapter, we use long short-term memory (LSTM) [123] recurrent neural network (RNN) to model short-term electricity load forecasting. After training an LSTM network with $w$ hidden units to predict the future base load power demand from historical power consumptions, we can thus enrich the state features of the MDP at each time step $t$ with the demand prediction. Moreover, we include the latent representation of the LSTM at this
4.4 Reinforcement Learning for Home Energy Management

Algorithm 3: NFQ based Home Energy Management System: NFQEMS

Require: Load $F = \{(s_t, a_t, r_t, s_{t+1})|t = 1, ..., T\}$
Require: Define $Q^0(s, a) = 0, \forall (s, a) \in F$, and $q^h_{s,a} \in Q^h(s, a)$
Require: Define $H$ as the Horizon to be performed
Require: Define $D^0_{\text{train}}$ as an initially empty training set

$h = 1$; 
while $h \leq H$ do
\hspace{1em} for all $(s_t, a_t, r_t, s_{t+1}) \in F$ do
\hspace{2em} $\bar{q}^h_{s,a} = r_t + \gamma \max_{a' \in A} Q^{h-1}(s_{t+1}, a')$;
\hspace{2em} if $((s_t, a_t), .) \in D^{h-1}_{\text{train}}$ then
\hspace{3em} $D^{h}_{\text{train}} \leftarrow D^{h}_{\text{train}} - \{(s_t, a_t), .\}$;
\hspace{2em} end if
\hspace{2em} $D^{h}_{\text{train}} \leftarrow D^{h}_{\text{train}} \cup \{(s_t, a_t), \bar{q}^h_{s,a}\}$
\hspace{1em} end for

Implement supervised learning

Use supervised learning to train a function approximator $Q^h_{s,a}$ on the training set $D^h_{\text{train}}$

$h \leftarrow h + 1$
end while

Use the learned policy for smart residential home energy management

time step which potentially encodes relevant information on the trend of the demand time series. For the LSTM network structure, we use one hidden layer with 10 hidden nodes. The MDP state with additional state features is now shown in Equation 4.6.

$$s(t) = (H_{soc,t}, P_v,t, P_t, P_{base,t}, E_{a,t}, E_{tld,t}, E_{soc,t}, \hat{P}_{t+1}, \psi_L) \quad (4.6)$$

where $\hat{P}_{t+1}$ is the predicted based load power consumption for next time step and $\psi_L \in \mathbb{R}^w$ is the latent LSTM representation for time $t + 1$.

4.4.3 Neural Fitted Q Iteration based Home Energy Management

Neural fitted Q iteration (NFQ) uses a neural network to approximate the Q value function. NFQ allows the RL agent to learn a control policy from historical data. The NFQ based EMS control algorithm (NFQEMS) is defined in Algorithm 3.

To generate the training data, we first capture the historical data including solar energy generation, base load power consumption, EV arrival time, EV arrival BSOC, and EV
departure time. We then assign a random state to the home battery for the first time step and take random actions from the allowed action sets for all following time steps, from which we get a set of transition experiences $F = \{(s_t, a_t, r_t, s_{t+1})\}$. In the training phase, NFQEMS learns an approximator for the Q value function using a training set $D_{train} = \{(s_t, a_t), q_t\}$ built from the transition set $F$ in the following way. We first assign 0 to Q values for all state action pairs. We then learn an approximator with this initial training set $D_{0\ train}$. In the following iterations of NFQEMS, we update the training set with updated Q values as shown in Equation 4.7. The training phase continues until either the maximum number of iterations $H$ or a convergence criterion is reached. In this chapter, we use a feedforward neural network as the function approximator. We use a feedforward neural network with three hidden layers each with 128 neurons to approximate for the Q function. Rectifier linear units (ReLU) is used as activation functions. For NFQEMS, we set $H = 200$ and the convergence criteria is achieved when the variation of Q value is less than 5%: mean average percentage error for Q values of all state-action pairs of recent two iteration is less than 5%. In the execution phase, we can use a greedy policy with the learned Q value function approximator. The RL agent will choose an action from the allowed action set which has the highest Q value as follows, where $\gamma$ is the discount factor.

$$\hat{q}^h_{s,a} = r_t + \gamma \max_{a \in A(s_{t+1})} \hat{Q}^{h-1}(s_{t+1}, a)$$ (4.7)

### 4.4.4 Deep Q Networks based Home Energy Management

To use DQN for home energy management, we need a home simulator that the on-line RL algorithm can interact with. In this section, we first show how to build a smart home simulator, RLEnergy, from given historical data and battery specifications and then use this simulator to interact with DQN.

**RLEnergy.** Suppose we have a historical data set $D_{his}$ for $T$ time steps. As defined in Section 4.4.1, the state $s_t$ is defined as $s_t = (H_{soc,t}, P_{v,t}, P_t, P_{base,t}, E_a,t, E_{ttd,t}, E_{soc,t})$. There are two kinds of state variables for $s_t$: fixed state variables and adaptive state variables. With given $D_{his}$, state variable $P_{v,t}, P_t, P_{base,t}, E_{a,t}, E_{ttd,t}$ are fixed for all time steps. $H_{soc,t}, E_{soc,t}$ will be updated by Equation 4.3 and Equation 4.4. Then we can build a simulator based on the historical data $D_{his}$ and battery dynamics. For time step $t+1$, $s_{t+1}, p_{v,t+1}, P_{t+1}, P_{base,t+1}, E_{a,t+1}, E_{ttd,t+1}$ are taken from $D_{his}$ directly according to time step index.
Algorithm 4: DQN based Home Energy Management System: DQNEMS

Initialize replay memory $D = \text{empty set}$ as Capacity $N$
Initialize neural network $Q$ with random parameters $\theta$
Initialize target network $\hat{Q}$ with parameters $\theta^- = \theta$

for episode = 1, $K$ do
  Go to time step $t = 1$ with RLEnergy simulator and assign a random value for home battery
  for $t = 1, T$ do
    With probability $\epsilon$ select a random action
    Otherwise select $a_t = \text{argmax}_a Q(s_t, a_t; \theta)$
    Execute action $a_t$ for home simulator and observe reward $r_t$ and next state $s_{t+1}$
    Store transition $(s_t, a_t, r_t, s_{t+1})$ in replay memory $D$
    Sample random minibatch $D_{\text{mini}}$ of transitions $(s_t, a_t, r_t, s_{t+1})$ from $D$
    Set $y_t = \begin{cases} r_t & \text{if } t = T - 1 \\ r_t + \gamma \max_{a_{t+1}} \hat{Q}(s_{t+1}, a_{t+1}; \theta^-) & \text{otherwise} \end{cases}$
    Perform a gradient descent step on $(y_t - Q(s_t, a_t; \theta))^2$ with respect to network parameters $\theta$
    Update the target network parameters $\theta^-$ every $C$ steps: $\theta^- = \theta$
  end for
end for

Use the learned policy for smart residential home energy management

and $H_{soc,t+1}$ and $E_{soc,t+1}$ will be decided on the actions of $C_{hb,t}$ and $C_{ev,t}$ taken at time step $t$. This simulator will enable us to use on-line reinforcement learning algorithms such as DQN.

DQN based home energy control algorithm DQNEMS is defined in Algorithm 4. We first initialize a replay memory $D$ with capacity $N$. For DQNEMS, we parameterize the Q-network with parameters $\theta$ and target neural network $Q^-$ with $\theta^-$. We first assign $\theta^- = \theta$.
As shown in Algorithm 4, the outer loop learns DQN with $K$ episodes, and the inner loop shows the parameter updating for every time step. $T$ is the total number of time steps for the used historical data. Every episode will end when $T$ is reached.

For every time step, RL agent will take a random action with probability $\epsilon$ for exploration or choose the action with maximal Q value estimate. After action $a_t$ is taken, immediate reward $r_t$ is received and the agent will go to next state $s_{t+1}$. Transition tuple $(s_t, a_t, r_t, s_{t+1})$ will then be stored to memory $D$. A mini-batch of transitions $D_{\text{mini}}$ will
be sampled randomly from $D$. Parameters for target network $\theta^-$ will be updated every $C$ steps to stabilize the learning process. After $K$ episodes, we can use the learned model for home energy management. To implement a fair comparison with NFQ, we use the same neural network structure as described in Section 4.4.3, except that the output layer has 16 neurons corresponding to the Q value for every possible action.

### 4.5 Experimental Results

#### 4.5.1 Experiment Setup

In this section, we compare the performance of the proposed control algorithms with two baselines: rule-based and batch RL based RLbEMS which are described in [10]. The main differences between RLbEMS and our NFQEMS is that we consider the modeling and charging scheduling of EVs while RLbEMS only consider interactions between home and power grid.

Time-of-use (TOU) electricity price [78] and residential home power consumption for three houses in three locations in New York [70] are used. We have hourly electricity price and base load power consumption for one year. Figure 4.4 shows load consumption on a winter day for one house and electricity price structure. We can see that there are two peak power consumption periods: 6-9am and 6-10pm. For TOU electricity price structure, price is different for different hour of the day. We can see that during the peak hours, electricity price is quite higher than that in the off-peak hours. We consider that there are 10 PV panels (peak power generation is 220W for each panel) for every house and use the irradiance data from [72] to generate the solar power generation for one year. In this chapter, we assume that every house has one EV (Honda Fit) [68] and one home based battery. The specifications for EV and home battery are shown in Table 4.1. EV data described in [122] is used to build EV arrival data for one year. We assume that both the home battery and EV battery can be charged and discharged with continuous values from zero to maximal allowed charging rate. We use the first 11 months as the training set while the remaining one month data is used as the testing set.
4.5 Experimental Results

Table 4.1 Specifications for home battery and EV

<table>
<thead>
<tr>
<th>Method</th>
<th>Capacity (kWh)</th>
<th>Maximal charging rate (kW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Home Battery</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>EV</td>
<td>20</td>
<td>6.6</td>
</tr>
</tbody>
</table>

Fig. 4.4 Base load power consumption and time-of-use electricity price

4.5.2 Operating Cost and Peak Power Reduction

The total operating cost for the test set for three houses under different control algorithms are shown in Table 4.2. We can see that the two proposed RL based control algorithms can help reduce operating cost compared with two baselines. For NFQEMS it can reduce by 6.71% of the operating cost over rule-based control and 3.93% over RLbEMS control. For
DQNEMS it can reduce by 6.91% of the operating cost over rule-based control and 4.12% over RLbEMS control.

Table 4.3 shows that both NFQEMS and DQNEMS can help reduce average of daily operating cost for all houses. However, the standard deviation of average daily operating cost is quite high. This is probably due to the fact that the base load power consumption varies from day to day.

Table 4.2 Total operating cost for different control algorithms ($USD)

<table>
<thead>
<tr>
<th>Method</th>
<th>Location 1</th>
<th>Location 2</th>
<th>Location 3</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rule based</td>
<td>401.76</td>
<td>402.46</td>
<td>216.07</td>
<td>340.10</td>
</tr>
<tr>
<td>RLbEMS</td>
<td>389.36</td>
<td>392.41</td>
<td>208.95</td>
<td>330.24</td>
</tr>
<tr>
<td>NFQEMS</td>
<td>359.29</td>
<td><strong>385.64</strong></td>
<td>206.15</td>
<td>317.27</td>
</tr>
<tr>
<td>DQNEMS</td>
<td><strong>358.36</strong></td>
<td>386.26</td>
<td><strong>205.22</strong></td>
<td><strong>316.61</strong></td>
</tr>
</tbody>
</table>

Table 4.3 Daily average operating cost for different control algorithms ($USD)

<table>
<thead>
<tr>
<th>Method</th>
<th>Location One Mean</th>
<th>Location One St.dev</th>
<th>Location Two Mean</th>
<th>Location Two St.dev</th>
<th>Location Three Mean</th>
<th>Location Three St.dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rule based</td>
<td>12.96</td>
<td>3.52</td>
<td>12.99</td>
<td>3.52</td>
<td>6.97</td>
<td>2.36</td>
</tr>
<tr>
<td>RLbEMS</td>
<td>12.56</td>
<td>3.41</td>
<td>12.66</td>
<td>3.42</td>
<td>6.74</td>
<td>2.29</td>
</tr>
<tr>
<td>NFQEMS</td>
<td>11.59</td>
<td>2.67</td>
<td><strong>12.44</strong></td>
<td>3.41</td>
<td>6.65</td>
<td>2.19</td>
</tr>
<tr>
<td>DQNEMS</td>
<td><strong>11.56</strong></td>
<td>2.67</td>
<td>12.46</td>
<td>3.42</td>
<td><strong>6.62</strong></td>
<td><strong>2.29</strong></td>
</tr>
</tbody>
</table>

Table 4.4 Daily average peak power consumption for different control algorithms (kW)

<table>
<thead>
<tr>
<th>Method</th>
<th>Location One Mean</th>
<th>Location One St.dev</th>
<th>Location Two Mean</th>
<th>Location Two St.dev</th>
<th>Location Three Mean</th>
<th>Location Three St.dev</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rule based</td>
<td>16.42</td>
<td>1.90</td>
<td>17.00</td>
<td>2.55</td>
<td>13.08</td>
<td>1.72</td>
<td>15.50</td>
</tr>
<tr>
<td>RLbEMS</td>
<td>15.30</td>
<td>1.69</td>
<td>16.32</td>
<td>2.38</td>
<td>12.29</td>
<td>1.51</td>
<td>14.77</td>
</tr>
<tr>
<td>NFQEMS</td>
<td><strong>11.02</strong></td>
<td>1.90</td>
<td>11.63</td>
<td>2.55</td>
<td><strong>8.78</strong></td>
<td>1.74</td>
<td><strong>10.48</strong></td>
</tr>
<tr>
<td>DQNEMS</td>
<td>11.12</td>
<td>1.92</td>
<td><strong>11.41</strong></td>
<td>2.73</td>
<td>9.35</td>
<td>1.78</td>
<td>10.63</td>
</tr>
</tbody>
</table>

Peak power management is crucial for smart grid stability. Table 4.4 shows the daily peak power consumption for all three houses with different control algorithms. We can see
that with proposed control algorithms, daily peak power consumption can be significantly reduced. For NFQEMS it can reduce 32.39% of daily peak power consumption over rule-based control and 29.05% over RLbEMS control. For DQNEMS it can reduce daily peak power consumption by 31.42% over rule-based control and by 27.69% over RLbEMS control. In the smart home MDP formalization, peak power is not part of the reward function. Meanwhile, electricity price structure will influence the immediate reward. This means that NFQEMS and DQNEMS can successfully learn the TOU price structure. It also suggests that TOU price structure will encourage cost-sensitive consumers to shift their deferable load to off-peak hours.

Figure 4.5 shows the EV charging, discharging and home battery energy state for house
in location 1 under DQNEMS control. We can see that EV charging is postponed from immediate charging. After EV arrival, home EMS will choose to discharge EV battery and then charge the energy back when electricity price is lower. This can help reduce the peak power consumption and operating cost. EV charging for NFQEMS is similar to Figure 4.5, EV battery discharging will be applied and charging will be postponed.

4.5.3 Enriching State Features with RNN Predictions

As presented in Section 4.4.2, we can use RNN predictions and latent representations to enrich the state features for RL algorithms. Figure 4.6 shows the operating cost for house in location 1 with original state features and with additional features of RNN predictions:
load predictions and latent representations under control of NFQEMS and DQNEMS. It can be observed that when more related useful information are added to the input, we could further reduce the total operating cost.

4.6 Chapter Summary

With recent progress in advanced meters development and the prevalence of distributed energy generation, more attention has been paid to smart residential home energy management. Meanwhile, the increasing adoption of EVs brings new challenges and opportunities for smart grid energy management. In this chapter, we show that the home energy management with EV charging can be formulated as an MDP. We propose two reinforcement learning based control algorithms: NFQEMS and DQNEMS to address it and show that home energy management can be dealt with both batch RL (off-line RL algorithm) and DQN (on-line RL algorithm). To use on-line RL algorithms, we need a simulator to interact with. We describe how to build a simulator with given historical data and battery specifications. Experiments based on real-world data show that the proposed two methods could significantly help in reducing operating cost (from 3.93% to 6.91%) as well as peak power consumption (from 27.69% to 32.39%) over two baselines. We further use the predictions of RNN and show that both the demand prediction and latent representations of RNN could help improve the performance of the proposed control algorithms. In next chapter, we will present a conclusion to summarize the major work of this thesis.
Chapter 5

Conclusion and Future Research

Fossil fuels based energy still accounts for the major part of total energy consumption: 85.0% of the world energy consumption, and 81.59% of the United States energy consumption in 2016. This has brought some serious environmental problems. Renewable energy generation and transportation electrification can help reduce the greenhouse gas emission and protect the environment. However, the increasing adoption of renewable energy and transportation electrification has brought serious challenges for the power systems. In this thesis, we aim to tackle challenges for energy management and short-term electricity load forecasting for office buildings and residential homes.

In this chapter, we summarize the main contributions, experimental results, and limitations of proposed approaches for each chapter. The potential future work of this thesis is also discussed.

5.1 Thesis Summary

In Chapter 2, we focus on tackling the challenges of office building energy management. We propose two energy management control strategies with stochastic programming framework and short-term electricity load forecasting for large office buildings. The proposed algorithms: SPLET and SAA_SPLET operate in two stages: day-ahead scheduling and real-time operation. Simulation results with real-world data demonstrate that the proposed control algorithms can provide significant reduction for building operation cost: 7.2% for SPLET and 6.9% for SAA_SPLET. It is shown that the annual total operation cost for the building could be further reduced when both vehicle batteries and stand-alone batteries
5.1 Thesis Summary

are used. The contributions in Chapter 2 are summarized as follows:

- A new energy scheduling scheme is proposed to coordinate the integration of large office buildings with PV panels, large number of EVs, day-ahead power market and time-of-use electricity to optimize the energy management for the building.

- Two computationally efficient control algorithms, Stochastic Programming and Load forecasting for Energy management with Two stages (SPLET) and Sample Average Approximation based SPLET (SAA_SPLET) are proposed which can help reduce the operating cost of the office building. The uncertainties lie in both the demand-side and supply-side: the base load power consumption, renewable energy output, EV arrival time, EV departure time, and EV arrival state of charge (SOC) are addressed in the proposed algorithms. The effectiveness of the proposed algorithms are presented with real-world data.

- EV vehicle-to-building (V2B) and stand-alone battery system are considered as countermeasures for the mismatch between day-ahead power scheduling and actual real-time demand realization.

Accurate electricity load forecasting is of significant importance for the secure and economic operation of a power system. In Chapter 3, we look into short-term electricity load forecasting for residential homes. Gradient boosting framework is used to improve electricity load forecasting accuracy. For smart grid applications, we may only have limited amount of data available for our target house while we have a large amount of data available for some other houses which is suitable for use with transfer learning. Thus, we further extend the proposed Boosting based Multiple Kernel Regression (BMKR) to transfer learning context. Simulation results show that the proposed BMKR can improve one-step ahead electricity load forecasting accuracy over linear regression and SVR for 3.3% and 3.8% on Mean Average Percentage Error (MAPE). The simulation results also show that the proposed transfer learning based algorithms can significantly improve the forecasting performance and avoid potential negative transfer for homes when only limited data available at least of 31.83% MAPE over other baselines. For Chapter 3, we have the following contributions:

- We propose a boosting based learning framework to learn regression models with multiple kernels efficiently.
• We leverage the Multiple kernel learning (MKL) models learned from other domains with transfer learning to deal with electricity demand forecasting when only limited amount of data is available.

• Negative transfer between source domains and target domain is analyzed which shows that the proposed algorithm can prevent potential negative transfer.

Energy management is a core issue for smart grid and efficient energy management can be beneficial for both consumers and utility companies. Energy management for residential homes now is attracting more attention with the development of home based storage and controllers. In Chapter 4, we propose a modeling approach to model residential home energy management with EVs as a Markov Decision Process and investigate how model-free reinforcement learning algorithms can be used for residential home energy management. We also propose a method to build a home energy simulator using historical data and knowledge of battery specifications. Simulation results show that the proposed methods can help reduce both the operating cost (from 3.93% to 6.91%) and peak power consumption (from 27.69% to 32.39%) over two baselines. Contributions for Chapter 4 are summarized below:

• We propose to formulate the home energy management, including EV charging, as a Markov Decision Process.

• The proposed algorithms: NFQEMS (Neural Fitted Q based Energy Management System) and DQNEMS (Deep Q Network based Energy Management System) are implemented for real-world residential home energy management problem.

The approaches proposed in this paper, using machine learning algorithms for electricity load forecasting and energy management, have shown their effectiveness on the given data-set. However, there are still several limitations for our methods which are described as follows. Our method proposed in Chapter 2 aims to tackle energy management for office buildings integrated with EV charging. Some uncertainties for building power consumption, EV behavior and renewable energy generation are considered. We assume that the EV arrival behavior could follow a certain distribution. This assumption could work for office buildings, since employees’ behaviors are more regular. But for commercial building, people’s behavior will be more complex and irregular.
In Chapter 3, we propose a Multiple Kernel Regression (MKR) based short-term electricity load forecasting algorithm and we further extend it to a transfer learning context. We show that we could improve short-term load forecasting with proposed kernel based K-BT MKR and model based M-BT MKR algorithms when we can use information learned from some similar source domains. The ground assumption for our transfer learning based algorithms is that: feature spaces for source domain and target domain are the same which makes homogeneous transfer learning available. However, for a more general case, feature space for source domains and target domain could be different. For example, for one house we may have more detailed power consumption data without temperature information and for the other one, we have aggregated level power consumption data and accurate temperature information. Then for this case, our proposed algorithms will not work.

In Chapter 4, we show that we can use model-free reinforcement learning algorithms to deal with home energy management with EV charging. In the proposed algorithms, we use discretized control actions for electric vehicle charging and interactions with power grid. The discretized control action setting makes our approaches have a limitation for dimensionality, notably the curse of dimensionality: the number of actions increases exponentially with the number of degrees of freedom. For example, in our setting, we have a 2-degree of freedom and four-discretized control actions system and in total our action space has $4^2 = 16$ dimensionality. If we have 8-degree freedom system, the dimensionality of action space will be: $4^8 = 65536$. This will be even worse if we need a more finer control of actions as they require a correspondingly finer grained discretization, leading to an explosion of the number of discrete actions.

Overall, the research presented in this paper is focused on high level control algorithm, more fine grained power constraints, for example: frequency control is not considered. The above described limitations show that there is still a lot of interesting research that could be done to further improve the efficiency and security of smart grid with machine learning.

### 5.2 Future Research

Some potential research directions for future work are summarized as follows:

Benefits of using transfer learning for smart grid should be further studied. In Chapter 3, we assume that the feature spaces for the source domain and target domain are the same. In some other scenarios, the feature space for source domain and target domain can
be different. Then, heterogeneous transfer could help deal with this setting. Heterogeneous transfer learning is used for scenarios where the source and target domains are represented in different feature spaces.

Besides, we assume that domain distributions for target domain and source domain are the same. If the domain distributions are not equal, then further domain adaptation will be needed. Domain adaptation process attempts to alter the distribution of the source closer to the target.

In our work in Chapter 3, we aim to transfer the learned electricity load forecasting models from source domains to target domain. Meanwhile, to learn a control policy usually will require a lot of data, especially for reinforcement learning algorithms. It would be ideal, if we could successfully transfer reinforcement learning based control policies from related source domains to target domain. For example, we can transfer the energy management control policies from some existing building with a large amount of data available to newly built buildings where little data is available.

Our work, in Chapter 4, using discretized control actions, may encounter dimensionality issues for high order freedom system. Reinforcement learning with continuous control actions could help relieve the dimensionality curse discussed in Section 5.1. We can leverage deep reinforcement learning algorithms proposed in [116, 124] to further improve energy management in the smart grid.

Most of recent deep reinforcement learning successes are only in single agent domains while many real-world applications would involve interactions between different agents and require large-scale distributed control. Large-scale and complex decision-making problems are still very challenging for RL algorithms. Hierarchy Reinforcement Learning (HRL) could help to tackle these challenges. Smart grid is a complex electrical network. From a higher level, there are hierarchy structures for power systems and many power systems are interconnected. At a lower level, for a certain neighborhood level network, there maybe many residential houses in this network. If we only consider a single home, we may realize good peak power reduction for one specific home but we may not be able to guarantee that the whole power consumption would be reasonable.

Then another interesting research direction would be using large-scale reinforcement learning based control algorithms for more complex smart grid problems. Several work [125, 126] has already been done in this field, but more in-depth studies are still needed to accelerate the learning process and improve the control performances.
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