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The problem of detennining the electromagnetic fields in a dielectric 

loaded waveguide is examined in this thesis. It is found that these fields are 

governed by the vector Helmholtz equation fonned from the axial components 

of the electric and magnetic fields, subject to non-homogeneous boundary 

conditions. A variational expression is derived for this system and its solution 

is sought by the use of the Rayleigh-Ritz procedure. The region of integration 

is divided into triangular sub-elements over each of which the trial functions 

are assumed to have the some form. The first type of polynomial trial function 

used are the general high-order interpolation polynomials and the corresponding 

finite element matrices are evaluated. The second type uses the cutoff modes 

obtained by finite element analysis as the trial functions. The analysis is im­

plemented by a general computer program and dispersion curves and field plots 

of several waveguide configurations are presented. Solutions obtained by this 

program are believed to be the most efficient and accurate presently available 

for arbitrary dielectric loaded waveguides. 
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ABSTRACT 

The problem of determining the electromagnetic fields in a 

dielectric loaded waveguide is examined in this thesis. It is found 

that these fields are governed by the vector Helmholtz equation 

formed from the axial components of the electric and magnetic fields, 

subj ect to non-homogeneous boundar.y conditions. A variational 

expression is derived for this system and its solution is sought by 

the use of the Bayleigh-Ritz procedure. The regLon of integration is 

divided into triangular sub-elements over each of which the trial 

functions are assumed to have the sarne forme The first type of 

i 

polynomial trial function used are the general high-order interpolation 

polynomials and the corresponding finite element matrices are evaluated. 

The second type uses the cutoff modes obtained by finite element analysis 

as the trial functions. The analysis is implemented by a general 

computer program and dispersion curves and field plots of several 

waveguide configurations are presented. Solutions obtained by this 

program are believed to be the Most efficient and accurate presently 

available for arbitrar.y dielectric loaded waveguides. 
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Chapter l 

INTRODUCTION 

1.1 The Nature of the Problem 

In a dielectr.l.c slab loaded waveguide, there are, enclosed in a 

qlindtriCal. metai tube, several homogeneous regioDB 0J: dUJ:erent pemitUvit7· X 
In each of these homogeneous regions, the electric and magnetic fields 

satisfy the homogeneous Helmholtz equation, subject to boundar,y conditions 

that ensure that Maxwellis equations are satisfi.~d on the boundar.l.es. 

Consequently, the electro magnetic behavior of this system May be detennined 

by solving the boundar,y value problem formed by the combination of these 

regions. 

AIl existing solutions of this problem May be classified into 

two types. Hi st 0 r.l.cally , the first class of solutions are those which attempt 

to determine analytic expressions to satisf,y the requirements posed by the 

boundaI7 value problem. Although such analytic methods have the advantage 

of being exact, the,- are restr.l.cted to simple geometrical configurations 

and do not readily yield numer.l.cal values. The second class of solution 

methods attempts to circumvent these limitations by obtaining a sequence 

of simple numer.l.cal functions that converge to the sol~tion. However, at 

the present time, all such numerical methods have at least one of the following 

shortcomings: 

(1) The sequence of approximate solutions converges too 

slowly. Hence ex:cessi ve numerical computations prohibi t 

accurate solution. 

The method cannot be adapted to ~ particular geometr,y 

or requires extensive algebraic calculation for each particular 

problemo 
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In this thesis, a numerical method is presented that does not suffer 

from thes€ deficiencies. First, in this chapter, the existing solution methods 

of the prob1em are rev1.ewed. In Chapter 2, the variational fo:nnulation of the 

prob1em is deve10ped and the general finite e1ement method applied to it. Rut, 

two distinct methods are deve10ped, one using interpolation polYnomials direct1y, 

the other emp10ying the waveguide cutoff modes as trial tunctions. The latter 

will be shawn to be an extremely efficient and acaurate lIethod for the 

analysis of die1eatr.ic 10aded waveguides of arbitrar.y shape. Fina11y, the 

computer programs needed for such analysis are presented in the appendix. 

1.2 Analytia Solution Methods 

The basis of analytia solution methods is to find a coordinate 

system in which it is possible to separate the independent variables. Then, 

with a claver choice of the field quantities, it is sometimes possible to 

cast the equations in a form from whiah the> solution mq be recognized. As 

a resul t, only the rectangular waveguide wi th paral1e1 slabs and circular 

waveguides vith concentric die1ectric regions have yie1ded analytic solutions 

[ 1,2 ] 0 These solutions are not in an accommodating form, however, because 

difficult transcendenta1 equations must be solved in order to obtain a value 

for the propagation constant. For some particular geometric and die1ectric 

configurations, the resul ts of such calculations are tabulated or presented 

graphically [2J - [6J For the case of an arbi trar.y off center E-p1ane 

die1ectrically 10aded waveguide, Eberhardt has also developed a nomogram to 

solve the transcendental equation of the non-hybrid TE modes by using a 

graphica1 procedure [6 J. 
1.3 Numerical Solution Methods 

Numerical solution methods have become increasing1y popular in 

recent years because, wi th the advent of modern computers, numerical. calculations 
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have become very eas;y to perform. In aU of these methods, the essential 

characteriatic is the tormation of a matrixaLgeuvalue equation that ia solved 

for the frequenc;y, propagation constant and fields in the waveguide. The 

Most generall1' successtul of these JIlethode, both with respect to accur&C1 

and probleJll adaptabili t;y, are those which employ variational pr.lnciples. 

The tirst general method for the solution of dielectric loaded 

vaveguidea vas reported b;y Collins and D~ [7] 0 They used the finite 

difference method to discretize the Helmholtz equation for inhOIIIogen80us 

vaveguidei and tr.l.ed to obtain the waveguide propagation constant b;y solving 

a matrlx èigenvalue equation of the fom L""-, YM,,/,. Subsequentq Hannatord 

[8] refined the method b;y determining the do~t eigeuvalue using the X 
stationarr propert;y of the Rayleigh quotient y - ~: ~ f>. other vorlcers 

have used essentially the same techniques to obtain results for dielectr.l.c 

loaded vaveguides containing a miorostrip conductor [9,10J. Hovever, fram 

a practical point of view, the fini te difference method is inefficient and 

UDNielq, when applied to dieleotric loaded vaveguides. The reason for this 

is that due to the discontinuous change in dielectric constant, a small 

mesh size must be used to get acceptable results and the corresponding 

matr.l.x eigenvalue equation is prohibitively la,rge. Furthel'lllore, when the 

matrix L is not positive definite, the successive over-relaxation technique 

used to solve tb.e matrix eigenvalue equatioD will not converge in general 

and ver:! slov solution methods JIlust be used. 

Another procedure used to obtain numerical solutions of inhoJllogeneous 

vaveguides is the use of the ~leigh~tz method to minimize var.lational 

expressions. 1'his procedure has been theoreticaU;y knovn for JI18.D;,Y ;years and 

several simple cases have been solved b;y it [1,2,11,12J. Recentq, fairq 

extensive calculations vith this method vere published b;y Thomas [13,14J 
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and by English [15 J 0 The principal part of this work is the application of 

the trial functions nrsin ma] 
r lcos me to circular waveguides and of the products 

of the sine and cosine functions to rectangular waveguideso The results 

indicate that the method produces extremely accur.ate solutions in those cases 

where the trial functions match the geomet17 of the problemo This, however, 

limits each set of trial functions to a particular geometry and produces an 

inherent inflexibility in the method because lengthy analytic expressions 

must be evaluated for each set. 

Useful. numerioal results have also been obtained with the transverse 

resonance technique. In this method, a complicated waveguide cross-section is 

divided into sections for which transverse solutions are known. The Fourier 

components of these solutions are then matched on the interface by m1n1m1z1ng 

a variational expression. Lavik and Unger [16, 17, 18] have calculated 

remarlcably good values for a rectangular guide with a dielectr.Lc insert using 

this method consider.Lng that they used only the first four Fourier components. 

A serious limitation of this method, other than the obvious geometrical one, 

is that only half of the eigenvalues are calculated, so that either the dominant 

mode or the bandwidth of the structure remains unknown. 

There are also two published reports on the application of the fin1te 

element method to dielectr.Lc loaded waveguides in the l1teratureo In one paper, 

Arlett, Bahrani. and zitewiez [19] treat dieleetric loaded waveguides in the lIN 
sarne manner as homogeneous waveguides 0 They do not mention that the eleet rie 

and magnetie fields are uncoupled only at cutoff and that for other values of 

propagation constant a more eomplicated problem must be solved. 

In the other paper, Ahmed and Daly [20] derive a very restrieted fOIm 

of the fin1te element method and dèmonstrate that the method produces very 

aecurate solutions by applying their method to a waveguide half-filled with 
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dielectrico However, their work is unnecessarily restricted to speci~ geometries 

by imposing a regular mesh spacing and is l1mited in computational efficiency 

by confin1ng their polynomial approximation to first ordero Two of the great 

advantages of the fin1te element method are the freedom to fit any polygonal 

shape by choosing arbitrary triang1ll.ar element shapes and sizes, and the 

extrelffèly accurate approximations provided by high order polynomials 0 Both 

of the se advantages are retained in the finite element formulation presented 

in this thesiso 
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Chapter 2 

MATHEMATICAL DEVELOPMEN'r OF "l'HE FIHITE BLmmN! METHOD 

2.1 Variationa1 Princip1es 

Variationa1 princip1es are extreme1y useful in the numerical solution 

methods used for. boundary value prob1ems for two reasons. They provide stationaI7 

expressions about a solution and consequent1y produce very good answers from 

approximations that would otherwise be unsatisfactory. In addition, the.y 

furnish simple criteria for establishing how the parameters in any function 

set should be chosen so that the &Dewer will be the best possible. 

For the fo110wing analysis, i twill be convenient to define as the 

scalar product of two elements <u 1 and 1 v> of a complex valued vector 

function space, a number that has the following four propertiës 
.. -: .. ~;~:.~; 

\ .... ;.~.. ',\ 

(1) (u 1 V > =' (v 1 u > 

(u 1 0 v). = a < u 1 V) for any constant a 

(.3 ) ( U 1 + U z 1 v> = <. u 1 1 V > + < Ua 1 v) 

(4) <u 1 U > ~ 0 

[21] 

(2.1a) 

(2,.10 ) 

( 2.1d) 

where equa1ity ho1ds if and only if 1 u) - O. Furthermore, define as 

.positive definite an operator A if <uIAU»O when lu>~O and as Hermitian 

(or self-adjoint for real operators) an operator if <uIAv> - <Aulv) • <uIAlv). 

Then the following theorem May be proved [21J 

Theo rem: !et A lu>=lf> 

where A is a linear positive definite, Hermitian operator and If> 

1s a given element. Then if (2.2) has a solution it is unique, and ia the 

~ one and o:tù.;y e1ement that maximizea .the funotional 

F(v) = <f 1 v> +<v 1 t) - <V IAlv> 
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Proof: (i) To prove that only one e1ement may satisfy (2.2) suppose that 

1 u,) and 1 u2> are both solutions and let 1 Z>· . 1 u, - Ur> • Then 

A 1 Z>. 0, so that <Z 1 AI Z)· O. Since A is positive defin1te, this 

imp1ies that 1 Z >. 0 or ~hat 1 u, >. 1 u2)·.,· 

(ii) '1'0 pl'OV'e that the solution of (2.2) maximizes (2.3), let 1 v>. 1 u - h>. 
Then 

Feu) - F(v) == <t 1 h)+<h 1 ç> - <h lAI u) - (uIA\h) +<h 1 A\ h) 

=<t -Aulh> + <kIt -Au) + (rdA\h) 

=<h\AI~') 

Consequent1y, if Ih) > 0 then <hIA\h}>O and F (u»F (v). 

(iii) The converse property of the theo rem is that if \ u) makes F (v) a 

maximum, then lu) is a solution of (2.2). This means that for &DY real 

parameter € and 8IIy fixed e1ement 1"1>, F(V)· F{u +E.1\.) is stationary: 

o = [d~ F (u + €'1l~E=O (2.4) 

= < ç 1 Tt> + < "lI ç ) - < 11 1 A \ u> - < u 1 A l 'Yl> 

=<f -Aul1't> + <~I f -Au) 

The sarne procedure with the e1ement 1 57j> yie1ds 

o = <.ç - Au I~) - < '11 f - Au) 

Adding this to the previous equation, there results 0 = <.ç - Au 1,>. 
S1nce I~> 1s arbitrary, it fo11ows from the fourth 

property of the scalar product that 

o = 1 ç - Au) 

Simi1ar theorems May be derived for general operators [21J , 

although it is not poSSible to guarantee that (2.2) has a unique solution. 

In pa rti cular , if the condition that A be positive defini te is removed, 

the following theorem ho1ds [21J. 
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Theorem: If A is a Hermitian· operator, the one and ooly element which 

makes the functional (2.3) stationary is the function 'v> • 1 u) where 

1 u) is the solution of (2.2). 

Proof: The proof that if F( u) is stationa17 then \ u) is the solution of 

(2.1) is identical to part (iii) of the previous theorem. The rest of the 

theorem follows from the definition of the functional (2.3) ll.nd the properties 

of the scalar product: 

[d~ F\.U+E'1~€=o=<tl'l> +<iIÇ) -(UIAI",\,> -<~IA\u) 

=<.ç-Aul~'> + <~\!f-AV.) 

= < 0 \ "1) + < ~ 10) 

= 0 

In order to solve the variational expression (2.3) approximately for the 

solution of (2.2) the Rayleigh-Ritz procedure may be used. Consider trial 

functions of the fom 

1'\ 

Iv) =2 C~lv(~ 
,~, 

where the llv ()~ are any set of linearly independent elements of the function 

space and the fez! are real nwnberso Then (2.3) will be stationary if the 

(ar ( 
expressions ~~tJ are set equal to zero. In tenns of (2.5), the functional is 

Therefore 

dF 
aCk = <Çl v'() + (Vk \ ç> - ~ C:<Vt'\A\Vk>-~ C)<V,<\A\v) , ) 

= 2 Re t < VI( 1 ~) - 4 CL <vkl A \ Vi) 1 - 0 
L 

Consequently the Eayle1gh-Ritz equations are obtained 

,k: I, ... ,n (2.6) 
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If the Ivz) are chosen so that <vZlA\ vk>· blk , the Rayleigh-Ritz 

equations simplif) to 

< Vk \ .ç) = Ck ,k=-I, ••• ,n 

and the solUtion ot (2.2) 18 

(2.8) 

Since ~ tunct10n m~ be expanded as 

ao 00 

\u)=~ IVL><V~\A\u)=~ \V;)(v,IÇ> 
~=I ';1 

it the fi Vtt} torm a complete set, 1t can be seen that the Rayleigh-Ritz 

equations merely. approximate the tirst n terms ot the exact solutiono 

In tact, it 1s not difticu1t to show that for a Hermitian operator, 

the ~leigh-R1tz procedure produces the best approximation in a 1east squares 

sense, i.e., so that 

(2.10) 

is a minimum. This norm will be a minimum when the i c; 1 are determined by 

projecting If> on to the subspace spanned by the vectors i A \vV30 
Let P be this projection op'erator. Then the projected e1ement, P \ t) , 

May be expanded in the [A 1 VZ>s 
(2.11) 

Taking the scalar product ot both sides with <Vk\ , this becomes 

which are the Rayleigh-Ritz equations for (2.2). Therefore, minimizing 

e the functional (20)) by the Rayleigh-Ritz procedure yields the best possible 

solution to (2.2) using the vectors {IV;>} 
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2.2 Boundary Conditions and Functional Formulation 

In orcier to derive a variatioDal. expression for axially uniform, 

diel.ectric loaded waveguides, the behavior of their ph1'sically realizable 

electromagnetic fields must be examined. These fields are governed by 

Maxwell t s equations and are assumed to vary sinusoidal~ in time and in the 

direction of propagation 

...:a. ......... ) wt .j.. ) (32 
H -== H ('t,y) e 

(2.13a) 

- ...... j wt + j(3 z 
E = E()(,~) e (2.13b) 

With these simplifications, the source free field equations are [22, 23J 

dEz 
(2.14&) 

= j (3 E~ jWfHx a'd 

aEz j ~ E){ SWJ'ftH\:j 
(2.14b) 

- + ax 

dE)(. ~~ 
(2.140) 

jWfHz= 38 8X 

a Hz = jWf Ex 
(2.14d) 

j (3 H~ + a'd 

a Hz = 
(2.14e) 

j ~ H)( j w€ E~ ax 
(2.14!) 

) lU f Ez = aH\:! a Hx 
ax 08 

From (2.14&) and (2.14e), it i8 evident that if E and li are complete1y z z 

Cf) known, then bJ: . and Hx can be deduced and from (2.14b) and (2.14d) that 

Ex and IIy are determined. Hence, the determination of the electromagnetic 
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field reduces essentially to finding the t'Wo quantities Ez and Hz. As a 

consequence of this, a varlational fomula containing all six field components, 

such as Beric's [24] , requires three times the necessa1'7 calculation and the 

three component fonnul.a used b7 Eng1ish [1.$] , while wch more efficient, 

still requires excessive computation. 

If the transverse field components are el1m1nated from (2.14), it 

is found that in a homogeneous reg:J..on the axial components satisf';y the 

homogeneous Helmholtz equation 

( 2.15) 

Where 

(2.16) 

(2.18) 

In order to derive an equation that May be used at a die1ectric interface, 

let 'J' and Z be orlihogonal directions tangent to the interface and let n 

be noma1 to them. 

Then, from (2.14 a,b,d,e) 

}J aHz 
"[2 an -

~ ~"Z_ 
uJk2 dJ' -

jw€jJ 
k2 E-::r 

~ w k2 EJ' 
Upon adding,this becomes 

'., 
J •• " 

. 
- J E w 'J 

(2.l9a) 

': .. 

(2.20a) 
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(2.20b) 

These two equations May be put in the concise form [2S] 

(2.21) 

Where 

(2.22) 

a~ 
The importance of this equation is that l and a'J are continuous acrOS8 

the boundary even if é and fA change discontinuously there. (That the latte~ 

is continuous may be seen from (2019b) if one recalls that ~I· E '12 and 

JAl Hnl • fA2 HM ). It may also be observed from this equation that on a metal 

boundary where E ~ and E z are zero, a Hz ia zero. 
an 

In order to be able to uae (2.21), define 

D • M ( 1 + 12 \12) 

and wrlte the wave equations for a homogeneous regLon t as 

D /'\jI) • 0 

The operator D is self-adjoint and the functional 

F (CP) = < ~I DI <1» = < CP/MI cP) + ~< cpl M'V
2 1"CP) 

(2.27 ) 

ia stationary if and only if 1 cp>. (~). 1"1') • Using a auitable integral 
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definition for the scalar product, the functional at the atationary value 

May be written as 

(2.28) 

Green's tirst theorem states that [26] 

and the functional for the union of maDiY homogeneous regions will be the 
.~ 

S1llIl of the contributions from each 

( 2.30) 

Therefore the functional for an dielectric loaded waveguide is 

FR ('f) = S"/J-rM"I' dR - 5 ~:~,,\,-rM.~"\'d~ +~~1-i"M ~ dr 
R R r ~ . 

where the integration is over the whole waveguide cross-section R and around 

all of the boundaries r of ... ~on. Using (2.21) on the boundary 

integral gives 

r~ -8i-rM~dr=5-~"IJ-r}~dr +1~~-rjfdr r r 
Consider the second integral on the right 

si de of this equation. If extemal boundaries are 

either metal, where Ez and Ey vanish, or lines of 

aymmetry, where Hz and H~ vanish, then this boundary Figure 2.1 

integl"al is zero around the external walls. FIlrthermore, it can be seen from 

Figure 2.1 that all of the internal boundaries are to be travelled twice, in 

f) opposite directions. Since the values of"" and f must be continuous, there is 

no contribution to the functional froll thil!l integral. The remaining boundary 

integral is 



~ '" :"2 '\V J a"" dr = .@.L-1 ,,Ç(J:"" ~2 - H ~z)d':S' 
t;J 'j Kt a'J' W t kt J L-z d':J' Z d'':) 

r ~ 

14 

(2.33) 

This integral contains all of the boundary conditions for dielectric loaded 

waveguides. Notice that this integral is zero on extemal boundaries and 

on internal boundaries across which kt does not change. At cutoff, i.e. when 

~ • 0, the boundary contribution to the functional is again zero and when 

it is zero, the electric and magentic fields are uncoupled. 

This line integral May be converted into a surface integral by 

using the vector identity. [26J 

f (U'\7V)· di = ) (VUX V'v). dt 
~ t 

Then, in the formaJ. scalar product notation of (2.27), the f'unctional 

expression for dielectric loaded waveguides may be written as 

where Cz is the operator producing the z component of the cross product. 

In integral notation, this equation reads 

(2.36) 

- ~ S \7 cD~t\7~ dt + 2 g ~l ~ ('7 ~x 'V<k1- âz dt 
t t 

This functional has also been independently derived by Ahmed [27J 0 

The natural boundary conditions of this functional can be obtained 

by using its stationary property about the solution to (2025) and imposing 

Ct the conditions contained in (2.21) [28, 29]. Although it may not be obvious, 

such a procedure reverses the steps used to derive the functional and, therefore, 
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will reproduce the boundary conditions that were bui1t into it. In both 

cases, the natural boundary conditions that result are homogeneous Newoann 

for a field quanti ty, ei ther E z or Hz , not specified on the boundaI7. 

2.3 The Rayleigh - Ritz Procedure 

In order to solve (2.26) by detennining the station&I7 condition 

of the functional (2.35), the Ray1eigh-- Ritz method mq be app1ied. 

As outlined in section 2.1, the procedure is to write 

rh ce) = ~ fi.- Ce) 
'+' L '+'L" 0<: eX ,y) t,-I ~ 

(2.37a) 

(2.37b) 

and set aF 
a cP~f:) 

(2.36) yie1d ~ 

and aF 
acj)~h) 

equal to zero. The first and second tenns of 

~ 

(2.38a) 

and the third and fourth give 

(2.39a) 

d r (\où (h) <Ç"" ,+.. (~) S 
'":'1 rl-.o..) j ? cp. cP· VO<t O \10<' dt = 24- '+'L "V(X;: .'VO<I< dt 
o \.VI( "} L J } " 

(2.39b) 

The last term has both derivatives 

(2.40a) 
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Therefore, the Rayleigh - Ritz equations are 

where 

Ski = j \Tr:/.,. "lX, dt 
t 

TkL = ~ C)(I<O<'t dt 
t 

16 

(2.41a) 

( 2.41b) 

These equations can be cast into matrix fom if the fo11owing vector and 

symmetric matrices are defined 

q;~ 
, · • 

2R= 
<pœ) 

l\ 

~h) 

• 

·u·" 
<1)" 

[t Sil • ... €t,. ç 1>,\ 

• 
-fu 00. 

- ~ UII'\ 2 Il 

• . 
~ · . 

V=L f S~ ••• €.t çy\~ 

k2 
-~UII " • -~ -U~" i: t 

• • · ~ 
- ~ UV\I 

... -~ ( 2046) 

)J-t Sil .... f-t S IV\ 

· . • · . • · · 
-~UII'\ _b U 

•• • ~ Y\V\ 

0 · 
foC SnI ft ~nVl 



Ët 1";. ... 
. 

8=L 
€-e Tn ... 

0 

4 T.n 
, . . 

f. t Tnn 
ft""t, 

• 

ftTI'I\ 

(" • (3 
,0 w and 

definitions, (2.41) be~omes 

17 

0 
(2.47 ) 

· .. ft 1" 
• 

••• /'À-t T"", 

For ~ value of phase velo city this is a matrix e1genvalue equation that 

May be solved for the frequency of propagation and the field distribution 

in the waveguide. In a homogeneous waveguide, or at cutoff, the off-diagonal 

matrix sections of CV are identically zero and (2.48) reduces to the 

equations used in the finite element fomul~tion of homogeneous waveguides.[30,31]. 

Therefore, with the Rayleigh- - Ritz procedure, the physical coupling of the 

electric and magnetic fields on the dielectric interface has been converted 

to the coupling between the1r corresponding matrices. 
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2.4 Tr.tangu1ar Finite Elements 

The Rayleigh - Ritz expansion that 1ed to the deve10pment of (2.48) 

has been performed with an arbitra17 set of trial fonctions t o<.t Cx, \:n1 ' 
subject onl1' to the conditions that they be 111161'11' independent and that the 

operations perfomed on them be defined. However, for each set of trial functions 

that is chosen, the integrals in (2.42) - (2.44) must be evaluated and, as a 

practical matter, it is wise to choose trial functions that minimize such 

calculations. 

The basic ide. of the finite element method is to split the reg10n 

of integration into a number of simple elements. The integration over each 

element of some particular sets of trial functions mq then be reduced to the 

evaluation of • fev parameters and the calculation of the total integral mq 

be perfomed.by a simple combination of these parameters. 

Theae fundamental elements should be chosen to possess the following 

properties: 

(1) The nwnber of parameters due to the element shap~. should be as smal1 as 

possible. 

(2) It should be possible to divide any geometrical regLon into these elements, 

at 1east approximately. 

A triangular element of arbitrary shape and size best satisries theae 

two criteria. Therefore, the trial functions used in finite e1ement arullysis 

are written in the following form 

(2.50) 

where is defined to be zero if (x,y) is not in triangle t. 

In order that trial functions of the above form be meaningful when 
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app1ied to a functional, it is necessa17 that the7 lia" eerrbimtoas derlvatives . . t~ 
of order one le •• than required in the :!'unctional they are awlied tO[32, 33 ~ ~ 
The functional derived for dielectric loaded waveguides requires one 

differentiation. Hence, the trial functions in (2..$0) must be com.inuous but 

.~ssess discontinuous derivatives. In p~sica1 terme, discontinuous 

derivatives that are not infinite along a line do not affect the value of the 

functional because it ie integrated over an area. 

In order to facilitate calculations over triangular e1ements, it 

is convenient to write (2.42) in tenna of homogeneous triangalar or trllinear 

coord:Lnatea. They are defined a8 the ratio of the distance from each side 

of a triangle to the corresponding altitude [34, 35, 36]. Each may be written 

in terma of the Carteaian coo:rà:Lnates of the three triangle verticea as 

where 

b. ... u. - VI 
~ -J ) ~k 

CL • XI< - Xl 

Xi 
A ... triangle area • 1/2 Xj 

XI< 

and are related by the re1ationship 

SI + 'Ç'2. + ~3 =- 1 

1 
1 
1 

( 2.52a) 

(2.52c) 



B;y changing the variables of different1at1on to triangular coordinates, 

(2.42) becornes [37]., 

From the prope rt1es of a triangle, 1 t 1s found that 

(20,6a) 

b~ 
L 

-\- c~ 
L 

= 

where et 1s the included angle at vertex 1. Us1ng these relationahips, 

(2.5,) May be written as 

- _\ t 
'2 " t..=1 

. 
CO+ f}. Q t.. 

L N 

where 

(2.58) 

The quanti ties are independent of &Dy 

variable that depends on triangle shape or size. Consequentl:y', the integrations 

indicated in (2.43), (2.44) and (2.,7) need to be performed only once for any 

set of triangular trial f'tlnctions. Once they are evaluated, the matrices ~ 

and §' May be assembled by performing simple arlthmetic operations for each 

element and, according to (2.,0), summing aIl of the element values. 
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Chapter .3 

SOLUTION BI INTERPOLATION POUNOMIALS 

.3.1 The Conventional Finite Element Method 

The fami1,. of po1ynomials is one of the simp1est class of functions 

to emp1o,. as approximating functions [.38] and vere the first to be app1ied to 

the fini te e1ement method [.39, .37]. It has been found that a set of complete 

polynomials May be obtained from interpolation polynomia1s and, vith such 

a formulation, m~ of the finite e1ement calculations simp1if'y. 

Polynomial expressions for the potentia1 in an e1ement are required 

to be complete in x and ,. if their fom is to be rotationa11y invariant 

[40, 37] .' A comll1ete polynomial of order N contains n • 1/2 (N + 1) (N + 2) 

terms. As a result, this must be the number of parameters for each element 

in·(2.50). It has been stated that the trial functions should be continuous 

across e1ement boundaries. In order to ensure this condition, the two 

Nth order polynomials on either side of an element edge must be made equal 

on the boundar,y. This imp1ies that (N + 1) parameters must be specified 

on each side of a triangu1ar element with the remaining 1/2(N - 1) (N - 2) 

parameters specified in the interior. Silvester [.37J found that the 

po1ynomials 

where 

p", (z) - IT, (1-.17. ;- i. + 1 ) 

Po (Z) -=: 

, '('(\ ~ \ 

satis1'y these requirements. In addition, these po1ynomials have the ver,y 

~ desirab1e pro pert y 
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O<ijk (1 j k). 1 
N, N', li 

if i, 3 ,k are integers satisfying 

i + 3 + k • N , 0 ~ i,3 ,k ~ N 

and 

<Xijk (1 !!!.~) 
N, N, N 

• 0 

if l,m,n are integers t.hat satisf'y (3.4) but have 

1 , i or m , j or n , k (:3.6) 

The regularly spaced points defined by the triangl1l.ar coordinatee 

in (3.3) thus fom an interpolation point set. The finite element trial 

.t'unctions (2.5) are completely specified fo r the polynomials (3.1) by the 
(e) 

potential values 4>.... on this interpolation point set. As a consequence 
L)" 

of this property, the coefficients in the Rayleigh - Ritz expansion which 
. V ~ 

fom the vector ëf have the usef'ul physical interpretation ot representing 1fY'J 
~~/(.. 

the potential values of regularly spaced points on each element. Rence, 

each trial .t'unction i8 completely specified by a point value, and the tems 

trial .t'unction number and point number May be used interchangeably. 

Furthemore, a very useful simplification can be made 0 Ordinarily 

the use of (2050) in (2048) results in a double swmnation over the parameters 

in each element. However, wi th interpolating polynomials only one parameter 

is non - zero in each trial function and olÜy a single summation remains for 

each element. 

The matrix elements ~i' Tki and Uki May now be evaluated for 

polynomiale approximation by using (3.1) and perfoming the indicated 

oper:ltionB. As all of the tems are polynomials, the calculations require 

the evaluation of the integrals of monomial expressions over a general 

triangtllar area. Expressed in triangular coordinates, these integrals are 

the Beta functions [41, 42J 
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S
l J1-~ 

B(m+1, n+2)· !.e,m 1 ~ n d'>" d ~ 
(n + 1) 0 0 2 '72 1 

m! n! 
• (m+n+2)! 

and tabu1ated va1uee are avai1able [43] 0 

Moreover, the matrlx e1ements 5td. and Tld. have been ueed to 

solve the homogeneoue Helmholtz equation and are therefore known and 

tabulated [ 37J for polynomial approximations up to fourth 

order. In order to evaluate the rem~~.ng e1~ent, Uki , an expression 

MUet be found for the tangential derivatives in (2044). Thie mq be 

obtained by finding the derivative of the polynomial (302) 

é!.!2!! (Z) • ~ 
dZ :r-l. 

Pm (Z) , m21 
N - i + 1 

N 

• 0 , IY\'" 0 

and ueing the re1ationship 

~p + <;q • 1 

va1id on triangular e1ement edges. Af'ter a litt le algebra, it fo11owe that 

the derivatives on the edgee May be expressed as the po1ynomia1s 

dO<o5k -Nlt, -- = 
d'JI 

N[~ 

PN (1- ?;s) 1 
N(, - ~:!.)- L -4- \ 

p~ (~») j N~!> -L + 1 

k= 0 , 

,k~o,k~N 

(3.10) 

The Uki May then be evaluated to an;y order of polynomial approximation 

and for arry triangu1ar shape by substituting this expression into (2.44) 

and integrating the resu1t around the perimeter of a triangle, using 

e triangular coordinates. Since the number of arithrnetic steps required 

... 



increases as 3~ , thia task appears at first to be quite formidable. 

Fortunately however, the elements of this matrix are antisymmetric and 

due to triangular symmetries, bebaVe~ as a group modulo three. It is also X 
apparent that the diagonal elementa and those between _two interpolation 

points not on the same side must be zero. As a resul t, the number of 

different matrix elements for each order of polynomial approximation ia 

reduced to 

1/4 (N2 + 2N + 1) if N is odd (JoUa) 

if N is even 

The U matrix values have been computed up to fourth order 

polynomial approximations and are presented in table 3.1. These 

matrices have also been independently computed by Daly [44J . Once 

the matrix element values are computed, the asaembly and solution of (2.48) 

can be easily coded and performed by an automatic digital computer. 

3.2 Computer Program and Results 

A general computer program has been written to analyze dielectrlcally 

loaded waveguides by the conventional finite element method and a listing is 

given in Appendix 1. The program requires as input only the desired values 

of phase velo city , the coordinates of the numbered triangle vertiees and 

a list of the vertex numbers for eaeh triangle. It is diffieult to aseertain 

the number of triangles that May be fed in using 100 K bytes of immediate 

access memor,y beeause this number depends on the topology of the system. 

Generally, the limit is about fifty first order triangles or about five 

fourth order elements; these estimates May be doubled if only cutofr values 

are required. or course, if for sljme reason more points were required, 

another partition of cone storage could be allocated by simply increasing 
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Table 3.1 

N • l, common denominator • 1 

o + 1 -1 
o +1 

o 

N. 2, common denominator • 3 

0 4 -4-1 0 1 
0 0 4 0 0 

0 0 0 -4 
0 4 -1 

0 4 
0 

N • 3, common denominator • 80 

0 57 -57 -24 0 24 7 
0 0 81 0 0 -24 

0 0 0 -81 0 
0 0 0 57 

0 0 0 
0 0 

0 

N • 4, common denominator • 945 

o 1472 -1472 -Bb4- 804 0)8q 0 
0 o 2112 0 0 -1024 

0 0 0-2112 0 
0 0 0 2112 

OL 0 0 
0 0 

0 

0 
0 
0 
0 
0 
0 

57 
0 

0 
0 
0 
0 
0 
0 
0 
0 

0 - 7 
0 0 
0 24 
0 0 
0 0 
0 -57 

-24 7 
81 -24 

0 57 
0 

0 -384"~:"107 - 0 0 0 +107 
0 0 384 0 0 0 0 
0 1024 0 0 0 0 -384 
0 0 -804 0 0 0 0 
0 0 0 0 0 0 0 
o -2112 0 0 0 0 804 
0 0 1472 0 0 0 0 
0 0 0 0 0 0 0 
0 0 0 0 0 0 0 

0 0 0 0 o -1472 
0 1472 -804 384 -107 

0 2112 -1024 384 
0 2112 -804 

0 1472 
0 



... 

the dimensions on the first cardo 

In the subroutine READIN, the computer generates the additional 

points required for high order polynomial approximation and renumbers aU 

of the points so that Dirichlet points are listed at the upper end of the 

vector ëf. ,. The remaining READIN functlon ls the calc'l..üation of the four 

paremeters, the area and the three included angle cotangents, necessar.y to 

specify the triangular finite element geometqo Once evaluated, the 

remaining computer memory may be cleared to allow for the fi) and !1 

matrices. 

These matrices are assembled in the subroutlne ASSEMB from 

element values contained in the block data subprogramo Since the U 

matrix sections are zero at cutoff, in this case provision is made to 

solve for the electric and magnetic fields separately with a considerable 

saving of computer time. -The only complication in the assembly routine 

is the need to interchange point numbers on the boundary where the electric 

field satisfies Dirichlet conditions and the magnetic field is Neumann, or 

vice versa. This is, however, taken care of fairly simply with the 

numbering acheme obtained from-the READIN routineo 

The matrix eigenvalue problem is solved by a procedure that 

has become fairly standard and, in fact, the routines are more or less 

borrowed from the routines used to solve the homogeneous waveguide problem 

[.31J • First, since the matrix!] is symmetric and positive definite, 

it is possible to perfonD a Choleski decomposition on !i' [45,46,47 ] 

[] • GGT 

where G is a nonsingular lower triangular matrlxo Hence (2.48) May be 

written in standard fom as 

A Z" k~ Z 



where 

A • 
-1 T-l 

G f\JG 

The Choleski de composition is performed b,y the subroutine CHOLOW and the 

inversion of G and multiplication G-lf\) G are done by the subroutines INVLOW 

and GAGT respectively. 

The solution of the matrix eigenvalue problem (.301.3) is perf'ormed 

b;y Householder tridiagonalization of the matrix A followeà by the method 

of bisection to locate the eigenvalues [45,46 ] 0 'These operations are 

performed by the subroutines TRIDIA and BISLCT 0 Although the solution 

algorithms involved are rather complicated, this procedure is the Most 

efficient method presently available for a general symmetric matrixo One 

useful advantage of this procedure, due to the Sturm sequence propert.y 

of the determinant of a tridiagonal matrix, is the ability to determine 

the value of any eigenvalue of the matrixo Since only the positive eigenvalues 

are desired in (2.48), the program determines the number of non-positive 

eigenvalues and proceeds, in Most cases, to evaluate the next fifteen. If 

no eigenvalue is positive, a message is printed and the pro gram advances 

to the next data seto 

Next, the eigenvectors of the tridiagonal matrix are detennined 

by Wielandt iteration [45J in the subroutine WIELND. As the eigenvalues 

are accurately known, a very strong dominance of the proper eigenvector over 

the others exists, and only two passes are required to achieve full accuracy. 

The subroutine REVERS then parfonns the reverse transformation to convert. 

these eigenvectors into the eigenvectors of the full matrix A. Subsequently, 
-1 

TRIMUL computes the eigenvectors de b;y using the matrix GT still stored 

~ in memory. 

The remaining subroutines given in Appendix l are needed for the 
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solution proceduredeveloped in the next chapter and will be discussed 

there. Although the)" are incorporated in this program, they do not affect 

the solution. The entire package has been molded into a unit that requires 

comparatively llttle memoI7 and perf'orms with out standing efficiency and 

accuracy. 

Dispersion curves may thus be obtained by plotting the dominant 

eigenvalue at different values of phase velocit)"o Figures 301-302 contain 

dispersion aurves obtained b)" finite e1ement analysis for some waveguide 

configurations that have been solved b.r using other methodso The values 

are remarkably good throughout the curves and an;y differenoe is attributable 

to diffioulty in reading the dispersion curves from the references" 

As with any numerical method, the question ''What is the solution 

accuracy?" must be answered. This is pemaps conceptua1ly Most easily 

accomplished by considering a rectangular waveguide divided into four 

fourth order triangles. Along the centerline the first electric mode 

(TMll ) is theoretically known to be half of a sine wave. In the finite 

element analysis, this wave is approximated b.r the best four fourth order 

polynomials possible" Clearly the difference between the two curves is 

extremely small and, due to the variational formulation, the error in the 

eigenvalue is even less 0 In fact, if the computations are perfo med on a 

computer with 24-bit maubissa, it is not possible to distinguish between 

the two, as a11 errers can be traced to round-off error [31] 0 

The field in a more complicated waveguide configuration is no 

longer a sine wave but as long as the region contains no re-entrant comers, 

it is still well-behavedo As an example, the first ten eigenvalues of the 

waveguide in Figure 302 were evaluated twice, once wi th half the number of 

triangles in complete1y different configurations, and their values.? x 
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ditf'ered only in the seventh signif'icant f'igure. The ref'o re, the accuracy 

of' the solutions obtained by f'in1te element analysis of' dielectric loaded 

wavegl1ides is l1mited by the same process that limits all computer solutions: 

round-of'f' error accumulation due to a fini te word length. 

One of' the problems encountered in plotting dispersion curves 

is the selection of' the correct eigenvalueo For values of' b less than l/c, 

all eigellV'alues are real and the dominant eigenvalue is the f'irst. An 

exception is the case of' pure Neumann boundaries, where the dominant 

eigenvalue is the second, "" • 0 being a trivial, non-physical solution of 

the Helmholtz equation in thiscase. 

At b· l/c, (2.48) is not defined; this corresponds to the case 

where k • 0 in the Helmholtz equation and the fields are govemed by Laplace's 

equation. For values of' b close to l/c only those regions with €t!At- ~oJAo 

will contribute appreciably to f\J but, so ;:Long as no overf'lows are 

encountered, (2.48) is still valid, and good results are obtained, as 

indicated by the dispersion ourves 0 

For b greater than 1/ c but less than ~lJAI the regions wi th 

€oJAo will produce negative contributions to C'IJ and usually about half of 

the resulting eigenvalues are negative. The firet real e1genvalue then 

corresponds to the dominant mode, ex:cept for some values of' ~ near €oJAo 

where sorne smaller real e1genvaluesappearo These extraneous solutions are 

troublesome and their properlies will be examined belowo 

At b • €:Vfl the same problem occurs as at S - €ofo and f'or ~ 

greater than fJJ'l, all eigenvalues are negativeo 

This behavior of' the e1genvalues can be explained theoretically 

by examining the nature of' the functional (2033)0 

~ The f'irst tem 

L S (étE~ + f'tH; ) dt 
t t 

(3.16) 
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is positive definite and the 1ast 

2:' 1 S (Gt lV"EzI2 +,JJt\\7Bz \ 2) dt 
t kt t 

is either positive semi-definite or negative semi-definite in each region, 

depending on the sign of kt. The remaining term is a boundary integral 

that, in physical terms, cannot add energy to the system. Between cutoff 

and the firet singularity, kt is a1ways positive. Bence, the solution is 

unique there, except for the case of pure Neumann boundaries where "l'. 

constant is possible. 

Slightly above the firet singu1ari ty, some values of kt are still 

positive but others are negative and the total functiona1 is indefinite. 

Consequently, in addition to the true solution, extraneous, non-physical 

solutions are possible. Although they cannot be eliminated mathematical1y, 

extraneous solutions may be detected by their non-physical behavior [12] 0 

A plot of the field solution provides a good, if somewhat tedious test, 

since the dominant field in a physical waveguide has an easi1y recognizable 

convexity. 

As the value of b is increased, the magnitudes of the positive 

contributions increase and the magnitudes of the negative ones decreaseo 

The functional never becomes definitely positive but there are, correspondingly, 

fewer extraneous solutions. 

Beyond the final singularity, all values of kt are negative and 

the operator is negative semiaodefinite. Ali eigenvalues are negative and 

free propagation in the waveguide cannot exista 

An interesting mathematical property of the matrix may be ascerlained 

by considering a waveguide in which the direction of propagation is revereedo 

Cl) Phyaically, the waveguide modes are not changed and so the eigenvalues and 

eigenvectors of the matrix must be the sarne. However, this corresponds to 
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changing the sign of è • ~ /w and, consequently, of the otf-diagonal matrix 

sections. Hence, the antisymmetric elements U}d may be assembled with the 

incorrect sign without atfecting the properties of the matrixo 

Finally, Figure .3 0.3 contains an example of the solution of a 

problem that has important practical. applications [9,10] 0 The configuration 

is a microstrip conductor on a dielectric surface and surrounded by a zero 

potential surface. 
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Figure 3.1: Nomalized phase-change coefficient as a function 
of angalar frequency for a half-filled rectangular waveguide. 
el'= 2.4, 
- Harrington [23J 0 finite element 
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Figl1re 3.3: Dispersion curve .for a microstrip conductor on a 
dielectric vith ~3.5e and surrounded by a zero potential 
rectangular box. 
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Chapter 4 

SOLUTION BI ORTHOGONAL FUNCTIONS 

4.1 Wavegaide Mode lXpansion 

A1though the conventiona1 finite e1ement method as deve10ped in 

Chapter 3 represents the first practical solution method for general 

die1ectric loaded waveguides, it has a serioue deficiency~ to obtain a 

dispersion curve, the saDIe geometric prob1em is solved Many times wi th 

no attempt to utilize previous1y computed resu1 ts. In this chapter, a 

method is deve10ped for expanding the fields ab ove cutoff in terms of 

waveguide modes. This method will be shown to be much more efficient 

for treating the inhomogeneous waveguide prob1em than the conventional 

fini te e1ement method. A general inhomogeneous waveguide program will 

a1so be described and results for sorne interesting waveguide configurations 

will be given. 

In oroer to present a conceptua1 picture of the disadvantages 

of the trial functions used in conventiona1 finite e1ement ana1ysis, 

imagine a representative first order finite e1ement trial function. One 

group of triangles rises from the bounded zero potentia1 surface to form 

,a pyramidal surface; the remainder is fiat. This trial function 1s very 

easy to work with, but unfortunate1y, 1s not very c10se1y re1ated to the 

field distributions usua11y found in waveguides. Consequent1y, maIV' such 

trial functions must be used to produce good approximations and a large 

matrix eigenva1ue pJ;.'Pb1em must be assemb1ed and solved. Furthermore, the 

finite e1ement trial functions are not orthogonal (they could be made 

orthogonal by lowering the potentia1 reference 1evel) and computationa1 

effort must be spent to assemble and decompose the S matrix. 
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In the' search to find trial functions that are more naturally 

suited to the problem, the waveguide cutoff modes appear to be the ideal 

candidates. Each mode is a continuous function that exists exactly over 

the waveguide cross-section and satisfies all of the extemal boundar,y 

conditions. For rectangular waveguides, they are products of the sine and 

cosine f'unctions, in circular waveguides the modes arè composed of 

Bessel tunctions, and for other geometric shapes the modes are composed 

of functions as yet unnarned by mathematicians. Each of these waveguide 

modes foms an orthogonal set of f'unctions. It is possible, therefore, 

to expand any f'unction in a series of waveguide cutoff modes, provided 

the function satisfies the sarne boundar,y conditions. In particular, it 

is possible to expand the electric and magnetic fields in a waveguide 

at any value of phase velo city in the cutoff modes and, because of their 

close physical relationship, relatively few cutoff modes need to be uaed. 

Their most important property, however, is the:!.:::- availability 

in the fom of finite element approximations. Since the e1ectric and 

magnetic fields are uncoupled only at cutoff, the analysis of cutoff modes 

may be performed in about one-quarter of the time and with one-quarter of 

the fast access memor,y that is required at any other value of phase velocity. 

In such a waveguide mode expansion, it is useful to consider 

their orthogonality properties [1,2,48] • A simple proof of sorne of these 

follows directly from the matrix properties of (2.48) if a complete set 

of trial f'unctions ia chosen. When (2.48) is solved, the eigenvectors ce(i), 

if properly nomalized, fom a basis in whieh S is the identity matrix 

and the diagonal elements of flJ are the eigenvalues k~. 

Consequently, the following orthogonality properties must hold for 

dielectric loaded waveguides of arbitrar.y shape: 
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(401a) 

( H<Î.) Hl.») 
J)Jt: Z z d R - b ~ 3 
R 

(4.1c) 

R 

R 

(4.1e) 

Then, taking the trial f'unctions to be waveguide cutof'f modes, (2.48) 

reduces to a matrix eigenvalue equation 1n standard form 

. ~À..(d) b~) (h) -
~ J;.. 't'. $.. - -2~' 1+-•. u· . '-Pt. ~ L) 'ft "t') t..) 

. (e) 
where ~i 1s now the potent1al value of' the (e)th mode obtained for 

point i 1n triangle t by conventional finite element analysis. The 

s~ations in this equation cannot be simp11fied and generally no element 

of th1s form of th~ ~ matrix is zero. 

A theoretical comparison with the convent1onal finite element 

method 1s possible. If 1t 1s assumed that the order of the polynomial 

approximation is the sarne in both cases, then both sets of trial functions 

o will span the sarne f'unction spaceo Since each method will produce the best 

approximation possible in that function space, it follows that the eigenvalues 

of the two procedures must be identicalo 
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Indeed, i t is easy to show that .this change of trial functiona 

represents a change of basis in the N dimensional Hilbert. space defined 

by the interpolation polynomials. A general modal matr.ix element Mpq is 

given by' 

L_ • ~ L L <p(p) M cp (q) • (<t>(p)V WlXth(q») (4.3) 
-~ t i j 1 ij j )\ ~ J 

where ~j is a matrix element for the order of the approximation considered, 

('m) is the conventional finite element assembled matr.ix for N points and 

the (q,) are N-vectors. If the (<t» are nonnalized to liN then (4.,3) May be 

written as 

Next, choose the (<1» to be eigenvectors of (M) 0 Then 

(4.,,) 

and 

I(?1?Xcp(q)) .. N (Iffl)(q,(q, GO N1>(cp(Q» 
p 

Thus, if (1$) is an eigenvector of CM) with eigenvalue ~ then <.<t» is also 

an eigenvector of (?'I?)with eigenvalue ~. 

The beauty of the mode expansion technique 1s no"W apparent 0 B;y 

expanding the fields :i,n tenns of their cutoff values, instead of some 

physically unrelated polynomials, the matrix eigenvalue equation requires 

much lees transfonnat1on to obtain the solution. Typically, if one "Works 

"With a one hundred point set, the conventional finite element method 

requires the assembly and solution this large eigenvalue problem. By comparison, 

CD in mode expansion, the highest ni net y modes make negligible contribution to 
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to the dominant eigenvalue and, consequently, the assemb1y and solution of 

only one matrix of order twenty is required. 

4.2. COR!pUter Results 
nt . ~ .... -w-

The partis of the computer program listed in Appendix 1 and not 
" 

exp1ained in Chapter 3 are designed to analyze dielectric loaded waveguides 

by the mode. expansion technique. First the program solves for the waveguide 

eut off electric and magnetic fields separate1y, using the conventional finite 

e1ement method, as out1ined in Chapter 3. These fields are normalized in 

the subroutine THOM according to (4.1a&b) and stored in the spaces vacated 

by the bulky conventional finite e1ement matrices. The computer then assembles 

the matrix in equation (4.2) for the requested values of <0 in the subroutine 

VEE using the S matrix e1ements evaluated in SMAT. The eigenva1ues are 

again evaluated by tridiagona1ization and bisection and the eigenvectors 

computed by Wie1andt iteration. On an IBM 360/75 the a.nalysis for ten 

values on a dispersion curve of an 80 point set requires about 90 seconds 

of computing time. This is at most 1/20 of the time required for the 

conventional finite element solution on the sarne point set. 

For the purpose of checking the ortihogonality of the mode solution 

obtained by finite e1ement analysis, the modal T matrix was assemb1ed for 

severa1 loaded waveguides. With the diagonal tenns norma1ized to unit Y , 

the off-diagonal tenns had values of the order of 10-'. This value is 

considered satisfactory, since the arithmetic was performed using a 24 bit 

mantissa. In tact, the eigenvalues of the full eigenva1ue problem and the 

eigenvalues computed assuming T to be the unit matrix were identical to six 

signiticapt figures. 

The other assumption made in the preceding analysis, that ot using 

~ only about the first ten cutoff modes in the analysis, a1so passed computationa1 

tests. It is found that the components of modes ten or higher in the dominant 
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eigenvector are less than 1% or its major componentso Siace a variational 

method is used, this indicates that ver'3' good values for the dominant eigenvalue 

can be obtained with this methodo 

For comparative purposes, both conventional finite element solutions 

and cutoff mode approximation solutions we:re obtained for some particular 

geometries. It is found that for MOSt of the dispersion curve, the values from 

the two methods are identical to three of four significant figures, but with 

much shorter computation times needed with the modal solution methodo 

In order to check the pro gram results with analy"tically known values 

[3], rectangular waveguides: wi th side and center slabs parallel to the E-field 

and with a side slab perpendicular to the E-field were solvedo These results 

are shown in Figures 4.1 - 403. In addition, a rectangular waveguide with a 

dielectric ridge was solved with different values of permittivityj the results 

are compared with those of Lavik and Unger (17) in Figure 4.4. Note that aU 

values are in excellent agreement. 

In addition, several waveguide configurations have been investigated 

which have not been solved previouslyo Figure 4.5 shows the dispersion 

characteristies of a rectangular waveguide with a diamond shaped dielectric 

insert and in Figure 4.6 are the dispersion characteristies of a ''maple learn 

waveguide with three dielectric inserts of different permittivitieso It can 

be seen that by varying the values of permittivity in the three regions, 

dispersion cuzves with different characteristies are obtainedo Consequently, 

the method can be used in practical applications not only to obtain the 

fields in waveguides already built, but also to design waveguides in which 

the dispersion curve has some desired forme 

The remaining figures contain contour plots showing the field 

~ variation with different values of phase velocityo 
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Figure 4.7: Field plot of the first electric mode ot cutoff for the woveguide . 
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CHAPTER 5 

CONCLUSIONS 

37 

The two finite element methods described in this thesis can be 

used to determine the electromagnetic fields in dielectric loaded wave-

guides. Both methods rely on the same variational formulation and both 

produce the best possible approximation in their respective function 

spaces. However, the mode expansion technique is more naturally suited 

to the problem and, as a result, produces field solutions with 

greater computational efficiency. 

There are two apparent drawbacks in the methods developed in 

this thesis. The first is the appearance of extraneous solutions for 

values of phase velocity where the functional is indefinite. This 

difficulty is implicit in the variational formulation of multi-dielectric 

problems and, while such solutions May be detected, they cannot be 

el1.minated from the procedure. The other is the impossibility of 

exactly modeling waveguide problems with curred boundaries by triangular 

finite elements. For such problems, good approximate solutions are 

obtained by representing a curred side by a many sided polygon; however, 

this detracts from the inherent accuracy and simplicity of the method. 

~hese difficulties notwithstanding, the general finite element 

computer program in Appendix l provides an accurate, reliable, economical 

and easy to use method to solve dielectric loaded waveguideso It is 

hoped that its use will facilitate their de~~gn and that some of the 

procedures developed in this thesis wili be extended to solve other 

problems in electromagnetic field theor,y. 

~ .',. 
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APPENDIX 1 

GENERAL FINITE ELEMENT DIELECTRIC lOADED WAVEGUIDE 
ANALVSIS PROGRAM 

THIS COMPUTER PROGRAM ANALYSES DIELECTRIC LOADED WAVEGUIDES 
BY FINITE ELEMENT METHODS. THE WAVEGUIDE CROSS-SECTION MUST 
BE DIVIDED INTO TRIANGULAR ELEMENTS, THE VERTICES OF WHICH 
ARE READ IN AS DATA. THE USER MUST ALSO SPECIFV THE VALUES OF 
DELTA = BETA/OMEGA TO BE USED AND DECIDE TO USE EITHER THE 
CONVENTIONAL FINITE ELEMENT METHOO OR THE MODAL APPROXIMATION 
METHOD. THE LATTER IS Ta BE MUCH PREFERRED SINCE IT IS ABOUT 
20 TIMES FASTER AND WILL ACtOMODATE TWICE AS MANY POINTS. 

EACH SET OF DATA MUST BE ARRANGED IN THE FOLLOWING MANNER. 
FIRST CARO: 
COLUMN 1 * THIS SYMBOL MUST APPEAR AT THE BEGINNING 

OF EACH DATA SET. 
2-41 TITLE 

45-54 SCALE FACTOR FOR X - IF BLANK, 1. IS ASSUMED 
55-64 SCALE FACTOR FOR V - IF BLANK, 1. IS ASSUMED 
65 OROER OF POLNOMIAL DESIRED - 1 THROUGH 4 ALLOWED 
69-70 NUMBER OF MODES TO BE USED - USUALLY ABOUT 10 
79-80 NUMBER OF EIGENVECTORS TO BE CALCULATED 

THE NEXT GROUP OF CARDS MUST CONTAIN THE VERTEX NUMBERS, ONE 
AT A TIME AND IN INCREASING OROER, AND THEIR CORRESPONDING 
COORDI NATES. 
COLUMN 2-5 VERTEX NUMBER 

6-15 X COORDINATE 
16-25 y COORDINATE 

THIS GROUP OF CARDS IS FOLLOWED BY A BLANK CARO AND THEN 
CARDS WITH THE TRIANGULAR INFORMATION 
COLUMNS 2-5,6-10,11-15 THREE VERTEX NUMBERS FOR EACH TRIANGLE­

30 
31 
32 

THESE MUST BE COUNTERCLOCKWISE 
THE CONSTRAINT NUMBER FOR SIDE 1-2 
THE CONSTRAINT NUMBER FOR SIDE 2-3 
THE CONSTRAINT NUMBER FOR SIDE 1-3 
THESE CONSTRAINT NUMBERS ARE: 

o FOR NO CONSTRAINT 
1 FOR METAL BOUNDARIES 
2 FOR EXTERNAL LINES OF SYMMETRY 

FIN ALLY, THE VALUES OF DELTA ARE READ IN TEN AT A TIME 
COLUMN 2,9,16, ••• ,72 1 FOR CONVENTIONAL FINITE ELEMENT AN; 

2 FOR MODAL APPROXIMATION 
4-7,11-14, ••• ,74-77 DELTA 

MORE VALUES OF DELTA MAY BE READ IN IF THE NEXT CARO HAS A 
+ IN COLUMN 1 AND THE FOLLOWING CARO HAS MORE VALUES OF DELTA. 
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1001 

:~ 
1004 

1005 
1006 

007 
OOS 
009 
010 
011 
012 
013 
014 
015 
016 
017 
OIS 
019 
020 
021 
022 
023 
024 
025 

026 
027 
:>2S 
:>29 
)30 
)31 
)32 
)33 
)34 
)35 
)36 

)37 
)38 
)39 
)40 
)41 
)42 
'43 
144 
145 
146 
)47 
148 
149 

'I; 

C 
DIMENSION AC262S),V(2628J,TC262S),DIAGC72',SUBD(72) 
DIMENSION AREA(100J,COTNG(3,100),NVTX(300),WTC2,100) 
DIMENSION WSQ(15),IDELC10J,DEL(10J,SMAT(1),E(15,1),HC15,1),W(I) 
EQUIVALENCE (AC466),SMAT(I),(V(466"H{1,lJ),(T(466),E(I,l)), 

1 (V(1"WC1)) 
COMMON T,A,V 

1 CALL READIN(AREA,COTNG,WT,NVTX,NFIT,NPTS,NFREE,NEL, 
1 NMAG,NTOTPT,NELMT,IOEl,DEl,NMODES,NVECT' 

NMODES = MINO(NMODES,15) 
NBIG = NPTS*(NPTS + 1)/2 
REWIND 1 
CALl SMATRXCSMAT,COTNG,NFIT,NPTS,NBIG,NELMTJ 
DO 30 II = 1,10 
IFC IOEL( II) .EQ.Ol GO TO 1 
IF(IDEU II).EQ.2) GO TO 7 
IVECT = NMOOES 
IFCOElCII).EQ.O.) GO TO 2 
N = 2*NFREE + NEl + NMAG 
GO TO 3 

2 N = NFREE + NMAG 
IEH = 1 

3 NERROR = N*(N + 1)/2 
IF(NERROR.GT.262S1 GO TO 50 
00 4 1 = 1,NERROR 
V( 1) = O. 

4 Tl I) = O. 
CALl ASSEMBCV,T,AREA,SMAT,WT,NVTX,NFREE,NEL,NMAG, 

1 NFIT,NPTS,NBIG,NELMT,IEH,DEL(II)) 
DO 5 1 = I,NERROR 

5 A(I1 = o. 
CALL CHOLOW(T,T,N,NERRORl 
IFCNERROR.EQ.01GO TO 6 
GO TO 51 

6 CAll INVlOWCT,N) 
CAll GAGT(A,T,V,NJ 
GO TO 8 

7 N = 2*-NMODES 
IVECT = NVECT 
CAll VEE(A,E,H,SMAT,WT,NVTX,NFIT,NPTS,NSIG,NElMT,NMODES,DEl(Il). 
WRITE(6.100) OEL(II) 

8 CALL lHIUIA(A,DIAG,SUBD,N) 
NE IGV = 15 
CAlL BISLCT(DIAG,SUBD,N,LEAST,NEIGV,WSQ) 
IFClEAST.GT.N) GO TO 52 
DO 9 J = I,NEIGV 

9 W(J) = SQRT(WSQ(J) 
lEAST = LEAST - 1 
WRITE(6,101) DEl(II),lEAST 
WRITEC6,102' (J,W(J),J=l,NEIGV) 
IVECT = MINO(IVECT,NEIGV) 
DO 21 1 = 1,IVECT 
CALL WIElND(DIAG,SUBD,N,WSQCI),W) 



0051 
0052 
0053 
0054 
0055 
0056 
0051 
0058 
0059 
0060 
0061 
0062 
0063 
0064 
0065 
0066 
0061 
0068 
0069 
0010 
0071 
0072 
0013 
0074 
0015 
0076 
0077 
0018 
0079 
0080 
0081 
0082 
0083 
U084 
0085 
0086 
0087 
0088 
0089 
0090 
0091 
0092 
0093 
0094 
0095 
0096 
0091 
0098 

-~ alol 
0102 
0103 
0104 

IV G lfVEl 1, MDC 4 MAIf\I 

CALl ~EVEPseA,SU~D,w,N' 
IF (IDELe II' .EQ.2' GO TC 20 
CAll TRIMULew,T.w,N) 
Nl = N + 1 
IFeOEleII'.NE.O.) GG TO 16 
O~ 10 J • Nl,NTOTPT 

10 w(J) = o. 
IFelEH'.EQ.2' GO TO 14 
JX = NFREE 
lEAST • NEl + N~AG 
DO 11 J = 1,lEAST 
JX = J X + 1 

11 veJ + 300' a WCJX, 
JX = NFP EE 
DO 12 J = l, NE L 
JX = J X + 1 

12 W(JX) = VeJ + NMAG + 300' 
00 13 J ,S 1, NMAG 
JX = J X +- 1 

13 W(JX) - VCJ + 300) 
wR 1 TE C 1) (W (J •• Jal. NTOT PT ) 
GO TO 21 

14 DO 15 J = 1.NTOTPT 
15 H( I,J. = W(J, 

GO TO 21 
16 LEAST = 2*NTOTPT 

DO 11 J = Nl,lEAST 
17 WeJ' • o. 

LEAST - NFREE + NEl + 1 
DO 18 J = 1,NTOTPT 

18 H(I,J' = WeJ + lEAST' 
LEAST = NFPEE + 1 
DO 19 J = lEAST,NTOTPT 

19 WeJ' = o. 
WRlfE (U (WeJ),J-l,NTCTPT' 
GO TO 21 

20 WRITE(6,103. 1 
WRIlE(6,104) eJ.wCJ' ,J=l.N) 

21 CONTINUE 
IFe IDEU II 1.EQ.2' GO TO 30 

()ATE- = 700~7 

IFCOELUIJ.NE.O •• OR. lEH .f\lE. 1) GO TO 24 
N = NF RE E + NE l 
lE H - 2 
CALL S~ATRX'SMAT,COTNG,NFIT,NPTS,NBIG,NEL~T) 
GO TO 3 

24 REWINC 1 
DO 22 1 • I,NMOOES 

12/16 

2 2 RE AD e 1) e E' l , J ) ,J = l ,N TOT P Tl 
CAlL TNORM(E,H,AREA,WT,NVTX,N~IT.NPTS,NBIG,NTnTPT,~EL~T,N~:CES' 
DO 23 1 • 1,NMOUES 
WP If E ( 6, 103) ( 
wRITEe6,104' (J,ECI,J',J=l,NTllTP'O 
wR IlE( 6, 105' 

23 WRITECt,,104) eJ.HeI,J),J=l,NTGTPT) 
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:nos 
:>106 
)~ 

~~ 
)110 
)111 
ll12 
H13 
)114 
>115 

>116 
)111 
>11S 
>119 
»120 

'121 
1122 
1123 

REWIND i. 
CALL SMATRXCSMAT,COTNG,NFIT,NPTS,NBIG,NELMTJ 

30 CONTINUE 
50 WRITE(6,1061 N,NERROR 

GO TO 1 
51 WRITE(6,101)NERROR 

GO TO 1 
52 WRITE(6,10S'OEL(II} 

GO TO 1 
100 FORMATC1H1,40X,'V MATRIX FOR DELTA =',F10.5) 
101 FORMAT(lH1,30X,'ANGULAR FREQUENCY OMEGA FOR DELTA =',F10.5/1 

1 33X,'(THERE ARE',I3,' IMAGINARY FREQUENCIES"//) 
102 FORMAT(5(I1,E13.6J) 
103 FORMAT(IH-,32X,'EIGENVECTOR NUMBER',13111 
104 FORHAT(5(I6,FI0.6») 
105 FORMAT (lH-j 
106 FORMATC'-THE MATRIX SIZE 1S TOO LARGE. ITS RANK IS'I5,' AND NEEDS 

lA DIHENS ION OF', 15. 
101 FORMATC'-CHOLOW HAS ENCOUNTEREO A NONPOSITIVE PIVIT - NUMBER',11j 
lOS FORMATC'-ALL EIGENVALUES ARE NEGATIVE - DELTA =',F10.5J 

END 

TOTAL MEMORY REQUIREMENTS 002160 BYTES 
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0001 

01 ~O 4 
0005 
:>006 
:>001 
J008 

)009 
)010 
)011 
)012 
)013 
)014 
)015 
)016 
)011 
.018 
.019 
1020 
1021 
1022 
1023 
1024 
1025 
1026 
1021 

102S 
029 
030 
031 
032 
033 
034 
035 
036 
037 
038 
039 
040 
041 
042 
043 
044 
045 
046 
047 
:>48 
:>49 
J50 

i 

C 

C 

SUBROUTINE READINCAREA,COTNG,WTS,NVTX,NFIT-,NEW,NFREE,NEl, 
1 NMAG,NPTS,NELMT,IDEl,DEl,NMODES,NVECTJ 

DIMENSION IDElCll,DELel) 
DIMENSION AREA(IJ,COTNG(3,lJ,WTSC2,1',NVTXC1J 
DIMENSION TITLE(10J,INlIST(3),KONSTR(3J 
DIMENSION XX(25J, YY(25), NEWVTX(25), NEWDIRC25J 
DIMENSION ND(800),X(800J,YC800J,WORKXCSOOJ,WORKY(SOOJ,NFR(4) 
DATA IBLANK,JSTAR,IPlUSIIH ,1H*,lH+/ 
COMMON ND,X,Y,WORKX,WORKY,XX,Yy,NEWDIR,NEWVTX,TITlE 

1 READ(5,100,END=49,ERR=501 MINO,TITLE,SCAlX,SCAly,N,NN,M 
IFCMINO.EQ.IPlUS) GO TO 31 
NFIT = N 
NMODES = NN 
NVECT = M 
IFCMINO.NE.ISTAR) GO TO 1 
IFCSCAlX.EQ.O.J SCALX = 1. 
IF(SCAlY.EQ.O.J SCAlY = 1. 
WRITEC6,lOI) TITLE 
NN = 1 

2 REAOC5,102,END=49,ERR=50JMIND,N,EX,WHY 
IFCMINO.NE.IBLANK) GO TO 50 
IFfN.lE.O) GO TO 3 
IF(N.NE.NN) GO TO 50 
NN = NN + 1 
XCN) = EX * SCALX 
yeN) = WHY * SCALY 
WRITE(6,103' N,XCNJ,YCNJ 
GO TO 2 

3 NPTS = NN - 1 
REFX = o. 
REFY = o. 
DO 7 I = 1,NPTS 
REFX = AMAXl(REFX, A6S(XCI») 
REFY = AMAX1(REFY, ASSeYCI») 

7 CONTI NUE 
REFX = REFX * 1.E-5 
REFY = REFY * 1.E-5 
DO 8 ! = 1, NPT S 

8 NDCI) = 1 
NV = 0 
NN = 0 
WRITE( 6, 104) 

4 NN = NN + 1 
READC5,105,ENO=49,ERR=50)M,INlIST,KONSTR,EX,WHY 
IFeMoNE.ISlANK) GO TO 50 
IFCINLIST(lJ.EQ.OlGO TO 14 
IF(EX.EQ.O.)EX=l. 
IF(WHY.EQ.O.)WHY=l. 
WRITEC6,106'NN,INLIST,KONSTR,EX,WHY 
DO 5 1 =1,3 

5 KONSTRCI) = KONSTR(!) + 1 
WTS(l,NN' = EX 
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:>52 

)54 
)55 
)56 
)57 
)58 
)59 
)~O 
)61 
)62 

)63 
)64 
)65 
)~6 
)67 
)68 
l69 
>70 
Hl 
>72 
>73 

H4 
115 
H6 
H7 
n8 
>79 
'80 
)81 
'82 
'83 
'84 
'85 
»86 
)87 
'88 
'89 
'90 
'91 
'92 
;93 
194 
195 
196 
197 
198 
199 

.~ 

'" 

C 

C 

C 

C 

WTS(2,NN) = WHY 

61 CAll TRIPTSeX, Y, INLIST, KONSTR, XX, VY, NEWOIR, 
1 NEWVTX, NFIT, NEW) 

DO 10 1 = 1,NPTS 
DO 9 N = l,NEW 
IFCABS(XCI) - XX(NJJ.GT.REFXJGO TO 9 
IFCABSCYCI) - YVCN»).GT.REFYJ GO TO 9 
NOel) = NDCIJ*NEWOIRCNJ 
NE WVT X C N ) = l ' 
GO TO 10 

9 CONTINUE 
10 CONTINUE 

DO 12 1 = l,NEW 
IFCNEWVTX(I).NE.OJ GO TO Il 
NPTS = NPTS + 1 
X C NP T S J = X X CI j 
YCNPTSJ = YYCIl 
NEWVTXCI) = NPTS 
No(NPTS) = NEWDIRCI) 

Il NV = NV + .1 
NVTXCNV) = NEWVTXCI) 

12 CONTINUE 
GO TO 4 

14 IF(NN.EO.IJ GO TO 50 
NELMT = NN - 1 
DO 13 I=l,NPTS 
IFCNO(J).EQ.UGO TO 13 
IF(MOOCNo(I),6).EO.OJGO TO 6 
IF(MOoCNo(!l,2.aEO.OJ NoCI) = 2 
IF(MOOCNDC!l,3}.EQ.0) NOCl) = 3 
GO TO 13 

6 NoCI) = 4 
13 CONTI NUE 

DO 15 1=1 9 4 
15 NFRC I) = 0 

DO 1..6 l=l,NPTS 
16 NFR(NoCI») = NFRCNoCI») + 1 

NN = 0 
NFREE = NFRC li 
NEL = NFR(l' + NFR(2' 
NMAG = NEL + NFR(3) 
DO 22 I=l,NPTS 
N = NoCI) 
GO TO (18,19,20,21J,N 

18 NN = NN + 1 
NoCI) = NN 
GO TO 22 

19 NFREE = NFREE + 1 
No(l) = NFREE 
GO TO 22 

12!18'. 
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LOI 
L02 

tl 
L06 
L07 
L08 
L09 
LlO 
.11 
Ll2 
.13 
.14 
.i5 
.16 
.17 
.18 
.19 
.20 
.21 
.22 
.23 
.24 

.25 

.26 

.27 

.28 

.29 

.30 

.31 

.32 
33 
.34 
.35 
36 
37 
38 
39 
40 
41 

42 
43 

44 
45 

46 
47 
48 

C 

C 

20 NE L = NE L .. 1 
NOU) = NEL 
GO TO 22 

21 NMAG = NMAG .. 1 
NOU) = NMAG 

22 CONTI NUE 
00 23 I=lvNPTS 
WORKX( I) = XCI) 

23 WORKYCIJ = yeIJ 
DO 24 1 =l,NPTS 
X(ND(I») = WORKX(IJ 

24 Y(ND(I)' = WORKY(IJ 
DO 25 l=l,NV 

25 NVTX(IJ = ND(NVTX(I)) 
WRITE(6,107J (I,X(!),Y(IJ,I=l,NPTS) 
WRITE(6,108) 
NN = -NEW 

NF = NE W - NF 1 T 
00 30 N =l,NELMT 
NN = NN + NEW 
NA = N VT X (1 +NN) 
NB = NVTXCNF + NNJ 
NC = NVTX(NEW .. NN) 
SIlE = A8S('Y(NB) - Y(NAJ1*(XCNC) - X(NA)) 

1 - (V(NC) - Y(NA)*(XCNB) - XCNA»)) 
00 26 1 = 1,3 
COTNG( I,N. = C (X(NC) - X(NA) )*(X(NB) - XCNA.) 

1 .. (V(NC) - VeNA)*(YCNBJ - YCNA)JJ/SIZE 
J = NA 
NA = NB 
NB = Ne 

26 NC = J 
AREA(N) = SIZE/2 

30 WRITE(6,109) Nt (NVTX(NN .. l),I=I,NEW) 
NFREE = NFR( U 
NEL = NFR(2) 
NMAG = NFR(3) 

31 READ(5,113} MIND, (IOELCI),DEL(I),1=1,10J 
IFIMINDoNEQIBLANK) GO TO 50 
IF(SCALXeNEoOoJ IDEL(l) = 1 
RETURN 

49 WRITE(6,112) 
STOP 

50 WRITE(6,110) 
GO TO 1 

100 FORMAT(A1,10A4,3X,2FlO.0,ll,3X,12,8X,I2) 
101 FORMATC'l v //I0X, 10A4'/ 23X, 'INPUT POINT LIST'" 4X, 

1 16X, 'NO.G, 6X, 'X', 13X, ,y", ) 
102 FORMAT CAl, 14, 2FIOQO) 
103 FORMAT(20X, 13, 2G14.6) 
104 FORMAT(CO'// 27X, 'INPUT ELEMENT LIST' " 4X, 'NO.', 

1 17X,'VERTICIEso,9X,'CONSTRAINTS', 

12/181 
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l49 

:1 
l52 

.53 

.54 

.55 

. 56 

.57 

.58 

2 3X , ' CON ST -1 " 4 X , • CONS T ~ 2 ' Il • 
105 FORMAT(Al,I4,2IS,14X,3I1,28X,2FI0.0' 
106 FORMAT(3X,I3,17X,3I3,13X,3I2,2G13.5' 
107 FORMAT(CI GI120X, 'ASSEMBLED POINT LIST'II (2X, 13, 2GI3.5, 

1 116, 2G13.5, 116, 2G13.5JJ 
108 FORMATC'ODII 28X, 'ASSEMBLED ELEMENT LIST'II 3X, 'NO.', 

1 25X, 'VERTEX NUMBERS'II. 
109 FORMAT(3X,13,13X,25I4J 
110 FORMATC'ODATAERROR'IIJ 
111 FORMATI'OELEMENT " A4, 'NOT IN LIBRARY'IIJ 
112 FORMAT(lHlJ . 
113 FORMAT(Al,11,lX,F4.0,9(lX,11,lX,F4.0J) 

END 

·OTAL MEMORY REQUIREMENTS 001222 BYTES 

l2/18~ 



lRTRAN IV G LEVEL 1, MOO 4 TRIPTS DATE = 10081 

)001 

JOt )0 
)00 
)005 
)006 
)001 
)008 
)009 
)010 

C 
1011 
)012 
)013 
1014 
'015 
1016 
1011 
1018 
1019 
1020 
1021 
1022 
1023 
1024 
1025 
1026 
1021 10 
1028 
1029 
1030 

SUBROUTINE TRIPTSIX, Y, INLIST, KONSTR, XX, YV, NEWDIR, 
1 NEWVTX, NFIT, NEW) 

OIMENSION XCI), YI1), INLIST(1), KONSTR(l) 
DIMENSION XX(1), YVel' 
DIMENSION NEWDIRCl), NEWVTX(l' 
Xl = XCINLISTelJ' 
VI = VCINlISTC1I' 
X2 = xelNLISTC2J' 
Y2 = VCINLISTC2') 
X3 = X(INLISTC3') 
Y3 = Y(INLIST(3)) 

NFI = NFIT +1 
1 = 0 
DO 10 IPP = 1,NFl 
IP = NFI - 1 pp 
NIP = IP+ 1 
DO 10 IQQ = NIP,NFI 
IQ = NF1 - 1 QO 
IR = NF1 - 10 - IP - 1 
1 = 1 + l 
XX(I} = (IP * Xl + 10 * X2 + IR * X3J / NFIT 
YYCIl = (IP *V1 .. 10 * Y2 +IR * Y3) / NFIT 
NEWVTX (1' = 0 
NEWOIRU)=1 
IFCIR.EQ.O)NEWDIRCIl = NEWDIR(I)*KONSTRCl) 
IF(IP.EQ.O) NEWDIR(IJ = NEWDIRCIJ*KONSTR(2' 
IF(IO.EQ.O) NEWDIR(I} = NEWOIR(I)*KONSTR(3) 
CONTINUE 
NEW = (NFIT + 1'*(NFIT + 2'/2 
RETURN 
END 

TOTAL MEMORY REQUIREMENTS 0004EE BYTES 

l2/l8I 
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lOI 

;1 
l05 
)06 
)01 
)08 
)09 
>l0 
>11 
>12 
)13 
)14 

>15 
n6 
>11 
)18 

'19 
120 
121 
122 
123 
124 
125 
126 
121 
128 
'29 
'30 
131 
132 
133 
134 
135 
136 
131 
138 
139 
litO 
141 
142 
143 
,44 
45 
46 
'41 
48 
49 
50 
51 
52 

i 

SUBROUTINE ASSEMBev,T,AREA,SMAT,WT.NVTX,NFREE,NEl,NMAG, 
1 NFIT,NPTS,NBIG,NElMT,IEH,OElTAJ 

DI ME NS ION AREA e 1) ,SMAT Cl J,"T e 2,1 J, NVTX Cl" V e 1) ,T Cl J 
DIMENSION NPAe41,NMAI41,NP(34J,TTC202J,UI202"Q(202J 
COMMON ITUQI NPA,NMA,NP,TT,U,Q 
IFCDElTA.NE.O. GO TO 2 
NA = NFREE + NEl 
NB = NA 
IFCIEH.EQ.1J NA = NFREE • NMAG 
IHE = MlDUEH,2' • 1 
DO 1 N = 1,NElMT 
NC = (N' - U *N·PT S 
ND = (N - 1.*NBIG 
DO 1 1= l,NPTS 
IN = NVTxeI + NC' 
IFCIEH.EQ.2' GO TO 5 
IFeIN.GT.NFREE .AND. IN.lE.NB' GO TO 1 
IFCIN.GT.NB' IN = IN - NEl 

5 DO 1 J = 1,1 . 
JN = NVTXeJ + NC' 
IFCIEH.EQ.2) GO TO 6 
IFIJN.GT.NFREE .AND.JN.lE.NB' GO TO 1 
IFeJN.GT.NB) JN = JN - NEL 

6 IF(IN.GT.NA .OR. JN.GT.NA) GO TO 1 
l = lOCATECIN,JN) 
l1 = 1*(1-- U/2 + J 
Vell = VIU + SMATCll + NDI/WTUHE,N. 
TCl' = TIll. TTIll + NMAINFIT,,*AREACN)*WTCIEH,NJ 

I CONTINUE 
RETURN 

2 NA = NFREE • NEL 
NB = NFREE + NEl + NMAG 
Ne = 2*NFREE + NEl + NMAG 
NC = NC*(NC + l'/Z 
ND = NA*(NA + 1)/Z 
DO 4 N = l, NEl MT 
IEH = (N - I,*NPTS 
IHE = (N - l)*NBIG 
COEF = WT(I,N)*WTeZ,NJ - OElTA**2 
COEFZ = DElTA/(Zo*COEF' 
II = 0 
DO 4 1 = l, NPT S 
IN = NVTX(l + IEH) 
DO 4 J = 1,1 
LI = II + 1 
JN = NVTXeJ • IEH) 
lM = HAXOIIN,JNJ 
JM = IN + JN - lM 
IF(IMoGT.NBJ GO TO 4 
IN = 1 H 
JN = JH 
IF(IN.GT.NAJ lM = IN - NEl 
IF(JNoGT.NAJ JM = JN - NEL 
L = IN*CIN - 1) 12 + JN 

12/1SJ 
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)54 
)t;5 

~t 
)59 
)60 
)61 
)6Z 
)~3 
)~4 
)(,5 
)66 
)!,1 
)~8 
)f>9 
)70 
)71 
)7Z 

lD = NO + NA*IM +IM*(IM -11/Z + JM 
lUO = Hl + NA*UM - 1) + IM*UM - 11/2 + ·JM 
lUI = N) + NA*CJM - 1) + JM*(JM - 111Z + lM 
lZ = II + IHE 
l3 = li + NMAeNFIT) 
IFCl.GT.ND) GO TO 3 
Vel' = Vell + SMATClZ)*WT(l,NI/COEF 
TCl' = Tel' + TTCl3)*AREAIN'*WTC1,NI 
IF(lO.GT.NCJ GO TO 4 
IFUN.GT.NFREE .AND. IN.lE.NAIGO TO 4 
IFeJN.GT.NFREE .AND. JN.lE.NAIGO TO 4 

3 velO' = V(lo, •. SMATClZJ*WT(Z,N'/COEF . 
TelO' = TClD) + TT(l3'*AREACNI*WTCZ,NI 
IFCl.GT.ND' GO TO 4 
VelUO) = VelUO) + Uel3)*COEFZ 
VelUI) = V(lUI) - Uel3)*COEF2 

4 CONTINUE 
RETURN 
END 

rOTAl MEMORY REQUIREMENTS 000A6A BYTES 

1Z/181 
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1001 
1002 

101 
I~O 
006 
Op1 
008 
009 
010 
011 
012 
013 
014 
015 

016 
017 

SUBROUTINE SMATRXCSMAT,COTNG,NFIT,NPTS,NBIG,NELMTI 
DIMENSION SMAT(1),COTNG(3,lJ 
DIMENSION NPA(4),NMAC4),NP(34),TTt202J,UC202"QC202' 
COMMON /TUQ/NPA,NMA,NP,TT,U,Q 
00 1 N = 1,NELMT 
K = CN - l'*NBIG 
LI = 0 
00 1 1 = 1, NPT S 
NPI = NPCI+ NPACNFIT)) 
00 1 J = 1,1 . 
NPJ = NPCJ + NPACNFIT') 
Ll = LI + 1 
L2 = LOCATECNPI,NPJ. +NMA(NFIT' 
L3 = LOCATECNPCNPI + NPACNFIT)J,NP(NPJ + NPACNFI"f))) + NMACNFIT' 

1 SMATCLl + K) = Q(LI + NMACNFIT»*COTNGC1,NJ + QCL2'*COTNGC2,NJ 
1 + Q(L3.*COTNGC3,NJ 

RETURN 
END 

TOTAL MEMORY REQUIREMENTS 00036C BYTES 
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1001 

:~ 
1004 
1005 
1006 
1007 
1008 
009 
010 
011 
012 
013 
014 
015 ' 
016 
017 
018 
019 
020 
021 
022 
023 
024 
0~5 
026 
0~7 
028 
029 
030 
031 
032 
033 
034 
035 
036 
037 
038 
039 
040 
041 

SUBROUTI NE TNORM CE ,H ,AREA,WT ,NVTX, NF Il, NPTS, NB IG, 
1 NTOTPT,NELMT,NMODESI 

DIMENSION Ee15,1)~H(15.1),AREA(I),WT'2,1),NVTXC~) 
DIMENSION SMATCl),COTNGC3,IJ 
DIMENSION NPAC41,NMA(4"NP(34),T'202"UCZ021,Q(202) 
COMMON /TUQI NPA,NMA,NP,T,U,Q 
DOUBLE PRECISION ENORM,HNORM,EOIV,HOIV 
DO 4 M = l,NMODES 
EO IV = o. 
HDIV = o. 
K = -NPTS 
DO 3 N=I,NELMT 
ENORM = o. 
HNORM = o. 
K= K + NPTS 
L = NM A ( NF 1 T ) 
00 2 1 = l, N PT S 
NI = N VT XCI + K) 
00 2 J = 1,1 
N2 = N VT X( J + K) 
L = L + 1 
ENORM = ENORM + E(M,Nl)*ECM,N21*TCL) 

2 HNORM = HNORM + HeM,NIJ*HeM,N21*TCL) 
l = NMACNFIT) 
DO 5 J = 2,NPTS 
N2 = NVTXC J + ·K' 
L=.t.+l 
JI = J - 1 
DO 5 1 = l,JI 
NI = N VT X (1 + K) 
L = L + 1 
ENORM = ENORM + ECM,NIJ*E(M,N2J*TeL' 

5 HNORM = HNORM +H'M,Nl)*HCM,N2)*TCL) 
EOIV = EDIV + ENORM*AREACN'*WT'l,N) 

3 HDIV = HDIV + HNORM*AREACN)*WT(2,NI 
EDIV = DSQRT(DABsel./EDIV)) 
HD!V = DSQRTCOABSC1./HDIV») 
DO 4 1 = 1,NTOTPT 
EeM,!) = EOIV*E(M,IJ 

4 HeM,I) = HDIV*HeM,I) 
RETURN 
END 

TOTAL MEMORY REQUIREMENTS 00067E 8YTES 

12/181 
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1001 

:ga 
'004 
OP5 
,006 
'OQ7 
008 
099 
010 
011 
012 
013 
014 
015 
016 
OJ7 
018 
019 
020 
OZl 
022 
OZ3 
024 
:iZ5 
[)26 
OZ7 
J28 
:>29 
)30 
)31 
)32 
)33 
)34 
)35 
)36 
)37 
)38 
)39 
)40 
)41 
)42 
)43 
)44 
)45 
146 
)47 
)48 
)49 
150 
151 
152 

'i 

SUBROUTI NE VEE 1 V ,E ,H ,S MAT ,WT ,NVT X,NFI T, NPTS, NB tG, 
1 NElMT,NMODES,OElTA' 

DIMENSION EC15,1),HeI5,11,WT(Z,1.,NVTXIl"Vl1),SMATCl' 
DIMENSION COEFI150l,COEFZe150' 
DIMENSION NPA(4J~NMAe4J,NP(34"TTCZ02),U(Z02J,QC202' 
COMMON COEF, COEF2 
COMMON ITUQI NPA,NMA,NP,TT,U,Q 
DOUBLE PRECISION VE,VM,VUO,VUI,TE,TM,TUO,TUI 
00 5 N = I,NELMT 
COEFCN' = WTIl,N)*WTI2,N' - OElTA**2 

5 COEF2(N. = OElTA/C2.*COEFeN). 
NO = NMOOES*(NMODES +1) 12 
00 4 Ml = I,NMODES 
00 4 M2 = l,Ml 
LP = lOCATECMl,M2J 
lO = NO + Ml*NMODES + LP 
LUO = NO + {Ml -U*NMOOES +Ml*eMl .-1112 +M2 
LUI = ND + (M2 -1) *NMOOES + M2*IM2 - 1./2 + Ml 
TE = o. 
TM = O. 
TUO = O. 
TUI = O. 
K = -NPTS 
KT = -NBIG 
00 3 N = l,NELMT 
VE = o. 
VM = o. 
vue = o. 
VUI = o. 
K = K + NPTS 
KT = KT + NBIG 
LU = NMAeNFITJ 
LT = KT 
00 1 1 = 1,NPTS 
NI = NVTX( 1 + K' 
00 1 J = 1,1 
N2 = NVTX(J + K) 

LU = LU + 1 
LT=LT+1 
VE = VE + E(M1,NIJ*E(M2,N21*SMATCLT) 
VM = VM + HeMI,Nl.*HeM2,N2J*SMATCLT) 
VUO = VUo + HeMl,Nl)*E(M2,NZJ*ueLU) 

1 VUI = VUI + HeMz,N1>*ECMl,NZ'*UCLU. 
LU = N MA (NF 1 T. 
LT = KT 
DO Z J = 2,NPTS 
N2 = NVTXeJ + KI 
LU = LU + 1 
LT=LT+I 
JI = J - 1 
DO 2 1 = l,JI 
NI = NVTX(J + KI 
LU = LU + 1 
LT=LT+I 

12/18.1 
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0054 
0055 g. 
0058 
OQ59 
0060 
D061. 
0062 
[)0(,3 
0064 
)065 
l066 
lO~7 

VE = VE + E(Ml,NlJ*E(M2,N2J*SMATCLT) 
VM = V .. + H(Ml,NU*H(M2,N2.*SMATCLT) 
VUO = VUo - HCM1,Nl)*E(M2,N2'*U(LUJ 

2 VUl·= VUI- H(M2,Nll*Eun,N2)*U(LU) 
TE = TE + WTC1,NJ*VE/COEFCNJ 
TM = TM • ~T'2,NJ*VM/COEFeN) 
TUO = TUa. ·COEF2(N.*VUO 

3 TUI= TUI .+ COEF2CNJ*VUI 
V( lP J = TE 
V(LD) = TM 
V(lUO' = TUO 

4 VeLUI) = TUI 
RETURN 
END 

TOTAL MEMORY REQUIREMENTS 0009BO BYTES 

DATE = 70087 12/18J 
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001 
OP2 

• 005 

[l06 

J07 

)08 

BLOCK DATA 
DIMENSION N(8',NN(34),ACI0ll,BCl01J,C(101',DClOl',EClOll,F(lOlJ 
COMMON ITUQ/N,NN,A;B,C,D,E,F 
DATA N/O,3,9,19,O,6,27,821 
DATA NN/3, l, 2, 6, 3, 5, l, 2, 4, 10, 6, 9, 3, 5, 8, 1. 2, 4, 7 

1 15, 10, 14, 6, 9, 13, 3, 5, 8, 12, l, 2, 4, 7, 111 
DATA AI 1402AAAAA, 140l55555, 1402AAAAA, 140155555, 140155555 * l402AAAAA, l3F888888, ZOOOOOOOO, 1402D82D8, IOOOOOOOO, 14016C16 

* l402D82D8, ZBF16CI6C, ZOOOOOOOO, IBF5B05BO, 13F888888, -18F5B05B 
* l4016Cl6C, 14016C16C, ZOOOOOOOO, Z402D82D8, IBF16C16C, IBF5B05B 
* ZOOOOOOOO, IBF16C16C, ZOOOOOOOO ,Z3F888888, l 3F2E52 E5, ·13EAF8AF * Z40l49249, Z3EAfSAf8. 13FA49249, Z40l49249, ZOOOOOOOO, ZBf73333 
* ZBF524924, Z40149249, 13F15F15F, 13F62BE2B, 13F62BE2B, 13F62BE2 * 1404AOEAO, ZOOOOOOOO, ZBF524924, lBf733333, IBF20EAOE, ·Z3F6lBE2 
* Z40l49249, Z3E6B46B4, 100000000, Z3Fl01501. 13EAF8Af8, 13F15F15 * Z3Fl07507, 13F2E52E5, Z3FI07507, ZBf524924, 18FlOEAOE, Z3FA4924' 
* Z3F62BE2B, IBF524924, l3EAF8AF8, 140l49249, 13fl07507, lBF20EAO 
* ZBF524924, IBF524924, Z3F62BE2B, Z3FA49249, IOOOOOOOO, IBF73333 * 140149249, 13E6846B4, 13F107507, 100000000, 13fl07507, 13F15F15 * l3EAF8AF8, Z3E6B4684, 10000\lOOO, l3EAF8AFS, 13F2E52E5, Z3Fl4F31 
* 13EBSEFID, 13F88EFID, 13EB8EF1D, Z3F5C778E, Z3fB8EFIO, IBE5C778 
* 18F5C778E, l8F4559AA, Z3FE4D81A, Z3E88EFlD, 13F5C718E, Z3F5C118 
* Z3FIBBD77, Z40308B91, Z8E5C778E, IBf4559AA, IBF5C778E,13E371AE: 
. DATA BI Z3FlB8D77, Z3fE4DBlA, ZOOOOOOOO, 13F317AEF, Z3F24fC9F * IBF5C778E, Z3f121E4F, Z3E49F93E, 13FB8EflD, I~EB8EFID, 13F127E4! * 18F127E4F, 13F18BD71, IBF6EF5DE, IBF377AEF, Z3F5C778E, Z4030889 * ZBEB8EFlD, 18F127E4f, 13F127E4F, lBF377AEF, IBF6Ef50E, Z3FIBBD1' 
* ZBF127E4F, lBF6EF50E, 140308B91, ZOOOOOOOO, 13F24FC9F, 13F377AEI * l3E49F93E, Z3F127E4F, IBF5C778E, Z3F127E4F, IBF127E4F, 13F5C718i 
* 13FB8EFID, IBEIF3526, lOOOOOOOO, Z8E81742E, ZBE5C778E, IBEB8EFli * ZBDDDEBBC, Z3EB8EF1D, l3EB8EFID, 18EB8EFID, IBE81742E, 13F14F311 
* ZBE8l742E, 13F24FC9F, 13F127E4F, Z8F4559AA, IBF127E4F, 13E49F931 * l3F5C778E, Z3F5C778E, l3F127E4F, 13F24FC9F, 13E88EFlO, Z3F88EFli 
* lBDDDE88C, Z3E49F93E, Z3E49F93E, 13E377AEf, ZBF317AEF, 13E377AEI * ZBF4559AA, Z3F18BD77, Z3F188D77, 18F4559AA, IBE5C778E, 18F5C7781 
* l3FE4DBIA, lBE81742E, Z3F127E4F, l3F24FC9F, Z3E49F93E, 18F127E41 
* lBF4559AA, Z3F24FC9F, l3F127E4F, 13F5C778E, l3F5C778E, lOOOOOOO~ 
* l3F377AEF, lBf5C778E, l3FB8EFID, lBEIF3526, IBE81742E, lOOOOOOOl 
* l8DDDEBBC, l8E88EFID, IBE5C778E, lBE81742E, lBE88EFID, l3EB8EF11 * Z3EB8EFID, ZBElF3526, lOOOOOOOO, lBE5C778E, Z3EB8EFID, 13F14F31~ 
. DATA CI lOOOOOOOO, l41l00000, lOOOOOOOO, lCl100000, l41100000 
* lOOOOOOOO, lOOOOOOOO, l41l55555, lOOOOOOOO, ICl155555, IOOOOOOOl * lOOOOOOOO, lC0555555, l4i1S5555, lOOOOOOOO, ZOOOOOOOO, Z00000004 
* ZOOOOOOOO, lOOOOOOOO, l41l55555, lOOOOOOOO, Z40555555, lOOOOOOO~ * lCl155555, lC0555555, Z41155555, ZOOOOOOOO, ZOOOOOOOO, Z4116CCCI 
* lOOOOOOOO, ZCl16CCCC, lOOOOOOOO, lOOOOOOOO, IC0999999, 141206661 
* lOOOOOOOO, lOOOOOOOO, IOOOOOOOO, lOOOOOOOO, lOOOOOOOO, I00000004 * ZOOOOOOOO, Z40999999, lOOOOOOOO, lC1206666, ZOOOOOOOO, 10000000I 
* lOOOOOOOO, l402CCCCC, ZC0999999, lOOOOOOOO, l4l16CCCC, IOOOOOOOI 
* lOOOOOOOO, lOOOOOOOO, IOOOOOOOO, IOOOOOOOO, IOOOOOOOO, ZOOOOOOOI 
* lOOOOOOOO, lOOOOOOOO, l4116CCCC, ZOOOOOOOO, ZOOOOOOOO, 10000000l 
* lOOOOOOOO, ZOOOOOOOO,' ZOOOOOOOO, ZOOOOOOOO, IC0999999. 141206661 
* lOOOOOOOO, lC02CCCCC, lOOOOOOOO, l40999999, lOOOOOOOO, lOOOOOOOI 
* lCl16CCCC, l402CCCCC, lC0999999, 14116CCCC, lOOOOOOOO, lOOOOOOOI 
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HO 

)11 

* Z4118EC39, ZOOOOOOOO, ZC118EC39, ZOOOOOOOO, ZOOOOOOOO, ZC009C09C 
* Z4123C23C, ZOOOOOOOO, ZOOOOOOOO, ZOOOOOOOO, ZOOooOOOO, ZOOOOOOOO * ZOOOOOOOO, ZOOOOOOOO, Z4009C09C, ZOOOOOOOO, ZC123C23C, ZOOOOOOOO 

DATA 0/ ZOOOOOOOO, ZOOOOOOOO, Z40680680, ZC111566A, ZOOOOOOOO, 
* Z4123C23C, ZOOOOOOOO, 100000000, ZOOOOOOOO, ZOOooOOOO, 100000000 
* 100000000, ZOOOOOOOO, zoooooooo, 100000000, 100000000, 100000000 * ZOOOOOOOO, zoooooooo, zoooooooo, zoooooooO,' ZOOOOOOOO, 100000000 
* ZOOOOOOOO, ZOOOOOOOO, ZOOOOOOOO, ZC0680680, ZOOOOOOOO, Z4111566A 
* ZOOOOOOOO, ZOOOOOOOO, ZC123C23C. ZOOOOOOOO, ZOOOOOOOO,ZOOOOOOOQ * ZOOOOOOOO, ZC01CFC7A, 140680680, ZOOOOOOOO, IC009C09C, 100000000 
* 100000000, Z4118EC39, ZOOOOOOOO, ZOOOOOOOO, ZOOOOOOOO, 100000000 * ZOOOOOOOO, ZOOOOOOOO, ZOOooOOOO, ZOOOOOOOO, ZOOOOOOOO, 100000000 * 100000000, ZOOOOOOOO, 100000000, ZOOOOOOOO, Z4118Ee39, ZOOOOOOOO * ZOOOOOOOO, ZOOOOOOOO, 100000000, 100000000, ZOOOOOOOO, ZOOOOOOOO * ZOOOOOOOO, 100000000, ZOOOOOOOO, iooooooOO, ZC~09C09C, Z4123C23C 
* 100000000, ZOOOOOOOO, 100000000, 100000000, ZOOOOOOOO, ZOOOOOOOO 
* 100000000, ZOOOOOOOO, 100000000, ZOOOOOOOO, 100000000, Z40680680 
* ZC111566A, 14123C23C, 100000000, Z401CFC7A, ZOOOOOOOO, Ze0680680 * ZOOOOOOOOP ZOOOOOOOO, 14009C09C, ZOOOOOOOO. 100000000, ZOOOOOOOO 
* ZC118EC39, ZC01CFe7A, Z40680680, ZC009C09C, Z4118EC39, 100000000 
. DATA El 100000000, ZOOOOOOOO, Z40800000, ZOOOOOOOO, IC080.0000, * Z40800000, ZOOOOOOOO, ZOOOOOOOO, Z41155555, ZOOOOOOOO, ZC1155555 
* Z41155555, ZOOOOOOOO, ZOOOOOOOO, ZOOOOOOOO, Z4080oo00, 10000QOOO * ZOOOOOOOO, 100000000, ZCOAAAAAA, Z41155555, ZOOOOOOOO, ZOOOOOOOO * ZOOOOOOOO, Z402AAAAA, ZCOAAAAAA, Z40800000, ZOOOOOOOO, ZOOOOOOOO 
* Z41180000, ZOOOOOOOO, 1C1180000, 1411BOOOO, ZOOOOOOOO, ze0566666 
* Z40566666, Z411BOOOO, ZOOOOOOOO, ZOOOOOOOO, ZOOOOOOOO, IC1206666 * 14140ccee, ZOOOOOOOO, Z40566666, ZC0566666, Z40566666, ZC1206666 
* Z411BOOOO, 100000000, 13F999999, ZBF999999, Z3F999999, ZOOOOOOOO 
* ZBF999999, Z406ccecc, 100000000, ZOOOOOOOO, ZOOOOOOOO, 100000000 
* ZOOOOOOOO, zoooooooo, ICOAccece, Z411BOOOO, 100000000, ZOOOOOOOO 
* 100000000, 100000000, ZOOOOOOOO, ZOOOOOOOO, Z40566666, ZC1159999 
* Z411BOOOO, 100000000, IBF999999, 13F999999, IBF999999, 100000000 
* l3F 999999, lC 0166666, 140566666, leOAccecc, Z406ecccc, lOOOOOOOO 
* lOOOOOOOO, l4121976E, lOOOOOOOO, ZC121976E, l4121976E, ZOOOOOOOO 
* lCOC3OC30, l40C30C30, l41273673, lOOOOOOOO, lOOOOOOOO, lOOOOOOOO 
* IC1208208, l415B05BO, 100000000, Z40C30C30, lCOC30e30, l4064C64C 
. DATA FI ZC1208208, Z41273673, lOOOOOOOO, Z4056B015, lC056B015, 
* ZCOA90A90, l40000000, ZC0270270, l41104104, ZOOOOOOOO, lOOOOOOOO 
* ZOOOOOOOO, l40680680, ZCOOOOOOO, Z40680680, ZC1210270, l415B05BO * lOOOOOOOO, ZOOOOOOOO, lOOOOOOOO, Z40680680, ICOOOOOOO, Z40680680 
* Z40000000, le1410410, Z415B05BO, lOOOOOOOO, lC0568015, Z4056B015 
* le0210210, Z40000000, leOA90A90, le0340340, l40000000, lC1210270 * l41104104, lOOOOOOOO, ZBFA0602B, l3FA0602B, l3FA0602B, ZC015AC05 
* l3FA0602B, l40208208, ZC015AC05, ZCOI5AC05, Z3FA0602B, Z405F10F7 
* ZOOOOOOOO, lOOOOOOOO, ZOOOOOOOO, ze011566A, Z4022Ae05, ZCOl1566A 
* ZC022AC05, l4022AC05, Z4022AC05, ze022AC05, ICOA60FC3, 141104104 
* lOOOOOOOO, lOOOOOOOO, ZOOOOOOOO, Z3FOOOOOO, ZCOIAOIAO, Z3FOOOOOO 
* l401AOIAO, lCOIAOIAO, ICOIAOIAO, 1401AOIAO, 14011BC01, lCl1F2141· 
* Z412F56F5, lOOOOOOOO, ZOOOOOOOO, ZOOOOOOOO, ZC011566A, Z4022AC05 
* lC011566A, lC022AC05, l4022AC05, l4022AC05, ZC022AC05, ZC03E0942 
* l41104104, lCIIF2741, l41104104, lOOOOOOOO, l3FA0602B, lBFA0602B! 
* l3FA0602B, lC015AC05, l3FA0602B, l3FA0602B, lC015AC05, lC015AC05 
* l40208208, l3FE1E303, lC03E0942, Z4077BC01, ZCOA60FC3, l405F10F1, 

END 
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C 

• C 
C 
C 
C 
C 
C 

C 
C 

C 
C 

C 
C 

C 
C 

C 
C 

C 
C 

C 
C 

SUBROUTINE CHOLOW(A, B, N, NONPOS) 
WAVE6 
WAVE6 
WAVE6 

THIS SUSROUTINE PERFORMS A CHOLESKI DECOMPOSITION ON THE MATRIX A WAVE6 
AND STORES THE RESULTING LOWER TRIANGULAR FACTOR IN B. BOTH MAT- WAVE6 
RICES ARE OF OROER N, AND SYMMETRIC, ONLV THE LOWER TRIANGLE ELE- WAVE6 
MENTS BEING STOREO, IN COMPRESSEO FORM BV .ROWS. IF A IS NOT POSI-WAVE6 
TIVE DEFINITE, AN IMMEDIATE RETURN OCCURS, WITH THE ERROR INDICA- WAVE6 
TOR 'NONPOS' SET TO THE NUM8ER OF THE NEGATIVE PIVOTAL ELEMENT. WAVE6 

DIMENSION ACI), 8(1) 
NONPOS :: 0 

FOR" THE FIRST THREE 
IF(A(I).LT.O.J GO TO 24 
B(11 = SQRTCA(l)) 
IF(N.EQ.I) GO TO 12 
B(2) :: A(2) / B(1) 
SUM :: AC3) - B(2)**2 
IF(SUM.LT.O.) GO TO 24 
B(3) = SQRTCSUM) 
IFCN.EQ.2) GO TO 12 
IJ = 3 

REMAINING ROWS FOLLOW 
DO 10 1:: 3,N 
II:: LOCATE U, I) 

ISTART :: LOCATE(I,l) 

ELEMENTS 

FIRST ELEMENT IN ROW 
IJ = 1 J + 1 
BCIJt = ACIJ) 1 B(l) 

ROW ELEMENTS 
LAST = 1 - 1 
00 5 J = 2,LAST 
IJ = 1 J + 1 
JJ = LOCATE ( J, J) 
JSTART = JJ - J + 1 
JENO = JJ - 1 
IK = 1 START 
SUM = o. 

UP TO DIAGONAL 

FORM ROW PRODUCT SUM 
DO 3 K = JSTART,JEND 
SUM = SUM + B(K) * B(IK) 

3 IK = 1 K + 1 

SET VALUE OF BCIJ) 
B(IJ) = (ACIJ) - SUMJ 1 B(JJ) 

5 CONTINUE 

FORH DIAGONAL ELEMENT 
LA ST = Il - 1 

WAVE6 
WAVE6 
WAVE6 
WAVE6 
WAVE6 
WAVE6 
WAVE6 
WAV!=6 
WAVE6 
WAVE6 
WAVE6 
WAVE6 
WAVE6, 
WAVE6, 
WAVE6, 
WAVE6: 
WAVE6 
WAVE6i 
WAVE6: 
WAVE6: 
WAVE6' 
WAVE6' 
WAVE6' 
WAVE6' 
WAVE6' 
WAVE6' 
WAVE6 c 

WAVE6 c 

WAVE6 C 

WAVE6~ 
WAVE11 
WAVE1( 
WAVE11 
WAVE7( 
WAVE1( 
WAVE7« 
WAVE71 
WAVE7( 
WAVE7( 
WAVE1( 
WAVE1l 
WAVE1l 
WAVE1l 
WAVE1l 
WAVE1l 
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IJ = 1 J + 1 
SUM = o. 
DO 1 K = ISTART,LAST 

CHOLOW 

1 SUM = SUM + BCKJ**2 
SUM = ACIJ) - SUM 
IFCSUM.LT.O.) GO TO 24 
BCIJI = SQRTCSUM) 

10 CONTINUE 
12 RETURN 
24 NONPOS = 1 J 

GO TO 12 
END 

40RY REQUIREMENTS 0004AC BYTES 

DATE = 10081 12/18/35' .. 

WAVE11~ 
WAVE71~ 
WAVE1l ~ 
WAVE7U 
WAVE11~ 
WAVE72( 
WAVE12] 
WAVE12;; 
WAVE72~ 
WAVE1201! 
WAVE12~ 
WAVE12~ 
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C 

fi 
C 

SUBROUTINE INVLOW(A,N' 
THIS SUSROUTINE REPLACES THE LOWER TRIANGULAR MATRIXA OF OROER N 
SY ITS INVERSE. A IS STORED SV RaNS UP TO THE DIAGONAL ,ELEMENT. 

DIMENSION Alli 
AC 1). = 1. 1 AC 1) 
00 3 M = 2,N 
Ml = M - 1 
MO = LOCATE( M, 01 
MM = MO + M 
DO 2 K = l,Ml 
SUM = o. 
IK = LOCATECK,K) 
DO 1 1-= K,M1 
MI = MO +. 1 
SUM = SUM + A(MI) * A(IK) 
AMI = A( MI ) 
AI K = AC IK) 

1 IK = 1 K + 1 
MK = MO + K 

2 ACMK) = - SUM /. A(MMI 
MK = MK + 1 

3 ACMK) = 1. 1 AIMK) 
RETURN 
END 

,ORY REQUIREMENTS 00020A BYTES 

WAVE72 
WAVE72 
WAVf=731 
WAVE73 
WAVE73, 
WAVE73: 
WAVE73' 
WAVE73! 
WAVE731 
WAVE73' 
WAVE731 
WAVE73~ 
WAVE74j 
WAVE74: 
WAVE74: 
WAVE74: 
WAVE74' 
WAVE74! 
WAVE74~ 
WAV!=74' 
WAVE741 
WAVE74~ 

WAVE75. 
WAVE75: 
WAVE75: 
WAVE75: 
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C 

• C. 
C 
C 
C 

C 

C 

C 

C 

c 

SUBROUTINE GAGTCZ, G, A, N) 

THIS SUBROUTINE PERFORMS THE MATRIX MULTIPLICATION Z = 
WHERE Z ANO A ARE SYMMETRIC MATRICES OF OROER N, AND G 
TRIANGULAR MATRIX. AlL THREE ARE STORED IN COMPRESSEO 
ROWS OF THE lOWER TRIANGLE. 

DIMENSION ZC!), AIl), 
01 ME NS ION RKJ( 115) 

00 1 J = I,N 
JO = LOCATEC J, 

00 6 K = l,N 
KO = lOCATE(K, 

TERM = 0.0 
M .:: MI NO(J,K) 
DO 1 L = 1,M 
KL = KO + L 
Jl = JO + L 

0) 

O, 

Grl) 

1 TERM = TERM + ACKL) * G(JL) 
IFCM.EQ.J) GO TO 5 
KI = K + 1 
KL.== Kl + K 
DO 4 l = K1,J 
JL = JO + l . 
TERM = TERM + A(Kl) * G(JL) 

4 KL = KL + L 
5 CONTINUE 
6 RKJ(K) = TERM 

DO 3 1 = J,N 
10 == LOCATECI, OJ 
TERM = 0.0 
DO 2 K = 1,1 
IK = 10 + K 

2 TERM = TERM + GCIKJ * RKJ(K) 
IJ = 10 + J 

3 Z(IJ' = TERM 
1 CONTINUE 

RETURN 
END 

ORY REQUIREMENTS 0005BE BYTES 

12/1S/35 

WAVE15 
WAVE15 
WAVE15 

G *A * G',WAVE15 
15 A LOWER WAVE15 
FA5HION BY WAVE16 

WAVE16 
WAVE16 
WAVE16 
WAVE16· 
WAVE16 
WAVE16, 
WAVE16' 
WAVE16: 
WAVE16 1 

WAVE1l! 
WAVE1l: 
WAVE11: 
WAVE1l: 
WAVE11 4 

WAVE11! 
WAVE111 
WAVE11i 
WAVE11~ 
WAVE11~ 

WAVE1S( 
WAVE1S1 
WAVE1S~ 
WAVE1S~ 
WAVE1S~ 
WAVE1S! 
WAVE18E 
WAVElSl 
WAVE18S 
WAVE1SCj 
WAVE19(J 
WAVE191 
WAVE192 
WAVE193 
WAVE194 
WAVE195 
WAVE196 
WAVE19-1 
WAVE198 
WAVE199 
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C 

-~ C 
C 
C 
C 
C 

C 
C 

C 
C 

C 
C 

C 
C 

C 
C 

C 
C 
C 
C 

C 
C 

C 
C 

SUSROUTINE TRIOIACA, DIAG, SUSD, N' WAVE80 
WAVE80, 

THE SYMMETRIC MATRIX A, IN COMPRESSED STORAGE SY ROWS OF ITS LOW- WAVE80: 
ER TRI j~NGLE, 1 S TRIDIAGONALISEO USING THE HOUSEHOLDER METHOD. THEWAVE80· 
DIAGONAL ELEMENTS ARE RETURNED IN ARRAY 'DI AG', THE SUSoIAGONAL 
ELEMENTS IN THE FIRST N-I LOCATIONS OF THE ARRAY 'SUSO'. THE AR­
RAY AIS REPLACED SY THE HOUSEHOLOER TRANSFORMATION VECTOR COM­
PONENTS ON RETURNING. 

DIMENSION ACI), DIAGClI, SUSDel' 

TRIDIAGONALIZE IN REVERSED SEQUENCE 
DO 7 MK = 3,N 
K = N + 3 - MK 
Kl = K - 1 

FINO ROW SUM OF SQUARES 'SIGMA' 
SIGMA = 0.0 
LOW = LOCATECK,OI 
LIMT = LOCATECK,K11 
LOWR = LaW + l 
DO 1 J = LOWR,LIMT 

1 SIGMA = SIGMA + ACJJ**2 

FIND SUSDIAGONAL ELEMENT 
AK = A'LIMT' 
SK = SIGNCSQRTCSIGMA), AKJ 
SUBDCKU = - SK 

FINO H AND CHECK FOR ZERO SUM 
IFCSIGMA.EQ.O.OI GO TO 7 
H = SIGMA + SK * AK 

FORM VECTOR U IN ROW K LOCATIONS OF A 
A'LIMTI = SK + AK 

FORM VECTOR P IN LOCATIONS OF ARRAY DIAG 
ONLV THE NECESSARY K-l LEADING CqMPo­
NENTS ARE CALCULATED. 

00 3 1 = l,K 
SUM = o. ° 
10 = LOCATECI,OI 

SUM ALONG ROW, UP TO DIAGONAL ELEMENT 
DO 2 J = 1,1 
IJ = 10 + J 
KJ = LOW + J 

2 SUM = SUM + ACIJ) * ACKJ) 
IFCI.GE.KIJ GO TO 3 

SUM DaWN l'TH COLUMN 
Il = 1 + 1 
JI = LOCAlECI,I' + 1 
00 9 J = Il, Kl 

WAVE80~ 
WAVE80j 
WAVE80' 
WAVE801 
WAVE80~ 
WAVE8l( 
WAVE811 
WAVE81~ 
WAVE81~ 

WAVE81" 
WAVE81! 
WAVE8H 
WAVE81i 
WAVE8U 
WAVE81~ 
WAVE82( 
WAVE821 
WAVE82~ 
WAVE82~ 
WAVE82~ 
WAVE82!S 
WAVE82E 
WAVE821 
WAVE8ZS 
WAVE829 
WAVE830 
WAVE831 
WAVE832 
WAVE833 
WAVE834 
WAVE835 
WAVE836 
WAVE837 
WAVE838 
WAVE839 
WAVE840 
WAVE841 
WAVE842 
WAVE843i 
WAVE844 
WAVE8451 
WAVE846 

WAVE8481 
WAVE8491 
WAVE8501 
WAVE85li 
WAVE852i 
WAVE853i 
WAVE854i 
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Ct 
C 
C 

C 
C 

C 
C 

C 
C 

C 

KJ = LOW +.J 
SUM = SUM + ACJll * ACKJ' 

9·JI = JI'+ J 
3 OIAGCI) = SUM / H 

FINO BIGK 
BIGi( = 0.0 
00 4 J = l,KI 
KJ= LOW + J 

4 BIGK = BIGK+AIKJ' * OIAG(JI 
BIGK = BIGK / C2.0 * HI 

FORM VECTOR Q IN LOCATIONS OF ARRAY OIAG 
00 5 J = l,KI 
KJ = LOW + J 

5 OIAGeJ' = OIAG(J) - 81GK * AIKJ) 

CALCULATE THE REOUCEO MATRIX A 
00 6 1= l,Kl 
10 = LOCATE(I, O, 
KI -= LOW + 1 
00 6 J = 1,1-
IJ= 10 +. J 
KJ = LOW +J 

6 ACIJ) = ACIJ) - A(KI' * OIAG(J. - A(KJ) * OIAG(I. 
1 CONTINUE 

COMPUTE OUTPUT ARRAYS 
00 8 1 = 1,N 
J = LOCATECI,I' 

8 01 AG ( 1) = A ( J » 
SU80(1) = AC21 
SU80CN. = 0.0 

RETURN 
END 

~ORY REQUIREMENTS 0006AO BYTES 

12/18/35 

WAVE85 
WAVE85 
WAVE8S' 
WAVE85 
HAVE85' 
WAVE86 ' 
WAVE86 
WAVE86, 
WAVE86: 
WAVE86 4 

WAVE86~ 
WAVf=86l 
WAVE86' 
WAVE861 
WAVE86t 

WAVE81C 
WAVE811 
WAVE81; 
WAVE87~ 
WAVE81.i 
WAVE87~ 
WAVE81~ 
WAVE811 
WAVE81~ 
WAVE81~ 
WAVE88( 
WAVE88l 
WAVE882 
WAVE883 
WAVE88~ 
WAVE88!5 
WAVE88l:l 
WAVE881 
WAVE888 
WAVE88«3 
WAVE890 
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C 
C eC 
C 
C 
C 
C 

C 
C 

C 
C 

C 
C 

C 
C 
C 
C 

C 
C 

C 
C 

SUBROUTINE BISLCTCoIAG, SUBO, N, NLEAST, NEIGV, EVALU' WAVE89, 
WAVE89 
WAVE89· 
WAVE89! 
WAVE891 
WAVE89' 
WAVE891 

RETURNS 'NEIGV' EIGENVALUES, STARTING FROM 'NLEAST', OF THE 
SYMMETRIC TRIOIAGONAL MATRIX OF OROER N, WHOSE PRINCIPAL AND 
SUBOIAGONAL ARE STOREO IN ARRAYS 'oIAG' AND 'SUBO' RESPECTIVElY. 
THE EIGENVALUES ARE RETURNEO IN ARRAY 'EVALU'. THEY.ARE ACCURATE 
TO ABOUT EIGHT ·SIGNIFICANTFIGURES. 

DIMENSION OIAGUJ, SUBOelJ, EVAlUel) 

FINO ROW NORM OF MATRIX 
RONORM = ABSCOIAGCll •• ABseSUBoCIIJ 
DO 1 K = 2,N 

1 RONORH = AMAX1C RONORM, ABSlOIAGlK'J + ABSCSU8DCKJ. 
1 )) 1 

SQUARE SUBOIAGONAL ELEMENTS TO SAVE ARI THMETIC 
DO 10 K = 1, N 
SUBOCK' = SIGNCSUBOCK.**2, SUBO(K') 

10 IF(SUBOCK •• EQ.O.OJ 'SUBD(K) = 1.E-14 * RONORM**2 

WAVE89t 

WAV~90' 
WAVE901 
WAVE90: 
WAVE90; 
WAVE904 

•. ABS(SUBOCK-IWAVE90~ 
WAVE90~ 
WAVE901 
WAVE90t 
WAVE90~ 
WAVE91 ( 
WAVE911 

FINO 'NEIGV' EIGENVAlUES, STARTING 
CAlL STURMCOIAG,SUBO,N,O.O,NSIGN) 
NLEAST = NSIGN + 1 

WITH ROW NORM BOUNOS 
WAVE91~ 
WAVE9t:: 

IFCNlEAST.GT.NJ GO TO 5 
MOST = MINOCN,NlEAST + NEIGV - 1. 
NEIGV = MOST - NLEAST + 1 
K = 0 
DO 4 1 = NlEAST, MOST 
K = K + 1 
UPPERX = RONORM 
SMALLX = - RONORM 

FINO l'TH EIGENVALUE 

30 BISECTIONS FOLLOW TO REOUCE ERROR BY 2**30 
DO 3 J = 1,30 
TRIALX = (UPPERX + SMALLXJ / 2.0 
CAlL STURMCDIAG, SUBO, N, TRIAlX, NSIGNI 
IFCNSIGN.GE.I) GO TO 2 
SMALLX = TRI ALX 
GO TO 3 

2 UPPERX = TRIAlX 
3 CONTINUE 

STORE E IGENVAlUE 
4 EVALU(KJ = (UPPERX + SMAllX) / 2.0. 

RESTORE SUBOIAGONAL ELEMENTS 
5 CONTINUE . 

0011 K= 1,N 
11 SUBDCK) = SIGNCSQRTCABSCSUBDCKJ)), SUBO(K') 

RETURN 
END 

WAVE915 
WAVE916 
WAVE917 
WAVE918 
WAVE919 
WAVE920 
WAVE921 
WAVE922 
WAVE923 
WAVE924 
WAVE925 
WAVE926 
WAVE927 
WAVE928 
WAVE929 
WAVE930' 
WAVE9311 
WAVE932 1 

WAVE9331 
WAVE934~ 

WAVE935i 
WAVE9361 

WAVE9371 
WAVE9384 
WAVE9391 
WAVE940( 
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C 

-~ C 
C 
C 
C 
C 
C 

C 

C 
C 

C 
C 

C 
C 

C 
C 

C 
C 

SUBROUTINE WIElNOCDIAG, SUBD, N,EVALU,X) 

THIS SUBROUTINE DETERMINES THE EIGENVECTOR 'X' CORRESPONOING TO 
THE EIGENVALUE 'EVALU' OF THE SYMMETRIC TRIOIAGONAL MATRIX OF OR­
OER N WHOSE PRINCIPAL AND SUBSIOIARY OIAGONAlS APPEAR IN 'DIAG' 
AND 'SUBO' RESPECTIVElY. TWO PASSES OF WIElANOT ITERATION, USING 
GAUSSIANDECOMPOSITION WITH INTERCHANGES, RETURN EIGENVECTORS OF . 
GOOD ACCURACY, 8UT NOT GENERAllY ORTHOGONAL IF MULTIPLE EIGENVA­
LUES AREENCOUNTEREO. 

WAVE94 
WAVE94 
WAVE94 
WAVE94 
WAVE94 
WAVE94 
WAVE94 
WAVE94 
WAVE95 
WAVE95 
WAVE95 
WAVE95 
WAVE95 

DIMENSION DIAGe1), SU80(1), XCl' 
DIMENSION DIAlUIO), OIA2(110), DIA3ClIO), FACTRCIlO), INTERe1l01 
LOGICAL FINISH, INTER 

ABSMAX(A, BI = SIGNCAMAX1eABS(A), B), A) 

SET UP STARTING VALUES 
RONORM = ABSCDIAGCl))+ ABSCSUBDClU 
00 1 1 = 2,N 

1 RONORM = AMAXlCRONORH, ABSCSU8DeI-1») + ABSeOIAGeI)) + 
1 ABSeSUSD(I))' 

TINY = ABSeRONORM' * l.E-8 
U = DIAGe1' - EVAlU 
V = ABSMAxeSUSDCl), TINYl 

TRIANGULAR DECOMPOSITION NOW PROOUCES 2 SUPERDIAGONALS 
NI = N - 1 
00 3 1= I,Nl 
11=1+1 

DECIDE WHETEHER 1 NT ER CHANGE 
SUB = ASSMAXCSUBDCI), TINYJ 
SUBNEX = ABSMAX(SUBOCII), TINY) 
INTERel' = ABSCSUB'.GT.ASSeU) 

IS REQUIREO 

1 F ( 1 NT ER ( 1 ») GO TO 2 

DECOMPOSITION WITHOUT INTERCHANGE 
FACTRCll) = SUB / U 
OIAUI) = U 
OIAZ(ll = V 
DIA3CI) =0. 
U = DIAG(Il) - EVALU - V * FACTR(ll) 
V = SUBNEX 
GO TO 3 

DECOMPOSITION WITH INTERCHANGE 
Z FACTRCIl' = U 1 SUB 

DIAl( 1) = SUB 
OIAZ(I) = DIAGeIll - EVALU 
DIA3(I) = SUBNEX 
U = V - FACTRCll) * DIAZCI) 
V = - FACTR(I1) * SUBNEX 

3 CONTINUE 
FINISH = .FALSE. 

REQUIRED 

WAVE95 
WAVE95 
WAVE95 
WAVE95 
WAVE95 
WtVE96' 
WAVE96 
WAVE96 
WAVE96 
WAVE96' 
WAVE96 
WAVE96, 
WAVE96' 
WAVE96i 
WAVE96' 
WAVE971 
WAVE97 
WAVE91; 
WAVE97: 
WAVE91 4 

WAVE91~ 
WAVE914 
WAVE97' 
WAVE971 
WAVE97 4 

WAVE98C 
WAVE981 
WAVE98: 
WAVE98~ 

.. WAVE98 4 

WAVE98! 
WAVE98~ 

WAVE98~ 
WAVE98~ 
WAVE98~ 
WAVE99( 
WAVE991 
WAVE994 
WAVE99~ 
WAVE99~ 

WAVE99! 
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c 

--C 
C 

c 
c 

c 
c 

OIAU NJ=U 
SET UP INITIAL.ITERATE 

DO 4 1·= I,N 
4 XC Il = 1 .. 

PERFORM BACK SUBSTITUTION 
9 XCN' = XCN' 1 ABSMAXCOIAlCNJ, TINYJ 

XCN-U = eXCN-lJ - OIAZeN-lJ *XCNU 1 ABSMAxeOIAUN-l), TINYJ 
H = XIN'**2 + XCN-lJ**2 
DO 5 KI = Z,NI 
1 = N - KI . 
XCI' = (XCI' - OIAZCI'*XCI+IJ - OIA3CI.*XCI+2') 1 A8SMAXCOIAICIJ, 

1 TINY' 
5 H = H + XCI'**Z 

H = SQRT(FLOATeN' 1 Hl 

SCALE EIGENVECTOR 
DO 6 1 .= l, N 

6 XCI' = H * X(I' 
IFCFINISH' RETURN 

FORWARD SUBSTITUTION 
DO 8 1 = 2,N 
Il = 1 - 1 
IFeINTERCI» GO TO 1 
XCI' = XCI' - FACTRCI. * XCII' 
GO TO 8 

1U=XCI1J 
X(Il,=X(I) 
X(I' = U - FACTReI) * XCII) 

8 CONTINUE 
FINISH = .TRUE. 
GO TO 9 
END 

10RY REQUIREMENTS OOl04E BYTES 

e 

WAVE99 
WAVE99 
WAVE99 
WAVE99 
WAVIOO 
WAViOO 
WAVIOO 
WAViOO 
WAVIOO· 
WAVlOO 
WAVIOO, 
WAVIOO 
WAVIOO: 
WAVI00 1 

WAVIOll 
WAVIOI: 
WAVlOI; 
WAVIOI: 
WAVlOl· 
WAVIOI! 
WAVIOII 
WAVIOI" 
WAVIOII 
WAVIOl~ 
WAVIOZ« 
WAVIOZl 
WAVIOZ4 
WAV;LOZ~ 
WAV10Z 4I 

WAV102~ 
WAVI02~ 
WAVI021 
WAV102f 
WAVI 02~ 
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C 

-~ C 
C 
C 
C 
C 

C 

C 

c 

SUBROUTINE STURM( DIAG, SUBSQ, N, TRIAlX, NEIGNI 

THIS SUBROUTINE DETERMINES THE NUMBER NEIGN OF EIGENVAlUES SMAl~ 
lER THAN 'TRIAlX' OF ,THE·TRIDIAGONAl MATRIX OFORDER N WHOSE DIA­
GONAL TERMS AND SQUARES OF SUBDIAGONAL TERMS APPEAR IN 'DIAG' AND 
'SUBSQ' RESPECTIVElY. THE MODIfIED STURM SEQUENCE METHOD IS 
USED. 

DIMENSION DI~(l', SUBSQ(lJ 

EPS = 1.E-8 
NE IGN = 0 
Q = DIAGCIJ - TRIALX 
IFCQ.lT.O.' NEIGN = 1 
IFCQ.EQ.O.' Q = ABS(DIAGe1) * EPS' 

DO 3 1= 2, N 
Q = DIAG(l) - TRIAlX - ABSCSUBSQ'I-l))/Q 
IF(Q, 2, 1, 3 

1 Q = ABSCOIAGCI-l) * EPS' 
GO TO 3 

2 NEIGN = NEIGN + 1 
3 CONTINUE 

RETURN 
END 

10RY REQUIREMENTS 000282 BYTES 

WAVII0 
WAVIIO 
WAVII0 
WAVII0 
WAVIIO 
WAVI10 
WAVlll 
WAVlll 
WAVlll 
WAVlll 
WAVlll 
WAV111 
WAV11l, 
WAV111 
WAV111; 
WAVlll' 
WAV112j 
WAV112 
WAVlI2: 
WAVl12: 
WAV112· 
WA-V112 ~ 
WAV112j 
WAVl12' 
WAV~121 
WAVl12 4 

WAVl13C 
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C 

C 
C 

C 
C 

C 
C 

10RY 

CI) 

SUBROUTINE REVERSCA, SUBO, X, NI 

THIS SUBROUTINE PERFORMS THE INVERSE HOUSEHOLDER TRANSFORMATION 
ON AN EIGENVECTOR 'X' SO AS TO 08TAIN THE CORRESPONDING EIGEN­
VECTOR OF THE ORIGINAL SYMMETRIC MATRIX OF OROER N. 

DIMENSION ACl) , XUJ, SUBOC 11 

DO 3 K = 3,N 
K1 = K - 1 

FINO THE PRODUCT U·.X 
SUM = O. 
KO = lOCATECK,OI 
00 1 J = l,KI 
KJ = KO +J 
IF'ACKJI.EQ.O.)ACKJJ=1.E-8 

1 SUM = SUM + X( J) • ACKJJ 
SUM = - SUM / CSUBOCKll • A(KJJ) 

DETERMINE TRANSFORMEO X 
00 2 J = l,Kl 
KJ = KO + J 

2 X'J) = X(JJ - SUM • A( KJ) 
3 CONTI NUE 

SCAlE VECTOR TO LENGTH N 
SUM = O. 
DO 4 J = l,N 

4 SUM = SUM + XC J) •• 2 
SUM = SQRTCFLOAT(N) / SUM) 
DO 5 J = l,N 

5 X(J' = X(JJ • SUM 
RETURN 
END 

REQUIREMENTS 00038E BYTES 

WAV103 
WAVI03 
WAVI03 
WAVI03 
WAVI03 
WAVI03 
WAVl03 
WAVI03 
WAVI03 
WAVI04 
WAVI04 
WAV104 
WAVI04 
WAVl04 
WAVI04 
WAvio4 

WAVIOt:. 
WAVI04 
WAVl04 
WAVI05 
WAVI05 
WAVI05 
WAVl05 
WAVI05 
HAVI05 
WAVI05 
WAVI05 
WAVI05 
WAV105 
WAVI06 
WAVI06 
WAVI06. 
WAVI06: 
WAVl06· 
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C 
SUBROUTINE TRIMUL(Y, A, l, NI 

WAV106~ 
WAV106i 
WAV106f 

THIS SUBROUTINE PERFORMS THE MULTIPLICATION Y = A'. l. WHERE y WAVI06~ 
AND lARE COLUMN MATRICES OF OROER N, AND'A IS LOWER TRIANGUlAR INWAVI07( 
COMPACTED STORAGE.'Y HAY OVERWRITE l. WAV101l 

DIMENSION Y(1), l(l'. A(l) 

00 2 1= l,N 
KI= LOCATE« lt I) 
SUM =' o. 
00 1 K = I,N 
SUM = SUM + A(KI~ 

1 KI= KI + K 
2 Y(l) = SUM 

RETURN 
END 

• l( KI 

WAV1014 
WAV101~ 
WAVI07.4 
WAV107! 
WAVI01~ 
WAV101i 
WAV101E 
WAvio1~ 
WAV108( 
WAVl08'l 
WAVl08~ 
WAVl08: 

'ORY REQUIREMENTS 000220 BYTES 
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C 

'~ 
C 
C 

FUNCTION LOCATEC l, J) 

THIS FUNCTION LOCATES THE POSITION IN LINEAR STORAGE OF THE CI,J) 
ELEMENT OF A SYMMElRIC MATRIX, STORED SY ROWS OF ,THE LOWER OR CO­
lUMNS OF Ils UPPER TRIANGLE. 

MJ = MAXOU, J) 
MI·= MINOCI, JI 
lOCATE = (MJ * (MJ - lH /2 + MI· 
RElURN 
END 

MORY REQUIREMENTS 00019E BYTES 

WAVI13. 
WAVl13~ 
WAVl13~ 
WAVl13~ 
WAVl13~ 
WAVl13i 
WAVl13f 
WAVl13~ 
WAVl14C 
WAVl141 
WAVl142 


