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1 .. 
Abstract 

As digital systems become widespread t the importance of error control in these sys­
tems increases. Further, sinee rnost channels cannot be realistîcally modelled by a 
simplle Binary Symmetric Channel t it is required to reliably estimate the performance 
of error control schemes on real channels. This thesis considers the analysis and sim­
ulation of a GeneraJised Hybrid ARQ Type II (GH-ARQ II) error control scheme on 
a channel modelled by the Gilbert-Elliott model. The analysis is easily extended to 
higher order systems and channels modelled by first-order Markov chaîns. The results 
indicate that the performance of the GH-ARQ II scheme improves as the error~ in 
the channel become burstier in nature and that this scheme is weIl suited to channels 
with relatively slowly varying err,- r statistics. Further, it is found that the roundtrip 
delay of the selective repeat retrfo Tlsmission strategy may affect the performance of 
this error control scheme on burst-f,l);se channcls. 



Précis 

Compte tenu que les systèmes numériques sont devenus très courants, le contrôle 
d'erreurs dans ces systèmes est une considération importante dans leur conception. 
De plus, la plupart des canaux de communications ne peuvent pas être convenable­
ment décrits par un canal symétrique binaire. Cette thèse consiste en l'analyse et la 
simulation d'un système de contrôle d'erreurs ARQ hybride généralisé type II (GH­
ARQ II) lorsque le canal est décrit par le modèle de Gilbert et Elliott. L'analyse peut 
être facilement étendue à des systèmes d'ordre supérieur et à des canaux représentés 
par des chaînes Markov de premier ordre. Les résultats démontrent que la perfor­
mance de ce système GH-ARQ II s'améliore lorsque les erreurs deviennent plus con­
centrées. De plus, le délai aller-retour dans la stratégie de retransmission peut affecter 
la performance de ce type de système de contrôle d'erreurs. 
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Chapter 1 

Introd uctiOll 

The importance of error control coding has steadily increased since its origin in the 
late 1940's. Error control coding can be used to ensure the reliability of digital sys­
tems; for example, a single error in an air traffic control system could have disastrous 
consequences. It can also be used to render digital systems more economical as in 
trellis coded modulation [7] which can transmit more information in a given band­
width t~"an uncode:l modulation. Error control coding may allow a decrease In the 
required transmission power of satellite systems whlle maintaining their reliability, 
thereby allowing doser spacing of these satellites in ge<,syn::hronous orl::it. It has also 
been sucessfully applied in tl.!e memory architecture of the Cray 1 sllpercomputer [9]. 
The reliability and capacity of this computer's mCI:1ory modules were increased by 
using a code capable of correcting one error and detecting two errors. In summary 
then, the applications of error control are varied and not restricted to communications 
systems. 

1.1 Error Control Techniques 

The basic elements of 1. typical communications systems are i1lustrated in Figure 1.1. 

The source generates the w€:ssage l whic:l is to be communicated. The transmztter 
suitably encodes this message to form the transmittfd packet 1.. This packet then 
travels through the channeJ1 which, depending upon its state, may or may not cause 
errors. The recezvcr then accepts this possibly noisy recezved packet r. and uses the 
code to correct or detect the errors that may have occurred. After the reœiver has 
decoded the received packet, its estimate of the message 1 is delivered to the sink. 

ITo distinguish it from the feedbad: channel, this channel is sometimes referred to as the forward 
c1.o.nneL 

1 
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Channel 

Feedback Channel 

Figure 1.1: Basic Elements of a Communications System 

If the communications system is to be useful, the message at the source 1 should be 
the same as th(' message at the sink l with high probability2. The feedback channel 
allows the receiver to send messages back to the transmitter. Depending upon the 
type of error control scheme and protocol, it may or may not be present; if it is, it 
may be the same as the forward channel. 

The performance of a communications system is measured by two quantities: through­
put efficzency and relzabzlzty. The definition of throughput efficiency, or simply 
throughput, varies according to the type of the analysis. In this context,3 it 1S defined 
to be the ratio of the number of message bits accepted by the receiver to the total 
number of bits transmitted. Il measures, in a sense, the overhead4 that is required 
to communicate the message. The reliability, or probability of undetected error, of 
the system 1S the probability that the receiver ù.elivers a message containing errors to 
the data sink. '!'he goal when designmg a commUnICatIOns system is to make it as 
efficient as possible while maintair.ing an acceptable rehability Usually there is sorne 
tracleoff between throughput and reliability; a highly reliable sy::item tends to have 
low throughput (high overhead), while a highly efficient (low overhead) system tends 
to be less reliable. This idea translates into two classes of communicatIOns systems: 
Forward Error Correction (FEe) anè AuLomatic Repeat Reyuest (ARQ). 

The Forward Error Correctzon technIque encodes the essage l with a code that the 
receiver will use to correct the errors that may have occurred during transmission. If 
the receiver is unable to correct the errors in the received packet, the decoded mes­
sage l will contain errors. Consequently, the throughput efficiency of this scheme is 

:lSome systems ale less sensitive to errors tl,an are others For example, a voice system may be 
able to ioleraie a limiied frequency of errors without a significant quality degradation, while a data 
system probably cannot tolerate a single error. 

3In other contexts, the throughput efficiency is defined to be the number of transmitted bits ;>er 
unit time. 

"The overhead is understood to comprise two components' the parity bits required for error 
correction or detedion and the number of rehansmiiiSions that might be request'!d by the receiver 
via a feedback channel. 
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constant and equal to the rate of the code (the ratio of the number of information 
bits to the total number of encoded bits). However, sinee the code is only capable 
of correcting a given number of errors, its reliability deteriorates as the channel con­
ditions worscn. This scheme does not require the feedback channel and may be th~ 
only choice when no s1lch channel is available. 

The receiver of an A 'I1tomatzc Repcat Rcqucst system uses the coding to detect the 
presence of crrors In the rcceived packet If errors are detected, the receiver will dis­
card the rcceivcd packet and will rcqucst that the transmitter retransmlt the encoded 
message L TlllS request is achieved by sending a ncgative acknowledgement message, 
or NAK, through the feedback channel 1.0 the transmitter. Otherwise, if the reeeiver 
does not dctBct errors in the reccived packet, it sends a positive acknowledgement 
message, or ACK, to t,he t.ransmitter and dehvers the recovered message l to the data 
sink. The rccciver will continue 1.0 request that the packet { be retransmitted until it 
fails to detcct t.he presence of errors in the received packet T.... Note that the receiver 
may deliver an erroneous message to the sink if the numbel of errors in the received 
packet exceeds the code's error detection capability. Since a given code is capable 
of detectmg more errors than it can correct, the reliability of the ARQ scheme is 
higher than that of a comparable FEC scheme, This cornes at the expense of a lower 
throughput eillciency, sinee the ARQ scheme may require more than olle transmission 
to communicate a message L Interestingly, Shannon showed that use of a feedback 
channel does not increase the capacity of a memoryless forward channel, but can in­
crease its reliability al. aIl rates belov: the channel's capacity [45]. AIso, it is usually 
assumed that the feedback channel is noiseless, so that the messages from the receiver 
to the transmit ter are always correctly communicated. 

In summary, the throughput efficiency of FEe systems is constant and usually greater 
than that of ARQ systems (provicled they use the same code), but this cornes at the 
expense of lowcr rcliabihty (hlgher probability of undetected error), especially when 
the channel conditions are poor. For a given code and packet length, the complexity 
of error corredion is greater than that of error detection. However, sinee the ARQ 
system reqU1rcs additional circuitry to support the feedback channel as weIl as one of 
the retransmlsswn strategzes discussed in Section 1.3, ils complexity is greater than 
that of a comparable FEC system. The performance analysis of these error control 
schemes has generated a wealth of literaturej see, for example, [24,38,39,60, 61]. 

1.2 Hybrid .A.RQ Variations 

In order to overcome the limitations of the FEe and ARQ error control schemes, 
several hybrid systems have been proposed. The goal of these systems is to combine 
the efficiency of FEe with the reliability of ARQ. There are two broad types of 
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hybrid ARQj the first is weIl suited to channels whose characteristics are well-known 
and stable, the second is appropriate when the channel conditions are unknown or 
time-varying. 

Type 1 Hybrid ARQ combines both error detection and error correction in an attempt 
to benefi.t from the advantages of FEe and ARQ. Rocher and Pickholtz [17) considered 
a scheme whereby the message to be communicated is encoded with a code that 
will be used by the receiver to correct and detect en'ors. The receiver attempts to 
correct the errors that may have occurred during transmission and then performs error 
detection to check for any remaining uncorrectable errors ln this scheme, the error 
correction characteristic of FEC may decrease the required number of retransmissions 
(compared to a pure ARQ scheme), while the error detection characteristic of ARQ 
may improve !ts rcliability (compared to a pure FEC scheme). They found that on 
binary symmetric channels, the use of Hybrid ARQ becamc attractive whcn error 
rates exceed 10-4 • Sastry [44] investigated the performance of this system on satellite 
channels where the roundtrip retransmission delay is long; he found thal. it offered 
a "substantial" performance improvement over FEC and ARQ. Kasaml ct al. [37] 
considered a concatenated coding scheme that utilized two codes: the inner code is 
used for both error correction and detection, while the outer code is used only for error 
detection. Deng and Costello [6] found that this approach can providc cxtremely hlgh 
throughput and low probability of undetected error. They concluded their analysis 
by suggesting that this scheme is a good candidate for use on high speed channcls 
such as satellite and file-transfer systems, 

This type of hybrid ARQ is weil suited to channels whose characteristics are known 
and stable so that an appropriate error correction code may be used. However, if 
the channel is quieter than expected, the additional redundancy included for error 
correction is wasted. Whereas, if the channel is noisier, that redundancy is still wasted 
because the receiver will be unable to correct aH the errors caused by the channel and 
will have to rcquest. a retransmission from the transmitter. 

Type II Hybrid ARQ differs from Type 1 by its adaptive nature; the parity bits used 
for error correction are sent to the receiver only when they are required. This scheme 
was initially proposed by Mandelbaum in 1974 [14]. It requires less a prZOrl knowledge 
about the channel and, hence, is weil suited to conditions in which the error rate is 
nonstationary. 

Lin and Yu proposed a Type II Hybrid ARQ scheme using two codes for use on 
satellite channels [21]. The outer (N, k) block code Co is designed for error detection 
only, while the inner (2k, k) block code Cl is designed for both error detection and error 
correction. Further, C~ is mvertible in the sense that the message 1 may be uuiquely 
determined by its parity bits P(l). The k information bits to be communicatcd are 
coded with the inner code Cl. Assuming that this code is systematic, the result is a 
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2k-bit codeword (11 P(l)) in Ct, where lis the message and P(l) corresponds to the 
parity bits generated by Cl. The requirement that Cl be systematic is not stringent, 
and merely for notational convenience6

• The k message bits that form lare then 
coded with the outer error det~ction code Co to form the packet (1, Q) which is then 
transmitted. lIer~, Q corresponds to the parity bits resulting from the error detecti~n 
encoding 

At the recciver, the syndrome of the reccived packet. r. = (1, Q) is computed. If the 
syndrome is zero, the transmission is assnmed successful, the receiver returns ACK to 
the transmitter and the recovered information bits 1 = 1 are delivered to the data 
sink. However, if the syndrome is nonzero, errors have been detected. The receiver 
returns NAK to the transmitter and stores the currently received packet in Its memory. 
When the transmitter receives the NAK from the receiver, it encodes the parity block 
P(l) with the eIror detection code Co to form (P(l), Q') and transmits this packet. 
Here Q' corresponds to th,~ parity bits resulting from-the erIor detection encoding 
of P(l) with Co. Upon reception of this fCconcl transmission, the receiver begins by 

__ AI 

attempting to detect occurs that might be present in the receivecl packet (P(l), Q ). 
In the case that no errors are detected, the receiver returns ACK to the transmitter; l 
is then recovered from p(iJ by inversion and delivered to the data sink. Otherwise, 

the receiver combines this packet with the previously reccived one to form (1, ë(iJ). 
This combined packet may then be decoded usillg the Cl code in an attempt to correct 
the errors. If the error pattern IS correctable, then the receiver returns ACK to the 
transmit ter and the recoverecl information 1 is delivered to the data sink. Conversely, 
in the case that the receiver determines that the error pattern is uncorrectable, it 

" ,.. ....-- AI 
returns NAK to the transmitter and the packet (1, Q) is replaced by (P(L), Q ) in its 
memory. The transmitter alternates transmission~of (1, Q) with (P(l), Qï) until it 
receives a positive acknowledgemcnt from the receiver. 

Lin and Yu analyzed the performance of this system on a discrete memoryless channel 
with a finite-buffer selective repeat request retransmission strategy. They found that 
this scheme offered higher tbroughput efficiency than a simple ARQ error control 
scheme without crror correction. It was also found that its reliability is the same as 
that of this simple ARQ scheme, if the error detection capability of the inner code Cl 
is s11fficiently large. Sînce the Type II hybrid scheme requires an inversion circuit and 
an error detection circuit for Co, its complexity is greater than that of a Type 1 hybrid 
scheme. This additional complexity may be compensated for by better performance 
if the throughput efficiency is sufficiently lncreased while maintaining an acceptable 
reliability. 

Although the scheme proposed by Lin and Yu used block codes for Co and Cl, it is 

DIn fact, a sysiem thai uses a nonsystemaiic error correction code will be considered in a later 
chapter. 
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possible ta use convolutional codes instead. Lugand et al. [4] analyzed the perfor­
mance of su ch a scheme on a channel described by a simple burst-noise model. They 
found that its throughput efficiency increases and its reliability improves as the nois<, 
in the channel becomes progressively burstier. 

Wang and Lin [20] proposed a Type II IIybrid ARQ scheme similar to that proposed 
by Lin and Yu. In this scheme, Co is an (N, k) code used for error detection and Cl is a 
(2N, N) invertible code used for error correction only. Unlike the Lin-Yu scheme, this 
scheme uses the full error correction capability of Cl' The Wang-Lin scheme begins by 
encoding the message 1 \Vith the error detection code Co to form the packet f = (1, Q), 
where Q represents the error detection parity bits. Then, f is encoded with the error 
correction code Cl 1,0 form a, P(!J). Again, it is assumed for notational convenience 
that Cl is a systematic code. The packet t is th en transmitted. 

Upon reception of the possibly noisy packet r.. = (1, Q), the receiver attempts 1,0 detect 
the presence of errors by using Co. If no errors are detected, the packet is asslJmed 
error-free, the recovered message 1= 1 is delivered to the data sink, and ACK is re­
turned to the transmitter. Otherwise, errors have been detected, the receiver stores l 
in its buffer in preparation for the next transmission and returns NAK to the transmit­
ter. Upon receiving the NAK message from the receiver, the transmitter will transmit 
the packet P(t). The receiver begins by inverting r. = P7l) to form P-I[FÙ)]. This 
inverted packet is then checked for errors with the code Co; if none are detected, the 
transmission is positively acknowledged and the recovered message is delivered to the 
sink. Otherwise, the receiver combines this packet with the previously transmitted 
packet to form the combined packet (i, P7l)). The error correction code Cl is then 
used to attempt to correct the errors in the combined packet. Let the resulting rle­
coded packet be denoted by (1*, Q*). This packet is then checked for errors; if none 
are detected, the receiver returns ACK to the transmitter and delivers l = 1* to the 
sink. Otherwise, the receiver discards i from its memory, replaces it by Pfi) and 
returns NAK to the transmitter. Note that the transmitter alternately transmits t 
and P(!J. When the packet length is small, Wang and Lin found that their approach 
resulted in slightly higher throughput efficiency than the scheme proposed by Lin and 
Yu, probably because it uses the full error correction capability of the inner code. 

The Type-II Hybrid ARQ error control schemes considered up to now have used a 
half-rate error correction code; however, this scheme may be generalised 80 that the 
parity bits of a code with progressively greater minimum distance are sent to the 
receiver on each retransmission. For example, instead of sending the packet (1, Q) on 
the second retransmission, it woulà be advantageous to transmit parity bits that the 
receiver could use for decoding with a rate one-third error correction code. In this 
scheme, the receiver begins by inverting the received packet and then checking for 
errors. If the inversion is unsuccessful, the receiver then combines this packet with 
the two previously received packets and uses a (3N, N) code to attempt to correct 
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the errors. In principle, there is no limit on the number of retransmissions by the 
transmitter until it returns to transmitting the original message. This approach is 
called Generalised Hybrid ARQ Type II (GH-ARQ II) and was first introduced by 
Morgera and Krishna [1, 12]. Note that the Type II Hybrid ARQ scheme proposed 
by Wang and Lin is a special case of the generalised approach. 

The main advantage of GH-ARQ II is its ability to adapt to varying channel conditions 
to a higher degree than Type II Hybrid ARQ. However, this scheme's adaptability and 
gain in performance may be offset by its decoding complexity unless a suitable code is 
chosen for Cl' ln the worst case, a decoder is required for each error correcticn code: 
(2N, N), (3N, N), . . , (mN, N). Further, as Metzner suggested [48], it is desirable to 
partition the usually long packets into smaller blocks so thùt a simpler and shorter 
error correction code may be used. This makes soft-decision decoding possible [3]. 
This performance of this error control scheme has been analyzed by Krishna and 
Morgera [1] on a binary symmetric channel, but little is known about its performance 
on burst-noise channels. Given its adaptive characteristic, it seems likely that this 
GH-ARQ II error control scheme would outperform other schemes on this type of 
channel. The GH-ARQ II error control scheme proposed by Morgera and Krishna 
will be described in more detail in Section 3.1. 

Figure 1.2 illustrates the differences in performance of three ARQ error control 
schemes. The simple ARQ scheme uses a code for error detection only, the Type 1 
Hybrid ARQ scheme uses one code for error detection and correction (like the scheme 
proposed by Rocher and Pickholtz [17]), and the Type II Hybrid ARQ scheme is like 
the one proposed by Wang and Lin which uses two codes. At low error rates (be­
low 10-6

) the throughput efficiency of the simple ARQ and Type II ARQ schemes is 
identical; that of the Type 1 Hybrid scheme is lower because the added redundancy 
for error correction is wasted. As the error rate increases, the efficiency of the simple 
ARQ scheme decreases quickly and becomes virtually useless at error rates greater 
than 10-3 • At error rates between 10-4 and 10-2 , the throughput of the Type 1 Hy­
brid ARQ scheme is greater than that of the Type II scheme. This is because the error 
correction coding in the Type 1 scheme suffiees to correct most of the errors that occur 
during transmission, while the Type II scheme must request a retransmission sinee 
it has no inherent error correction capability on the first transmission of a packet. 
Finally, at very high error rates, the throughput of the Type II Hybrid ARQ scheme 
is superior to that of the other error control schemes because the error correction 
capability of its half-rate code Cl exceeds that of the Type 1 Hybrid scheme . 
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Figure 1.2: Comparison of Error Control Schemes [24]. Legend: - Simple ARQ 
- - - Hybrid ARQ Type 1 _. - Hybrid ARQ Type II. 

1.3 Retransmission Strategies 

The retransmission strategy in an ARQ-type system refers to the protocol that man­
ages the utilization of the forward and feedback channels. There are three major 
types of retransmission strategies which are described in detail in [24]. Again, it will 
be seen that there is a tradeoff between the complexity of a strategy and its efficiency. 

The stop-and-wait retransmission strategy, illustrated in Figure 1.3, is the simplcst 
and least efficient. According to this strategy, the transmit ter transmits a packet and 
then waits for the receiver's response before transmitting another one. This strategy 
is simple to implement, but represents a waste of the channel's resources bccausc of 
the time in which it is idle. This is especially significant if the roundtrip delay is large 
as in a satellite channel for example. 
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{Transmitted Blocks 

M ACK .. '. 

2 2 1 

1 2 2 

Received Blocks 
Error 

Figure 1.3: Stop and Wait Retransmission Strategy 

The second retransmis~ion strategy is Go-Back-N as shown in Figure 1.4. It is as­
sumed N packets may be transmitted in the time that it takes for one roundtrip. In 
the Go-Back-N retransmission strategy, the transmitter continuously transmits pack­
ets to the receiver - it do es not pause between transmissions to wait for the receiver's 
response as it did in the simple stop-and-wait strategy. If the transmitter receives 
a negative acknowledgement from the receiver, it go es back N packets and resumes 
transmitting from tbere. 

{Trallsmitted Blocks 

1 2 4 5 6 2 3 4 5 6 

~~1~~2~_3~_4~ __ 5~_6~_2~_3~_ 
Received Blocks 

Error Error 

7 

Figure 1.4: Go-Back-N Retransmission Strategy with N =5. 

3 

This approach is mure complex to implement than a simple stop-and-wait retrans­
mission strategy, yet is significantly more efficient when the channel is quiet and the 
roundtrip delay is large because the channel is not idle for long periods of time. How­
ever, when the channel conditions are poor, this retransmission scheme is no better 

" III 
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than a simple stop-and-wait scheme because much of the time is spent going back N 
packets to retransmit packets received in error. This inefficiency is illustrated in Fig­
ure 1.4. When the first error occurs, it forces the transmitter to back up to packet #2. 
Notice that packets #3 to #6 were correctly received aCter the error occurred, but 
were discarded by the receiver so as to keep the packets correctly ordercd at the data 
sink. Herein lies the inefficiency of Go-Back-N; this ü::sue will be addressed by the 
next retransmission strategy. 

The selective-repeat retransmission strategy is the most complex and most efficient of 
the three strategies that will be considered. Like the Go-Back-N strategy, the trans­
mitter continuously transmits packets to the receiver. However, unlike Go- Back-N, 
when a negative acknowledgement is returned by the receiver, the transmitter re­
transmits only that packet which was received containing errors - not the previous 
N packets. The factors that limit the performance of this retransmission strategy 
are its requirement of a buffer at the receiver (theoretically, an infinite buffer is rc­
quired) and the added overhead required to number the packets so that they are 
correctly ordered at the data sink. It has been found, though, that this scheme is far 
more efficient than the stop-and-wait and Go-Back-N retransmission strategies. This 
retransmission strategy, and variations of it, is analyzed in detail in [2, 43, 45, 50]. 

{ Transmitted Blocks 

~~1~~2~_3~_4~ __ 5~_6~_2~~7~_ 
Received Blocks 

Error Error 

Figure 1.5: Selective Repeat Request Retransmission Strategy 
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1.4 In This Thesis . .. 

Most analyses of error control schemes have modelled the channel as a simple mem­
oryless channel. This 1S usually an oversimplification of reality - few channels are so 
easily modelled. Tilis thesis analyzes and simulates a GH-ARQ II communications 
scheme when a short block code is used for error correction and the channel may be 
modelled as a first-order Markov chain. It is organized as follows. 

In Chapter 2 the channel model is described and the t,i!rformance of a simple ARQ 
error control scheme on this channel is analyzed. Then, the problem of integer par­
titioning is described and solved by using integer partitioning trees. The solution to 
this problem is required to make the analysis of the GH-ARQ II error control scheme 
more efficient. 

The GH-ARQ II error control scheme is described in more detail in Chapter 3. This 
chapter also considers the effect of the error correction code upon the performance of 
the error detection code in such a scheme; two examples are provided to illustrate this 
effect. Further, the computation of the weight distribution of sorne high-rate codes is 
described. 

The performance of the GH-ARQ II scheme on a burst-noise channel is then analyzed 
in Chapter 4, The receiver state transition diagram presented in this chapter is weIl 
suited to describing this type of error control scheme. The throughput and probability 
of undetected error are then computed in terms of the transition probabilities in 
the receiver state transition diagram. The analysis is then completed by computing 
these transition probabilities. The approach taken to analyze this GH-ARQ II error 
control scheme is easily extendible to higher order systems and other channels that 
are modelled by first-order Markov chains. 

This is followed by the results of sorne analyses and simulations considering various 
GH-ARQ II schemes and channel parameters in Chapter 5. The experiments include 
the simulation of a GH-ARQ II system. The throughput estimated by simulation 
is then compared with that obtained from the preceeding analysis. Then, the effect 
of the roundtrip delay in the various retransmission strategies upon the performance 
of the GH-ARQ II error control scheme is invcstigated. As well, the throughput 
efficiency and reliability of the GH-ARQ II scheme is compared to that of a simple 
ARQ scheme. The effectiveness of these error control schemes is also considered on 
sorne mobile radio channels whose channel model pa.rameters have been mcasured. 
This chapter concludes by determining the effect of the error correction code's depth 
upon the throughput efficiency of the GH-ARQ II schemes. 

Chapter 6 concludes this thesis and suggests sorne further topics of interest. Ap­
pendix A describes an approximation that significantly decreases the complexity of 
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the throughput efficiency computation. Then, it describes the analysis modifications 
that are required ta account for error correction cudes consisting of non-invertible 
generator matrices. This appendix concludes by extending the performance analysls 
of the GH-ARQ II error control scheme to depth-3 and depth-4 systems. Appendix U 
discusses sorne issues related to the Gilbert-Elliott burst-noise channel mode\. Fi­
nally, Appendix C summarizes the error correction capabilities of sorne selected KM 
codes. 
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i. 

Chapter 2 

Preliminary Issues 

This chapter describes a burst-noise channel model as weIl as its related parame­
ters. The performance of a simple ARQ error control scheme on this channel is then 
analyzed. FinaIly, the integer partioning problem and a method to enumerate the 
partitions of an integer are presented. This problem will arise when the performance 
of the GH-ARQ II error control scheme is analyzed ann its solution decreases the 
computational complexity of this analysis. 

2.1 The Channel Model 

Channel models, in general, faU into one of two categories: generative or descriptive. 
Generatzve models are those that attempt to describe a model which generates error 
sequences with similiar properties1 to those generated by the real channel. Note 
that the error sequence ~ is the sequence produced by the modulo-2 addition of the 
transmitted and received packets, ! and r. respectively. Descrzptme models describe 
the structure of the the real channel's error sequence by a sl..i:table set of statistics. In 
this thesis, only generative models are considereà; descriptive models are discussed 
in more detail in [13]. 

The simplest channel model is the Binary Symmetric Channel (BSC) shown in Fig­
ure 2.1. This model is memoryless in the sense that errors occur at random intervals 
with constant probability p. Thus, the properties of this model are simply summa­
rized by p. Unfortunately, the BSC is not adequate to describe the characteristics of 
several real channels of interest. 

1 For example, these propertiea migM be the averag.e error rate or the error gap distribution of 
the channel in question [13]. 

13 
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Figure 2.1: The Binary Symmetric Channel. The k-th bit in the transmitted and 
received pôckets is denoted by tk and rk respectively. 

Real channel:> tend to have sorne meniory which causes errors to occur in bursts. 
These may be caused, for example, by radio static, switching transit::nts or varying 
weather conditions [10]. Unlike the errors that occur in the BSC, it is in general very 
difficult to describe the statistics of the error bursts. Collectively, channels in which 
the errors occur in bursts are referred to as burst noise channels or fading channds. 

The first model to adequately describe the behavior of sorne fading channels was 
proposed by Gilbert in 1960 [10]. The Gilbert model consists of a two-state first­
order Markov chain. When the channel is in the "Good" state, no errors occur; while 
in the "Bad" state, errors occur with probability {b. In effect, the bad state is a 
BSC with probability of error equal to fb. Tlle transitions between the two states are 
determined by the transition probabilities from the good to bad state Pgb and from 
the bad to good state Pbg • Since the channel is in the bad state with probability 
p 1~ ,and since errors can only occur in this state with probability fb, the overall 

,1> " 

average probability of error "( is pP~~ . 
,1> " 

In this thesis, the burst-noise channel model that will be considered is the extension 
of the Gilbert model proposed by Elliott [11] in 1963 and shown in Figure 2.2. It 
accounts for the possibility that eHors can occur in the good ~tate with probability 
{II' Typically {b ~ fil' Let the current state of the channel be denoted by n,. The 
average probabilit.y of error "( in this model may then be computed as follows: 

z = Pr(Error, ni = G) + Pr(Error, ni = B) 

= 

Pr(Error 1 n, = G) Pr(ni = G) + Pr(Error 1 n, = B) Pr(n, = B) 
Pllbfb + Hllfll 

Pllb + HII ' 

where the results that Pr(State G) = p p~~ and Pr(State B) = p p~~ arc used and - ~ ~ ~ are denved in Appendix B. 
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Figure 2.2: The Gilbert-Elliott Madel for Burst-Noise Channels 
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The "burstiness" of th,~ Gilbert-Elliott model may be more explicitly described by 
an alternative set of parameters as proposed by Lugand et al. [4]. This approach 
qualifies t !le bursts as diffuse or dense. A dense burst r::hannel is charaderized by 
inflequent bursts of several errors, while a dzffuse burst is distinguished by frequent 
bursts of few errors. 

In arder to quantify the burstiness of this channel rnodel, several definitions are 
required. The average burst length b is the average number of packets transmitted 
while the channel is in the bad stat.e and is simply b = 1/ P"g' Let the probability 
that the channel model is in the bad state be denoted by P", and finally, define the 
high-to-Iow bit error rate ratio ta be p = tb/tg. The Gilbert-Elliott model may then 
be completely described by the four parameters b, H, Ë, and p instead of Pgb , PbiJ , 

fil' and fb. It is now possible ta describe the burstiness of this channel model more 
concretely. A dense burst channel is one in which Pb is small and p is large, while a 
diffuse burst channel is one in which Pb is large and p ~s slightly greater than unity. 
The limiting case of the diffuse burst channel mode! is the BSC in which (g = fb 

(p = 1); the transition probabilities in this case are irrelevant. 

In arder for this channel modd ta be qualified as previously described, it must satisfy 
four conditions as described in [4]. The one additional constraint required in arder for 
the model ta meet these conditions is that f.g = ËPb• This constraint decreases by one 
the number of degrees of freedom in this channel model and simplifies the analysis 
of the performance of error control schemes on this channel mode!. Therefore, the 
parameters b, Pb and f with the constraint fg = "€Pb completely describe the Gilbert­
Elliott channel mode!. The original channel model parameters may then be computed 
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from these three parameters by using the following expressions: 

Pbg 
1 

b 
P"gP" 
1- p" 

{.g = 'lPb 

(6 _ {A - (1 - P,,)I for H > i+t-v'(~;()(t+3ï) 
i, otherwise 

2.2 Analysis of a Simple ARQ Scheme 

16 

In this section, a simple ARQ scheme is descnbed and its performance on a burst.­
noise channel is analyzed. Suppose that the message to be communicated 1 is a 
k~bit block denoted by a vedor 1= (lo,. " , llr-d. This message is encoded with 
an error detection block code C to produce an N-bit packet 1:.. which is suitable for 
transmission. Since this code is assumed to be a block code, it may be describcd 
!:-l general by a (k x N) generator mal1'ix, G. The encoding process is then simply 
described by t = IG, assuming that the k-bit message is a (1 X k) vedor. Let the 
weight dzstrzbutzon of this code C be denoted by tlie set {Ait: k = 0,1, ... , N}, wherc 
Ak is the numb~r of codewords in C with weight k. 

The receiver checks for the presence of errors in the received packet by computing its 
syndrome. The parity check matrzx, denoted by H is an (N - k x N) matrix with the 
property that GH T = 0, where 0 is the (k x (N - k)) zero matrix. The syndrome fi 
of the received packet lS then 

S.- = r.H T. 

If S = Q, where Q is the zero vector, then the receiver decides that no errors have 
occurred and delivers the recovered message l to the data sink. Otherwise, if s... =1 Q the 
receiver requests that the transmit ter retransmit the packet t. This process contInues 
until a packet with zero syndrome is received. The computation of the syndrome may 
be illustrated as shown in Figure 2.3. 

If the error sequence added by the channel is equal to a codeword in the error detection 
code, the receiver will deliver a message i containmg errors to the data sink. This is 
because the syndrome of the error sequence, 5....e = §.H T, is Q and, thus, is undetectable. 

The throughput efficiency of this scheme is defined to be the reciprocal of the av­
erage number of transmissions required belore the receiver positively acknowledgcs 
reception of the data. The reliability of the simple ARQ scheme is defined to be 
the probability that the receiver delivers a packet containing errors to the data sink. 
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Message Block (k bits) 

Error Detection Encoding 

r. = 1:. + fi = IG + ~ Channel Adds Error Sequence fi (N bits) 

~ 
S = rH T = 1 G H T + eH T = eH T 
- - - 1 - -

! t 
If S = Q, the 
recei ver ret urns 
ACK to the 
transmitter. 

If S # Q, the 
receiver returns 
NAK to the 
transm~tter. 

Compute Syndrome S (N - k bits) 
Recall that GH T = 0 =} IGH T = 0 

Figure 2.3: Syndrome Computation in the Simple ARQ Error Control Scheme 

Assume that the transitions between the states of the channel model occur only be­
tween transmissions of packets. This assumption is cornmon [4, 6] and cnsures that 
the error rate during the transmission of a packet is constant. Let, 

C Pr( S = Q, ~ = Q) 

Q Pr(S=Q,f#Q) 

P - Pr(S # m, 
where, as before, S is the syndrome of the received packet. These probabilitiec:; may 
be interpreted as follows. The quantity C is the probability of receiving an error-free 
transmission, Q is the probability of receiving an error sequence equal to a non-zero 
codeword in the error detection code C, and, finally, P is the probability of receiving 
a message containing a detectable error sequence. 

By definition, the average number of transmissions before the receiver accepts the 
transmitted packet, E[Number of Transmissions], is 

00 

E[Number of Transmissions] = Li Pr(i Transmissions). 
,=1 

Sincc Pr(i Transmissions) = pi-l(1 - P), 

00 

E[Number of Transmissions] - L ipi-l(1 - P) 
i=1 
00 00 

- L(i + l)pi 
- Lipi 

i=O ,=1 
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00 

E[Number of Transmissions] - 1 + L[(i + l)pi - iP'] 
i=1 

00 

- LP' 
i=O 

1 
assuming P < 1. 

I-P 

The throughput, 1J(ARQ), of this simple ARQ scheme is then, 

1J(ARQ) = 1 - P. (2.1 ) 

The reliability (probability of undetected error) of this scheme Pud(ARQ) may be 
computed in a similar manner. That is, 

00 

Pud(ARQ) = L Pr(Undetected Error on z-th Transmission) 
,=1 
00 

L Qi Pr( i Transmissions) 
i=1 

00 

- QLP' 
i=O 

Q . P 1 
1 _ P' assummg < .. 

Therefore, the reliability of the simple ARQ error control scheme is given by 

Q 
Pud(ARQ) = --. I-P 

(2.2) 

There remains the computation of the probabilities C, Q and P, which is easily 
accomplished as shown below. Let ni be the current state of the channel. Then, 

C Pr(S = !!,.~ = Q) 
= Pr(S = !l,~ = !l, ni = G) + Pr(S = Q,~ = !l, n, = B) 

Pr(S = !l,~ = Qin, = G) Pr(ni = G) 

+Pr(S = Q,~ = fi 1 ni = B)Pr(n, = B) 

( 
'N Pbg )N Pgb 

- 1 - €II ) P R + (1 - €b P R 
lib + bg lib + bg 

C _ P 1 R [Pbg(l - €II)N + Pgb(l - €b)N] • 
gb + bg 
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Let d be the minimum distance of the error detection code C. Then, 

Finally, sinee C + P + Q = 1, the probability P = Pr(S f. Q) is simply 

P = 1- C - Q. 

Substitution of these expressions for C, Q and Pinto the expressions for the through­
put and reliability (Equations 2.1 and 2.2 respectively) completes the performance 
analysis of this simple A RQ error control scheme on a burst-noise channel. 

2.3 The Integer Partition Problem 

This section describes the general problem of integer partitioning which will be an 
issue when the GH-ARQ II error control scheme is analyzed. Further, it presents a 
method to enumerate the partitions of a given integer along with an ex ample of it. 
Comments regarding the correctness and complexityof this enumerdtion method are 
then offered. 
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2.3.1 Description of the Problem 

Consider the following problem. Given a packet of N bits with Hamming weight w 

and comprised of Nin blocks, enumerate the number of ways in which the weight w 
may be distributed (or partitioned) among the blocks. For example, ::,uppose that a 
6-bit packet comprised of 3 blocks has Hamming weight equal to 2; so w = 2, N = 6 
and n = 2. There are two ways in which to partition the Hamming weight among thC' 
blocks in the packet. These are illustrated in Figure 2.4. 

L-----
1 ~1 ~O 1 1 2 1 0 1 0 1 

1 st Partition 2nd Partition 

Figure 2.4: Example of Partitions 

These partitions satisfy the following constraints: 

• The Hamming weight of the packet is w. 

• The Hamming weight of any given block does not exceed n. 

• The order of the blocks is unimportant. That is, the partitions 1 1 0 and 1 0 1 
are considered equivalent. 

The problem then, is to efficiently enumerate these partitions when w, N and n are 
large enough so that simple inspection is infeasible. 

The enumeration of these partitions is an issue in the broader integer partitioning 
problem which is summarized here and described in detail in [23]. Suppose w is a 
non-negative integer and that there exist integers Qi, i = 1, ... , J( (I( ~ 1), such that 
aK > ... ~ a2 ~ al > O. If w = L:~1 Qi, then Q = {al," . ,aK} is a J( -part partition 
of w. The enumeration of the partitioning of w = 7 is given in Table 2.1. 

Regarding the integer partitioning problem in the present context, two issues will be 
addressed. The first is the number of partitions of an integer and the second is the 
description of a method to systematically enumerate these partitions. 

Let p(w) denote the number of partitions of an integer w. Further, let [qw] be an 
operator that returns the w-th coefficient of the polynomial upon which it operates 
so that if 

n 

f(q) = I:aiqi = anqn + an_lqn-l + ... + alq + ao, 
i=O 
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then 

l-part 
2-part 
3-part 
4-part 
5-part. 
6-part 
7-part 

{7} 
{1,6} {2,5} {3,4} 
{l, 1,5} {1,2,4} {1,3,3} {2,2,3} 
{1,1,1,4} {1,1,2,3) {1,2,2,2} 
{1,1,1,1,3} {1,1,1,2,2} 
{l,l,l, 1, 1,2} 
{l,l,l, 1, 1, 1, l} 

Table 2.1: Enumeration of the Partitions of w = 7 

[qW]f(q) = n;f~q) 1 = aw , for 0 ::; w ::; n. 
q q=O 

The number of partitions of the integer w is then given by (23] 

W 

p( w) = [qW] II (1 _ qi)-l. 
i=l 
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The problem of enumerating these partitions will be the subject of the following 
section. 

2.3.2 Construction of an Integer Partition Tree 

The solution that was adopted to enumerate the partitions of an integer consists in 
constructing a tree, the integer partition tree2 , so that valid paths through the tree 
form partitions of the integer w. Begin by assuming that the maximum value of 
any a, in the partition a is n (the number of bits in a block). AIso, since there are 
Nin blocks in a packet, it is required to enumerate all partitions up to and including 
Nin-parts; that is K ::; Nin. To construct this tree, begin by assigning its root a 
cumulative weight Wt of zero. Now, add n leaves to the root. The cumulative weight 
of each leaf is then its index number. This is illustrated in Figure 2.5. 

Each leaf of the tree is tested to ensure thêt it is still consistent with the requirements 
of a valid partition: 

1. !ts total cumulative weight Wt must be less than or equal to the integer being 
partitioned w. That is Wt ::; w. 

2. The number of levels in the weight partition tree must be less than or equal to 
the numLer of blocks in the packet Nin. Note that the root is not counted as 

2Since the integer in question is usually the Hamming weight of a packet, the term "Integer 
Partition Tree" is used interchangeably with "Weight Partition Tree". 
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Index 
Number --Root 

! 
1 n _ "n" Leaves 
wc=l wc=2 wc=n 

Figure 2.5: First Level of an Integer Partition Trec 
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a level in the tree. This ensures that no partition with more than Nin parts is 
generated. 

If it is found that a leaf has total cumulative weight Wt greater than w, then it is 
eliminated From further "growth". If a leaf has total cumulative wcight equal ta the 
target integer w, then the path from it to the root is a valid partition of w. Finally, 
in the case that the leaf's total cumulative weight is less than the target weight, the 
growth is continued at least one more level. It is interesting to note that the J-th leaf 
on the first level will enumerate aIl thase partitions with 0'1 = J. 

The growth to a second level is illustrated in Figure 2.6. 

n 
- First Level 

1 n 
-- Second Level 

wc=2 1Oc=3 wc=n+l Wt=4 wc=n+2 wc=2n 

Figure 2.6: Second Level of an Integer Partition Tree 

Note that the second level is extended from the first level in such a way that equivalcnt 
partitions will not be generated. Leaf 1 on the first level is cxtended by n leaves 
numbered 1 ... n, leaf 2 on the first level is extended by n - 1 leaves numbered 2 ... n 
and leaf n on the first level is extended by 1 Ieaf numbered n. In gencral, child j 
on the first level is extended by n - j + 1 leaves numbered J ... n which cnsurcs that 
0:2 ~ 0:1. This procedures applies to the succeeding levels as weIl. 

The growth of the integer partition tree is complete when no leaf may be extcnded 
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in such a way that the previously outlined conditions are still respected. When this 
happens, the paths from those leaves with Wt = W to the root enumerate the partitions 
of the integer w. 

The correctness of this procedure to enumerate the partitions of an integer is easily 
demonstrated by recalling the definition of a partition; namely that the parts a, 
should be such that 

O'K 2:: ... > a2 > al > O. 

This is exactly how the partitions are generated with the integer partition trees. The 
first level in the partition tree generates ab the second level generates 0'2 and in 
general the J-th level (j ::; Nin) generates a,1' Since a leaf on the i-th level may 
generate only children with index number greater than or equal to its index number, 
this ensures that 0"+1 2: a,. Consequently, the integer partioning trees as previously 
described are a simple interpretation of the definition of the original integer parti­
tioning. 

The comnlexity of this scheme is an important consideration. If there is no restriction 
on the size and number of parts in a partition, then the complexity of any scheme is 
lower bounded by the number of partitions p( w) of the integer w. Rowever, given the 
restrictions that no part shaH be greater than t and no partition shaH be comprised of 
more than Nin parts, this constrains the number of allowable partitions of an integer 
W to be less than or equal to p( w). It is, in general, a very difficult problem to de ter­
mine the number of nodes that are generated in a partition tree when enumerating 
the partitions of an mteger w. 

The number of partitions enumerated by the weight partition tree is the number 
of terminal leaves in the tree. Note that not necessarily all of these partitions are 
valid, yet these must aIl be counted because they contribute to the complexity of 
the enumeration. Suppose that no part in any valid partition of an integer w may be 
greater than t and that no partition may contain more than Nin parts. Consequently, 
there are t nodes on the first lev el of the integer partition tree. The number of nodes 
on the second level is exactly 

t l = t(t + 1), 
i=l 2 

which can be upper bounded by t2 (since t 2:: 1). This upper bound may be obtained 
alternatively by imagining that each node on the first level is extended by t children to 
form the second level. Renee, the second level would contain t 2 children. In general, 
the [·th level of the tree would then contain at most t

' 
nodes. Since an integer partition 

tree may contain at most Nin levels, the upper bound on the number of terminal 
leaves is t N / n

. It has been found, though, that this bound is very loose especially 
when t and Nin are large. 
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2.3.3 An Example 

This section presents an example of the enumeration of the integer partitions using 
an integer partition tree. Suppose that the Hamming weight of the packet is 6 and 
that there are N = 12 bits in a packet with n = 3 bits per block. In the language 
of integer partitioning, this example would be interpreted as the partitioning of tht' 
integer 6 such that no partition contains more than Nin = 4 parts and no part a, is 
greater th ... n n = 3. The completed weight partition tree is illustrated in Figure 2.7. 

1 
X 

wl=4 

o 

Figure 2.7: Example of an Integer Partition Tree 

From the integer partition tree in Figure 2.7 it is seen that there are five partitions 
marked v' which satisfy the constraints N = 12, n = 3 and w = 6. These partitions 
are: 

'Pl - {1, 1, 1,3} 

'P2 - {1, 1,2, 2} 

'P3 - {1, 2, 3} 

'P4 {2,2,2} 

'P6 {3,3} 

These partitions may be expressed more efficiently in terms of 7r~k) = (7r)~), ... ,7r;~»), 
su ch that 1T'~:) is the number of parts equal to i in the )-th partition of the integer k. 
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Using this notation, the part itions for this ex ample may he expressed as 

Pl : 7r~6) = (0,3,0,1) 

P 2 : 7r~6) = (0,2,2,0) 

P3 : 7r~6)=(1,1,1,1) 

P 4 : 7r~6)=(1,0,3,0) 

P 6 : 7r~('I) = (2,0,0,2) 

This notation will he convenient when the transition probahilities in the receiver state 
transition diagram of the GH-ARQ II system are computed in Chapter 4. AIso, notice 
that these partitions satisfy the following constraints: 

1. The numher of parts in the partition of k should he equal to the numher of 
hlocks in the packet Nin. Note that the numher of parts equal to zero should 
he included in the counting of these parts. That is, 

n 

L 7r~:) = Nin. 
_=0 

2. The sum of the parts of the partition of the integer k must equal k. That is, 

n 

"" • <le) k ~ 1.11"'1 = . 
i=l 



Chapter 3 

Description of a GH-ARQ II 
Scheme 

This chapter presents sorne issues regarding the GH-ARQ II error control scheme 
which will be analyzed in the following chapter. It begins by describing this error 
control scheme in sorne detail. This is followed by a discussion of the effect of the error 
correction encoding upon the error detection code in the GH-ARQ II scheme. Finally, 
the weight distribution of dual, linearly altered and shortened codes is discussed. 

3.1 Overview of the GH-ARQ II Scheme 

In Section 1.2, the GH-ARQ II error control scheme was briefly describedj this section 
will now describe it in more detail. The GH-ARQ II scheme that will be considered 
in this thesis utilizes two codes: Co is an (N, k) block code used for error detection 
only, while Cl is an (mn, n) block code used for error correction only. The code Cl is 
a key factor in the complexity of this type of system. Hs generator matrix has the 
form 

where m is referred to as the depth of the code Cl and Mi is an (n x n) square 
matrix. Let C~z) be generated by.J\.f(z) = [MIl ... IMz 1 and dz be its corresponding 
minimum distance. In order for the code Cl to be useful, it should have the property 
that di < d, for i < j. This will ensure that the minimum distance, and hence the 
error correction capability, of Cl increases progressively with each retransmission. It 
is assumed that M 1 is invertible. Otherw;se, as will be seen in the description of this 
scheme that follows, the nrst transmission is ineffective because the message cannot 
be recovered. This requirement is not strictly necessary for M" z = 2, ... ,m. 

26 
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Consider a depth-3 system so that M = [MIl M:al M 3 ]. The encoding process at 
the transmitter begins by encoding the k-bit message 1 with the error detection code 
Co. The resulting N-bit packet1 (1, Q) is then coded with the first submatrix Ml of 
the error correction code's generator matrix M. Let 

where ® denotes the Kronecker product of two matrices, and lE. is the identity matrix 
" of order Nin [1]. The encoding by Ml is then completed by multiplying the N-bit 

packet (l, Q) by G l ; the effect of this multiplication by G l is to subdivide the packet 
(1, Q) into~-bit blocks and then to multiplyeach block by Ml' The resulting packet 
t(l)is ready for transmission. 

Since Ml is invertible, the receiver begins by inverting the received packet r. = (Î, Q) 
to remove the effect of the encoding by Ml' The inverted packet is then checked 
for errors with the error detection code Co. If no errors are detected, the recovered 
information 1= Î is delivered to the data sink and the transmission is positively 
acknowledged. Otherwise, the transmission is negatively acknowledged and the re­
ceived packet is stored in preparation for the next transmission. Note that there is no 
attempt to correct errors on the first transmission because no parity bits have been 
included for this purpose. 

Upon receiving a negative acknowledgement from the receiver, the transmitter will 
encode the packet (1, Q) with M:a of the generator matrix M to form 1(2). When the 
receiver receives this packet from the transmitter it begins, again, by removing the 
effect of the encoding by M:a (if it is invertible) and then checking for errors with the 
error detection code Co. If no errors are detected, then the recovered information l is 
delivered to the data sink, the receiver's buffer is emptied of the previously received 
packet and the transmission is positively acknowledged. 

If errors are detected, the receiver combines the currently received packet r(l) with 
the previously received one r.(i-l), as shown in Figure 3.1, and attempts to correct 
the errors by using the error correction code C?) generated by [MIl M:a]. This is 
accompli shed by combining the j-th block of the previously received packet B!i-l) 
with the j-th block of the currently received packet B!i) to form the combined block 

[B}I-l) 1 B!i)] which is then decoded with the code C~2). The result of the decoding is 

the j-th n-bit block B~o) of the N-bit decoded packet. Note that this decoding may 
be performed independently in parallel for each of the Nin blocks in the packets. The 
decoded pack et is then checked for errors once again with the error detection code. 

If the receiver was unable to successfully correct the errors in the currently received 

IThis description assumes that Co is systematicj ihis assumption is not strin~~~t and is made for 
notational convenience only. 

1 
! 
1 

-1 
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Previously Received 
Packet r(i-l) 

Currently Received 
Packet r(I) 

----­n bits ~~--------~ ~--------~) , ., 

[TI 
JJ 

(2n, n) Decoder 

Decoded 
Packet 
(N Bits) 

Figure 3.1: Combining Two Packets for Error Correction. 
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packet, the transmission is negatively acknowledged and the packet is stored with the 
previous one in preparation for the next transmission. The transmitter encodes (L, Q) 
with Gs = Ms ® Il!. and transmits the resulting packet fP). Upon reception of this 

" packet, the inversion and error detection process is initiated if Ms is invertible. If 
the inversion is unsuccessful or not possible, then this packet will be combined with 
the two previously transmitted packets in a manner similar to that illustrated in 
Figure 3.1. The attempt to correct the errors is accompli shed by combining the )-th 
block in the current packet with the j-th blocks in the two previously received packets 
to form [B~'-2) 1 B~I-l) 1 B~')] and then decoding with the code C~3) which is generated 
by [Ml 1 M 2 1 Ms]. After decoding, the receivers checks for errors. If the decoding 
fails, the transmission is negatively acknowledged, the currently received packet is 
stored and the least recently received packet is discarded from the receiver's memory. 

On the fourth transmission of the message, the transmitter returns to Ml of the 
error correction code Cl The inversion at the receiver proceeds as it did on the first 
transmission but the error correction decoding uses C~3) to attempt to correct the 
errors in the received packet if the inversion is not possible or unsuccessful. 

From the preceeding description of this GH-ARQ II error control scheme, it is seen 
that the error corn::ction capability adapts to the channel conditions. The parity bits 
for error correction are transmitted as they are required. For poor channel conditions, 
this scheme will use up to a rate-l/3 error correction code; in general, a scheme with 
a depth-m code would use up to a rate-1/m error correction code. 
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3.2 The Effect of Cl Upon Co 

The process of error correction encoding after error detecthn encoding may have a 
significant effect upon the performance nf the latter code. KII/lve and Miller consid­
ered the effect of the error correction code on the error detection code in a scheme 
similar to H.e concatenated coding scheme described by Deng and Costello in [6]. 
They found that the reliability of an error detection code improves if the minimum 
distance of the error correction code is at least twice that of the error detection code. 
Unfort.unately, their approach is not applicable to the problem under consideration 
becau~e the inner code in this scheme has no inherent error capability by itselfj in 
fact, its minimum distance is usually 1. Wang and Lin [20] recognized the effect of Cl 
on Co but assumed that the codes in thp.ir scheme are chosen so that the performance 
of the error detection code is unaffected by the error correction encoding. 

The encoding process may be viewed as two steps: the first consists in encoding the 
k information bits with the (N, .'. error detection code Co and the second consists in 
cncùding this codeword with the appropriate submatrix of the error correction code 
Cl. This is summarized in Figure 3.2. 

1 
~ 

IG 

~ 
1 =lGGz 

~ 
r=lGGz+~ 

~ 
rG-l = lG + eG-l 
- z - - fi: 

~ 
S = rG-IHT = lGHT + eG-1HT 
- - z - - fi: 

~ 
S = rG-1HT = eG-1HT 
- - z - z 

Error Detect Encode Co 

"Linearly Alter" with G z of C~z) 

The channel adds errors: ~ 

Inversion to remove the 
effect of Gz 

Syndrome computation. 

Since GHT = o. 

Figure 3.2: Syndrome Computation of a Linearly Altered Error Detection Code. 

Referring to this figure, G is the (k x N) generator matrix of the error detection code 
and Gz is the (N x N) matrix corresponding to the x-th submatrix M z of the error 
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correction code. It is seen that, if G z is invertible, the net effect of the inner code is 
to "linearly alter" the error detection code in such a way that the generator matrix 
of this code becomes GGz and its parity check matrix becomes G;~ HT. This effect 
can be quite profound as the following examples will demonstrate. 

Example 3.1 

In this example, the error detection code is the BeR (15,11) code with generator poly­
nomial g(x) = x4 + X + 1. This code will be linearly altered by each of the following 
(5 x 5) matrices which generate the KM (15,5,5) code [1, 12]. 

(

11010) (01101) (00100) 00100 11111 01000 
M 1 = 0 1 0 1 0 , M:a = 0 a 1 1 0 , M3 = 1 J 1 0 0 . 

00110 00101 00011 
01001 00111 00001 

The weight distributions of the unaltered BCR (15,11) code as weIl as those obtained 
by linearly altering it with M 1 , M:a and M3 are shown in Table 3.1. In this table, Ale 
is the number of codewords with Hamming weight k in the code Co, while A~z) is the 
number of codewcrds with Ramming weight k in the code Co which has been linearly 
altered by M z of the error correction code. 

Weight Distributions 
k Ale A~l) A(2) 

le 
A(3) 

le 

0 1 1 1 1 
1 0 0 0 0 
2 0 0 6 3 
3 35 35 29 32 
4 105 105 75 90 
5 168 168 198 183 
6 280 280 340 310 
7 435 435 375 405 
8 435 435 375 405 
9 280 280 340 310 
10 168 168 198 183 
11 105 105 75 90 
12 35 35 29 32 
13 0 0 6 3 
14 0 0 0 0 
15 1 1 1 1 

Table 3.1: Weight Distributions of the BCR (15,11) Linearly Altered Codes 

It is seen from this table that the effect of the linear alteration by the matrices 
M 2 and Ms is to decrease the minimum distance of the BCH (15,11) code from 3 
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to 2. Interestingly, the matrix Ml has no effect upon the weight distribution of the 
BCR (15,11) code. The probability of undetected error of these codes is plotted versus 
BSC probability of error in Figure 3.3. 

Probabihty of Undetected Error Versus BSC Error Rate 

10.5 

~ 10.8 
] 
~ 
-8 
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10-17 

Binary Symmetric Channel Error Rate 

Figure 3.3: Reliability of the BCR (15,11) Code Linearly Altered by Mg:. Legend: 
- - - Co and C~l) _. - C~2) - C~3) 

The effect of the linear alteration is seen to be especially significant at low error rates. 
When the BSC error rate equals 10-7 , the probability of undetected error of d2

) and 
C~3) is approximately one million times worse than that of the unaltered BCR (15,11) 
code. 
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Example 3.2 

The second example considers the extended Golay (24,12) code which is formed by 
appending a parity bit to the Golay (23,12) code so that the Hamming weight of 
every codeword is even. The generator polynomial of the Colay (23,12) cùde Îs 
g(x) = x ll + x 9 + x7 + x 6 + x 5 + X + 1. This code is linearly alkn..:ù by the followillg 
(4 x 4) matrices which generate the KM (12,4,5) code 

(

1101) (1100) (0100) 001 0 111 0 1 100 
Ml = 0 1 0 1 ' M:I = 1 0 1 0 ' Ms =- 0 0 1 1 ' 

0011 1101 0001 

and by the following (6 x 6) matrices which generate the KM (18,6,6) code 

(

110001] (101101] (011000] 001100 101011 110100 
- 000101 -- 110110 -- 001000 
Ml = 0 1 0 1 0 1 ' M:lI = 1 1 1 0 0 1 ' M3 = 0 0 0 1 0 0 . 

011000 110011 001011 
011111 100110 000101 

The Hamming weight distributions of the unaltered Extended Colay (24,12) code as 
weIl as those obtained by linearly altering it are shown in Table 3.2. In this table, Air 
is the number of codewords with Hamming weight k in the extended Colay (24,12) 
code, A~z) and Â~z) are the number of codewords with Hamming weight k in the 
Golay (24,12) code which is linearly altered by M z and Mz respectively. 



CHAPTER 3. DESCRIPTION OF A GH-ARQ II SCHEME 33 

Î . 

Weight Distributions 
KM (12,4,5) KM (18,6,6) 

k Ale A~l} A~2} A~3} 
le Aiel

) À~2} À~3} 

0 1 1 1 1 1 1 1 
1 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 
3 0 0 0 0 0 0 0 
4 0 0 2 0 3 2 2 
5 0 5 13 6 13 11 7 
6 0 37 31 26 35 35 34 
7 0 89 82 101 78 77 97 
8 759 179 172 201 149 177 169 
9 0 333 316 310 325 336 311 
10 0 469 485 454 521 463 476 
11 0 601 614 589 614 595 601 
12 2576 665 688 691 659 679 697 
13 0 599 610 634 599 624 621 
14 0 487 441 446 461 489 450 
15 0 323 318 319 322 307 315 
16 759 176 191 194 178 162 182 
17 0 87 84 74 87 84 85 
18 0 31 35 34 39 37 32 
19 0 11 10 15 10 13 11 
20 0 3 2 1 2 3 5 
21 0 0 1 0 0 1 0 
22 0 0 0 0 0 0 0 
23 0 0 0 0 0 0 0 
24 1 0 0 0 0 0 0 

Table 3.2: Weight Distributions of the Extended Golay (24,12) Linearly Altered Codes 
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It is seen from this table that the effect of the matrices M 1 and M3 is to decrease 
the minimum distance of the Extended Golay (24,12) code from 8 to 5 and that of 
M 2 decreases its minimum distance from 8 to 4. Further, M1 , M2 and M3 decreasc 
the minimum distance of the Extended Golay (24,12) from 8 to 4. The probability 
of undetected error is plotted versus BSC probability of error in Figur~s 3.4 and 3.5. 
Further, M z appears to alter the performance of the error detection code less than 
M'z. l'bis suggests that, when selecting an error correction code to be used in such 
an error control scheme, the error correction capability of the code Cl should not be 
the sole criterion. Its effect upon the performance of the error detection code also 
needs to be considered. 

Probability of Undetected Error Versus BSC Error Rate 
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Figure 3.4: Reliability of the Extended Golay (24,12) Code Linearly Altered by M z . 

Legend: - - - Co - C~l) and C~3) - _ - C~2) 

Again, the effect of the linear alteration is more significant at lower error rates; yet 
it remains more significant at high ~ates than it was in the previous case of the 
BCH (15,11). This suggests that sorne "matching" between the error detection and 
correction codes is required so as to minimize the effect of the latter upon the former 
while maintaining an acceptable error correction capability_ 
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Figure 3.5: Reliability of the Extended Colay (24,12) Code Linearly Altered by M'z' 
A(l) A(2) A(3) 
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3.3 Computation of Weight Distributions 

In order to analyze the performance of the CH-ARQ II error control scheme, it will 
be necessary to compute the weight distribution of the error detection and error 
correction codes. This does not pose a problem when k is small, but restricts the 
analysis to very low rate codes which are unpractical. Suppose it is required to 
compute the weight distribution of codes for which k is quite large (on the order of 
500 bits for example). In this case, the MacWilliams Identity will prove to be very 
useful. This section will consider the cases of an unaltered code, a linearly altered 
code, and a shortened code. It is assumed that aIl codes under consideration are 
binary and linear. 
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3.3.1 Unaltered Code C 

For the case where no error correction coding has been performed, the MacWilliams 
identity will directly apply. Assume that it is desired to compute the weight distri­
bution of the binary (N, k) linear code C with generator matrix G. Further, suppose 
that the rate of the code, R = -k, is close to unit y and because k is large, it is Ilol 
possible to directly compute the weight distribution of this code. The dual code Col is 
generated by the parity check matrix H of the code C. Note that GHT = 0, whcre 
Ois the (k x (N - k)) zero matrix. The dual code is a very low rate code consistmg of 
2N - 1e codewords. Since N - k is small, the weight distribution of the dual code is cas­
ily computed by enumeration of aIl its codewords. Let the welght distribution of the 
dual code C.l be denoted by {AU and that of the code C by {Ale}. The Mac Williams 
Identity relates the two weight distributions as follows [8]: 

where 1 Col 1= 2N- Ie , which is the number of codewords in the dual code. Equivalently, 
it is possible to set x = 1 to obtain: 

Therefore, after computing the weight distribution of the low rate dual code Col, it is 
then a simple matter to compute the weight distribution of the high rate code C. 

3.3.2 Linearly Altered Code C~:r:) 

Now consider the case of a long, high rate linearly altered code, say C~z). Suppose 
that the error detection code is linearly altered by Mz, which leads to the ~encrator 
matrix Gz = Mz ® Il!.., The problem then is to compute the dual codc C~z \ givcn 

" 
that C~z) is generated by GGz. Assuming that G;1 exists, then the dual of C~z) is 

generated by H( G;1 )T. It may be verified that the condition for càz) and C~z)ol to 
be dual, 

GGZ (H(G;1)T)T = 0, 

is indeed true. Therefore, to compute the weight distribution of the linearly altcred 
error detection code C~z) generated by GGz, it suffices to compute the weight distribu­
tion of the dual code C~z)ol generated by H( G;1)T and then to use the MacWilliams 
Identity. 
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3.3.3 Shortened Code C6 

Often a suitable code cannot be found to match the desired length of a packet. In 
this case, a code C with natural length longer than the desired pack et length may 
be shortened to accomodate the constraints. Let the natural length of the code be 
N bits and the desired length of the packet be N - Â bits, so that it is required to 
shorten the code C by Â bits. AIso, let the shortened code be denoted by C.. The 
generator matrix of the code C is G, a (k x N) matrix. Similarly, the generator matrix 
of the shortened code C. is G., a ((k - Â) x (N - Â)) matrix. The dual matrix of G., 
denoted by H., is a ((N - k) x (N - Â)) matrix. To compute the weight distribution 
of the code C., it suffcies to compute the weight distribution of the code generated 
by H. and then to use the Mac Williams Identity. 

NIN 
L Alcylc = 2N- 1e L Ak(Y + 1)N-Ie(1_ y)1c, 
!c=o !c=o 

where {Ale} and {AU are the weight distributions of the codes C. and C;- respectively. 

Example 3.3 

Suppose it is desired to compute the weight distribution of the BCR (31,26) code 
which is shortened by 1 (Â = 1) bit and linearly altered by each of the three (5 x 5) 
matrices in Example 3.1. The generator polynomial of the BeR (31,26) code is 
g( x) = x 5 + x 2 + 1. Direct computation of the weight distribution of this code would 
require the generation of 225 ccdewords; clearly, this is not a practical approach. This 
is an ideal applicatior. for the MacWilliams Identity sinee r - k is small and the dual 
code is a very low rate code. The generator polynomial of the dual code, h( x), is [8] 

h(x) -
x N - 1 x 31 -1 

-
g(x) x 5 + x 2 + 1 

_ X 26 + X 23 + X21 + x20 + X 17 + X16 + X15 + X 14 

+x
13 + x9 + x 8 + X6 + X6 + x4 + x 2 + 1 

Note that the shortened (30,25) code is not neeessarily cyclic. To avoid confusion 
regarding the various codes that are generated by the BCR (31,26) code C, the short­
ened (30,25) code will be denoted by C. and the shortened (30,25) code which is 
linearly altered by M:r: of the KM (15,5,5) code will be denoted by C~:r:). Then, us­
ing the MacWilliams Identity, the weight distribution of these shortened codes may 
be easily computed. They are summarized in Table 3.3. In this table, Ale refers to 
the number of codewords in C. with weight k, while A~:r:) refers to the number of 
codewords in CS"') with Ramming weight k. 
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Weight Distributions 
k Ale A~l) A{2} 

le 
AT3T 

le 
0 1 1 1 1 
1 0 0 0 0 
2 0 13 9 12 
3 140 121 136 111 
4 945 839 859 875 
5 4368 4520 4413 4577 
6 18200 18606 18582 18356 
7 63960 63414 63728 63334 
8 183885 182857 182817 183661 
9 446160 447376 446886 447178 
10 936936 938975 939091 937544 
11 1708980 1706931 1707440 1707857 
12 2705885 2702543 2702507 2703959 
13 3739680 3742704 3742023 3741135 
14 4541040 4545396 4545252 4544808 
15 4850640 4846692 4848000 4848084 
16 4547475 4543227 4543371 4543011 
17 3739680 3743808 3741924 3743244 
18 2700880 2703835 2703871 2704156 
19 1708980 1705839 1707528 1705761 
20 939939 938525 938409 938481 
21 446160 447784 446875 447983 
22 182520 182974 183014 182884 
23 63960 63430 63696 63334 
24 18655 18555 18579 18607 
25 4368 4464 4438 4490 
26 840 857 837 848 
27 140 133 128 127 
28 15 13 17 13 
29 0 0 1 1 
30 0 0 0 0 

Table 3.3: Weight Distributions of the Shortened BeR (30,25) Codes 



Chapter 4 

Analysis of the GH-ARQ II 
Scheme 

This chapter presents the performance analysis of a GH-ARQ II error control scheme 
on a burst-noise channel described by the Gilbert-Elliott model. In order to efficiently 
analyze a system that. may use a depth-2, depth-3, or even depth-4 error correction 
code, a systematic approach is required. This approach begins by describing the 
recciver's state transition diagram which is a simple first-order Markov chain. From 
this Markov chain, it is possible to compute expressions for the system's throughput 
and reliability in terms of its transition probabilities. The problem then becomes the 
computation of these transition probabilities. 

This approach will be seen to be general in the sense that it is applicable to the 
analysis of depth-2, depth-3, and depth-4 systems and is easily extended to other 
channels modelled by first-order Markov chains. 

4.1 Analysis Assumptions 

This section briefly describes the pertinent assumptions that will be made in the 
analysis of the GH-ARQ II error control scheme. The feedback channel is assumed 
to be noiseless. This is a common assumption in the literature and is achievable in 
practice by coding the receiver's message with a very low rate code. 

It is also assumed that the error correction code Cl has a non-negligible effect on the 
performance of the error detection code Co. Wang and Lin [20] had assumed in their 
analysis that Cl was chosen so that it had no effect on Co. 

The transitions in the Gilbert-Elliott model are assumed to occur between transmis-

39 
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sions of the packets. This ensures that during the transmission of a packet, the error 
rate is constant. This assumption is corn mon and was made, for example, by Lugand 
et al. [4] and Deng et al. [6] in their analyses. 

The retransmission strategy is a selective repeat request approach with an infinite 
receiver buffer; the details regarding its operation are not considered. Various selective 
repeat request strategies are considered in detail in [2, 45, 50]. AIso, the stop-and­
wait retransmission strategy will be treated as a special case of the analysis with a 
selective repeat request retransmission strategy. 

Since a depth-2 system is analyzed, the generator matrix of the error correction code 
cF> will be M = [Ml 1 M,], and it will be assumed that both Ml and M, are 
invertible. As described in Appendix A.2, the analysis may be easily modified to 
account for non-invertible Ml' 

Finally, the error detection and error correction decoders are not assumed to be 
bounded distance decoders. In the case of the error detection decoder, this means 
that it is capable of detecting sorne error patterns with Hamming weight greater than 
or equal to the minimum di<:tance of the error àetection code Co. In the case of 
the error correction decoder, this means that it is capable of correcting sorne error 
patterns with Hamming weight greater than its error correction capability tz, where 
tz = l d,,;l J and dz is the minimum distance of the codt' C~z>. For convenience let Tz 

be the maximum number of errors in a combined block [b~'+l-Z> 1 ... 1 8}'>] WhlCh is 
possibly correct able. Consequently, this implies that there do es not exist any error 
se~uence §. containing more than Tz which is correctable. In general, Tz > t z unless 
C~z is a perfect code. Recall that a perfect code is one which is capable of correcting 
aIl sequences with up to and including tz errors, but cannot correct any sequences 
with more than tz errors; therefore, for such a code, Tg; = tz. 

4.2 Receiver State Transition Diagram 

This section describes the receiver state transition diagram for a ('epth-2 system 
which, in effect, uses a half-rate code for error correction. This Sl.ate transition 
diagram is shown in Figure 4.1. 

As seen in this figure, the depth-2 receiver state transition diagram consists of five 
states: two absorbing states, c and u, and three transient states, 1, Tl, and T2. 
The state c corresponds to the receiver delivering an error-free message to the data 
sink, while the state u corresponds to it delivering a message containing errors. In 
its initial state, state 1, the receivers inverts the received packet (multiplying by 
G;1) and attempts to detect errors. After this inversion, the receiver will dcliver 
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1 

Figure 4.1: Depth-2 System Receiver State Transition Diagram 

an accu rate message to the data sink with probabilty Ct, and will deliver a message 
containing undet.ected errors with probability QI. Tne probability that the receiver 
will request a retransmission, after this initial inversion, is Pt. 

After the receiver has requested a retransmission, it enters state T2 in which the 
transmitter will encode the packet (l, Q) with M 2 of the error correction code C~2) 
as described in the previous section. Similar to state 1, the receiver delivers an 
error-free message (by successfully inverting or decoding the received packet) to the 
sink with probability C~2) and delivers a message containing undetected errors with 
probability Q~2). It will request another retransmission with probability pJ2) and then 
moves to state Tl. This state is identical to state T2 except that the transmitter 
codes the packet (1, Q) with M 1 of the error correction code cF). In this case, the 
transition probabilities are superscripted by (1) instead of (2). Note that the receiver 
never returns to state 1. This reflects the fact that after the initial unsuccessful 
transmission of a message, the receiver will always attempt to correct the errors in 
a received packet if the inversion is not possible or unsuccessful. Thus, the receiver 
moves between states T2 and Tl as the transmitter alternates encoding the message 
with M 2 and M 1 of the error correction code C~2). Pinally, the receiver returns NAK 
to the transmitter when it moves From one transient state to another and returns ACK 
when it moves from a transient state to an absorbing state. 
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4.3 Throughput and Reliability 

In this section, the throughput and reliability of the the GH-ARQ II (Depth-2) scheme 
are expressed in terms of the transition probabilities in the receiver's state transition 
diagram. These may be easily computed by using the jirst-step analysis described 
in [19]. In the present context, the throughput is defined to be the me an number 
of transmissions of a message before the receiver returns a positive acknowledgement 
to the transmitter. This is the expected number of transitions in the receiver state 
transition diagram before absorption into either states c or u. The reliability (or 
probability of undetected error) is defined to be the probability of absorption into 
state u. To compute the throughput and reliability of this system, the transition 
probability matrix P of the receiver must be construded. That is, 

c 1 Tl T2 u 
1 0 0 0 0 C 

Cl 0 0 Pl QI 1 
P= C~l) 0 0 R(l) Q~l) Tl 2 

C~2) 0 0 pJ2) Q~2) T2 
0 0 0 0 1 u 

This matrix may be more conveniently expressed by relabelling the states and the 
transition probabilities from states 1, Tl, and T2 so that they may be more easily 
indexed. Note that Pi; is the probability of transition from state z to state j. 

0 1 2 3 4 
1 0 0 0 0 0 

P= 
PlO Pu Pl2 P13 P14 1 
P20 P21 P22 P23 P24 2 
P30 P3l P32 P33 P34 3 
0 0 0 0 1 4 

Let X t be the state of the Markov chain at time t and assume that T is the number 
of steps until absorption so that T = minn~o{Xn = 0 or Xn = 4}. 

The reliability of the GH-ARQ II scheme Ptul. is Pr(XT = 4 1 Xo = 1), the probability 
of absorption into state 4 (u)To compute this, begin by defining u, as follows: 

Ui = Pr(XT = 41 Xo = i), i = 1,2,3. 

The key to the first-step analysis is to compute Pr(XT = 4 1 Xl = i), i = 1, ... ,5. 
First consider Xl = 0; in this case Pr(XT = 4 1 Xl = i) = 0 because Xl = 0 
corresponds to the absorbing state c. Conversely, if Xl = 4, then Pr(XT = 4 1 Xl = 
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i) = 1. Finally, if Xl = i for i = 1,2,3, then Pr(XT = 4 1 Xl = i) = Ui because the 
transition probabilties of the chain are assumed stationary. In summary, then, 

Pr(XT = 4 1 Xl = 0) - 0 

Pr(XT = 4 1 Xl = 1) - UI 

Pr(XT = 4 1 Xl = 2) - U2 

Pr(XT = 4 1 Xl = 3) U3 

Pr(XT = 4 1 Xl = 4) - 1. 

Recall that Ui = Pr(XT = 4 1 X o = i) for i = 1,2,3. By total probability, then 

U · -. - 4 

L Pr(XT = 4, Xl = k 1 Xo = i) 
Ic=O 

4 

- L Pr(XT = 4, 1 Xl = k,Xo = i) Pr(XI = k 1 Xo = i) 
Ic=O 

4 

- L Pr(XT = 4,1 Xl = k) Pr(XI = k 1 Xo = i) 
1c=0 

The final step is a consequence of the fact that the Markov chain is first-order so 
that the next state depends only on the present state and none of the previous ones. 
Expand the above equations for i = 1, 2, 3 to obtain 

Ui = Pr(XT = 4,1 Xl = 0) Pr(XI = 01 Xo = i) 
+ Pr(XT = 4, 1 Xl = 1) Pr(XI = 1 1 X o = i) 

+ Pr(XT = 4, 1 Xl = 2) Pr(X1 = 2 1 Xo = i) 
+ Pr(XT = 4, 1 Xl = 3) Pr(X1 = 3 1 X o = i) 
+ Pr(XT = 4, 1 Xl = 4) Pr(X1 = 41 X o = i) 

= UIPil + U2Pi2 + U3P'3 + P'4 

These equations may be expressed as the following system: 

( 4.1) 

Substitute the values of the transition probabili~ies in the receiver's state transition 
diagram of Figure 4.1 for the Pi) in Equation 4.1 to obtain: 
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Finally, solve for Pud = UI (by using Cramer's rule, for example) to obtain the ex­
pression for the reliability of the GH-ARQ II scheme as a function of the transition 
probabilities of the receiver state transition diagram. 

The next problem is to compute the throughput of the GH-ARQ II system. Let T 
be defined as previously and Vi = E[T 1 Xo = il, where E[·] denotes the expectation 
operation. The quantity Vi is interpreted to be the average number of transitions 
until absorption into state c or state u given that the initial state is i, so that the 
throughput of the GH-ARQ II system is simply VI. The approach to solve for VI is 
similar to that previously taken to solve for U1. To compute v" use the [act that the 
Markov chain is first-order and total probability to obtain: 

Vi - E[T 1 Xo = i] 
4 

- L E[T 1 Xl = k] Pr(XI = k 1 X o = i) 
Ic=O 

Now, the quantity E[T 1 Xl = k] must be computed. If k = 0 or k = 4, then 
the process has reached an absorbing state after one transition, so E[T 1 Xl = 0] = 
E[T 1 Xl = 4] = 1. If 1 ::::; i :::; 3, then E[T 1 Xl = k] = 1 +v,. Therefore, for 1 :::; z ::::; 3, 

v, = 1 + VIPil + V2Pi2 + V3P'3' 

This equation may then be expanded into a system of three linear equations: 

[ 
Pl~2~ 1 P2~1~ 1 ~:: ] [ ~: ] -- [ =~ 1 

P31 P32 P33 - 1 V3 -1 
(4.2) 

Again, substitute the values of the transition probabilities in the receiver's statc 
transition diagram of Figure 4.1 for the P,j in Equation 4.2 to obtain: 

[ -1 0 Pl] [ VI 1 [-1 1 o -1 pP} V2 = -1 
o pJ2} -1 V3 -1 

Solving for VI the throughput of the GH-ARQ II system TJ is 

1 
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4.4 Computation of Pl' QI, and Cl 

The computation of b~e transition probabilities Pl, QI, and Cl is very similar to the 
computation of the probabilities P, Q, and C of the simple ARQ error control scheme 
describec! in Section 2.2. The effect of the error correction code on the error detection 
code 1S easily integrated into these expressions. 

The probability of correct reception on tl e first transmission, Cl, is simply the prob­
ability that zero errors occurred during transmission. Let ni be the current state of 
the channel. Then, as in Section 2.2 

Cl = Pr(O Transmission Errors) 

Pr(O Transmisslon Errors 1 ni = G) Pr(ni = G) 

+ Pr(O Transmission Errors 1 ni = B) Pr(n l = B) 

The p;flbability of undetected error on the first transmission, Qb is the probability 
that the error sequence §. is a codeword in the error detection code that is linearly 
altered by M 1 of the error correction code. 

QI = Pr(Undetected Errors, ni = G) + Pr(Undetected Errors, ni = B) 

Q 1 ~ A(l) [R Ie(l )N-Ie P. Ie( )N-le] 
1 = P R L..J le bgf.g - f.g + gbf.b 1 - f.b 

gb + bg le=d1 

where A~l) and dl are the number oi L':)dewords with Hamming weight k and minimum 
distance in the error detection code that has been linearly altered br M 1 of the error 
correction code. The computation of the weight distribution {A~l } is described in 
Section 3.3. 

Finally, the probability of a retransmission after the first transmission, Pl, i8 simply 
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4.5 Computation of pJx), Q~x), and C~x) 

In order to compute the transition prohahilities pJII!) , Q~II!), and C~II!), the flowchart 
shown in Figure 4.2 will he useful. Note that x refers to thp submatrix Mc of the 
error correction code Cf2) with which the currently transmitted packet is encoded. 

Received Packet r. 

Inversion 

Comput~ 
Syndrome s...1 

Yes 

Cf2) Decoder 

Compute 
Syndrome s...2 

Yes 

Retransmission 
Requested 

Correct 

Correct 

Undetected 
Errors 

Undetected 
Errors 

Figure 4.2: Depth-2 System Receiver Flowchart 
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In this flowchart, the InverSlon is performed if the matrix M z that was used to code 
this packet is invertible. If it is not, then the receiver begins immediately with the 
Decoder. 

From Figure 4.2, the transition probabilities C~z), Q~z), and pJz) rnay be expressed 
as 

C~2) 

Q~2) 

pJ2) 
= 

Pr(Sl = Q, No PI Errors) + Pr(Sl #- Q,.5:2 = Q, No PD Errors) 

Pre S 1 = Q, PI Errors) + Pre St =1 Q,8..2 = Q, PD Errors) 

PreSt =1 Q,.5:2 -=/: Q) 

where "Pl Errors" refers to the presence of post-inversion errors (if the inversion is 
possible) and "PD Errors" refers to the presence of post.-decoding errors at the output 
of the decoder. 

4.5.1 Computation of C~:z:) 

Recall that CJz) = Pr(.5:t = Q, No PI Errors) + PreSt f. Q, S2 = Q, No PD Errors). 
This is interpreted as the probability that the receiver delivers an error-free message 
to the data sink on the second and succeeding transmissions. 

The PreSt = Q, No PI Errors) is simply the probability of zero transmission errors 
which lS equivalent to the transition probability Ct computed in Section 4.4; therefore, 

1 [ N N] Pr(~t = Q,No PI Errors) = P R Pbg(l - fg) + Pgb(l - fb) . 
gb + bg 

The Pre St f. Q, s.." = Q, No PD Errors) may be interpreted as the probability that the 
error sequence added to the packet during transmission is not a codeword in the error 
detection code C~:r:) (linearly altered by M z ) and that this sequence is correct able by 
the decoder. In this context, "correct able" means that the error sequence is decoded 
to Q so that the decoded packet is error-free. Let 

x = PreSt #- Q,s.." = Q, No PD Errors). 

There are two approaches which may be taken to compute this probability. The first 
approach begins by gellerating every possible error sequence which is not a codeword 
in t.he code C~z). Then, X is computed by summing the probability of successfully 
correcting each of these error sequences. When the length of the packet N is small 
(say N < 15) this exhaustive approach is feasible. However, when the pack et length 
is greater than this, a more efficient approach is required. 

, , 
'~ 
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To deve10p such an approach, X may be equivalently expressed, as 

2N -2· 

X = L Pr(~J ~ c~:e),ij = !D, 
j=1 

where the expression!j ~ C~:e) is interpreted to be an N-bit error sequence!J which is 

not a codeword in the code C~:e), and ~ is the decoded error sequence at the output 
of the error correction code occoder when the currently reœived error sequence is f:.,. 

Note that there are 2N _2" words are not codewords. The second approach to compute 
X decreases the number of error sequences which need to be considered by grouping 
together those sequences ~J with "similar structure". Moreover, the requircment that 

~J be correctable, !<;J = Q, further decreases the number of sequences that necds to 
be considered. 

The notion of correct able error sequences with similar structure is the key to making 
the computation of X manageable. Suppose that the received packet r. is compriscd 
of four blocks so that 

r. = [Bo 1 BI 1 B2 1 B3 ]. 

Now suppose that the Hamming weight of blocks BI, B2' and B3 is zero, and that of 
block Bo is two. Let the Hamming weight of this packet w(r.) be denoted as 

w(r) = [2 1 0 10 1 0]. 

Two packets are said to be equivaleni if the weight partition i of one of the packets may 
be obtained from the other by perrnuting the order of its blocks. For example, packets 
r.l and L2 with weight partitions w(r.d = [2 Il 1 0 Il] and W([2) = [0 Il Il 12] arc 
equivalent in the sense that their weight partitions differ only by their order. Further, 
a received packet [ is poieniially correclable if the Hamming weight of each of iLs 
blocks is less than or equal to T2, where T2 is as defined in Section 4.1. Whcther 
or not this packet is actually correct able depends also upon the previously rcceivcd 
packet. Conversely, if the currently received packet contains a block with Hammmg 
weight greater than T2, then it is not correctable with certainty. Consequently, the 
approach that will be taken to compute X considers only those error sequences wlllch 
are potentially correct able and not equivalent to any other error sequence under 
consideration. 

Before X may be computed, it is required to calculate Pc{w), the probability that 
a combined block [B~'-l> 1 B~'>] containing w errors is correctable. This quantity 

depends upon the error correction code cF> as weIl as its decoder implementation. 
For w::; t2'Pc(W) = 1 and for w > T2'Pc(W) = O. In the range i 2 < w ~ T2, Pc(w) lS 

INote that the weight partition is assumed to refer to the Hamming weight partition of a packet. 
These terms tend to be used interchangeably. 
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computed by exhaustive enumeration of the combined blocks containing w errors. In 
this case, 

p. () 
N(B correct able) 

c w = (:w) , t 2 < W :s; 72' 

where the expression N(B correct able) denotes the number of combined blocks B = 
[8(i-1) 1 B(i-1)J with Hamming weight w that are correct able (decoded to Q). 

Recall that the computation of X = Pr(Sl i= Q,S2 = Q,No PD Errors) may be 
expressed as 

2N _2" 

X - ~ Pr(t. d C<z) tC,) = 0) L.J -, 'F 0 , -pd -
,=1 

2N _2" 

L Pr(~j ~ c~z) ,~) is correctable), 
)==1 

where fj is the )-th N-bit sequence which is not a codeword in the code càz:). Let A 

be the set of aIl words WhlCh are not codewords in the code càz
) and, let Ai be the 

subset of A containing those with Hamming weight i. Clearly, the A. form disjoint 
subsets which cover A. That is, Ai () Aj = 0 for z i=), and 

N 

U Ai = A. 

Since the code càz
) is linear, it must contain the zero-sequence; consequently, Ao = 0 

and X may be computed as follows: 

2N _2" 

X L: Pr(~i ~ càz),~) is correctable) 
,=1 

L Pr(~ is correct able ) 
!EA 

N 

= L L Pr(~ is correct able) 
1e=1 !EA" 

N 

L 1 Ale 1 Pr(~ is correct able, w(~) = k), 
k=l 

where 1 Ale 1 is the cardinality of the set Ale and w(d is the Hamming weight of the 
error sequence~. Also, let B1z) =1 Ale 1 so that, if A~z) is the number of codewords 
with weight k in the code C~z), then A~z) -1- Biz) = (Z), the total number of error 
sequences with Hamming weight k. Now, 

N 

X = L B1z
) Pr(~ is correct able , w(~) = k). 

Ar=1 
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The Pr(~ is correct able, w(~) = k) imposes two constraints on the error sequences f 

which need to he considered in the computation of X. 

1. The Hamming weight of the error sequence f must he k. 

2. The requirement that ~ he correct able restricts consideration to only those crror 
sequences which are potentially correct able. Suppose that an error sequence f' 
contains a block with more than T2 errors. Then the Pr(f' is correctablc, W(f') = k) 
is zero hecause ~' is uncorrectable with certainty. Therefore, there is no point 
in considering error sequences which are not potentially correctable. 

These two constraints are reminiscent of the integer partitioning problem described 
in Section 2.3. In particular, suppose that the set of potentially correct able partitions 
of ~ with Hamming weight k is denoted by 7I"(Ic). Let the cardinality of such a set 
he denoted, once again, by 1 7I"(Ic) 1. Further, let the J-th partition of the set 7I"(Ic) be 

7I"!k). Finally, the expression ~ '" 7I"yc) is interpreted to mean that the Hamming weight 
partition among the n-bit blocks comprising the error sequence fis equivalent to the 
partition 7r)Ic). The computation of X may then be expressed as 

N.,,/n 1,..(.1:)1 

X = 2: Biz
) L Pr(f is correctable,f '" 7I")Ic)). ( 4.3) 

Ie=l 3=1 

Equation 4.3 is the key to the computation of X. As previously described, the compu­
tation of the Pr(f is correctable, w(~) = k) becomes a summation of the probability 
that eétch potentially correct able error sequence is successfully corrected. If 7r;Ie) con­
tains fewer parts than blocks in f, then it is padded with a sufficient number of 
zero-parts. Note that the upper limit on the summation indexed by k is N T2/n, in­
stead of N as might have been expected. This is because there exists no potentially 
correctahle error sequence with Hamming weight greater than NT2/n. Now, the ef­
fect of the channel states and the selective repeat retransmission strategy are easily 
integrated into this expression for X. 

N.,,/n 1,..(1)1 

X = L Biz
) L I: L Pr(f is correctahle,f '" 1r;Ic),n'_6' n,), 

1e==1 3==1 n, n,_, 

where, as before, the expression f"-J 7r)Ic) is intcrpreted to mean that the Hamming 

weight k of the error sequence ~ is partitioned like 1r)Ic). The current statc of the 
channel is denoted by ni and ni - 6 is its state 8 transitions in the past. The pa­
rameter 8 refers to the roundtrip retransmission delay in the selective repeat request 
retransmission strategy. The stop-and-wait retransmission strategy corresponds to 
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6 = 1. The problem thpp becomes the computation of 

Pr(~ is correct able, ~ ~ 7r~Ie), n,-6, n.) 

= Pr(~ is correct able 1 f f'V 7r~Ie), n.-6, n,) 

.Pr(~I'V7r~Ie) 1 n i-6,ni)Pr(ni_6,n,) 

The quantity Pr(n'_6, n,) is the 6-step transition probability from state n,-6 to 0, 
and is computed in Appendix B.3. The other quantities may be easily computed as 
shown below. 

The Pr(~ '" 7r~Ie) 1 n,_6,Oi) is independent of the state n,-6, so that 

Pr(~ l'V 7r~k) 1 n,-cS, n,) = Pr(~ l'V 7r~Ic) 1 n,). 

Let 7r}~) be the number of parts equal to i in the j-th partition of the integer k. Then, 

A r (le») 
(1.) ./\1 (~ l'V 7r i 1. N-Ie 

Pr(f l'V 7r, 1 n,) = N(wk) = k)ê, (1 - ê,) , 

where N(·) is the number of error sequences satisfying the indicated requirement, 
and éi :s the probability of error in the current state of the channel, n,. Then, 

therefore, 
(1) 

Pr(e '" 7r(Ie) 1 n ) = (~)! I1~ [(ï) r,1 

ê le(l _ ê·)N-1e 
- , 'TNT (le),' t • 

\ le) 1=0 7r il . 

Now, it is required to compute Pr(~ is correctable 1 f f'V 7r~Ie), n,-6, Oi). Let p be 
the number of errors in the previously received block 8(i-1) of the combined block 
[B('-l) 1 B(i)]. Then, 

Pr(~ is correct able 1 ~ f'V 7r~Ie), 0,-6, n,) 

= Pr(f is correct able 1 ~ ......- 7r~k), n i - 6) 
~ (l) 

= rr[Pr(p ~ 72 - 1)]'r,1 

1=0 

~ [~-I 11r~~) =!! !;, Pc(o: + 1) Pr(p = 0:) 
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where êi-6 is the probability of error in the state of the channel 6 transitions in 
the past and Pc( w), as described earlier in this section, reflects the error correction 
capabilityof the code C~2). The computation of Pr(Sl f:. Q,~ = Q, No PD Errors) is 
now complete: 

The transition probability C~z) is then, 

4.5.2 Computation of Q~;Z:) 

Recall that Q~z) = Pr(Sl = Q, PI Errors) + Pr(5:1 f:. Q,5:2 = .Q, PD Errors). This is 
interpreted to be the probability that the receiver delivers a message containing errors 
to the data sink on the second and succeeding transmissions. 

The Pr(5:1 = .Q, PI Errors) is simply the probability of undetected errors after inver­
sion. It is similar to the transition probability QI which was computed in Section 4.4, 
except that the error detection code is linearly altered by M z of the error correction 
code; thus, 
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The Pre SIl- Q,.& = Q, PD Errors) is interpreted to he the prohahility that an error 
sequence which is not a codeword in the code C~z) is decoded into a nonzero codeword 
in the unaltered error detection code Co. As before, at least two approaches may he 
taken to compute this probability. The first consists in generating every possible error 
sequence which is not a codeword in the code C~z) and then computing the probahility 
that this sequence is decoded into a nonzero codeword of the code Co. Again, this 
approach is practical only for situations where N < 15. The second approach consists 
in grouping together equivalent decoded error sequences. Let the expression fi ~ C~z) 
be interpreted to be the J-th N-bit error sequence S:., which is not a codeword in 

the code C~",), and let f!j be the decoded error sequence at the output of the error 
correction code decoder when the current error sequence is f,. Then, 

y - Pr(.5\ 1- Q, S2 = .Q, PD Errors) 
2N_2' 

= L Pr(f, ~ C~z), f!j ECo), 
)=1 

where Co is the unaltered error detection code without the zero codeword. To compute 
Y, begin by removing the restriction that fi ~ C~z). Now, let 

2N 

yi = L Pr(~ ECo), 
)=1 

where fj is now any N-bit error sequence. So 

2N_2~ 

Y = L Pr(s:'j ~ dz),~ ECo) 
,=1 

2N 2N_21_1 

= '"' Pr(f{j) E C ) - " Pr(t:- E C<z) i j
) E ê ) L..J -pd 0 L.J _) 0 ,_pd 0 

2N -2"'-1 

= yi _ L Pr(fj E C~z),f~ ECo) 

2N _2 Ao _l 

Y = yi - Pr(f~ ECo) - L Pr(f, E C~z),f~ ECo), 
j=o 

where C~z) is the code C~z) without the Q. codeword and ~ is the output of the error 
correction code decoder when the currently received error sequence is Q. It is usually 
the case that the zero error sequence is much more likely to be received than an error 
sequence equal to a codeword in the code C~z). That is, 

2N -21 -1 

Pr(fu E C~Z),f!:2 E Co) ~ L Pr(fj E C~z),~ ECo), 
,=1 
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where fu is the zero error sequence and f<:} is the output of the decoder when the cur­
renUy received error sequence is Q. Thus, the expression for Y may he approximated 
by 

y ~ yi _ Pr(f~ ECo). 

To complete the appt'Oximate computation of y, it is required to compute two quan­
tities: yi and Pr(~ ECo). Recall, 

2N _2· 

yi = L Prü:~ E êo) 
)=1 

- t ~~ Pr(k PD Errors), 
Ie=d (le) 

where Ale is the numher of codewords in the error detection Co with Hamming weight 
k, d is the minimum distance of the code Co, and Pr(k PD Errors) is the probability 
of k errors at the output of the decoder. The problem then becomes the computation 
of Pr( k PD Errors). 

Suppose that k errors (d ~ k ~ N) remain uncorrected in the decoded packet. These 
errors may be partitioned in a manner similar to the way in which the errors in 
the error sequence f were partitioned in the computation of C~a:). So, IIlstead of 
partitioning an packet input to the decoder, the errors in the packet at the output 
of the decoder [81°) 1 ... 1 81:}n] will be partitioned. It is then possible to define the 
Pr(k PD Errors) in tenns of the valid partitions of the k errors at the output of the 
decoder. In this context, a valid partition consists of at most Nin parts wlth no part 
greater than n. Let the set of valid partitions of the integer k (as defined in this 
context) he denoted by 7r(Ie). Further, let the cardinality of this Set be denotcd, once 

again, by 1 7r(Ie) 1 and the j-th element of the set 7r(Ie) be denoted 7r~Ie). Then it is 
possible to compute Pr( k PD Errors) as 

1,.(·) 1 
Pr( k PD Errors) = L N( 7r;Ie») Pr( 7r~Ie»), 

3=1 

where N( 7r)Ic») is the number of sequences with partition 7r!Ie) and Pr( 7r!Ie») is the 

probability that the sequence at the output of the decoder is partitioned like 7r!Ie). 

Similar to the computation of C~a:), the effect of the channel and the retransmission 
strategy are easily integrated into this expression: 

1,.(·) 1 
Pr(k PD Errors) = L LPr(Oi-cS,O,) L N(7r!Ic») Pr(7r?»), 
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where 6, as before, represents the roundtrip delay of the selected retransmission strat­
egy. The quantity N( 1I'~1e») is easily computed to be 

(N), 
N( 1/'(11») = n·. 

J rrn (lel! 
1=01l'il • 

The probability of the partition 1I']1e) is 

where Ppd( 1) is the probability that the block B(o) at the output of the decoder cOht,ains 
1 errors. The approach that will be taken to compute this probability '\Fill also he 
useful when Pr(.~!!? E fo) is calculated. To compute the probability distribution 
Ppd(l) it is required to exhaustively enumerate all possible 2n-bit combined blocks 
[B('-cS) 1 B(i)] and then to determine the output of the decoder. Then, a table as 
shown in Table 4.1 may be constructed. In this table, N(wi-cS, W" wo ) is the number 
of n-bit blocks at the output of the decoder containillg W o errors such that the number 
of errors in the block S(i-cS) at the input of the decoder is w._cS and the number of 
errors in the block B(i) is Wi. 

W._cS w. Wo N( Wi-cS, w., wo ) 

° ° ° N(O,O,O) 
0 ° 1 N(O,O,I) 

0 ° n N(O, 0, n) 
0 1 0 N(O,I,O) 
0 1 1 N(O, 1, 1) 

0 1 n N(O, 1, n) 

. 

n n 0 N(n, n, 0) 
n n 1 N(n, n, 1) 

n n n N(n,n,n) 

Table 4.1: Error Correction Code Cf2) Decoder Output 
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Using this table, it is a simple matter to compute Ppd(I): 

n n N(j, k, 1) . 
~ L (n) (n) Pr(wi_6 = J, Wi = k) 
,=0 k=O , k 

~~N(j,k,l) . 
L.J L.J (n) (n) Pr(wi-6 = J) Pr(w, = k) 
j=O k=O j k 

n n 

Ppd(l) - L LN(j, k, l)ê:_.s(l - êi-6)"-'ê:(1- êi)"-Jr; 
,=0 k=O 

therefore 

and 
N 1,,<1o:)1"l [ ],,<.) 

yi = (:)! L L Pr(n'_6, ni) L ~Ie L TI,=o P~)\l) JI 

0,_, 0, Ic=d (n) ,=1 7r,1 . 

Having computed Y', there remains the computation of Pr(.~~ E Co). This is the 
same as yi except that the number of errors in the current input block to th .. decodcr 
Sei) is known to he 0 (since the error sequence is the all- zero sequence). This requires 
the following simple modifications: 

(0) N ~ Ak 
Pr(~ ECo) = L.J (N) Pr(k PD Errors,f, = m, 

Ie=d k 

where Pr(k PD Errors,~j = Q) is the prohahility of k post-decoding errors wh en the 
current input error sequence is Q. As before 

1,..(·)1 
Pr(k PD Errors,~j =Q) = L LPr(ni- 6,n,) L N(7r~k»Pr(7r~k», 

and 

N( (k» - (~)! 
7r~ - n (le),' n,=o 7r,1 . 

The difference between this case and the previous one is in the quantity Pre 7r!'~» which 
must reflect that fact that the currently received error sequence is Q. Consequently, 

1 
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where PpcIO(I) is the probability that the block at the output of the decoder 8(0) 

contains 1 errors when the currently received error sequence is equal to.o.. This 
quantity is easily computed by considering, in Table 4.1, only those rows with Wi = O. 
Then, 

Ppdo{l) ~ N(j,O,l) P ( ') = L- (~) r Wi-cS = J 
)=0 ) 

n 

= L N(j, 0, l)êL.s(l - êi-cS)"-j. 
j=O 

The Pr(~ E êo) is, therefore, 

(0) - (N N Ak Iw(l,) 1 n [Ppdo(l)]W~~) 
Pr(~ ECo) = n)! lE ~?r(ll;_,,!l;) E (~) E !! 1r;~)! 

The approximation for Pr( S 1 =1= Q, ~ = .o., PD Errors) is complete: 

The transition probability Q~z) is then, 

4.5.3 Computation of pJ:z:) 

This is the probability of a retransmission on the first and following retransmissions. 
It is simply 

p,(œ) _ 1 C(z) Q(Z) 
2 - - 2 - 2 

l 
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4.6 An Example - Throughput and Reliability 
Computation 

This example illustrates the computation of the throughput and reliability of a simple 
GH-ARQ II error control scheme. The error detection code Co is the BCH (15,11) code 
and the error correction code is M = [Ml 1 M:3], where Ml and M:3 are as defined 
in Example 3.1. The weight distributions of Co and C~z) (x = 1,2) are also computed 
in that sE.J::tion. Since the submatrix Ml of the code C~2) i<, seen to have no effect 
upon the performance of the code Co, there is a fairly good match between the codes 
in this error control scheme. The error correction code decoder simply selects the 
codeword in C~2) which is closest to the combined bloc.k 8(1-6) 1 B(i). This is feasible 
as there are only 25 = 32 codewords in this particular error correction code. The error 
corrc:::ction capability of the code C~2) is easily computed by exhaustive enumeration 
of aU possible 1O-bit sequences; Table 4.2 summarizes Pc(w) for this code. From this 
table it is seen that 1'2 = 2 

w Pc(w) 
~ 1.0 
1 1.0 
2 0.06667 

3<w~1O 0.0 

Table 4.2: Error Correction Capability of C~2) 

Having specified the codes in this example, there remains the specification of the 
burst-noise channel model parameters. Suppose that fairly dense bursts occur in the 
channel, so that Pb = 0.05. Also suppose the average error rate is '( = 10-2 and the 
transition probability from the bad to the good state, P bg = 0.025. Using the expres­
sions from Section 2.1, the parameters of this channel model are easily computed: 

Pgb = PbgH = 1.316 x 10-3 

1 - Pb 

Pbg = 0.025 

Eg (Pb = 5 X 10-4 

fb = , [Pl -~d 1] = 0.1905 

Also, let the retransmission strategy be a simple stop-and-wait scheme so that 6 = 1. 

The transition probabilities Cl, QI, and Pl are easily computed as shown be10w (refer 
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to Section 4.4 for details). 

Cl = p. 1 R [Pbg(1 - f.1J)N + PlJb(l - f.b)N] 
IJb + blJ 

= 0.50927 

QI -_ 1 ~ A(I) [R Ie(l )N-Ie P. Ic(l )N-le] P. R L- le blJf.1J - f.1J + IJbf.b - f.b 
IJb + bg Ie=dl 

= 1.1135 X 10-2 

Pt 1 - QI - Cl 
0.47959 

59 

To compute the transitiol1 probability C~z) as descrihed in Section 4.5 it is required to 
enumerate the potentially correctable partitions for the integers up to and including 
NT2/n = 6. This enumeration may be achieved by using the integer partition trees 
described in Section 2.3. The valid partitions are summarized in Table 4.3. 

k Partitions 1f 

1 {l} 1fP) = (2,1,0) 

2 {l,l} {2} (2) ( ) (2) ( ) 1f1 = 1,2,0 1f2 = 2,0,1 

3 {1,2} {l,l,l} (3) ( ) (3) ( ) 1fl = 1,1,1 1f2 = 0,3,0 

4 {1,1,2} (4) ( ) 1fl = 0,2,1 

5 {l,2,2} (6) ( ) 1fl = 0,1,2 

6 {2,2,2} (6) ( ) 1fl = 0,0,3 

Table 4.3: Valid Partitions for the Computation of C~z) 

From this table, it is also seen that the number of "f{uences that need to he considered 
in order to compute C~z) decreases from 216 - 211 = 30720 to 8 sequences. This 
represents a significant reduction in complexity. The computation of the transition 
probability Q~z) requires the consideration of more sequences than does that of C~z); 
53 sequences must he considered as enumerated in Table 4.4. 

Using the expressions which were derived in Section 4.5, the transition probabilities 
C~z), Q~z), and pJz) for x = 1,2 are found to be: 

C~l) 0.74138 

C~2) 0.73973 

Q~l) - 1.7987 X 10-2 

Q~2) - 2.1450 X 10-2 

p,(l) 
2 - 0.24063 

pJ2) 0.23882 

, 
1 
j 
l , 
i 
j 
j 

l 
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k Partitions 
1 {l} 
2 {l,l} {2} 
3 {l,l,l} {1,2} {3} 
4 {1,1,2} {1,3} {2,2} {4} 
5 {1,1,3} {1,2,2} {1,4} {2,3} {5} 
6 {1,1,4} {1,2,31 {2,2,2} {2,4} {3,3} 
7 {1,1,5} {1,2,4} {1,3,3} {2,2,3} {2,5} 
8 {1,2,5} {1,3,4} {2,2,4} {2,3,3} {3,5} {4,4} 
9 {1,3,5} {1,4,4} {2,2,5} {2,3,4} {3,3,3} {4,5} 
10 {1,4,5} {2,3,5} {2,4,4} {3,3,4} {5,5} 
11 {1,5,5} {2,4,5} {3,3,5} {3,4,4} 
12 {2,5,5} {3,4,5} {4,4,4} 
13 {3,5,5} {4,4,5} 
14 {4,5,5} 
la {5,5,5} 

Table 4.4: Valid Partitions for the Computation of Q~z) 

The computation of the throughput and reliability of this error control scheme is 
then completed by substituting the values for the transition probabilities into th<> 
expressions for TJ and Pud found in Section 4.3. Then, 

TJ 0.6134 

P ud 2.424 X 10-2• 

For purposef of comparison, the throughput and reliability of the simple ARQ scheme 
described in Section 2.2 are computed given these channel parameters. 

TJ(ARQ) 

Pud(ARQ) 

0.5204 

2.140 x 10-2 

These results demonstrate an appreciable increase in throughput efficiency of the GII­
ARQ II scheme over the simple ARQ scheme with no error correction. As expcctcd, 
the reliability of the GH-ARQ II scheme is slightly worse than that of the simple 
ARQ scheme. This is a consequence of two factors. 

1. The error correction code C~2) (in particular M:.) has a non-negligible effcct 
upon the error detection code Co. 

2. On the first and following retransmissions, there are two "opportunitJes" for the 
receiver to make an undetected error: after the inversion and, possibiy, after 
error correction decoding, if the inversion fails or is not possible. 
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The effect of the error correction coding in the GH-ARQ II scheme is manifested in 
the values of the transition probabilities. On the first transmission, the probability 
that a retransmission will be re~uested, Pl, is 0.48. On the second and following 
transmissions this probability, P2 z), decreases to approximately 0.24. Most of this 
difference is attributabJe to the error correction capability of the GH-ARQ II scheme. 

4.7 Summary 

This section sl'mmarizes the expressions for the transition probabilities of the depth-2 
GH-ARQ II error control scheme. Recall that the throughput and reliability of this 
scheme were described in terms of these transition probabilities in Section 4.3. 

pJz) = 1 _ ciz) _ Q~z) 
1 

7]= 

Pud = 



Chapter 5 

Simulation and Analysis Results 

This chapter begins by describing an error correction code with properties that make it 
well suited to the GH-ARQ Il scheme. Then, an overview of the simulation procedure 
is presented. Finally, this chapter concludes by presenting the results of several 
experimen ts. 

5.1 The KM Error Correction Code 

This code was initially proposed and described by Krishna and Morgera [I]. Recall 
that the complexity of the GH-ARQ Il error control scheme is strongly dependent 
upon the error correction code c1z

); if a separate decoder were required for each error 
correction code C~2), .•. ,c~m), the complexity of su ch a system wou Id be prohibItive. 
Fortunately, the distinguishing property of the KM codes is that a fixed decodcr 
configuration is capable of decoding the codes C~2), ... ,c~m). This makes thesp codes 
ideal candidates for the GH-ARQ II error control scheme under consideration. ft 
should be noted though that it is probably possible to find other codes wlth such a 
property; however, only KM codes will considered. Since these codes have a short 
block length (n = 4, ... ,8) they are well suited to soft decision decodmg [3]. 

The error correction capabilities of the code c~z), Pc(w), as described m SectIOn 4.5.1 
was computed for most of the codes described in [1]. These are summanzed in Ap­
pendix C. In general, KM codes are referred to as (mn, n, d), where m is the maximum 
depth of the code, n is the block length and d is the design minimum distance of the 
code. For example, the (21,7,6) KM code encodes 7 bits into 21 bits and has a design 
minimum distance equal to 6. Note that this code also generates the (14,7,3) KM 
code by deleting the submatrix M3 from its generator matrix M. 

62 
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5.2 Overview of the Simulation Procedure 

A flowchart of the simulation procedure is shown in Figure 5.1. The k message bits are 
randomly generated with 0 and 1 being equiprobable. The message is then encoded 
with the cyclic1 error rlf't,ection code g( x). Let m( x), the message polynomial, be 
defined as 

k-l 

m(x) = L m,x', 
i=O 

where m, is the i-th bit in the message. The generator polynomial g( x) of the error 
detection code is similarly defined as 

N-k 

g(x) = L gjXJ
, 

J=O 

where gj is the j-th coefficient in the generator polynomial. The codeword resulting 
from the error detection coding, v(x) is 

k-l N-k 

v(x) = m(x)g(x) = L L m,gJxS+J. 
,=0 J=O 

Note that the summation is performed over GF(2) so that the coefficients of v(x) 
are 0 or 1. The resulting codeword in the error detection code is then partitioned into 
n-bit blocks, whereupon each block is encoded with the appropriate submatrix M z in 
the KM error correction code to form the transmitted vector 1(z) for the GH-ARQ II 
scheme. 

An error sequence is then generated using the Gilbert-Elliott model and added to :!2. 

and 1(z). The codeword from the error detection code :!2. and the transmitted packet 
1(z) are kept separate so that the GH-ARQ II and the simple ARQ schemes each 
operate under identical conditions. 

Then, the decoding of the received packets is performed. The error detection decoding 
in the simple ARQ scheme is performed by using a polynomial division circuit. The 
received polynomial, r'(x) = v(x) + e(x), is divided by g(x). If the remainder of this 
division is 0, then it is assumed that no errors have occurred and the simple ARQ 
scheme positively acknowledges the transmission. The sinlulator then checks the 
accepted message for undetected errors. Otherwise, errors have been detected and 
a retran~!mission is requested. An undetected error is made if the error sequence 
e(x) is a tod(~word in the error detection code, so that e(x) mod g(x) = O. This 

lIn these experimems, only a cyclic error detection code is used. In principle, the only restriction 
require<! is that the code be linear. 
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implementation of the decoder is capable of detecting sorne patterns containing more 
errors than its error detection capability. 

The decoding process in the GH-ARQ II scheme is similar to that of the simple ARQ 
scheme except that a provision must be made for inversion and error correction. The 
receiver in the GH-ARQ II scheme begins by inverting the error correction coding (If 
the corresponding submatrix M z is invertible) and then attempts to detect errors wIth 
the same error detection decoder used by the simple ARQ reccivcr. On the second and 
following transmissions of a message, the receiver will attempt to correct the errors in 
the received packet if the inversion is unsuccessful or not possible. In tlus simulator, 
the error corre :tion decoding is performed by selecting the codeword in the KM cod<, 
which is close st to the combined block. This decoding approach is possible because n 
is small (which makes the number of KM codewords 2" manageable). The output of 
the error correction code decoder is then checked for errors by using the error detcctioll 
code. Again, this is accomplished by dividing by g( x). If the syndrome is zero, the 
simulator checks for undetected errors, otherwise a retransmission is requested. 

If the channel conditions are very poor, it is possible that a large number of transmis­
sions would be required before an error-free packet is received. In order to safeguard 
against this possibility, the simulator will abandon a packet that reqUlres more than 
a preset number of retransmissions. Usually, this limit is on the order of 80 retrans­
rrusslons. 
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5.3 Comparison of Analysis and Simulation Re­
sults 

This set of experîments estimates the throughput efficiency by simulation of several 
GH-ARQ II schemes. A comparison is made with the results of the previous analyses. 
The experiments in this section use a simple stop-and-wait scheme (b = 1) for thcir 
retransmission strategy and the simulations are aIl performed over 10000 packets. 

Experiment A 

The GH-ARQ II error control scheme in this experiment uses the BCII (127,120) code 
shortened by 6 = 47 bits for error detection. The generator polynomial of this code 
is g(x) = x 7 + x 3 + 1. The KM (12,4,5) depth-3 code is used for error corrcction. 
The performance of this scheme was simulated and analyzed on three channels as 
summarized in Table 5.1. 

Channel Burst Pgb Pbg Pb 

A Dense 2.04 x 10-4 0.01 0.02 
B Diffuse 3.33 x 10-3 0.01 0.25 
C BSC 0 0.01 1.0 

Table 5.1: Channel Parameters for Experiment 5.3.A 

The results of the simulations and analyses are presented in Figure 5.2. These are 
plotted on the range of average error rate from 10-7 to 10-2 • 

The simulation and analysis results are seen to be in very close agreement. The max­
imum error (in absolute value) is approximately 12%. This error could be decreased 
by increasing the number of packets used in the simulation. The results suggest that 
the throughput of this error control scheme increases as the errors III the channel be­
come progressively "bursty'" in nature (as Pb decreases). Note thal the results of the 
reliability analysis and simulations are not presented because, since the probability of 
undetected error tends to be qui te small, its estimatIOn by simulation is very difficult. 
For example, to estimate a probability of undetected error on the order of 10-6

, the 
simulation would require at least 106 packets, which is not fcasible. 
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SlD1ulation and Analysis Results: TItroughpul 
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Figure 5.2: Throughput Analysis and Simulation of Experiment 5.3.A. Legend: - -­
Analysis-Channel A - . - Analysis-Channel B - Analysis-Channel C + 
Simulation-Channel A 0 Simulation-Channel B x Simulation-Channel C 

Experiment B 

In this experiment, the GH-ARQ II error control scheme uses the (15,5,5) KM code 
for error correctIOn and the BCH (127,120) code shortened by ~ = 47 bits for error 
detection. As before, the retransmission strategy is a simple stop-and-wait scheme. 
The channel parameters differ from the previous experiment in that these do not sat­
isfy the conditions described by Lugand et al. in [4]. Instead, the channel parameters 
for this experiment, summarized in Table 5.2, are similar to those described by Deng 
et al. [6] in their analysis. Note that p = 1 corresponds to the binary symmetric 
channel and that these parameters do not necessarily satisfy the conditions outlined 
by Lugand et al. [4]. 
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Channel Pflb Pbg p = 9. 
fg 

A 0.1 0.05 1 
B 0.1 0.05 10 
C 0.1 0.05 1000 

Table 5.2: Channel Parameters for Experiment 5.3.B 

The results of the simulations and analyses are plotted in Figure 5.3 on the range of 
average error rate from 10-7 to 10-1 • 
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Figure 5.3: Throughput Analysis and Simulation of Experiment 5.3.B. Legend: - -­
Analysis-p = 1 _. - Analysis-p = 10 - Analysis-p = 1000 + Simulation-p = j 
o Simulation-p = iü x Slmulation-p = 1000 

Once again, the analysis and simulation results are seen to correspond closcly; the 
maximum difference in absolute value being approximately 10.4%. 
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Experiment C 

The goal of this experiment is to compare the results of the approximate throughput 
analysis described in Appendix A.1 with those obtained by simulation. To this end, 
the GH-ARQ II error control scheme uses the depth-4 (24,6,9) KM code for error 
correction and the BCR (127,120) code, shortened by ~ = 47 bits, for error detection. 
The channel parameters are summarized in Table 5.3. 

Channel Pgb Pbg p = !JL 
If" 

A 0.011 0.01 1 
B 0.011 0.01 10 
C 0.011 0.01 1000 

Table 5.3: Channel Parameters for Experiment 5.3.C 

The results of the analysis and simulations are plotted in Figure 5.4. 
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It is seen that there is a very good correspondence between the approximate through­
put analysis and the simulations. In general, the effect of the approximation upon 
the throughput analysis appears to be very slight. However, in the case of the relia­
bility analysis it has been found that the between it and the simulation can be qui te 
significant, depending upon the channel parameters. 
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5.4 Effect of the Roundtrip Delay 

This goal of this experiment is to investigate the effect of the round trip delay upon 
the performance of the GH-ARQ II error control scheme. This is an important con­
sideration because the roundtrip delay is an integral characteristic of the channel and 
retransmission strategy of real communications systems. The error detection code Co 
is the BCH (127,120) code shortened by ~ = 47 bits and the error correction code Cl 
is the (12,4,5) KM code. The performance of this error control scheme was analyzed 
on the four channels summarized in Table 5.4. 

Channel Pllb Pbll (.11 lb Pb f 

A 0.0011 0.01 5 x 10 ·3 0.455 0.099 0.050 
B 0.01 0.01 0.025 0.075 0.5 0.050 
C 0.5 0.01 10-5 0.1 0.98 0.098 
D 2 x 10-4 3 X 10-4 10-5 0.1 0.4 0.040 

Table 5.4: Channel Paramters for the Investigation of the Effect of h 

The throughput and reliability of this GH-ARQ II scheme were computed as a func­
tion of roundtrip delay h. The percentage improvement for the throughput and reli­
ability are plotted in Figures 5.5 and 5.6. In this context, the percent is relative to 
the case when h = 1. That is, if 7](8) and Pud(8) are the throughput and reliability of 
the GH-ARQ II scheme when the roundtrip delay is 8, then 

% Improvement(7J) = '7(8~0~(1) x 100, 

and 
Pud(l) - Pud(h) 

% Improvement(Pud) = Pud(l) x 100. 

Note that the % Improvement (Pud) is defined so that an improved reliability (lower 
probability of undetected error) results in a positive percentage. 
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Figure 5.5: Throughput Improvement Versu", Roundtrip Delay. Legend: - Chan­
nel A - - - Channel B - . - Channel C ... Channel D 

The results are interesting as they suggest that it is difficult to determine a pnOTl 

the effect of the roundtrip delayon the performance of the GH-ARQ II scheme with 
a given burst-noise channel. The throughput of this error control scheme is seen 
to decrease monotonicaIly on channel A, and increases monotonicaIly on channels C 
and D. On channel B, the throughput increases to a maximum of improvement of 0.4 % 
at 6 ~ 50 and then decreases slightly to leveloff at % Improvement (.,,) = 0.3ï%. In 
aIl cases, though, the effeci of the roundtrip delay is seen to be fairly small. 

The effect of the roundtrip delay upon this error control scheme's reliability is more 
significant than it was upon its throughput. On channels B and C, the effect of the 
roundtrip delay is to improve the reliability by only 2 to 3% . However, on channel A, 
the reliability deteriorates by as much as 22% and, on channel D, improves by up 
to 10%. 

Interestingly, the effect of the roundtrip delay upon the throughput is comparable to 
that upon the reliability. In particular, the performance deteriorates on channel D, 
improves very slightly on channels Band C, and improves moderately on channel A. 
The only generalization possible at this time is to say that the round trip delay has 
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Figure 5.6: Reliability Improvement Versus Roundtrip Delay. Legend: - Channel A 
- - - Channel B - . - Channel C ... Channel n 

no effect upon the performance of the GH-ARQ II error control scheme when the 
channel is modelled as a BSC. On burst-noise channels it appears to be difficult to 
determllle the effect of roundtrip delay on the performance of the GH-ARQ II error 
control scheme. 
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5.5 Performance Improvement Over Simple ARQ 

This section explores the improvement in performance of a GII-ARQ II error control 
scheme over a simple ARQ scheme. Also, it establishes sorne conditions under which 
there is no significant improvement in performance of the GH-ARQ II scheme over 
the simple ARQ scheme. 

Experiment A 

The GH-ARQ II error control scheme considered in this experiment uses the BCH (127,120) 
code shortened by Il = 47 bits for error detection and the KM (15,5,5) depth-3 code 
for error correction. The roundtrip delay is 8 = 1 so that the retransmission strat-
egy is a simple stop-and-wait scheme. The channel paramtercs are summarized in 
Table 5.5. 

Channel Burst Pbg Pb 
rt Dense 0.025 0.02 
B Diffuse 0.025 0.25 
C BSC 0.025 1.0 

Table 5.5: Channel Parameters for Experiment 5.5.A 

The throughput and reliability analyses of this experiment are ploUed in Figures 5.7 
and 5.8. 

1 
j 
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OH-ARQ n and Simple ARQ Companson: Throughput 
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Figure 5.7: Throughput Analysis of Experiment 5.5.A. Legend: - - - GH-ARQ II­
Channel A - . - GI-: ARQ II-Channel B - GH-ARQ II-Channel C + Simple 
ARQ-Channel A 0 Simple ARQ-Channel B x Simple ARQ-Channel C 

As expected, the throughput efficiency of the GH-ARQ II error control scheme im­
proves as the channel becomes progressively burstier, however, that of the simple 
ARQ scheme also increases. Further as the errors in the channel become burstier in 
nature, the difference in performance between the two schemes becomes negligible. 
This result may seem sllrprising, but can be understood by considering the relation­
ship between this channel and this error contr!)l scheme. A dense burst channel is 
one in which the bursts are very short in duration yet cause many errors. Since the 
GH-ARQ II scheme has no error correction capabilityon the initial transmission of 
a message, an error burst during this transmission will force a retransmission (unless 
an undetected error occurs). On the second transmission of the message, the channel 
has either entered its "good" state (because the bursts tend to be short in duration) 
in which case the error correction capability i3 probably not required (as no errors 
have occurred), or the channel is still in its very "bad" state .1lld the error correction 
code is incapable of correcting the numerous errors that have occurred. Note that the 
reliability of the simple ARQ scheme IS greater than that of the GH-ARQ II scheme 
up to average error rate equal to 10-3 at which point they are approximately equal. 
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GH-ARQ n and Simple ARQ Companson: Reliabllily 
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Flgure 5.8: Reliability Analysis of Experiment 5.5.A. Legend: - - - GH-ARQ 11-
Channel A _. - GH-ARQ II-Channel B - GH-ARQ II-Channel C + Simple 
ARQ-Channel A 0 Simple ARQ-Channel B x Simple ARQ-Channcl C 

For su ch a channel, where the bursts are very short in duration and occur frequcntly, 
there is no siginificant performance advantage in selecting a GH-ARQ II error cOlltrol 
scheme over a simple ARQ scheme. 

There is, however, a significant improvement in efficiency on the oth('f two chan!l('ls 
when the average error rate is greater than "( = 10-3 . Bclow this rate, the throughput 
efficiency of the two schemes is virtually identical but the simple ARQ scheme IS seCH 
to be far more reliable. However, as the average error rate incrcases, the differcllcc in 
reliability between the two schemes decreases progressively until "{ = 10-3

, at which 
point they are comparable. 
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Experiment B 

This experiment compares the performance of the GH-ARQ II and simple ARQ er­
ror control schemes when the channel is described in a manner similar to that in 
Experiment 5.3.B. Both of these error control schemes use the BeH (127,120) code 
shortened by ~ = 22 bits for error detection. Further, the GH-ARQ II scheme uses 
the KM (21,7,6) code for error correction. The roundtrip delay, 8, is one and the 
channel parameters are summarized in Table 5.6. 

Channel Pgb Pbg P = !1. 
~D 

A 5 X 10-2 2 X 10-3 1 
B 5 X 10-2 2 X 10-3 10 
C 5 X 10-2 2 X 10-3 1000 

Table 5.6: Channel Parameters for Experiment 5.5.B 

The throughput efficiency and reliability of these error control schemes are plotted in 
Figure 5.9 and 5.10. 

On aIl three channels, the improvement in throughput efficiency of the GH-ARQ II 
scheme over the simple ARQ scheme is very significant. For example, when € = 10-2 , 

the throughput of the GH-ARQ II scheme is approximateIy 80% greater than that 
of the simple Al~Q scheme with equal reliability. This represents a tremendous im­
provement. Moreover, when the average error rate exceeds € = 10-2 , the throughput 
and reliability of this GH-ARQ II scheme are greater than that of the simple ARQ 
scheme. 

--------------------------------------------------------------------~------. 
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Figure 5.9: Throughput Analysis of Experiment 5.5.B. Legend: - - - GH-ARQ 11-
Channel A - . - GH-ARQ II-Channel B - GH-ARQ II-Channel C + SImple 
ARQ-Channel A 0 Simple ARQ-Channel B x Simple ARQ-Channcl C 
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OH-ARQ n and Simple ARQ Compartson: Rehabthty 
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Figure 5.10: Reliability Analysis of Experiment 5.5.B. Legend: - - - GH-ARQ II­
Channel A - .. - GH-ARQ II-Channel B - GH-ARQ II-Channel C + Simple 
A RQ-Channel A 0 Simple ARQ-Channel B x Simple ARQ-Channel C 
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5.6 Performance Of GH-ARQ lIOn Mobile Ra­
dio Channels 

Cygan et al. [5] measured the characteristics of three mobile radio channels in Ger­
manyand computed the corresponding parameters of a Gilbert-Elliott mode!. Thes(' 
channel parameters are summarized in Table 5.7. 

Channel Description Pgb ?bg (g (b "( 

lnterstate 
A Munich 3.95 x 10-4 1.05 X 10-4 2.1 X 10-4 0.317 0.2505 

v = 40km/h 
Secondary 

B 
Highway 

2.1 x 10-4 1.54 X 10-4 3.4 X 10-4 0.298 o 1n1 
Hamburg 
v = 40km/h 
Autobahn 

C 
Munich-

2.96 x 10-5 1.29 X 10-4 1.1 X 10-4 0.194 0.0363 
Stuttgart 
v = 90km/h 

Table 5.7: Gilbert-Elliott Model Parameters of Three Mobile Radio Channcls 

The peformance of a GH-ARQ II error control scheme was analyzed on these thr('{' 
channels modelled by the respective Gilbert-Elliott models The GlI-ARQ II schcmc 
in question uses a BCH (127,120) code shortened by ~ = 47 bits for error detectioIl 
and the KM (15,5,5) depth-3 code for error correction For companson, the simplp 
ARQ error control scheme also uses the BCH (127,120) code shortened by t;:,. = 47 bIts 
for error detection The retransmission strategy is the SImple stop-and-wait schcrIH' 
corresponding to b = 1. The results of this analysis are summanzed in Tahle 5.8. 

These results suggest that there is little împrovement (approximat.ely 1.5% on the 
average) in throughput and reliability of the GH-ARQ Il error control Hchcme ove! 
the simple ARQ scheme. On these channels, the GH-ARQ II scheme fails to .,how 
any significant improvement in throughput because the error rate in the "had" stat(' 

Throughput RelIability 
Channel GH-ARQ II Simple ARQ GII-ARQ II Simple ARQ 

A 0.215439 0.212072 0.028682 0.029020 
B 0.422795 0.416229 0.010682 0.010828 
C 0.809086 0.807698 0.001830 0.001805 

Table 5.8: Performance Analysis of GH-ARQ II and SImple AHQ Error Control 
Schemes on Threc Mobile Radio Channels 
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6 Throughput Reliability 
Channel (Approx) GH-ARQ Il Simple ARQ % Improvement GH-ARQ II 

A 2000 0.224412 0.212672 5.52 0.030830 
B 4000 0.432827 0.416229 3.99 0.012406 
C :::: 105 0.811899 0.807698 0.52 0.001988 . 

Table 5.9: Maximum Throughput of GH-ARQ II on Three Mobile Channels 

of these channel modcls is so hlgh that it renders the error correction code ineffective; 
it is unable to correct aH the errors that have occurred. 

A slightly greater improvement in the throughput of the GH-ARQ II scheme over the 
simple ARQ scheme is possible if a selective-repeat request retransmission strategy is 
employed instead of the stop-and-wait scheme. The throughput of the GH-ARQ II 
scheme was computed as a function of retransmission roundtrip delay o. It was found 
that. for a given value of 6, the throughput nf the GH-ARQ II scheme could be 
maximized on two of the three channels. On channel C, the throughput improvement 
appears to increase monotonically up to fJ ~ 10000 and then becomes constant. The 
maximized thr~ughput, the corresponding (approximat.e) fJ and reliabllity for each of 
these channels are summarized in Table 5.9 

On these channels, the selective repeat request retransmission strategy has a beneficial 
effect upon the throughput efficiency of the GH-ARQ II error control scheme. In 
particular, the throughput of the GH-ARQ II scheme improves by 5.52% over the 
Simple ARQ scheme when fJ = 2000, yet only improves by 1.3% when a stop-and­
wait retransmission strategy is used. This phenomenon would not be observed on 
binary symmetric channels. 
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5.7 Effect of Maximum Depth 

This experiment investigates the effect of the error correction code's depth upon the 
throughput of a GH-ARQ II error control scheme. This scheme uses the (24,6,9) KM 
code for error correction and the BCH (127,120) code shortened by ~ = 47 bits. 'l'he 
throughput efficiency of the GH-ARQ II error control scheme was analyzed 111 the 
case of the depth-4 system with the approximate expressions of Appendix A.l. For 
the casp of p = 1000, the throughput analysis is plotted in Figures 5.11 and for thdt 
of p = 1 (BSC), it is plotted in Figure 5.12. In ail the plots, the rang{' of ctverage 
error rate is from 10-2 to 0.?5. 
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Figure 5.11: Throughput Analysis of a GH-ARQ Il Scheme. p = 1000. Leg<'Ild. 
- - - Depth-2 System - . - Depth-3 System - Dcpth-4 System 

Regarding the case of p = 1000, the improvemcnt in throughput efficiency of the 
depth-3 and depth-4 systems over the depth-2 system is significant at average {'rror 
rates greater than 5 x 10-2 • The diffcrence in throughput betwcen the dcpth-:J and 
depth-4 systems is . nsignificant over the range under consideration. When the channel 
is a BSC (p = 1) the improvement in throughput becomes significant at average error 
rates greater than 2 x 10-2 • But, as the average error rate continues to incrcase, the' 
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Figure 5.12: Throughput Analysis of a GH-ARQ II Scherne. p = 1. Legend: - - -
Depth-2 System - . - Depth-3 System - Depth- 4 System 

improvement in throughput of the depth-4 system over the depth-3 bemmes much 
more significant than it was in the case when p = 1000. Interestingly, when the 
average rate approaches 0.125, the throughput of the depth-3 system approaches that 
of the depth-2 system. This is because the error correction codes in these systems are 
cqually incapable of correcting the errors caused by the channel. 

It was found that, in general, the depth-2 system exhibits a lower reliability than the 
other two systems and that the difference is significant, once again, at average error 
rates ab ove 5 x 10-2 • 



Chapter 6 

Summary 

This chapter describes sorne other interesting topics related to the work in this thesis 
and concludes by presenting a general summary and sorne conclusions. 

6.1 Other Interesting Topics 

The analysis of the GH-ARQ II and simple ARQ error control schemes assumed that 
the receiver buffer was infini te; in practice this is not achievable. The next logical 
step in this analysis would be to extend it to cases where the receiver buffer is finite 
and to study its effect upon the system's throughput efficiency and reliability. 

The performance of GH-ARQ II error control schemes using soft-decision decodl'lg 
has been studied when the channel is modelled by a Binary Symmetric Chd.nnel. 
It would be interesting to extend this analysis to analog fading channel modcls so 
that the effect of multipath and frequency selective fading upon the' performance of 
GH-ARQ II schemes in mobile communications systems could be studied. 

As Section 3.2 demonstrated, the error correction code can nave a sigmficant eITect 
upon the performance of the error detection code. This effect merits a doser investi­
gation. As previously mentionned, this problem has been considered in the context 
of a concatenated coding scheme; it should now be considered in the context of the 
GH-ARQ II error control scheme. Such an investigation should deterrnine the condi­
tions, if any, for which the error correction encoding improves the performance of the 
error detection code. Then, if it is found thé..t the error correction encoding Utrlllot 

improve the performance of the error detection code, the conditions for willch the 
former has no effect upon the latter should be determied. 

The experiments in Chapter 5 demonstrated that the retransmission delay can have a 

84 
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moderate effect upon the performance of GH-ARQ II error control schemes on burst­
noise channels. It might be wurthwhile to determine a priori the effect of 8 as a 
function of the channel model 's parameters. 

Finally, KM codes were chosen for error correction in the GH-ARQ II scheme. It would 
be a worthwhile endeavour to search for other classes of codes with the property that 
their decoder implementation is fixed, yet may have greater minimum distance o~ a 
lesser effect upon error ddection codes of interest. 

6.2 Conclusions 

A general approach to analyze the performance of GH-ARQ II error control schemes 
on channels modelled by first-order Markov chains is presented. This approach is 
easily extended to depth-3 and depth-4 systems and is best suited to schemes which 
use a short block code for error correction. Several issues related to this performance 
analysis were presented: the effect of the error correction encoding upon the error 
detection code, the integer partitioning problem, the computation of the weight distri­
bution of various codes and the ;>,nalysis of a simple ARQ scheme on a Gilbert-Elliott 
burst-noise channel model. 

The approach taken to analyze the GH-ARQ II error control scheme begins by con­
structing the receiver's state transition diagram. The throughput and reliab il ity of 
this scheme may then be expressed in terms of the transition probabilities in this di­
agram. The problem then becomes the computation of these transition probabilities. 
The complexity of this computation may be decreased by grouping together those er­
ror sequences with "simiJar" properties. The integer partitioning problem was found 
to be useful in this computation of the transition probabilities. 

The results of several cxperiments were presented. It was found that the ana.lysis and 
simulation results were very consistent and that the approximation for the throughput 
computation is very good. Further, the roundtrip delay associated with the various 
retransmission strategies can have a beneficial or detrimental effect upon the perfor­
mance of the GH-ARQ Il scheme. It is difficult to determine, a prlOr:, the exact effed 
of the round trip delay. Also, it was found that the throughput efficiency and reliability 
of tlic GH-ARQ II scheme improve as the errors in the channel become progressively 
bursty in nature. However, it was also observed that this phenomenon is equally true 
for simple ARQ systems and consequently the difference in performance between the 
two types of schemes appears to decrease as the channel becomes burstier. In general, 
it appears that GH-ARQ II schemes may be better suited to slowly varying channel 
conditions than they are to quickly varying conditions. When the channel i~ fairly 
diffuse and the average error rate is high, the high-order GH-ARQ II systems were 

1 
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found to offer significantly improved performance over second order (depth-2) sys­
tems. Further, un der these conditions, the GH-ARQ II systems were found to yield 
significantly higher throughput efficiencies than simple ARQ schemes whiie maintain­
ing comparable reliability. 
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Appelndix A 

AnalY'sis of Other G H-ARQ II 
Systems 

This a.ppendix describes an aporoximation that can significantly decrease the com­
plexity of the throughput analysis of GH-ARQ II schemes. Then the analysis of 
systems using non-invertible submatrices M ... , x = 2, ... ,m is presented. This ap­
pendix concludes by extending the analysis of Chapter 4 to GH-ARQ II Depth-3 and 
Depth-4 systems. 

A.1 Approximate Throughput Analysis 

Suppose that it is only required to estimate the throughput efficiency of a GH-ARQ II 
schemej the estimate of its reliability being less important. In this case, it is possible 
to significantly decrease the computationalload of the analysis by approximating the 
post-decoding probability of undetected error to be zero. This is not an unreasonablc 
assumption since it is usually the case that the post-inversion probability of undc­
tected error is greater (and often much greater) than the post-decoding probability 
of undetected error. That is, 

Pr(Sl =.Q, PI Errors) > Pr(Sl =/:. .Q, S2 = .Q, PD Errors) 

is usually true. 

By approximating Pr(S.l =/:. Q, S2 = Q, PD Errors) = 0, the LOmplexity of the analysis 
is decreased. The expressions for the transition probability Q~"') is thus 
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and aIl other transition probabilities may be computed as described in Section 4.7. 
Experimental results regarding the consistency between the simulation and the ap­
proximate throughput computation were presented in Experiment 5.3.C. 

A.2 Noninvertible Generator Matrices Mx 

If a given submatrix M 2 of the error correction code C~2) is not invertible, the analysis 
of the GH-ARQ Il will I{'quire a few simple modifications. Since the matrix M 2 is not 
invertible, the transition probabilities C~:J:), Q~2) and pJ:!:) may be defined as follows: 

C~2} _ Pr( SI :f Q, ~ = Q, No PD Errors) 

Q~z) = Pr(Sl:f Q,~ = Q, PD Errors) 

pJ2) = Pr(Sl:f Q,~:f Q) 

Since the error sequence s:. is any N -bit sequence, then 

Brz
) = (r), for 0 ~ k ~ N and x = 1,2. 

The expressions for these t{ansition prohabilities are simply 

NT'2/n I~')I 

C~z) = (~)! L L L é~(1 - é.)N-1e 
11=1 )=1 0, 

(1) " n~ [( i) E:;~J Pc{ (} + 1)ef-cS(1 - El_cS )n-o ] ." 
. L.J Pr(n;-61 n.) (le) 
0'_1 1=0 7r jl ! 

Q~z) = (~)! L l: Pr(nt_O' nt) f. ~Ie I~I [rr [Ppd~?,~"!~) - rr [ppdO~~;r~~)l 
n,_1 o. Ic=d (le) J=l 1=0 'Ir)l' 1=0 7r jl • 

pJz) = 1 _ c~z) _ Q~%) 

A.3 Depth-3 GH-ARQ II Systems 

This depth-3 system uses up to a rate-l/3 code C~3) for error correction. The generator 
matrix of this code may be expressed as 

M = [M 1 1 M 2 1 M 3] 

and the generator matrix of a rate-l/2 error correction code c12
) may be obtained 

frorn M by deleting the submatrix M 3 from it. 
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A.3.1 The Receiver State Transition Diagram 

The receiver state transition diagram of a depth-3 GH-ARQ II system is shown in 
Figure A.l. Similarly to the definition of the states in Section 4.2, states T3, T2 and 
Tl correspond to the transmitter encoding the packet (1, Q) with M 3' M:a and Ml 
respectively of the error correction code with the receiver performing error correction 
decoding with C~3) (if necessary). 

Figure A.l: Depth 3 System. Receiver State Transition Diagram 

A.3.2 Its Throughput and Reliability 

Using a procedure similar to the one Qescl'ibed in Section 4.3, the throughput and 
reliability of the depth-3 system are easily computed. The throughput of this system 
was found to be 

1 

A.3.3 Transition Probabilities 

This section presents the expressions for the transition prvbabilities. Most of these, 
except those related to the error correction decoding of the code C~3), are straightfor-
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ward extensions of the transition probabilities computed in Chapter 4. 

As before, c~œ), Q~œ) and pJœ) may be expressed as 

c~e) Pr(Sl = Q, No PI Errors) + Pr(Sl # Q,~2 = Q,No PD Errors) 

Q~œ) = Pr(Sl = Q, PI Errors) + PrC~l #-.Q, S2 =.Q, PD Errors) 

pJe) = Pr(.5\ -# !l, S2 # Q) 

96 

The computation of C~e) is similar to that of C~z) except that the code cf3) is used 
to attempt to correct the errors that may have occurred during transmission. Let 

so 

Xa = Pr(~l =f:. Q,~ =Q,No PD Errors), 

c~œ):..: p 1 P, [Pbg(1- ~II)N + Pgb(1- €b)N] + Xa. 
lib + bg 

The problem, once again, is to compute X 3 • Similarly to the analysis of the depth-2 
system, 

NT'3/n 1-<')1 
Xa :;::: L Bie

) L LEE Pr(§. is correctable,~ "" 1I'~k), 0,-26, n i - 6 , ni), 
k=1 j=1 O. 0._1 0._3 

where ni- 2S is the state of the channel 26 transitions in the past and, as before, 
1!'(k) is the set of potentially correct able partitions of the integer k. To complete the 
computation of Xa, it is required to compute 

Pr(~ is correctable, ~ "" 11'?), n'-26, 0,_6, n,) 
= Pr(§. is correct able 1 ~ '" 1!'~k), ni - 26 , ni - 6, n,) 

. Pr(~ '" 1!'~k) 1 ni - 2S , n,-s, n,) Pr(0'_26, ni-S, n,) (A.l) 

As in Section 4.5.1, 

(A.2) 

There remains the computation of Pr(~ is correct able 1 ~ "" 1I'~k), 0,-26, n,-s, ni): 

Pr(§. is correct able 1 §. '" 1!'}1c) , n,-26, n,_6, Oi) 

= Pr(~ is correctable 1 §. '" 11"~1c), n'-26 , n,_s) 
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Let p he the number of errors in the two previous blocks B(i-26) and 8(i-6) of the 
combined blocks [B(i-26) 1 B(i-6) 1 B(i)]. Then, 

By suhstituting Equations A.2 and A.3 into Equation A.I, the computation of X3 is 
complete. The transition probability càz

) is thus 

C (z) -
3 -

The joint transition probabilit.y Pr(n'-2S, n._6, ni) is computed in Appendix B.3. 

The computation, or rather approximation, of Q~z) is also similar to that of Q~z) in 
Chapter 4, with sorne modifications though. As before, let 

}3 = Pr(Sl =f:. o., ~ = !l, PD Errors). 

Therefore, 

Rec311 from Section 4.5.2 that 

2 N _2· 
y; = L Pr(~~ E ëo) 

;=1 
N Air 

= L (N) Pr(k PD Errors), 
Ic=a " 
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where AM and d are the weight distribution ar.d minimum distance of the unaltered 
error detection code respectively, and the Pr(k PD Errors) refers to the probability 
of k errors at the output of the error correction code C~3) decoder. This probability 
may be expressed in terms of the current anù previo11s channel states as 

1,...·)1 
Pr(k PD Errors) = L 2: LPr(11i - 2s ,11i-s,n,) L N(7r~Io»)Pr(7r)Io»), 

where .N( 7r~M») is the number of decoded error sequences with post-decoding errors 

partitioned like ?r~M) and Pr(?r;k») is the probability of this partition. The quantity 

N( 7r~M») is as computed in Section 4.5.2. To compute Pre ?rye») Table 4.1 has to be 
slightly modified to account for 11'-26. This is shown in Table A.1 which is constructed 
like Table 4.1, except that it accoupts for 11i - 26 by adding the column labelled Wi-26. 

W.-2S Wi_6 Wi W O N( W.-2S, w.-s, w., wo ) 

° ° 0 ° N(O,O,O,O) 

° ° ° 1 .N(O,O,O, 1) 
· 

° ° ° n .N(O,O,O,n) 
. · 

: 
n n n ° N(n,n,n,O) 
n n n 1 N(n, n, n, 1) 

· · 
n n n n N(n,n,n,n) 

Table A.I: Error Correction Code C~3) Decoder Output 

Using Table A.I, it is a simple matter to compute Ppd(l), the probability of 1 errors 
in a block 8(0) at the output of the error correction code C~3) decoder. Then, 

~~~.N(j,k,m,l)p( . k ) 
. ~ 1- L, (~) (n) ln) r Wi-S = },Wi-S = ,Wi = m 

J=O "=0 m=O J "\ m 

= L L LPr(ni- 2S ,n.-s, ni) 

~~ ~ N(j,k,m,l) ( .) 
• ~ L..J L..J (~) (n) (n) Pr Wi-2S =} Pr(wi_s = k) Pr(wi = m) 
,=0 "=0 m=O , " m 
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n n n 

. L L L N(), k, m, l)êt-2.s(1 - êi-2.s)"-jêt.s(1 - êi_.s)n-"êi'(l _ ê,)n-m 
J=OIe=f'm=O 

The Pr( k PD Errors) is then 

(N) 1"'<')1 n [Ppcl(l)l"'!~) 
Pr(k PD Erron,) = -;; ! L L L Pr(n'_2.s, ni-.s, ni) ~ II (Ir), 

0'_21 0,_. 0, J=1 1=0 7r j. . 

and 

The Pr(~ E Co) is 

(0) - ~ Air 
Pr(~ ECo) = L- Tri\ Pr(k PD Errors,§. = Q), 

Ic=d \ le) 

where §. is the currently received error sequence and 

1"'<')1 
Pr(k PD Errors,~ =.Q) - E L E Pr(ni_26, ni-.s, ni) L N(7r~Ie}) Pr(7r~Ie}) 

0'_21 0,_. 0, ;=1 

1=0 

In this case, Ppdo(l) is the probability that the block 8(0) at the output of the error 
correction decoder of the code C~3) contains 1 errors when the currently received error 
sequence is equal to.o.. Again, this quantity is easily cornputed by considering in 
Table A.l only those rows with w, = O. Then, the result is 

n n 

P pdo( 1) = L L NU, k, 0, 1)ê:_26(1 - êi-2.s )"-J ê:-.s(1 - ê,-6 )n-Ic. 

J=OIc=O 

Therefore, 
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and Y may be approximated as 

Finally, 

A.3.4 Summary 
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A.4 Depth-4 GH-ARQ II Systems 

This section briefly describes the performance analysis of a depth-4 GH-ARQ II error 
control scheme. Since its analysis is very similar to that of the depth-2 and depth-3 
systems, only the pertinent details are presented. 

A.4.1 The Receiver State Transition Diagram 

Figure A.2 illustrates the receiver state transition diagram of a depth-4 GH-ARQ Il 
error control scheme. 

A.4.2 Its Throughput and Reliability 

Again, using a procedure like the one described in Section 4.3, the throughput and 
reliability of the depth-4 system are easily computed. The throughput of the depth-4 
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Figure A.2: Depth 4 System. Receiver State Transition Diagram 

system was found to be 

1 

and its reliability is 

A.4.3 Summary of Transition Probabilities 

The transition probabilities for Cb QI, Pl, C2 , Q2 and P2 are exactly as described in 
the summary in Section A.3.4. The transition probabilities C3 , Q3 and P3 may also 
computed from the C~z), Q~z) and pJz) as described in Section A.3.4 by setting x = 3. 
The other transition probabilities, namely C~z), Q~œ) and plz) are summarized below. 

, 
1 
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Let e(f, q) = (;) fq(1 - f)n-q. Then, 

c!œ) = p 1 p, [Pbg(1- fg)N + P"b(l - fb)N] 
"b + l.g 
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(
N) N.,../n B(z) 1..,('>1 

+ -;;- ! L (~) ~ L: f~(1 - fi)N-1c L L L Pr(ni _ 36 , n.- 2cS , ni-cS, n,) 
1c=1 le 3=1 0, 0'_1 0'_21 0'_31 

(lI 

. nT. [(ï) E~~J Pc(o + 1) E~=o E~~g e(fi-cS, {j)e(fi-2cS, ,)e(fi-U, 0 - {j -,)r'1 
_ 

(leh 
1=0 7r jl • 

Q4(œ) 1 ~ A(z) [p, 1c(1 )N-Ie P 1c(1 )N-le] - P P, L...J le bgf" - f." + "bf.b - fb 
"b + l.g Ie=d. 

+ (~)! L L: L L: Pr(ni _ U , n i - 2cS, ni-cS, n,) 
0,_31 0'_21 0,_1 O. 

N Ale 1W<1>1 [n [ppd(/)r!:> n [ppdO(l)r!~>l 
. ~ (~) f;!! 7r}~)! - !! 7r}~)! 

pJœ) _ 1 _ c!z) _ Q~Z) 



( 

Appendix B 

Issues Regarding the 
Gilbert-Elliott Model 

In this section the 8-step transition probabilities of the Gilbert-Elliott burst-noise 
channel model are derived. Then the derivation of the expressions for Pr(ni = G) 
and Pr(n i = B) is presented. This appendix concludes by deriving the joint 8-step 
transition probabilities of this channel model. 

B.I 8-step Transition Probabilities 

Recall from Section 2.1 the transition probability matrix P of the Gilbert-Elliott 
model is, 

P= 
B 

P
l1b 1 1- Pbg 

G 
B 

To compute the 6-step transition probabilities it suffices to compute 

[ 

p(6) p(6) 1 61112 
P = p,(6) p,(6) , 

21 22 

where P,j( 6) is the 8-ster- transition probability from state i to state j. Note that this 
problem will be solved in general by using the transition probabilities Pi;' Upon its 
solution, the transition probabilities of the Gilbert-Elliott model will be substituted 
for the Pij. The problem is then the computation of the transition probabilities 8~)j 
although this is tedious, it is not compiicated. The com?utation begins by defining 
p 6 recursively: 

104 
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p6 _ 

= 

= 

p6-1p 

[ 

pif-1) 

p,(6-1) 
21 

Pg- l
) ] [PU 

p,(6-1) P. 
22 21 

[ 
P P(cS-l) + P. p(6-1) 

11 11 21 12 

P p,{cS-l) + P. p{6-1) 
11 21 21 22 

P12] 
P22 

P P(6-1) + P. p(cS-l) ] 
12 11 22 12 

P P(6-1) + P. p,(6-1) 
12 21 22 22 

Equation B.l generates two systems of equations as shown below 

{ p(6) P p(cS-l) + P. p(6-1) 
SI : 11 - 11 11 21 12 

p(6) P p{cS-l) + P. p{6-1) 
12 - 12 11 22 12 

{ p(6) P p,{cS-l) + P. p{6-1) 
S2: 21 - 11 21 21 22 

p(6) P p,{cS-l) + P. p(6-1) 
22 - 12 21 22 22 

(B.l ) 

Since the two systems are similar in structure, SI will be explicitly solved by using 
z-transformsj the solution for 52 is analogous. To compute the one-sided z-transform 
of pH), it is nessary to compute the initial conditions p1ï1

) and P121
). Referring to 

SI, let 6 = 0 to obtain 

P{O) = P p{-l) + P. p{-l) 
11 11 11 21 12 

p1~) = P12P}Il) + P22 P121
) 

Since, by definition, p1~) = 1 and p1~) = 0 then p1ï l
) and pk l

) may be found by 
solving the following system using Cramer's rule for instance. 

Then, 

p(-l) 
11 

p(-l) = 
12 

PU P22 - P12P2l 

-Pu 
(B.2) 

The one-sided z-transform of Pi~) may then be computed. It is defined for a sequence 
x(n),n~O as 

00 

X+(z) = L x(n)z-n, 
n=O 
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and its time delay property is [22] 

x(n) 

x(n - k) 

X+(z) 
le 

z-Ie[X+(z) + L x( _n)zn]. 
n=1 

Let Pg) L.. n~(z). The one-sided z-transform of the system of equations SI is 

IItl(Z) - Pll z- l [ntl(Z) + piï l )z] + P21 Z-1[IIt2(Z) + p1;I)Z] (B.3) 

IIt2(z) P12Z-1[ntl(Z) + piï l )z] + P22 z-1[IIt2(Z) + p1;I)Z] (BA) 

Substitute the values for pkl ) and p1;l) computed in Equation B.2 into Equa­
tions B.3 and BA to ohtain: 

ntl(z)[l - PllZ-l] - P21z-1nt2(Z) - 1 

nt2(z)[l - P22Z-1] - P12z-1ntl(z) 0 

This system may now he conveniently expressed in matrix form: 

It is easily solved, the result being 

(1 - Pu r1)(1 - P22 Z-1) - P12P21 Z-2 
P12Z-1 

In order to solve for p.~), it is required to invert nt(z)j the required expression for 
the inversion is [29] 

where j = Fï and C is a contour in the region of converr;ence of X+ (z) taken 
in the counterclockwise direction. The inversion of nt (z) is easily accompli shed hy 
recalling the residue theorem [29]. A similar procedure may he used to compute the 
transition probabilities in system S2. Therefore, after inversion, the b-step transition 
probabilities are 

P(6) 
u -

(1 - P22 ) "1 (1 - Pll)(Pll + P22 - 1)6 
2 - Pu - P22 

1 
, J j 
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PeE) 
12 -

PeE) 
21 -

PeE) 
22 

Pu - P12(Pu + P22 - 1)6 

2 - Pll - P22 

P21 - P21 (Pn + P22 - 1)6 
2 - Pu - P22 

(1 - Pu) + (1 - P22 )(Pu + P22 _1)6 
2 - Pn - P22 

Returning to the parameters of Gilbert-Elliott's model, the transition probabilitics 
Pij correspond as follows: 

Pu - 1 - Pgb 
P12 - Pgb 
P21 - Pbg 

P22 1 - Pbg 

Finally, the «5-step transition probabilities of the Gilbert-Elliott model are 

peE) Pbg + Pg/)(l - Pgb - Pbg)E 
Rg -

Pgb + Pbg 

peE) Pgb - Pgb( 1 - Pgb - Pbg)E 
gb -

Pgb + Pb-g 

R(E) Pbg - P~(l - Pgb - Pbg)6 
bg -

Pgb + Pbg 

R(E) Pgb + Pbg(l - Pgb - Pbg )6 
bb -

Pgb + Pbg 

B.2 Pr(ni = G) and Pr(Sli = B) 

These probabilites may be easily computed by using t.he expressions for p,\6) and 
letting «5 ~ 00. Assuming that !Pu + P22 - 11 < 1, then 

lim peE) = Pbg 
E ..... oo gg Pgb + Pbg 

1· p,(6) _ Pgb 
lm bb -

6 ..... 00 Pgb + Pbg 

as claimed in Section 2.1. 
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B.3 Joint Transition Probabilities 

In this section, the b-step joint transition prohahilties are compnted for the depth-2, 
depth-3 and depth-4 systems. 

Let n, be the enrrent state of the model and n,_.s he its state fJ transitions in the 
pasto Then Pr(Oi-6, ni) may he computed as follows: 

where Pr(ni 1 ni-6) lS reeognized to be the b-step transition prohahility from state 
n i - 6 to state ni which was computed in Appendix B.l. Therefore, 

Pr(ni_6 = G, ni = G) 

Pr(ni_.s = G, ni = B) 

pr(ni_6 = B, ni = B) 

Let n, and D,_6 he as defined in Appendix B.3.l and let n i- 26 be the state of the 
channel model 26 transitions in the past, then Pr(n'-26, ni-6, n,) may be eomputed 
as follows: 

where Pr(ni 1 n i- 6) is as defined in Appendix B.3.1 i\nd Pr(o.i_6 1 n i- 26 ) is the 8-step 
transition probability from Di-26 to D'-6' Therefore, 

Pr(n'_26 = G,Oi_6 = G, ni = G) 

(Ph, + Perb(l - Per" - Pbg)")2 Ph, 
- (Pgb + Pbg)3 
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Pr(0'_26 = G,Oi-6 = G, ni = B) 
(Pgb - P,b(l - P,,, - P"")6)(P,,., + P,,,(l - P,,, _ P"")6)P",, 

- (P,b + P",,)3 

Pr(Oi-26 = G,Oi-6 = B, ni = G) 
(Pbg - P",,(l - PfI" - P",,)6)(Pgb - Pflb(l - PfI" - P",,)6)Pbg 

-
(PfI" + Pbfl)3 

Pr(Oi_26 = G,Oi-6 = B, n, = B) 
(Pgb + P",,(l - P,,, - P",)6)(Pflb - P,b(1 - P,,, - P"fI)6)P"fI 

-
(PfI" + Pbfl)3 

Pr(Oi_2c5 = B,Oi-6 = G, n, = G) 
_ (Pbg + P,b(l - P,b - P"")6)(P,,., - Pbfl(l - PfI" - Pbfl)6)PfI" 
- (P,,, + Pbg)3 

Pr(Oi_26 = B,Oi-6 = G, ni = B) 
(Pflb - PfI,,(l - Pg" - P",,)6)(Pbg - p",,(1 - P,,, - P"g)6)P,b 

- (P,,, + Pbg)3 

Pr(0'_26 = B,O'_6 = B, n, = G) 
(Pb, - Pbg(l - P,,, - P",,)6)(Pgb + P",,(l - PfI" - Pbg)6)Pflb 

-
(P,,, + Pbg)3 

Pr(Oi_26 = B,Oi-6 = B, ni = B) 
(Pflb + P"g(l - P,,, - P",,)6)2 Pgb 

-
(Pflb + Pbg)3 

Let Oi, 0,_6 and 1),-26 he as defined in Appendix B.3.2 and let ni_~ he the state of 
the channel model 3<5 transitions in the past, then Pr( 0,_36,0._26 , n._6, n,) may he 
computed as follows: 



( 

( 
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where Pr(ni 1 ni-6) and Pr(n'_6 1 ni- 26 ) are as defined in Appendix B.3.2 and 
Pr(ni-26 1 0,_36) is the S-step transition probability from n i- 36 to n i- 26 . Therefore, 

Pr(Oi_36 = G,Oi-26 = G, n,-6 = G, n, = B) 
(Pli" - Pllb(l - Pgb - Pbg)6)(Pbll + Pgb(l - Pflb - Pbg)6)2 Pbg 

= 
(Pflb + Pbg)4 

Pr(ni - 36 = G,n._26 = G,n,_6 = B,n, = G) 

= 
(Pbg - Pbg(1- Pflb - Hg)6)(Pflb - PfI,,(l - Pflb - Pbg)6)(Pbg + Pflb(l - Pflb - Pbg)6)F"g 

(Pflb + Pbfl)4 

Pr(n._36 = G, n.-26 = C, n,-6 = B, ni = B) 
(Pflb + Pbg(l - Pflb - Pbg)6)(Pflb - Pgb(l - Pflb - Pbg)6)(Pbg + Pgb(l - Pflb - Pbg)6)Pbfl 

-
(Pflb + Pbg)4 

Pr(n'_36 = G, n i- 26 = B, n,-6 = G, ni = G) 
(Pbg + Pflb(l - Pflb - Pbg)6)(Pbg - Pbg(l - Pflb - Pbg)6)(Pflb - PfI,,(l - PfI" - Pbfl)6)Pbg 

-
(Pgb + Pbg)4 

Pr(ni - 3c5 = G,n'_26 = B,Oi-6 = G,ni = B) 
_ (PfI" - Pg,,(l - Pg" - Pbfl)6)2(Pbg - Pbg(l - Pli" - Pbg)6)Pbfl 
- (PfI" + Pbg)4 

Pr(ni-36 = G,n'_26 = B,O,_6 = B,ni = G) 

_ (Pbg - Pbg(l - PfI" - Pbg)6)(Pg" + Pbg(l - PfI" - Pbg)6)(Pgb - PfI,,(l - PfI" - Pbg )6)Pbg 
- (PfI" + Pbg)4 

Pr(ni_36 = G, n i- 26 = B,Oi-6 = B, n. = B) 
_ (Pflb + Pbg(l - PfI" - Pbg)6)2(Pflb - PfI,,(l - PfI" - Pbg )6)Pbg 
- (PfI" + Pbg)4 

Pr(ni - 36 = B,0.-26 = G, n i-6 = G, n. = C) 
_ (Pbg + Pgb(l - Pflb - Pbg)6)2(Pbg - Pbg(l - PfI" - Pbg)6)Pflb 

(Pflb + Pbg)4 
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Pr(ni_3cS = B, n i- 26 = G, n i-6 = G, Oi = B) 
_ (Pgb - Pgb(1- Pgb - Pr,g)6)(pr,g + Pgb(l - Pgb - Pr,g)6)(pr,g - Pr,g(l - Pgb - Pbg )6)Pgb 
- (Pgb + Pr,g)4 

Pr(Oi_3cS = B, n'-26 = G,0,_6 = B, ni = G) 
(Pr,g - Pr,g(l - Pgb - Pr,g)6)2(Pgb - Pllb(l - Pgb - Pr,g)6)Pgb 

- (Pgb + Pr,g)4 

Pr(Oi_3cS = B, n i- 26 = G, ni-6 = B, n, = B) 
(Pgb + Pbg(l - Pgb - Pbg)6)(Pgb - Pgb(l - Pgb - Pbg )6)(Pbg - Pr,g(l - Pgb - Pbg )6)Pgb 

-
(Pgb + Pr,g)4 

Pr(Oi_3cS = B, n'-26 = B, Oi-6 = G,Oi = G) 
(Pbg + Pgb(l - Pgb - Pbg)6)(pr,g - Pbg(l - Pgb - Pbll )6)(Pgb + Pr,g(l - Pgb - Pbg )6)Pgb 

(Pgb + Pbg)4 

Pr(ni_3cS = B, n'-26 = B,Oi-6 = G, n, = il) 
(Pgb - Pgb(l - Pgb - F"g)6)(pr,g - Pr,g(l - Pgb - Pr,g)6)(Pgb + Pr,g(l - Pgb - Pbg )6)Pgb 

- (Pgb + Pbg)4 

Pr(O,_3cS = B, n'-26 = B, Oi-6 = B,Oi = G) 
(Pbg - Pr,g(l - Pgb - Pr,g)6)(Pgb + Pr,g(l - Pgb - Pr,g)6)2 Pgb 

- (Pgb + Pr,g)4 

Pr(Oi-3cS = B, n i- 26 = B,Oi_6 = B, ni = B) 
(Pllb + Pr,g(l - Pllb - pr,g)6)3 Pgb 

(P,lb + Pr,g)4 



Appendix C 

PcC w) of Selected KM Codes 

This appendix summarizes the error correction capabilities Pc( w) of selected KM 
codes. The generator matrices for theél(. codes are presented in [1]. The KM code 
decoder is implemented by selecting the ~'- <:leword which is closest (in the sense of 
Hamming distance.) to the combined bIo\.-,{ in question. Note that whenever the 
combined block B currently under consideration is equally close to the zero-codeword 
as weIl as a non-zero codeword, the latter codeword is chosen as the decoder output 
so that B is considered uncorrectable. This ensures a lower bound on the probability 
of successful error correction decoding. 

Pc(W) 
w (8,4,3) KM Code (12,4,5) KM Code 
0 1.0 1.0 
1 1.0 1.0 
2 0.0 1.0 
3 0.0 0.12727 

4~w<8 0.0 0.0 
9 ~ w ~ 12 - 0.0 

Table C.1: Pc(w) of the (8,4,3) and (12,4,5) KM Codes 
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Pel w) 
w (10,5,3) KM Code (15,5,5) KM Code 
0 1.0 1.0 
1 1.0 1.0 
2 6.6667 X 10-2 1.0 
3 0.0 0.76483 
4 0.0 0.12234 

5:5w:510 0.0 0.0 
11 :5 w :5 15 - 0.0 

Table C.2: Pc(w) of the (10,5,3) and (15,5,5) KM Codes 

Pc(w) 
tf) (12,6,3) KM Code (18,6,6) KM Code (24,6,9) KM Code 
0 1.0 1.0 1.0 
l 1.0 1.0 1.0 
2 0.40909 1.0 1.0 
3 4.5455 X 10-3 0.90564 1.0 
4 0.0 0.45523 1.0 
.5 0.0 1.6223 x 10-2 0.91481 
6 0.0 0.0 0.56123 
7 0.0 0.0 9.9724 X 10-2 

8 0.0 0.0 4.1606 X 10-4 

9 ::; w:5 12 0.0 0.0 0.0 
13 < w:5 18 - 0.0 0.0 
19 < w < 24 - - 0.0 

Table C.3: Pc(w) of the (12,6,3), (18,6,6) and (24,6,9) KM Codes 

Pel W) 
W (14,7,3) KM Code (21,7,6) KM Code 
0 1.0 1.0 
1 1.0 1.0 
2 0.52747 1.0 
3 5.4945 X 10-3 0.98496 
4 0.0 0.74052 
5 0.0 0.19441 
6 0.0 1.3637 X 10-3 

7:5 w :5 14 0.0 0.0 
15 < w < 21 - 0.0 

1--. 

Table C.4: Pc(w) of the (14,7,3) and (21,7,6) KM Codes 
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Pc w) 
w (16,8,3) KM Code (24,8,6) KM Code 
0 1.0 1.0 
1 1.0 1.0 
2 0.57500 1.0 
3 0.0 0.98024 
4 0.0 0.83851 
5 0.0 0.42024 
6 0.0 4.7587 X 10-2 

7 0.0 1.4735 x 10-4 

8:::; w:::; 16 0.0 0.0 
17:::; w:::; 24 - 0.0 

Table C.5: Pc{w) of the (16,8,3) and (24,8,6) KM Codes 
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