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Radar climatology of weather echoes is used to reveal how surface properties shape precipitation 

occurrence and to explore the ease or difficulty in unambiguously detecting these effects.

ON THE CLIMATOLOGICAL USE 
OF RADAR DATA MOSAICS

Possibilities and Challenges

Frédéric Fabry, Véronique Meunier, bernaT PuigdoMènech Treserras,  
alexandra cournoyer, and brian nelson

PRECIPITATION CLIMATOLOGY AND 
RADARS. Radar has historically transformed 
the way we study storms thanks to its ability to 
take frequent and regular 3D measurements even 
through clouds and precipitation. As a result, radar 
is commonly used both operationally for weather 
surveillance and for research to help understand 
the dynamics and microphysical processes of at-
mospheric phenomena (Atlas 1990; Wakimoto and 
Srivastava 2003; Fabry 2015).

The first national Doppler radar network in the 
world was deployed in the United States in the mid-
1990s. More importantly, a framework and process 
for monitoring and maintaining radar data quality 
was implemented and has been adhered to since. 
From late 1995 onward, the reflectivity data from all 
these radars have been made into national mosaics 
by a variety of actors, including private companies, 
research institutes, and the National Weather Service 
itself. A unique dataset now exists to study radar 
echoes collected by the same radars over a period of 
more than 20 years (and counting) over the contigu-
ous United States.

Though countrywide climatological information 
on precipitation exists—for example, from the U.S. 
climate normals (Applequist et al. 2012; Arguez et al. 
2012)—the information available is not as rich as it 
could be. As an illustration, we challenge all readers 
to find the answer to a simple climatology question: 
what fraction of the time does it rain or snow at your 
location (by opposition to how many days per year)? 
Historically, the data required to answer such a basic 
question have not been available primarily because 
even though the existing technology could have been 
used, the detailed information required to derive a 
statistic like this was not archived. Radar data offer 
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Radar measures the echo strength, 
or the equivalent radar reflectivity 

factor (often simply called “reflectiv-
ity”) from all the targets large enough 
to be detected. The actual reflectivity 
of a target depends on its nature (rain, 
snow, insects, birds, etc.) and its verti-
cal structure (affected by precipita-
tion growth, the presence of melting 
particles, etc.). Our ability to measure 
that reflectivity is affected by, among 
others, radar sensitivity, calibration, 
and scanning strategy; blockage by ob-
stacles; and how chirurgically ground 
clutter can be removed 
without affecting the 
echo strength from other 
targets. As a result, raw 
reflectivity radar images 
and statistics derived from 
them can be “dirty.” Even 
if we never expected rain-
fall accumulations derived 
from gauges and radar 
mosaics alone to match 
perfectly, a comparison 
between these two (Fig. 
SB1) can help reveal which 
problems likely affect 
more the final statistics. 
The effect of blockage by 
topography and uneven 
radar coverage stand out 

as expected, and so do a few pixels 
of persistent clutter; a couple of 
abnormally “hot” (read “overestimat-
ing”) radars can be spotted, such as in 
northwestern Texas; and if one knows 
the location of individual radars (see 
Fig. 1a), one may start to notice some 
systematic range-dependent behavior 
that is more visible in Fig. SB2.

The cleaning of reflectivity maps at 
the radar data processor site and in 
the process of making radar mosaics 
has been an evolving endeavor: For 
example, at the time of this writing, 

most radars are transitioning to the 
17th major revision to the radar data 
processing system since the beginning 
of the WSR-88D program. The mas-
sive size of the current radar dataset 
(we evaluated that it would take two 
years nonstop just to download the 
data on our university network) 
makes the reprocessing and regenera-
tion of mosaics possible only by large 
organizations. For radar climatology 
work, we must hence largely rely on 
mosaic maps that were generated in 
real time with the approaches used at 

the time. Finally, mosaic 
products are often put 
together with a given 
goal in mind, for example, 
obtaining reflectivity at a 
given height or at the sur-
face (like the one made by 
WSI; Fig. SB2a) versus ob-
taining reflectivity at the 
lowest possible level (like 
the one made by WDSS-
II; Fig. SB2b), and that goal 
also affects the climatolo-
gy obtained as the average 
estimated rainfall differs 
by 11% between the two. 
In our case, the availabil-
ity of mosaics dictated 
the use of two different 

DATA, PROCESSING, AND QUALITY ISSUES

Fig. SB1. Ratio of the radar-derived precipitation ac-
cumulation between 1996 and 2015 shown in Fig. 1b to 
the gauge-derived precipitation accumulation over the 
same period shown in Fig. 1c.

information that is simply not available or archived 
elsewhere: How often does it rain at any particular 
location? At what time? And with what intensity dis-
tribution? What are the geographical and temporal 
patterns of precipitation occurrence, formation, and 
decay? What is the climatology of severe weather? 
Answers to these questions invariably trigger more 
questions about the processes causing these patterns 
but also suggest some answers. These tend to be of a 
different nature than those arising from individual 
case studies because the specificity of atmospheric con-
ditions leading to one storm instead of another loses 
its significance. What is left are the persistent features 
that often or always influence precipitation occurrence, 
which, in the end, are the most important to get right 
in the context of both process studies and numerical 
modeling. Many of those are the result of variations in 
terrain type and orography. We have also found several 
of these results to be extremely powerful illustrations 

of the effects of atmospheric phenomena taught in 
classes, such as sea–land and mountain–valley breezes, 
lake-effect snow, diurnal cycles, and spatial patterns of 
convection climatology, among others.

While radar climatologies have been attempted 
early on in radar meteorology (Riggs and Truppi 
1957) and on and off since (e.g., see references in 
Arnold 2005; Wilson 1977), it is only thanks to the 
work of Richard Carbone and colleagues that it has 
achieved a timid rebirth in the United States (Carbone 
et al. 2002; Carbone and Tuttle 2008), followed by 
a few efforts here and elsewhere (e.g., Parker and 
Knievel 2005; Overeem et al. 2009; Mohee and Miller 
2010; Weckwerth et al. 2011; Fairman et al. 2015, 2016; 
Lock and Houston 2015), the focus being primarily on 
precipitation mapping and convection studies—the 
natural strengths of radar.

Of course radar data processing and interpreta-
tion are fraught with complications. Are all radars 
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DATA, PROCESSING, AND QUALITY ISSUES

datasets over two different periods 
(see Table 1). The only “reprocessing” 
of the nearly 700,000 mosaics maps 
used in this study was the suppression 
of maps badly affected by blunders 
(e.g., incorrect remapping 
or incorrect reflectivities): 
an automatic algorithm 
first flagged the times of 
suspiciously rapid changes 
in echo statistics and then 
we manually looked at 
those periods to deter-
mine what caused these 
anomalies and removed 
clearly damaged mosaic 
maps.

The net result is that 
any climatological analysis 
of radar data from ready-
made mosaics will be 
imperfect and we should 
accept those imperfec-
tions. These imperfections 
will determine what useful 
results can be obtained 
and how to interpret them. 
Hence, except for the 
computation of frequency 
of occurrence of different 
echo intensities (Fig. 2), 
we focused our analysis 
on processes less likely 

to be affected by data quality issues, 
primarily relative changes in annual and 
daily cycles for which many biases get 
canceled out, and focused on convec-
tion not affected by weak nonweather 

echoes. Also, data in areas where the 
long-term accumulation of precipitation 
differs significantly from that observed 
with gauges are extremely doubtful and 
have been masked in most figures.

◀ Fig. SB2. Radar-derived 
mean annual precipita-
t ion derived from two 
different mosaics and for 
two different periods: (a) 
WSI mosaics (1996–2006) 
and (b) WDSS-II mosaics 
(2008–15). Key differences 
to notice are not so much 
the overall difference in 
derived precipitation, as 
those do change with time, 
but how the patterns of 
precipitation accumulation 
around individual radars 
changed between the two 
mosaics, concentric pat-
terns being more visible 
in (b) than in (a) in the 
eastern half of the United 
States.

properly calibrated? Have the data been properly 
cleaned of ground echoes, insects, and/or birds? 
Is radar coverage sufficient everywhere? Are there 
range- or topography-dependent biases? These ques-
tions both complicate the interpretation of a radar 
echo climatology and can also be partially answered 
by it (see the “Data, processing, and quality issues” 
sidebar for some details). In parallel, radar has unique 
strengths, in particular for measuring the coverage 
and instantaneous intensity of precipitation, more 
so than for quantifying precipitation accumulation.

Given the strengths and expected limitations of 
the available dataset, we strove to use the radar data to 
provide otherwise unavailable climatological informa-
tion as opposed to try to displace existing good-quality 
products, such as those derived from dense gauge 
networks. We first focused our attention on data qual-
ity and echo coverage issues, as they determine what 
can and cannot be achieved with radar mosaic maps. 

Next, we studied phenomena and processes, as well as 
used approaches for which these complications would 
be minimized, such as convection-related topics that 
are less sensitive to data coverage issues or contamina-
tion by weak echoes, and diurnal cycles that naturally 
cancel time-invariant biases.

BUILDING A RADAR CLIMATOLOGY. For 
reasons of simplicity, and because we did not have 
easy access to the raw radar data for the whole United 
States over such a long period, we have chosen to build 
the radar echo climatology from existing mosaics. 
But the capabilities of radars collecting the data have 
changed and so has the process of cleaning radar data 
and making them into a national mosaic. We must 
hence contend with radar mosaic maps generated in 
real time whose recipe has changed over the years 
(Table 1). This changing process with time made us 
shy away from studying trends over the 20-yr period.
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In the end, mosaics from two sources were com-
bined for this climatology. The first (October 1995–
August 2007) is the Weather Services International 
(WSI) National Operational Weather Radar (NOW-
rad) MASTER15 mosaic with a latitude-dependent 
spatial resolution of approximately 2 km and a reflec-
tivity resolution of 5 dB(Z) until 2001 (Zhang et al. 
2017) and 1 dB(Z) afterward. The second (September 
2007–December 2015) was made by the Warning 
Decision Support System–Integrated Information 
(WDSS-II; Lakshmanan et al. 2006, 2007) and has 
a spatial resolution of approximately 1 km. Both da-
tasets attempt to characterize the echo strength and 
coverage in the lower troposphere, preferably free of 
nonmeteorological echoes. Mosaics were analyzed at 
15-min resolution, to “limit” the analysis to just under 
700,000 radar maps. Because of changes in data and 
its processing over time, we first need to examine how 
realistic the derived statistics look.

To get a first feel for the overall quality of the radar 
mosaic data, a 20-yr precipitation accumulation was 
computed from them and compared with an analysis 
derived from gauges over the same period (Fig. 1; see 
also Fig. SB1). Here, gauge-based accumulations were 
available over land areas (Fig. 1b) and simplistically 
extrapolated over water using an inverse-distance 
weighting. What it confirms is that in the eastern two-
thirds of the conterminous United States, with the 
exception of the Appalachian area, radar-based pre-
cipitation Rradar and gauge-based precipitation Rgauge 
are comparable enough (equivalent to ref lectivity 
biases of less than 2.5 dB) that meaningful intensity 

Table 1. Mosaic radar maps used in this study (0.0181° of latitude = 2 km).

Period Source Resolution Processing Stated goal

Oct 1995–Dec 2001 WSI
5 dB(Z); 0.0181° lat × 
0.0191° lon; 15 min

Zhang et al. (2017)
Estimate surface 
reflectivity

Feb 2002–Aug 2007 WSI
1 dB(Z); 0.0181° lat × 
0.0191° lon; 15 min

—
Estimate surface 
reflectivity

Sep 2007–Mar 2011 NSSL/WDSS-II
<.5 dB(Z); 0.01° lat × 
0.01° lon; 5 min

Lakshmanan et al. (2006, 
2007) U.S. low altitude

Mosaic the lowest-
available reflectivity

Apr 2011–Dec 2015
NSSL/WDSS-II via Weather 
Decision Technologies

0.33 dB(Z); 0.009° lat × 
0.0116° lon; 5 min

Lakshmanan et al. (2006, 
2007) U.S. low altitude

Mosaic the lowest-
available reflectivity

▶ Fig. 1. (a) Weather Surveillance Radar-1988 Dop-
pler (WSR-88D) coverage over the conterminous 
United States (original image courtesy of NOAA). (b) 
Computed annual precipitation from radar mosaics 
between 1996 and 2015 using the Joss and Waldvogel 
(1970) reflectivity Z to rainfall rate R relationship 
Z = 300R1.5, limiting the peak rainfall to 100 mm h−1. 
(c) Gauge-derived annual precipitation over the same 
period as derived from PRISM (2016).
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statistics can be derived there. In mountainous areas, 
a combination of radar beam blockage and measure-
ments far away from the ground surface limits the 
usefulness of radar data climatology.

OCCURRENCE AND INTENSITY OF PRE-
CIPITATION. A first illustration of the kind of 
information retrievable by years of radar data is a set 
of maps of the likelihood of observing surface pre-
cipitation with different reflectivities (Fig. 2). Because 
such statistics are likely to be wrong if systematic 
biases caused by beam blockage and frequent under-
estimation or overestimation aloft affect the data, we 
masked areas where radar-estimated precipitation 
differ too much from gauge-estimated precipitation. 
We arbitrarily chose to stripe in gray areas that did 
not meet the criteria 2/3Rgauge < Rradar < 3/2Rgauge, as we 
believe we could not trust derived statistics outside of 
that interval. Precipitation exceeding the reflectivity 
of light snow and moderate drizzle (Z ≥ 5 dBZ, cor-
responding to about 0.1 mm h−1; Fig. 2a) is most fre-
quent in midlatitude regions to the north, especially 
near the oceans or the Great Lakes area. It is observed 
on average 3 h day−1 immediately east of each Great 
Lakes and 4 h day−1 just east of Seattle, Washington, 
on the foothills of the Cascades, but 30 min day−1 in 
Los Angeles, California, and 1.25 h in Miami, Florida. 
Note that the “bull’s eye” patterns around each radar 
in the Great Lakes area primarily reflect the difficulty 
of the mosaics to correctly account for weak snow 
and drizzle at far ranges. As we increase the reflec-
tivity threshold, the area of higher occurrence shifts 
southward. Significant convective rainfall (≥45 dBZ, 
corresponding to about 20 mm h−1) is rarely observed 
on the West Coast, detected 3.5 h yr−1 in Buffalo, New 
York, but 16 h yr−1 in Miami. If we further increase 
the threshold to 60 dBZ (Fig. 2c), a reflectivity that 
can only be associated with hail (Fabry 2015), the 

▶ Fig. 2. Frequency of observation of echoes of (a) 
at least 5 dBZ, (b) at least 45 dBZ, and (c) at least 
60 dBZ. Areas striped in gray did not meet the cri-
teria 2/3Rgauge < Rradar < 3/2Rgauge. Artifact wise, the 
fingerprints of individual radars are more obvious at 
low reflectivity than at high reflectivity. Meteorology 
wise, precipitation is more frequent in the midlati-
tudes (West Coast and Northeast). Convective rain 
occurrence is highest on the Gulf Coast and southern 
Atlantic coast, where sea breezes often play a major 
role in convection initiation, and lowest on the West 
Coast bathed by cold ocean water. Hail echoes are 
most frequent in the Great Plains. Note how the three 
images show very different patterns. For reference, a 
frequency of 4% corresponds to 1 h day−1, 0.1% is 9 h yr−1, 
and 0.001% is 5 min yr−1.

peak of occurrence shifts toward the west of the 
central Great Plains, where it averages 10 min yr−1. 
Interestingly, the map compares well with that of 
severe hail occurrence made by the Storm Prediction 
Center (SPC) from 48 years of significant hail reports 
(available at the time of this writing at www.crh.noaa 
.gov/Image/oun/spotter/sighail.jpg), except that it 
shifts the hail capital away from central Oklahoma 
and is more aligned with the much shorter hail cli-
matology of Cintineo et al. (2012).

Precipitation occurrence has a strong annual cycle, 
and this is well documented in precipitation climatol-
ogy maps. The frequency at which convection occurs 
also follows an annual cycle, but different areas see 
a peak in convection at different times of the year 
(Fig. 3). For example, we know that convection peaks 
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timing of convection from the Gulf Coast of Texas to 
the Carolinas, as well as the local hot spots forming 
immediately east of peaks of the Rocky Mountains, 
where convection starts first from 1800 UTC, fed by 
valley breezes. The online supplement (10.1175/BAMS-
D-15-00256.2) showing an animation of the diurnal 
cycle of convection in the warm season is particularly 
telling and has a richness that is difficult to describe; 
if a picture is worth a thousand words, that particular 
animation could fill a small textbook.

Among the remarkable results from the diurnal 
cycle of convection is the rapid morning decimation 
of nighttime convection, especially in the midwestern 
United States. On average, during the night, convec-
tion is tracking eastward with only a very gradual 
decay, as can be seen from the limited change in echo 
patterns between Figs. 4f and 4a. This is likely associ-
ated with the maintenance of convective instability over 
long periods thanks to low-level jets (e.g., Uccellini 
and Johnson 1979; Kumjian et al. 2006; Coniglio et al. 
2007). The local maximum in convection occurrence 
moving from the Great Plains, however, decays very 
rapidly in the morning in the Midwest, showing that 
the added solar energy destroyed the support for 
nighttime convection well before support for daytime 
convection can be reestablished. Of particular inter-
est is that convection occurrence seems to diminish 
particularly along some specific corridors, such as the 
Mississippi, lower Missouri, and Ohio River valleys, 
perhaps because the descent branches of the solenoid 
circulations associated with these valleys either sup-
press the advecting storms or prevent the replacement 
of older naturally decaying storms by fresh new ones.

The various processes affecting the diurnal cycle of 
convection also shape the time at which convection is 
most likely to be observed (Fig. 5a): morning over the 
warm waters of the south, early afternoon just east of 
the major peaks in the Rockies and on the southern 
coasts, late afternoon in the east, and in the night 
in the central plains and over the Great Lakes, with 
two weak maxima being observed in the Midwest. 
In addition to being of meteorological interest, this 
information could have practical importance, such 
as for hazard preparedness purposes: for example, 
if f lash flooding is more likely to occur at night in 
some areas, additional training may be needed for 
the nighttime flood management crews who are the 
most likely to face a difficult situation.

Patterns of time of peak convection occurrence such 
as Fig. 5a arise from the blending of two somewhat 
different phenomena: “daytime” convection, where 
surface heating plays a critical role, and “nighttime” 
convection, where atmospheric destabilization is 

Fig. 3. Contrast between the frequency of echoes ex-
ceeding 45 dBZ in (a) late spring (May and Jun) and (b) 
midsummer (Jul and Aug). Changes in patterns of con-
vection between the two seasons reflect the changes 
in the larger-scale processes driving them.

in late spring in the central plains when upper-level 
support is still important, later elsewhere for which 
strong upper-level support is less critical to the occur-
rence of convection. Thanks to images like Fig. 3, the 
results of all these processes can be nicely illustrated.

While no truly surprising results came out of this 
exercise, this section illustrates the value of using 
long-term statistics derived from radar mosaics for 
meteorological teaching purposes. We will now shift 
our attention toward convection occurrence.

CONVECTION OCCURRENCE AND DIUR-
NAL CYCLE. Convective rain has a strong diurnal 
cycle. The diurnal cycle of summer convection in the 
continental United States (Fig. 4; see online supplement 
at 10.1175/BAMS-D-15-00256.2) has become the classic 
result of radar-based climatology since Carbone et al. 
(2002) and Carbone and Tuttle (2008). Figure 4 illus-
trates how convection forms at various locations dur-
ing daytime, in particular over the Rockies, and later 
on the Great Plains, and then travels eastward during 
the night. Particularly striking for basic meteorology 
teaching is the effect of sea and land breezes on the 
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dominated by processes occurring aloft. If we want 
to focus on only one phenomenon, say, daytime con-
vection, we found that looking for temporal maxima 
during the day gives a misleading picture. For such a 
purpose, focusing on the time of the fastest intensifi-
cation of convection occurrence proved to be a better 
alternative, though it is a considerably noisier quantity 
to estimate. By computing the rate of increase in occur-
rence of convection over 4-h windows, we were able to 
obtain Fig. 5b, which illustrates how daytime convec-
tion starts earlier in some areas compared to others. In 
particular, over the Great Plains and east of the Appa-
lachians, convection generally starts in late afternoon 
instead of in early afternoon in other regions away from 
strong orography and the influence of water bodies. 

There are also many other smaller-scale patterns whose 
statistical and physical significance remains uncertain.

What we also found remarkable is that it does not 
require a large topographic feature to affect the oc-
currence of convection. Changes in the timing and 
frequency of occurrence of convective events (Fig. 2b) 
are associated with lakes and topographic features that 
are not very large: for example, Lake Pontchartrain 
(southern Louisiana) reduces afternoon thunderstorm 
occurrence (Fig. 5a), while the Cumberland Plateau 
(eastern Tennessee) experiences an earlier onset of day-
time thunderstorms than neighboring areas (Fig. 5b). 
Other human-made reservoirs may also make such 
changes (Haberlie et al. 2016). One of the largest un-
expected signature found on such mosaic maps was a 

Fig. 4. Diurnal cycle of the frequency of occurrence of echoes exceeding 40 dBZ between the months of Apr 
and Sep starting from (top left) late night (0200–0545 CST in the middle of the continent) and ending (bottom 
left) in the middle of the night.
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Fig. 5. Solar time of (a) the preferred occurrence of echoes exceeding 40 dBZ in the warm season and (b) the fastest 
daytime growth in the occurrence of such echoes. In (a) and (b), a two-dimensional color scale is used to character-
ize the timing of events: The hue or frequency of the color used shows the average time or the time of the fastest 
occurrence increase (e.g., reds indicating peak of occurrence or fastest increase in the afternoon); the saturation 
and brightness of the color illustrates whether the diurnal cycle of convection or the rate of convection increase 
is strong and unimodal (saturated bright colors) or weak or multimodal (unsaturated dark colors). Black pixels 
indicate areas too contaminated by clutter or without enough data to make a proper peak time determination.
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samples at two locations or over two periods implies 
that events affecting one location do not affect the 
other; with weather systems extending up to conti-
nental scales and oscillations such as El Niño–South-
ern Oscillation lasting years, this is clearly not the 
case. Stationarity implies that statistical properties 
such as mean and variance do not vary over time, 
while they clearly vary over the course of seasons 
and years. Independence of samples and stationar-
ity of standard deviations are the bedrock on which 
statistical tests are based such as the computation 
of p values (the probability that two samples could 
occur by chance from one process having a unique 
mean and variance) and analysis approaches such as 
the resampling of datasets to generate new possible 
samples using bootstrapping or permutation methods 
(Efron and Tibshirani 1992; Manly 2006). The net 
result is that if these tests are not run appropriately, 
it is very easy to wrongly find that two samples are 
unlikely to come from one process when in fact they 
may (Daniel et al. 2012).

Fig. 6. Power spectra of 20-yr-long time series of radar-
derived precipitation rate (blue curve) and fractional 
area of precipitation occurrence (≥5 dBZ, red curve). 
Each curve is an average of spectra for 554 small areas 
0.25° longitude × 0.25° latitude wide (approximately 
24 km × 28 km in size) centered on every 1° in longitude 
and latitude in the eastern two-thirds of the contermi-
nous United States, where radar coverage is expected 
to be good (2/3Rgauge < Rradar < 3/2Rgauge). For time scales 
under a week, sloping spectra characteristic of pre-
cipitation structures embedded within smaller/shorter 
precipitation structures can be observed. Superposed 
on these, the signature of diurnal and annual cycles 
and some of their harmonics (half and third of a day 
and a year) can be detected. In the inset, a zoom of 
the curves around the 1-week period has been added.

local minimum in midsummer afternoon convection 
associated with the Mississippi River valley where the 
combination of (i) weaker initial static stability as the 
surrounding elevated terrain protruded above the 
nocturnal inversion and (ii) the mechanical lifting of 
impinging flow over the terrain stimulated convec-
tion around the valley and created a local minimum 
within it (Kirshbaum et al. 2016). Many more possibly 
significant local signatures can be seen on this map that 
are not clearly associated with definite topographic 
features and may deserve to be studied.

THE CHALLENGE OF FINDING MEANING-
FUL SIGNALS. Given what has been said, the 
search for meaningful signal from long-term radar 
data is fraught with challenges. Some are related to the 
measurement of rainfall from radar mosaics: the loca-
tion of radar with respect to the features of interest, 
data availability, terrain blockage, ground clutter, and 
the vertical profile of reflectivity all introduce biases 
and other artifacts in the radar data, many of which 
can be seen on the maps in Figs. 1 and 2. To help 
control for these artifacts, the use of complementary 
data that have different measurement problems, such 
as lightning maps, helps. Other challenges are due to 
properties of the atmospheric patterns themselves.

An intrinsic property of atmospheric and geo-
physical fields is that they are correlated in space. 
For example, if it has been anomalously wet in New 
York City, New York, then it has very likely been the 
case in Newark, New Jersey, 15 km to the west, and 
probably also in Philadelphia, Pennsylvania, 130 km 
to the southwest. These fields are also correlated in 
time: if it rains now, there is a much higher chance 
than climatology that it will rain an hour from now, or 
even a day from now. The extent of the correlation of 
precipitation patterns in time can be illustrated using 
power spectra of radar-derived precipitation, such as 
the one in Fig. 6: as long as power spectra have a non-
zero slope, the patterns observed at one time scale are 
correlated with those at other scales. The correlations 
in space and time are clearly linked: it is generally 
the same propagating weather systems—or the same 
instabilities and forced disturbances—that will alter-
natively dictate precipitation patterns in Philadelphia 
and Newark before they affect New York City.

A consequence of the spatiotemporal correla-
tions in atmospheric fields is that it creates many 
convincing-looking patterns by chance that make the 
detection of meaningful signals more challenging. 
Classical statistical approaches rely on two assump-
tions generally violated in atmospheric fields: inde-
pendence and stationarity. Independence between 
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The search for a significant weekly cycle in precipi-
tation using remote-sensed data (e.g., Bell et al. 2008; 
Tuttle and Carbone 2011) provides such an example. 
If you were to look for the difference between weekday 
and weekend precipitation occurrence using the 20-yr 
period between 1996 and 2015, you would get a map 
like Fig. 7a: in the Northeast, near the area of peak 
deposition of sulfates and nitrates associated with 
combustion (e.g., Zhang et al. 2012), precipitation 
occurrence is 10%–15% more frequent on Tuesdays–
Fridays than on Saturdays–Mondays. If we focus on 
severe convection occurrence (Fig. 7b), or on rainfall 
accumulations associated with convection that show 
similar patterns, there is an overall tendency for greater 
occurrence of 50-dBZ echoes in the Gulf Coast on 
weekdays than on weekends. Having gotten very 
excited ourselves by such a finding (Fabry et al. 2013) 
and its possible link with the weekly cycle of particulate 
emissions, we felt the need to investigate it further.

The uncertainty and the spatial variability 
of patterns of precipitation are difficult to study 

quantitatively because of the episodic yet spatio-
temporally correlated nature of precipitation and its 
non-Gaussian statistics. Given such a beast, one of 
the best and most common techniques to study the 
significance of a signal uses the bootstrap method: 
at each location, the available sample of data, here 
the 20 years of reflectivity data, is resampled in two 
or more categories multiple times to generate a large 
number of plausible time series. In this example, 
plausible datasets of two categories, weekdays (Tues-
days–Fridays) and weekends (Saturdays–Mondays), 
are created by randomly resampling available data 
on those days. These new plausible datasets of similar 
length to the original one are then used to evaluate 
the likelihood with which the two categories can have 
similar or different values and be statistically differ-
ent with a certain probability. What Fig. 6 reveals is 
that cycles of 7 days are not quite on the flat section 
of the power spectra of precipitation, which implies 
that there is some correlation left between successive 
7-day cycles. In other words, given the weather on a 

Fig. 7. Patterns of relative difference in the occurrence of echoes exceeding (left) 5 and (right) 50 dBZ observed 
when separating the 20-yr dataset into two groups—A and B—using two different strategies. (a),(b) Difference 
in echo occurrence between weekends (Saturdays–Mondays, group A) and weekdays (Tuesdays–Fridays, group 
B). In the Northeast, precipitation is notably less frequent on weekends, while in southern Texas, weekends 
tend to be wetter. (c),(d) Difference between days 1–3 of an arbitrary 6-day cycle starting 1 Jan 1996 (group A) 
and days 4–6 of the same cycle (group B). Early in the 6-day cycle, precipitation occurrence is noticeably lower 
in the Midwest and higher in Louisiana, and conversely late in that cycle. This obviously accidental pattern is 
stronger and more statistically significant than any weekday–weekend patterns.
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particular Sunday, the weather on the next Wednes-
day will be a subset of the weather expected for all 
Wednesdays, even given the same climatology. Hence, 
if for a given Sunday any Wednesday is chosen as part 
of a data resampling process, then the difference be-
tween Wednesdays and Sundays will be overestimat-
ed compared to what it can be in reality. Therefore, 
when resampling the dataset, it is essential to do it 
in blocks that are longer than a week to ensure that a 
plausible Wednesday follows the chosen Sunday. For 
the resampling to have any value though, there must 
be enough useful data blocks to get some useful ran-
domization. What our experience and that of others 
(Daniel et al. 2012) show is that 2-week blocks are a 
good compromise. In parallel, it is also essential to 
sample all months proportionally in order to respect 
the climatology of annual cycles. When these two 
factors are properly taken care of, it is found that the 
minimum in weekend precipitation in the Northeast 
is a 2σ event (p = 0.05), hardly unexpected to occur 
by chance given the number of mostly independent 
local maxima and minima one can observe on this 
map. But the fact that this signature occurred at a 
physically plausible location pushed us to continue 
looking for clues. Following additional investigations, 
several other factors reinforced the likelihood that 
this pattern is an accidental signature: (i) signatures 
of similar strengths can be obtained when looking 
for meaningless 6-day cycles (Figs. 7c and 7d), even if 
the rainfall patterns are slightly more correlated over 
6-day periods than over 7-day periods; (ii) the power 
spectra of precipitation occurrence and amount 
show no peak for 7-day cycles (inset of Fig. 6); and 
(iii) an analysis of gauge data going back farther in 
time shows that the difference observed in the past 
20 years in the Northeast has been an anomaly even 
if aerosols were as much or more prevalent 30 years 
ago. Noting again well after Thomas Henry Huxley 
(1822–95) that “the great tragedy of Science [is] the 
slaying of a beautiful hypothesis by an ugly fact” 
(Huxley 1896, p. 244), we finally accepted that this 
particularly enticing signature was probably a fluke.

Trying to learn from that experience, we wondered 
how strong a locally forced precipitation pattern has 
to be to be detected amidst patterns caused by natural 
variability. To answer this question, we must first deter-
mine the magnitude of that natural variability, that we 
define as the one associated with the random passage 
of weather events, separate from the one associated 
with the spatial or temporal variability of climate. 
Climate-related variability is expected to have long 
time scales (from subseasonal periods to years), and it 
has left its mark on the power spectra of Fig. 6 through 

a strong annual peak (with its second and third har-
monics) together with gradually increasing variability 
with increasing years. Weather systems have at most 
continental scales and affect a given area for a few 
days at most. They are characterized by smaller-scale 
structures embedded within larger ones as illustrated 
by the sloped power spectra for periods shorter than a 
few days. In between the “weather” and the “climate” 
regime, the temporal variability of precipitation is 
dictated by the mostly random uncorrelated sequence 
of weather events as illustrated by the constant power 
spectrum. This peculiar split of frequency between 
weather and climate variability can be taken advan-
tage of to estimate the magnitude of the variability in 
precipitation associated with weather.

Let us assume that the precipitation sampled 
at each location over 20 years is an average of one 
standard deviation σ away from the true climatology 
that would have been measured with an infinitely 
long dataset in an unchanging climate. Let us split 
the available sample into two halves, alternatively 
binning one week of data in one category and the 
next week of data in the other, as if we were trying 
to look for a 14-day cycle. What this process does 
is separate equally among the two halves the vari-
ability in time associated with climate processes 
and changes in data processing over the years while 
randomly assigning the spatiotemporal variability 
of weather events among the two halves. Since the 
weather component, responsible for the average 
to be one standard deviation away from the true 
climatology in the original dataset, is now split into 
two independent half-samples, the average of each 
of those half-samples will now be on average √

–
2σ 

away from the true climatology, the variance on the 
average of these half-sized datasets being doubled. If 
we then subtract those two half-sample averages, the 
result will have a standard deviation of 2σ spatially 
because the variance on the result of the subtrac-
tion is doubled again. The resulting field will have 
numerous maxima and minima that can be used to 
estimate the correlation matrix on the “noise” in-
duced by weather on the climatology, while the local 
average-squared value can be used to estimate (2σ)2 
and then 2σ. This can be repeated for cycle periods 
slightly greater or smaller than 2 weeks to get addi-
tional semi-independent estimates of 2σ.

We applied this procedure to evaluate the sig-
nificance of the effect of cities on the occurrence 
of severe convection (Lowry 1998; Shepherd 2005). 
We first looked for all U.S. cities above 1 million 
inhabitants that were away from oceans and lakes 
whose breeze would confuse the precipitation 
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analysis, and also away from mountains and other 
obstacles causing beam blockage and significant 
clutter. The resulting 13 cities selected are hence 
mostly concentrated on the eastern half of the con-
tinent and away from the coasts. The summer data 
(May–August) for the 13 selected cities (Atlanta, 
Georgia; Birmingham, Alabama; Cincinnati, Ohio; 
Columbus, Ohio; Dallas, Texas; Denver, Colorado; 
Indianapolis, Indiana; Kansas City, Missouri; Mem-
phis, Tennessee; Minneapolis, Minnesota; Nashville, 
Tennessee; Oklahoma City, Oklahoma; and Pitts-
burgh, Pennsylvania) were then averaged with the 
city center in the middle. The resulting map, shown 
in Fig. 8a, illustrates that over and immediately 
east of cities, severe convection occurs 10% more 
frequently than in surrounding areas (0.057% of 
the time over and east of cities compared to 0.052% 
of the time around the cities). If we perform the 
half-samples differencing test, we find that the 2σ 
uncertainty on this pattern is about 0.0023%, mak-
ing the strength of the city signal for each pixel four 
standard deviations above the expected uncertainty. 
With precipitation instead of severe convection, the 
signature of cities is five standard deviations above 
the expected uncertainty because of the random 
passage of weather events. What this suggests is 
that the signature we observe above cities and east 

of cities is significant in the dataset, but the cause of 
the signature could have many origins. To confirm 
that this signature is due to the effect of cities, we 
computed similar mosaics for nighttime (0000–0800 
solar) and afternoon (1200–2000), and found that 
the signature was strongest in the afternoon, when 
the air affected by the city can feed storms, and 
smallest at night, when inversions tend to isolate 
storms from surface inf luences (Figs. 8b and 8c). 
Finally, to ensure that measurement biases are not 
fooling us, radars tending to gravitate not far from 
cities after all, we performed the same mosaics with 
23 years of lightning data (1990–2012; NCDC 2012) 
and obtained similar results (Figs. 8d–f). The con-
vection and precipitation enhancement associated 
with cities appears to be real.

An interesting observation we can make on Fig. 8a 
is that even though the 2σ uncertainty due to weather 
is only 0.0023%, spatial patterns of larger amplitudes 
can be observed on the mosaic maps. Those patterns 
are caused by all other confounding effects, from 
varying radar coverage to variations in precipitation 
climatology caused by other processes that we tried 
to control for by selecting cities and averaging them. 
The observed 4σ signature appeared only because we 
combined the data from 13 cities and had an effective 
250-yr dataset to analyze; with only 20 years of data 

Fig. 8. Occurrence of (a)–(c) echoes stronger than 50 dBZ and (d)–(f) lightning around major cities between 
May and Aug for (left) the whole day, (middle) the late night, and (right) the afternoon. Lightning and radar 
data around 13 cities with over 1 million inhabitants away from both major topographic features (oceans, Great 
Lakes, significant orography) and areas of poor radar data quality (due to clutter and beam blockage) were 
combined to make this figure. On average, an enhancement of afternoon convection and especially lightning 
occurrence can be observed immediately over and east of these cities.
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even at such high resolution, it would be difficult 
for the influence of individual cities to exceed the 
expected variability caused by the random passage 
of storms. This result partly explains the lack of 
consistency of findings obtained on the influence of 
cities on precipitation.

FUTURE. The derivation of precipitation and con-
vection statistics done above is only a small sample of 
what is possible to do with many years of radar data 
over large areas. Recently, a reanalysis of radar data 
combined with other data sources (Ortega et al. 2015) 
has become available and adds Doppler information, 
while other efforts seek to better combine the instan-
taneous estimates of radar with the stability of gauges 
(e.g., Nelson et al. 2010). Such reanalysis represents 
our most complete information on severe storms and 
their evolution, and the possibilities are limitless for 
people with the imagination and drive to mine such 
a dataset. What will you do with it?
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