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Abstract  

This study examines the impact of artificial intelligence (“AI”) on low-skilled workers. Emphasis is placed 
on call center agents – an occupational group facing a particularly high automation risk. Drawing on 
Constructivist Grounded Theory methodology and semi-structured interviews in an Austrian call center, their 
discourses are explored. The results indicate that the introduction of flawed technological tools has led to an 
increase in emotional labor among call center agents. This increase in emotional labor seems to result in 
agents’ inability to embed their own problems in the larger social context of AI’s impact on the labor market, 
let alone to politicize these problems. They thus lack sociological and political imagination. While in this 
regard works councils (i.e., bodies within a company representing and promoting the economic, social, and 
health interests of employees) foster sociological imagination, it has been found that they do not foster 
political imagination. This has significant implications for workers, as works councils are important for 
protecting workers’ rights when introducing AI systems within companies. Yet works councils are also 
instrumental in shaping workers’ imaginations. To promote the development of sociological and political 
imagination among both workers and works councils, this study proposes a reformed approach of trade union 
education. Its objective is to raise workers’ and works councils’ awareness of the impact of AI on the labor 
market. This would simultaneously enable them to advocate for their rights in the age of AI-driven 
automation. Beyond trade unions, the findings of this study also bear broader relevance for policymakers in 
Austria and beyond, as they demonstrate the need for both worker education on AI as well as for attractive 
up- and reskilling programs. This study thus offers a valuable contribution to scientific research while 
providing practical implications for policymakers and trade unions. 

 

Résumé de Recherche 

Cette étude examine l’impact de l’intelligence artificielle (« IA ») sur les travailleur.euse.s peu qualifié.e.s. 
L’accent est mis sur les employé.e.s des centres d’appel, un groupe professionnel dont le risque 
d’automatisation est particulièrement élevé. Leurs discours sont recueillis puis analysés au moyen d’une 
méthodologie de théorie enracinée constructiviste et d’entretiens semi-structurés dans un centre d'appel 
autrichien. Les résultats indiquent que l’introduction d’outils technologiques sous-performants a entraîné 
une augmentation du travail émotionnel chez les agents. Cette augmentation du travail émotionnel semble 
liée à l’incapacité des agents à intégrer leurs propres problèmes individuels dans le contexte social plus large 
des effets de l’IA sur le marché du travail, et à politiser ces problèmes. Iels manquent donc d’imagination 
sociologique et politique. Bien que le comité social et économique (« CSE »; c’est-à-dire les organes d’une 
entreprise qui représentent et promeuvent les intérêts économiques, sociaux et sanitaires des salarié.e.s) fasse 
preuve d’imagination sociologique à cet égard, il a été constaté qu’il manquait néanmoins d’imagination 
politique. Ceci a des implications significatives pour les travailleur.euse.s, puisque les CSE sont essentiels à 
la protection de leurs intérêts lors de l’introduction de systèmes d’IA dans les entreprises. Les CSE jouent 
également un rôle essentiel dans la formation de l’imagination des travailleur.euse.s. Afin de promouvoir le 
développement de l’imagination sociologique et politique des employé.e.s et des CSE, cette étude propose 
une approche réformée de la formation syndicale. Son objectif est de sensibiliser les travailleur.euse.s et les 
CSE à l’impact des technologies de l’IA sur le marché du travail, ce qui leur permettrait de mieux défendre 
leurs droits à l’ère de l'automatisation induite par l’IA. Au-delà des syndicats, les résultats de cette étude 
revêtent également une importance plus large pour les décideur.euse.s politiques en Autriche et ailleurs, en 
démontrant la nécessité de former les travailleur.euse.s à l'impact de l’IA et de mettre en place des 
programmes attractifs de formation continue et de requalification. Cette étude apporte donc une contribution 
précieuse à la recherche scientifique tout en formulant des recommandations pratiques pour les politicien.ne.s 
et les syndicats. 
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1. Introduction  

The COVID-19 pandemic has exposed to the broad public what social scientists have been 

highlighting for years: the systemic underpayment and precarity of those who keep the 

infrastructure, the economy, and social life running. This led, at least conceptually and for a 

short time, to a shift in thinking away from the pejorative notion of “low-skilled workers” 

towards the idea of “essential workers” (cf. Gaitens et al., 2021; Mejia et al., 2021). This initial 

wave of recognition has now largely subsided, and not much has changed overall, as low-skilled 

workers still share three common factors: precarious employment, little protection from 

exploitation, and low pay (cf. Palier, 2020).  

At the same time, a new threat is looming over them in the form of the current wave of 

automation caused by machine learning (“ML”) and artificial intelligence (“AI”)1. According 

to various studies, it is precisely these low- and middle-skilled workers who exhibit the highest 

risk of job loss due to automation (cf. Deming, 2017; Nedelkoska & Quintini, 2018; Suta et al., 

2018). The potential of AI to profoundly impact societies has become apparent to the general 

public at the very latest since the release of ChatGPT-3 in November 2022 (cf. OpenAI, 2023). 

However, research is lacking on how the current wave of automation impacts low- and middle-

skilled workers in their daily lives, what emotions it evokes in them, and what, if any, strategies 

they develop to cope with this new reality.  

This master’s thesis aims to deepen our understanding of this phenomenon. Through the 

application of Constructivist Grounded Theory (“CGT”) and by conducting semi-directed 

interviews with call center employees in Vienna, Austria, it departs from the predominantly 

quantitative studies on the impact of AI on the labor market. Such a methodological choice 

 
1 Artificial intelligence (“AI”) constitutes a branch of computer science, which imitates human cognitive 

abilities by recognizing and sorting information from input data. This intelligence can be based on programmed 
processes or generated by machine learning (“ML”). In ML, an algorithm learns to perform a task independently 
through repetition. The machine is guided by a predefined quality criterion and the information content of the data. 
Unlike conventional algorithms, no solution path is modeled. The computer learns to recognize the structure of the 
data independently (cf. Department of Computer Science, University of Oxford, n.d.) 
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enables an analysis of low-skilled workers discourses, thereby allowing to derive a deeper 

comprehension of how the disruptive effect of AI operates onto them.  

This study draws a hitherto unexplored connection between emotional labor, 

sociological imagination, and political imagination. The results illustrate an increase in 

emotional labor among call center agents due to flawed automated tools. This increase, in turn, 

seems to make workers believe that their job is not at risk of automation by AI in the near future. 

It hinders them from embedding their personal problems with technological tools into the larger 

trend of rapidly advancing AI developments, let alone politicizing these problems. Workers 

were thus found to lack both sociological and political imagination. While works councils do 

possess sociological imagination in this regard, they lack political imagination too. This has 

significant implications for workers, as works councils without political imagination are 

unlikely to effectively respond to AI-specific challenges in the workplace. Moreover, works 

councils also play a major role in shaping employees’ sociological and political imagination. 

To foster the development of sociological and political imagination, a reform of union education 

efforts is thus proposed. This reform places the adoption of AI in the workplace in a broader 

societal and political context, thereby enabling both works councils and workers to advocate 

for AI policies in which workers’ needs and concerns take center stage. 

The findings hence provide significant contributions to existing scientific research. Yet 

they also pave several paths for future studies on the impact of AI in the workplace, sociological 

and political imagination, emotional labor, and union education. At the same time, this study 

can help inform policy making and guide trade union work regarding AI-driven automation and 

its impact on low-skilled workers. 

This thesis is comprised of 7 chapters. After the present Introduction, Chapter 2 provides 

a literature review and embeds this research in the relevant academic context. Chapter 3 

familiarizes with the key concepts, Chapter 4 with the methodology of this thesis. Chapter 5 

then presents the results of the interviews, which are discussed in detail and linked together in 
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Chapter 6 to formulate policy recommendations. Chapter 7 concludes with a summary of the 

main points of the thesis and an outlook for future research. 

2. Literature Review and Context 

2.1. AI’s Impact on the Labor Market – Complementarity or Substitution 

of Jobs? 

Since at least the Industrial Revolution of the 18th and 19th century, people have been 

apprehensive about automation and substitution of workers by machines (cf. Martens & Tolan, 

2015; Mokyr et al., 2015). This ongoing “fear of the machine” is primarily due to technological 

changes leading to job losses, something that, according to Keynes (1930), can also be referred 

to as “technological unemployment” (cf. Ernst et al., 2019). When thinking about automation 

in this context, economists usually juxtapose two models. First, complementarity models 

“predict that the labour-saving impact of technological progress is counterbalanced by higher 

wages, economic growth, and more employment in other sectors. By contrast, substitution 

models assert that technology causes job displacement and leads to polarisation, de-skilling, 

and possibly a jobless economy” (cf. Martens & Tolan, 2015). While previous industrial 

revolutions have provided strong evidence for the complementarity models and hence for a 

productivity effect (cf. Mokyr et al., 2015), there is a certain degree of disagreement in the 

literature about the impact of the current wave of automation caused by ML and AI (cf. Iscan 

2021).  

Such disagreement already arises with regard to the exact measurement. Different 

approaches emerge in the literature when trying to calculate the exact odds and factors involved 

in answering the following question: “[W]hich of the two labor market effects – displacement 

or productivity – will dominate in the artificial intelligence (AI) era?” (Petropoulos, 2018, p. 

121). Some studies investigate how technological developments affected the labor market in 
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past waves of automation and thereby attempt to draw lessons for current trends (cf. Dobbs, 

2015; Soete, 2018; The Economist, 2016). Other authors, in turn, “assess the risk of occupations 

and tasks to be automated in the next decades because of AI systems [… and] can be viewed as 

feasibility tests on the potential impact of AI” (Petropoulos, 2018, p. 124). 

Probably the most cited study in this strand was carried out by Frey and Osborne (2017).  

The authors relied on a dataset containing skill requirements for about 700 occupations in the 

United States. Using three different skill categories (perception and manipulation tasks, creative 

tasks, and social intelligence), the automation risk of jobs was then gauged by ML experts, 

resulting in the alarming figure that 47% of all US jobs may be replaced by machines in the 

next two decades. The findings of Frey and Osborne have not only sparked a broader debate 

about the future of work among the general public and policymakers, but have also triggered 

many further related studies within the discipline (cf. Gray, 2017; Mahdawi, 2017; The 

Economist, 2018). 

In their cross-country study of more than 30 countries, Nedelkoska and Quintini (2018) 

devise a “probability-of-automation score” and calculate that, similar to Frey and Osborne, 

about 50% of all jobs face a significant risk of automation.  In contrast, Arntz et al. (2017) arrive 

at a much less dramatic conclusion in their study for 21 OECD countries, computing that only 

9% of all jobs are threatened. Moreover, Dauth et al. did not find any net job losses due to 

automation in their study for Germany (2015). Finally, Autor (2015), Berriman and 

Hawksworth (2017) as well as Servos (2019) argue rather for an impact on the content and 

nature of jobs, i.e., on the tasks that are performed within jobs, than on the jobs per se. 

Primarily because of their predictive nature, these studies show a high degree of 

inconsistency and a low degree of validity (cf. Ernst et al., 2019). They are not (and largely 

cannot be) based on real data sets or empirical evidence, as these do not yet exist given that we 

are just at the beginning of the AI era. Even though some authors try to circumvent this 

limitation by grounding their analyses in the already abundant data on the impact of industrial 
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robots, this type of approach ultimately does not provide reliable results either (cf. Chiacchio 

et al., 2018; Dauth et al., 2015). This is because robots, unlike AI, are rival products, meaning 

that they are only deployable to perform one task in one place at a time. In contrast, algorithms 

are of non-rivalry nature.  

“It would be sufficient for one scalable algorithm to have acquired the knowledge or skills for 
a specific task in order for it to be used in any production process anytime anywhere. Contrary 
to robots, there is no need to replicate or embody that skill or knowledge in another object. A 
single algorithm can, in principle, displace all workers that were performing that particular 
task for which the algorithm is trained” (Martens & Tolan, 2015, p. 15). 

2.2. The Common Denominator – AI’s Unequal Impact on the Labor 

Market and Beyond 

Despite the major differences between the studies, there are two interconnected, 

unifying characteristics shared by the majority of them. First, they argue that AI negatively 

affects social equality. Second, they demonstrate that while many high-skilled jobs will rather 

be complemented than replaced by AI, “low and medium-skilled jobs” are facing the opposite 

faith – a high risk of being replaced by automation (cf. Graetz & Michaels, 2018; Ma et al., 

2022). As a result, a difference in the respective job conditions emerges, i.e., wages increase in 

already high-paid jobs that require skills that complement AI, while they decrease at the other 

end of the income-skill-spectrum due to less supply and increased demand (cf. Cai & Chen, 

2019; Goyal & Aneja, 2020; Humlum, 2022; Martens & Tolan, 2015; Servos, 2019; Suta et al., 

2018).  

Put in less abstract terms, the following jobs in particular are among the ones most at 

risk of automation: postal service jobs, such as mail sorters, processors, and carriers; shop 

assistants; data entry clerks; truck, taxi, bus drivers; cleaners and helpers; food preparation 

assistants; as well as call center agents (cf. Broady et al., 2021; Nedelkoska & Quintini, 2018). 

A disproportionate share of these jobs is performed by women and racialized minorities (cf. 

Giesing and Rude, 2022; Manyika et al., 2017), who are also underrepresented in key growth 
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areas and STEM occupations (Fry et al., 2021; OECD, 2017). For this reason, the World 

Economic Forum (2018) and Ernst et al. (2019) assume that the effects of job automation will 

be particularly palpable for them, generating a strong gender-race effect. 

Yet AI does not only produce more inequality in the labor market. Various studies have 

shown that it also reinforces and exacerbates existing inequalities in many other areas of society 

(cf. Zajko, 2022). While a few years ago it was widely assumed in the scientific community 

that algorithms were “objective” (Jouvenal 2016; Smith 2015), we now know that this is not 

the case. Algorithms can contain multiple kinds of biases, ranging from racial biases to sexist 

as well as homophobic and ableist ones (Hamilton, 2019; Schroeder, 2021). In 2015, a now 

often-cited incident occurred that vividly illustrated such biases. Google’s photo service 

incorrectly classified black people in certain photos as gorillas, thus reproducing racist 

stereotypes (cf. Gasparotto, 2016; Katyal & Jung, 2021; Noble, 2018; Righetti et al., 2019). 

Furthermore, in 2020, a Facebook ad featuring an album cover of a same-sex couple was 

rejected by an algorithm on the grounds of being sexually explicit – simply because their 

foreheads were touching. When tested with similar photos, albeit of heterosexual couples, the 

algorithm found no reason for censorship (cf. Golding-Young, 2020; Horner, 2023). 

Moreover, the deployment of AI can also lead to a reinforcement of existing inequalities 

in justice systems (Hübner, 2021). This can best be demonstrated with COMPAS (Correctional 

Offender Management Profiling for Alternative Sanctions), an algorithmic tool used in U.S. 

courts to decide how likely it is that a defendant or convict will recidivate. Based on 137 

parameters, COMPAS creates a score of an offender ranging from one to five to assist in the 

sentencing process. Those who receive more than five points are considered to be at medium to 

high risk of re-offending, influencing whether the defendant will be released on bail pending 

trial, receive a suspended sentence, or be incarcerated and for how long. More than a million 

offenders in the U.S. have been assessed with COMPAS since its introduction in 1998. The 

major problem is that the program errs disproportionately to the disadvantage of racialized 
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people. As Angwin et al. (2016) have demonstrated, the latter were overrepresented in the group 

incorrectly classified as being at risk of recidivism, while whites were overrepresented in the 

group falsely classified as rehabilitated.  

Another related area of concern stems from the risks associated with using algorithmic 

profiling in policing (cf. Benjamin, 2020; Jefferson, 2018). These tools rely on neighborhoods’ 

historical arrest data, which can reflect racially biased policing practices. This, in turn, may then 

lead to over-policing of these neighborhoods, more arrests, and thus a dangerous feedback loop 

– that is, another case of AI exacerbating existing inequalities (UN Committee on the 

Elimination of Racial Discrimination, 2020). 

2.3. Understanding AI’s Unequal Impact on the Labor Market – An 

Urgent Need for Qualitative Research 

To cushion and/or counteract these negative effects of AI on equality, both academics 

and policymakers have called for new innovation policies “to orient the technological progress 

in socially desired ways” (Ernst et al., 2019, p. 17). Some authors therefore advocate, at least 

in theory, for an “open consultation of all involved parties” to identify what the socially desired 

development is and what policies are needed to achieve it (cf. Petropoulos, 2018). In practice, 

however, such consultations are rarely to be found – especially when it comes to AI’s impact 

on workers. 

Being among the few examples of qualitative studies carried out to date, the Global 

Partnership on AI’s (“GPAI”) Working Group on the Future of Work’s study (2021) was 

particularly interested in observing the impact of AI on the labor market in real-life contexts. 

The authors argue that 

“[t]o build a better future for workers collaborating with AI, to be more inclusive on various 
criteria such as disability, gender, ethnicity... a mandatory initial step is observation. The aim is 
to capture what is happening in the real context of workplaces: observe AI at the workplace, 
gather as diverse as possible use cases, conduct qualitative analyses of its impact in different 
situations, geographies, sectors, users (Global Partnership on AI, 2021, p. 4).” 
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Second, a joint study by Siemens, the German trade union ver.di, and the German 

Federal Ministry of Labor and Social Affairs explored the impact of AI on workers in two case 

studies. Respectively using qualitative interviews and randomized field experiments, they 

examined the use of AI in both human resources and customer service (cf. Fregin et al., 2020). 

Third, in “Technopolitik von unten”, Schaupp (2021) examines the digitalization of the 

labor process from the perspective of moments of conflict. Using participant observation, 

during which he himself worked as a bicycle courier and in the electrical industry, Schaupp 

attempts to address the following question: What strategies do workers whose activities are 

algorithmically controlled use to respond to the polarization of employment? As his research 

makes clear, wherever algorithmic work control is used as a means of compressing and 

devaluing human labor, processes of resistance and self-organization can be found. 

 These studies present a qualitative ex-post analysis, i.e., they exclusively examine the 

impact of AI in those workplaces where such technology is already in use, at least in the proof-

of-concept stage (“PoC”)2.  Such analyses that explore the discourses of designers, executives, 

and users of AI at work through interviews, experiments, and participant observation are 

extremely important and a necessary first step towards recognizing the relevance of qualitative 

methods in this field. However, especially when the GPAI (2021) authors emphasize the need 

for observation and the empowerment of workers in their policy recommendations, I argue that 

an essential step is missing. This essential step constitutes a qualitive ex-ante analysis: 

Qualitative studies of people whose job is at risk of automation – rather than already automated 

– are urgently needed to ensure that their concerns are fully considered in the formulation of 

policies and regulations.  

Several quantitative ex-ante analyses have already been carried out. In this regard, 

Brougham and Haar (2018) became pioneers in developing the Smart Technology, Artificial 

 
2 “A PoC is a demonstration of feasibility, i.e., a concrete and preliminary experimental realization, short or 
incomplete, illustrating a certain method or idea in order to demonstrate or not the feasibility” (GPAI, 2021, p. 13). 
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Intelligence, Robotics, and Algorithms (“STARA”) awareness index. This index aims to 

measure whether employees believe that their job will be replaced by STARA in the near future. 

It also includes a number of additional item scales to gauge how organizational commitment, 

career satisfactions, turnover intentions, depression, and cynicism are related to STARA 

awareness. On the whole, Brougham and Haar (2018) found a negative correlation between 

increased STARA awareness and organizational commitment as well as career satisfaction. In 

contrast, STARA awareness increased turnover intentions, cynicism, and depression. Following 

Brougham and Haar’s (2018) study, numerous other quantitative studies have explored STARA 

awareness and its consequences for employees (Ghani et al., 2021; Kong et al., 2021; Lingmont 

& Alexiou, 2020; Morikawa, 2017; Xu et al., 2023).  

All these studies are of great value. Unlike other quantitative research discussed above 

(see 2.1 & 2.2), STARA awareness studies do not concentrate on abstract job categories likely 

to be replaced or significantly changed by AI. Rather, they focus on the subjective perceptions 

of those potentially affected by AI-induced job upheavals – often neglected in the debate about 

AI’s impact on the workplace, yet indispensable for evidence-based policy recommendations 

and decisions. In summary, then, they deal mostly with feelings and emotions. However, I argue 

that quantitative indicators and surveys cannot capture important nuances of these sentiments. 

They lack an interpersonal component, something that can only be achieved by means of 

qualitative, in-depth interviews. These allow for critical inquiries and can render accessible 

participants’ implicit knowledge, a vital element remaining mostly concealed in quantitative 

research designs. 

This thesis leverages the strengths of both lines of research discussed in this section. 

First, similar to GPAI (2021), Fregin et al. (2020), and Schaupp (2021), I follow a qualitative 

approach by conducting semi-structured, in-depth interviews. Second, I mobilize the underlying 

idea of STARA awareness studies and focus on employees whose job is at risk of automation 

rather than already having been automated. Through this approach, knowledge is generated that 
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contributes to the existing literature but, due to its qualitative ex-ante analysis, takes a new path 

away from both qualitative ex-post impact assessments and quantitative ex-ante STARA 

awareness studies.  

3. Key Concepts 

As will be explained in more detail in the methodology section, the aim of this work is not to 

generate and subsequently test hypotheses based on theory. It is rather to create a grounded 

theory from the data by abductive procedure (see 4.1). However, this grounded theory is linked 

to existing, appropriate concepts “that researchers import to the research process as analytical 

tools and lenses from outside” (Charmaz, 2014, p. 159). Three key concepts in particular have 

been influential in informing and strengthening the development of my grounded theory: 

emotional labor, sociological imagination, and political imagination. At this point, the intention 

is simply to give an overview of their core features. A more detailed discussion of the exact 

linkage of these concepts to my findings is provided in Chapters 5 and 6. 

3.1. Emotional Labor 

Hochschild’s (1983) concept of emotional labor, as well as its further developments by 

Gross (1998) and Grandey (2000), will serve as the first theoretical lens informing my grounded 

theory. Emotional labor refers to the management and control of feelings in exchange for wages. 

Hochschild (1983) bases her concept on observations in the service sector, where many 

companies have implicit or explicit rules that dictate how employees should express their 

emotions when interacting with customers. In a work situation, employees usually rely on two 

strategies to consciously create and present an emotional expression consistent with these rules, 

i.e., deep acting and surface acting. Deep acting involves using cognitive techniques to imagine 

a state that actually produces the desired feeling, rendering the presentation “authentic”. Surface 



 
 

16 
 

acting, on the other hand, involves pretending, meaning delivering the situationally desired 

emotional expression even though the corresponding emotion is not present. 

Drawing on Hochschild, Gross (1998) demonstrated how the perception of 

representational rules leads to emotional labor in terms of emotional regulation. He 

distinguishes between two types of emotion regulation “that occurred at different points 

following exposure to a stimulus: antecedent-focused and response-focused ER [emotional 

regulation, Author’s Note], referring to attempts to modify or change felt emotions, or to modify 

or suppress expressions, respectively” (Grandey & Melloy, 2017, p. 408). Gross also labels the 

former as “situation reappraisal”, whereas he refers to the latter as “expressive suppression”. 

Grandey (2000) then linked Gross’ concepts of emotional regulation strategies to deep 

and surface acting identified by Hochschild. More precisely, Grandey connected deep acting 

with situation reappraisal and surface acting with expressive suppression. The central idea of 

her model is that jobs requiring emotional labor are not inherently good or bad. Rather, the 

nature of their impact depends on several factors, including the duration and frequency of 

emotional labor performances, employees’ individual features (gender, race, emotional 

intelligence), and the company’s organizational characteristics (job autonomy, supervisor and 

co-worker support).  

3.2. Sociological and Political Imagination 

Second, I will draw on Wright Mills’ (1959) concept of sociological imagination. 

Sociological imagination refers to the ability to see the connection between one’s personal 

actions and the larger social forces in which those actions are embedded. Wright Mills argues 

that people often lack such sociological imagination. Their vision and way of thinking is limited 

to their “personal troubles of milieu” (ibid. p. 9), preventing them from recognizing that these 

personal troubles are actually part of larger “public issues of social structure” (ibid. p. 9). 
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One of the examples Wright Mills uses to illustrate this phenomenon is unemployment: 

If a significant proportion of the population in a given society is jobless, individuals do of course 

struggle with the personal problems of unemployment. Yet the blame for this lies not with 

themselves, but rather with the economic and political institutions of the society they live in. If 

these individuals lack sociological imagination, they are unable to make this broader 

connection. They feel trapped in their situation of unemployment and run the risk of becoming 

apathetic – that is, of perceiving their situation as inevitable (cf. ibid.) 

Wright Mills argues that such a lack of sociological imagination among “ordinary 

people” is comprehensible or rather unsurprising, considering all the changes they are 

confronted with. It is demanding not to let all their personal problems and changes obscure their 

view of the bigger picture (cf. ibid.). In contrast, Wright Mills shows less sympathy for his 

colleagues, i.e., social scientists, lacking sociological imagination. The aim of social studies, he 

argues, should be to move back and forth between individual biographies and broader social 

structures and changes, thereby revealing their connections. By doing so, social scientists can 

and should also influence policies (cf. ibid.). 

The central issue, though, is that sociologists view themselves too much as consultants 

to policymakers. As a result, they lose their critical perspective and independence as they are 

too closely linked to governments, corporations, and other powerful institutions. They focus too 

strongly on administrative issues and solving problems for the powerful. The actual goal of 

social studies – showing the connection between individual problems and societal issues – is 

thus defeated (cf. ibid.). 

In other words: not only “ordinary people”, but also social scientists often lack 

sociological imagination. This is insofar problematic as social scientists play a key role in 

making people aware of their connection between personal problems and larger social issues. 

Wright Mills therefore calls for a self-conception of social scientists as independent observers, 
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possessing both sociological imagination themselves as well as holding educational 

responsibility towards people without such “quality of mind” (p. 5).  

Wright Mills’ (1959) “The Sociological Imagination” has had a strong and lasting 

impact on sociology, fostering a critical approach to the discipline as well as heavily influencing 

the development of public sociology (cf. Jackson, 2016; Tilman, 1989). However, his 

sociological approach has also been criticized for being too utopian or overly focused on macro-

structures. While these are fascinating and pertinent debates about the direction of sociology as 

a discipline, this thesis is more concerned with the relationship between sociological 

imagination and low-skilled workers. I shall thus refrain from a more comprehensive 

exploration of these epistemological, disciplinary arguments, and instead elaborate on the 

conceptual development of sociological imagination. 

To be more specific, I will focus on Burawoy’s (2008; 2010) “political imagination”, 

which I will mobilize as my third key concept. Burawoy criticizes Wright Mills in that “he 

thought that the analysis of the link between social milieu in which people live and the social 

structure which shaped that milieu would spontaneously give rise to the transformation of 

personal troubles into public issues” (Burawoy, 2010, p. 1). This is not the case, though. Or in 

the words of Burawoy (2008):  

“Knowing that my unease or malaise is due to anomie in society, or knowing that I’m without a 
job because I live in a world of unregulated capitalism does not necessarily lead me to turn my 
personal trouble into a public issue. In fact, knowing the power of social structures is just as 
likely to paralyze as to mobilize […]. In addition to sociological imagination we also need a 
political imagination” (p. 368f).  

This political imagination is shaped by and can only be developed via collective efforts and 

collaborations with organizations, groups, and social movements outside of the academic 

sphere (cf. Burawoy, 2010). Political imagination hence theoretically stems from sociological 

imagination, albeit adding one critical layer overlooked by Wright Mills and which Burawoy 

argues is fundamental to social transformation. 
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4. Methodology 

A methodology implies a thoughtful search – founded on an attention to its ontological and 

epistemological grounds – for the most appropriate way to produce an intellectually credible 

answer to a specific question. It guides the decision as to why a particular method, and not 

another, should be used for particular problems (cf. Halbmayer, 2009). In order to gain a deeper 

understanding of how the disruptive effect of AI operates upon low-skilled workers – and how 

they subjectively make sense of such disruption –, an analysis of their discourses is needed. I 

argue that such an analysis can best be achieved by means of an inductive-abductive approach, 

more precisely by applying the Constructivist Grounded Theory (“CGT”) methodology as first 

developed by Kathy Charmaz (2009). 

4.1. Constructivist Ground Theory (“CGT”) 

As a fundamental approach to qualitative social research, Grounded Theory (“GT”) aims 

to develop new theories based on empirical data. These theories should be anchored in the data 

and usually relate to a specific limited domain, which is why they are also referred to as 

medium-range theories. Broadly speaking, three major GT approaches can be distinguished: 

classical, objectivist Glaserian Grounded Theory (“OGT”), Straussian Grounded Theory 

(“STG”), and constructivist Grounded Theory (“CGT”) (cf. Rieger, 2019). For this thesis, I 

have chosen to use CGT for three main reasons. 

First, in contrast to OGT and SGT, it does not introduce hierarchization and power 

dynamics between the knowledge of the researcher and the researched (cf. ibid.). In CGT, a real 

world is assumed, which, however, cannot exist independently of the observers, i.e., people (cf. 

Charmaz, 2011). In this world, many different viewpoints may be adopted, and knowledge is 

generated by people in social interaction. And knowledge is precisely also what researchers 

seek to produce, whereby their social characteristics, such as race, gender, or class, exert a 

strong influence. Consequently, a neutral stance of researchers, as required by OGT, is not 
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possible. To be able to comprehend the influence of their own social constructions, researchers 

need to be highly self-reflective with respect to not only one’s identity, but also to the analytical 

findings of the research (cf. ibid.). 

Second, just like this master’s thesis, Charmaz places social justice at the center of this 

“critical inquiry”. This is also in line with Wright Mills’ (1958) understanding of social sciences, 

whose goal should be to reveal the connection between individual troubles and societal issues 

and thereby contribute to their improvement (see 3.2.1). Power, inequality, and injustice are 

thus important issues that ought to be addressed. The thorough acquisition of knowledge, the 

strong reflexivity, as well as the deep engagement with the researched aim at getting as close as 

possible to their empirical world (cf. ibid.). Such proximity shall enable tacit and silent 

knowledge to be made visible and addressed. However, due to the interconnectedness, 

complexity, and hegemony of social injustices and mechanisms of oppression, this often proves 

to be particularly challenging, making it impossible for an inductive analysis process alone to 

bring them to the surface.  

Hence, an abductive approach complements an inductive approach in CGT. Abduction 

begins when researchers discover something surprising and are confronted with the question of 

what the surprise is, where it comes from, or the like. To find an explanation, the researcher 

first considers all possible explanations, then collects new data to either prove or reject the 

hypotheses, and finally selects the most plausible theory to be able to explain the empirical 

finding – or also to be able to solve problems, which is inherent to both the claim of pragmatism 

and CGT (cf. Charmaz, 2017). In general, through its iterative moment/circular research 

process, CGT offers researchers the possibility to work creatively with data and ideas about 

these data, jumping again and again from one to the other and having new ideas in the process. 

Third, since CGT distances itself from positivist grounded theory, certain 

presuppositions are allowed in contrast to the latter. The goal of OGT is to enter the field as 

“unbiased” as possible, thus preserving the neutrality of the researcher and not stiffening their 
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gaze in a certain direction, which may cause other interesting things to go unnoticed. However, 

such neutrality on the part of the researcher, as mentioned earlier, is neither possible nor 

desirable according to CGT. I have therefore conducted an extensive literature review (see 

Chapter 2), which provided me with sensitivity for and orientation in the field, both of which 

are essential for a study to be most gainful (cf. Rieger, 2018). 

4.2. Sample 

The study took place in the city of Vienna, Austria, which was chosen for the following 

reasons. First, for the time being, changes in work due to automation are experienced much 

stronger in large cities than in rural areas. Therefore, exploring low-skilled workers’ discourses 

in a metropolis should be prioritized. With its almost two million inhabitants, Vienna constitutes 

a suitable choice (cf. Stadt Wien, 2023). Second, a location was to be selected where the official 

language corresponds to my mother tongue, German. This is the case with Vienna and is 

important insofar as it allows for a deeper understanding of the participants, which would not 

be the case in my second and third language (English and French). Especially when it comes to 

eliciting implicit knowledge – as I am striving to do in this study – language barriers must be 

avoided at all costs (cf. Birkholz et al., 2023). 

The idea was to recruit low-skilled workers from a specific occupational group whose 

jobs are at risk of being automated by AI. More specifically, I decided to limit my sample to 

people working in a call center in Vienna, as this occupational group exhibits a particularly high 

automation risk, but also does justice to the aforementioned gender-race bias (cf. Manyika, 

2017; World Economic Forum, 2018). Even though no statistical data for call center employees 

are available for Austria or Vienna itself, data from Germany confirm the high number of 

women in this occupational field (cf. Bundesagentur für Arbeit, 2022). In addition, statistics 

from the United States reveal a significant proportion of racialized workers in the industry, with 

45% of them being non-white (cf. Zippia, 2021).   
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I first contacted three members of the company’s works council. Upon explaining the 

purpose of my research, they agreed to recruit call center agents who were interested in 

participating in a study on the topic of “automation in the workplace”. In this initial stage of 

recruitment, which took place via email, I used purposive sampling (cf. Patton, 1999). This was 

to ensure that participants were selected based on their specific attributes and characteristics, 

and to identify individuals who could provide valuable insight into the topic based on their 

relevant knowledge or experience. I also factored in diversity of participants in terms of their 

gender, race, sexuality, and age.  

As the study advanced, I further relied on theoretical sampling (cf. Thornberg & 

Charmaz, 2014), encouraging interviewees to suggest colleagues who could provide further 

insights to enhance the developing theory. At this stage of the research process, I decided to 

also interview works council members themselves to broaden the emerging categories and 

pursue leads within the data. After conducting interviews with eleven call center employees and 

three works council members, I reached data saturation (cf. Charmaz, 2006) and thus stopped 

conducting additional interviews. 

4.3. Data Collection 

Guided by the methodological choice of CGT, data were collected using the “entretien 

compréhensif” (comprehensive interview) developed by Kaufmann (1996). The comprehensive 

interview method allows to observe the representations held about an object of study. For the 

researcher who uses the comprehensive interview method, the data are concentrated in the 

words collected, which will become the central element of the device (cf. ibid.). The word of 

the other thus makes it possible to explore the characteristics of their thought, the criteria which 

make sense for them and the ways that they mobilize to build coherence. From this, we can 

deduce the mode of the interview: broad questions, barely evoking the theme of the research, 

in order to let the other person naturally move towards the categories proper to their thought. 
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The objective of the comprehensive interview is thus to “break the hierarchy” between the 

interviewer and the respondent, and to create an interview climate that encourages the 

respondent to open up to a conversation through which they will offer privileged access to their 

thoughts, values, and representations (cf. ibid.). The key is to be human, receptive, and 

empathetic in order to engage in a pleasant conversation. 

Data collection took place in March 2023. On average, the interviews lasted half an hour 

and were recorded and transcribed verbatim. Examples of the questions asked during the 

interviews can be found in Table 1. To follow the lines of thought as the research progressed, 

some additional themes were added. These include, for example, questions about what makes 

for a good or bad customer, the experience with Interactive Voice Response (“IVR”)3 systems, 

and the perceived support of works councils. 

Table 1. Examples of questions asked. 

• You said you have been with the company for X years. Have you noticed any changes 
during this time, and if so, how would you describe them? 

o Have there also been any changes in the technology used in your workplace 
during this time? 

• Which tasks in your job do you enjoy doing, and which do you like less? 
o How would you feel about automating the task(s) you like doing less? 

• What do you think the job of a call center agent will look like in five to ten years? 
o  Do you think there will be large changes due to (new) technologies? 

• If your job were to be heavily changed / largely automated by technology, would you 
expect support from policymakers? 

o Why (not)? 
o If yes, what should this support look like? 

 

4.4. Ethical Considerations 

The conduction of this research was approved by the Research Ethics Board (REB-1) 

of McGill University. A study that examines the feelings and perceptions of a particular 

 
3 IVR refers to an electronic voice menu used in telephone customer service to automatically direct questions to 
the customer, who answers them via a dial key or by voice. This allows calls to be pre-screened and routed to the 
appropriate employee. 
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occupational group vulnerable to automation could have a negative impact on its members’ 

psychological well-being, especially if they had never thought about the possibility that their 

jobs might be significantly impacted by automation. Therefore, participants were given the 

option to discontinue the interview at any time. In such cases, they would have also been 

informed about psychological support services in Vienna, which had been researched in 

advance. However, none of the participants discontinued the interview or were visibly 

negatively affected by their participation. 

4.5. Data Analysis 

In line with the CGT methodology, the data are systematically analyzed using three 

coding techniques. First, initial coding allowed me to become familiar with the data. This 

entailed line-by-line coding, where I assigned short and precise codes, consisting mainly of 

gerunds, to the data (cf. Thornberg & Charmaz, 2014). I then proceeded with focused coding. 

This helped me discover emerging key categories while still maintaining a certain degree of 

anchorage in the data. Thereby, the data material was successively abstracted and condensed, 

ultimately leading me to the final coding phase, i.e., theoretical coding. Through theoretical 

coding, I incorporated the three key concepts (emotional labor, sociological imagination, and 

political imagination) discussed in Chapter 3 into the research process, allowing me to refine 

the identified key categories. The goal was to “tell an analytic story that has coherence” 

(Charmaz, 2006, p. 63). Finally, these theoretical codes and their interrelationships were 

integrated into a grounded theory anchored in the data. The entire analysis process was further 

accompanied by the writing of memos in which I noted, among other things, my reflections on 

the codes and categories as well as on the emerging theory.  



 
 

25 
 

5. Findings 

This chapter presents the key findings from the interviews, structured according to the three 

concepts introduced in Chapter 3: emotional labor, sociological imagination, and political 

imagination. Section 5.1 first discusses the high level of emotional labor that call center agents 

have to perform on a daily basis. Sections 5.2 and 5.3 then highlight the low level of sociological 

imagination and the absence of political imagination regarding the impact of AI on their job, 

which became apparent during the interviews with the agents. Finally, section 5.4 provides the 

results of the interviews with the works council members, who, unlike the regular employees, 

demonstrated sociological imagination, but also lacked political imagination. 

5.1. Emotional Labor  

5.1.1. Call Centers – Emotional Labor as “Daily Business” 

The call center agents I interviewed perform a tremendous amount of emotional labor, 

i.e., they manage and control their feelings in exchange for wages on a daily basis. This 

includes, for example, having to deal with agitated or aggressive customers, and defusing 

conflict situations. 

Agent 8 (“A8”): “The other day, a customer started crying about how she got yet another bill.” 
– Researcher (“R”): “Oh, because she had to pay so much?” – A: “Yeah. And that’s when a 
conversation just wasn’t possible with her. So, I said to her, ‘Well, this isn’t going to work now, 
we’re both going to calm down now. I’ll call you again in ten minutes.’ And, you wouldn’t believe 
it, I gave her ten minutes, I called her back, and then it all went well.” 

However, most employees simply accept this emotional labor as something that is just part of 

their job. 

A8: “Often there are emotions involved – he’s not angry with me now, but with the company. 
And that’s just part of my job. Of course, he doesn’t call you and say: ‘The company is so great, 
I just wanted you to know that’. He’ll call if something doesn’t go right.” 
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Likewise, experiencing discrimination is also regarded as part of the job, i.e., as something you 

simply need to learn to deal with and where you have to suppress your true emotional reactions. 

In this regard, employees shared experiences of gender-based and racial discrimination. 

A7: “As soon as I leave at 4:00 pm, I’m just shaking this off. Otherwise, you won’t be able to 
make it if you take it all home and let it get too close to you. And listen, I was born in Vienna, 
but my father is Turkish, he comes from Turkey. That means I have a foreign last name, so I’ve 
had to deal with one or two racists because of that, yeah. Well … you just have to stand above 
it.”  

Yet many of the agents referred to these conflictual moments, in which an increased level of 

emotional labor was required of them, not only as part of their job. They also described them 

as situations in which they felt proud of themselves for having solved a problem by means of 

their social skills. Against this background, it is not surprising that, when asked in which tasks 

they believe to outperform technological tools, employees unanimously pointed to their social 

skills in conflict situations.  

R: “Is there some sort of task where you say, ‘I’m much better at that than a computer, I can do 
that a lot better’?” – A1: “In administration, no, but in interpersonal things, yes. Because I can 
react more to what the customer says when I hear him. I can calm him down if he’s upset, and a 
computer voice would never be able to do that. Because it doesn’t notice how agitated I am as 
a costumer when I’m typing or yelling something into in.” 

Most employees feel that customers appreciate the emotional labor they perform, and that they 

often prefer a conversation via telephone over using a chatbot. According to the agents, this 

preference for interpersonal interaction is particularly pronounced among older customers. The 

company, though, is more concerned with maximizing their profits. Almost all employees 

mentioned the immense sales pressure they feel, and complained about how their bosses do not 

seem to value the emotional labor they perform.  

A5: “Now, when the customer comes in, you already have automated special programs where 
you can see: ‘Which products does he have?’. You had to manually search for that before. In the 
past, you would ‘open up’ the customer, take a look, and listen to what he had to say. And now, 
in the automated program, you already see: ‘What does he have? What else is possible? Sell it 
to him!’” 

A6: “It’s an extremely helping job, very idealistic, and yet it’s managed, like a – I don’t know – 
like a factory job.” 
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Furthermore, especially service-oriented agents are required to strongly mobilize surface acting 

strategies (cf. Hochschild, 1983) when they are asked to offer customers unnecessary products, 

even though they know very well that they do not need them at all. Instead, they would rather 

prefer to help customers and respond more precisely to their needs. For this type of employees, 

sells pressure thus leads to an increase in emotional labor. 

A2: “So, it starts like this: The customer calls you, because his product doesn’t work. And the 
optimal solution suggested by the management for this conversation would be that you not only 
fix his issue right away on the phone, but that you also sell him two – and preferably even more 
– additional products. And then you are thinking: “Come one, be a bit realistic! He calls, he’s 
boiling with rage, and I’m supposed to sell him something else right then and there?!’” 

Other agents complained about how this sales pressure also results in customers calling to 

cancel products they have been talked into buying. This creates additional labor for employees 

– including, once again, emotional one. 

5.1.2. Increase in Emotional Labor due to Imperfect Automated Tools 

As just discussed, employees complained about the interpersonal component of their job 

– and the emotional labor performed therein – not being recognized or appreciated by 

management. Instead, they are under the impression that the company is more concerned with 

automating as many customer interactions as possible regardless of the employees’ needs. For 

example, this involves identifying problems and routing callers accordingly with an IVR system 

at the beginning of a call or using chatbots to replace the call altogether. In addition, efforts are 

being made to encourage customers to become more self-sufficient, i.e., to solve certain 

technical problems on their own using video tutorials or instructions generated by a chatbot. 

This could theoretically buy employees more time to deal with more complex cases. In practice, 

however, all call center agents have voiced complaints about how automated processes and 

tools tend to hamper rather than facilitate their work. This owes to the fact that these technical 

tools often make mistakes. 

A2: “There’s constant restructuring to improve the whole thing, to optimize it. Then, another 
program is dropped. In its place comes yet another program, which is supposed to replace the 
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previous one, or actually replace all the other programs. In the end, however, you have only one 
problem, uh, one program more. [laughs]” – R: [laughs] “Freudian slip?” – A2: “Often a 
problem, too, yes [laughs].” 

A3: “The downside, for example, is when something is automated using robots and then that 
thing works so poorly that it ends up taking you longer to correct the robot than it saved you 
time. That’s less optimal, isn’t it?” 

 Yet flawed automation tools not only cost employees time. They also cost them nerves. 

Or, to put it less bluntly: Faulty automated tools increase the amount of emotional labor call 

center agents must carry out. Most employees I spoke with told me about customers who were 

upset or aggressive because they had been “playing around” with an automated tool for some 

time but had not reached a satisfying resolution. This occurred, for example, when an IVR 

misidentified their request and routed them incorrectly.  

The employees’ task is then to first calm down these agitated customers and defuse the 

conflict situation. Only then can they proceed with solving their actual problem. The agents 

therefore not only feel that the automated tool does not save them any work, but that it actually 

also causes them more emotional labor that would otherwise not have been necessary. If, for 

example, the customer had directly been connected to an employee or if the chatbot had 

immediately suggested calling the hotline instead of providing incorrect information one after 

the other, the problem could have been solved without triggering too much emotion. Instead, 

the employees are forced to deal with one aggressive customer more. 

A9: “It also happens that their frustration and anger increase even more when they have to click 
their way through something, and it doesn’t work. You can yell at the robot all you want; it just 
doesn’t react. It’s much more fun when you give an employee hell. But then they often say 
[imitates older, grumpy man’s voice]: ‘Tell your boss that’s nonsense! That’s an impertinence! 
Why can’t we just call you?’ Then I respond: ‘Yes, I know. I can gladly pass it on.’” 

A3: “It also happens that they are misrouted. For example, a private customer is routed to a 
different department because of a numerical error – because he says six, and the IVR recognizes 
something else. And that’s a burden on the customer because he’s already pissed off anyway 
and then the IVR says: [imitates monotone, annoying voice] ‘I didn’t understand you. I didn’t 
understand you’. And you know, he doesn’t call because he’s in a good mood and wants to talk 
to me, but he’s already grumpy anyway, and then that happens on top of it.” 



 
 

29 
 

The malfunctioning of automated tools thus not only increases the workload of human agents, 

but also the amount of emotional labor required from them.  

5.2. Limited Sociological Imagination 

A handful of call center agents managed to draw a connection between their personal 

job troubles (push for automated tools despite their susceptibility to error; low appreciation of 

time-consuming conversations with much emotional labor but no sales; etc.) and the larger 

societal issues within which they are situated (capitalist drive for profit maximization and cost-

efficiency; constant development and improvement of technical, especially AI-based tools; 

etc.). I argue that it can thus be presumed that these employees, who overall represented a small 

minority, possess sociological imagination. For example, they were able to view the lack of 

appreciation for their conflict management skills through a broader economic lens. 

A6: “But I think the question is simply: why? Because the employee is viewed in an automated 
way and not as a human being, as an individual being. So, what he accomplishes is considered 
only in terms of performance indicators, but not based on his individual human action. And the 
latter is unfortunately just not relevant to performance indicators in any way.” 

When asked about their assessment of their profession’s evolution in the near future, employees 

with sociological imagination pointed to the advancing digitization and automation in all areas 

of society. For them, it was clear that this would also have an impact on their own job and bring 

about significant changes. 

R: “If we project ourselves into the future, what do you think the profession of a call center 
agent will look like in five years?” – A6: “More automated” [both laugh]. – “In what ways, 
would you say?” – “Well, you know, there are studies that say: these certain jobs will be more 
automated and so on.” 

A7: “The IVR is going to work pretty damn well in the future.” – R: “What makes you think 
that?” – A7: “Because call centers are being fully digitized, and that will also be the case in 
our company. I’m active on the stock market on the side, at least a little bit. And there you always 
have to keep up with the times. That means you always have to keep yourself informed about 
what’s coming, and what’s currently happening because of trading. And yeah, digitization isn’t 
going to spare the call center.” 
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Some of these employees even proactively addressed advances in the development of AI 

technologies and linked them to the fate of their own job. 

A10: “I definitely think we’re going to see a lot less phone calls on the service line, since that’s 
going to become a lot more digitized.”– R: “Digitized towards having more chats, you think? 
Or more towards voice assistants?” – A10: “Both. You will less often really need an employee, 
I think, with whom you speak personally. Because the intelligence, the AI, will probably be so 
good by then that it can already respond to almost everything the customer says.” 

Interestingly, those conscious of the connection between their own situation and the bigger 

picture did not believe that most of their colleagues were aware of it as well. 

A7: “I don’t think my colleagues or people in general are aware of what’s coming. They know 
[imitates ignorant voice]: ‘Yeah, digitization means you can do everything more conveniently 
on your smartphone’. But I don’t think many people are aware of what that really means for us 
as people [...]. As I said, we’re not just talking about digitization or a small development in a 
certain direction, but it’s really a revolution.” 

And indeed, they were right. Most of the call center agents I spoke to were exclusively 

preoccupied with their own personal troubles. They focused on their daily problems with 

automated tools, leading them to be reluctant to believe that their jobs would be greatly 

impacted by technology in the near future. Hence, the majority of employees was unable to see 

the larger social dynamic and problem behind it – that is, the capitalist drive for profit 

maximization and cost-efficiency, which implies a constant development and improvement of 

technical, nowadays especially AI-based tools. 

R: “If we look at your profession in five years, what do you think it will look like? What’s going 
to change, maybe? What will stay the same?” – A4: “Basically, not much will change. There 
will be some technical changes, meaning that we’ll sell different products. But, for example, I 
don’t think IVR and all its problems will change or improve much. Not in five years. I guess 
maybe in 20 years, but I’ll be retired by then, so I don’t really care.” 

However, as also observed by Wright Mills (1959), a certain feeling of uneasiness became 

noticeable even among these call center agents who lacked sociological imagination and told 

me that they generally did not believe that their jobs would be greatly changed by technology. 

A2: “Of course, the bosses always say that the tool is supposed to make our work easier. But in 
the back of our minds, we think: ‘If this thing can do a little bit more, then soon I really won't 
need to be sitting here anymore’.” 
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Most of these employees then relied on humor – presumably to compensate for or suppress this 

feeling of uneasiness.  

A2: “But maybe there will soon be an automation for that, an automated system that optimizes 
itself, or I don’t know. I can’t keep up with it anymore. I’m not the youngest anymore. I’m happy 
if I can download an app [laughs].” 

A4: “During breaks, we sometimes talk about it a little bit. We always say that they’d prefer it 
if the whole place was just a server farm [laughs].” 

Wright Mills (1959) argued that when we lack sociological imagination, we easily become 

susceptible to falling into a state of apathy, where we unquestioningly accept the naturalness 

and inevitability of the beliefs, actions, and traditions in our surroundings. A similar pattern 

emerged when talking to call center agents without sociological imagination about possible 

future changes within the company. 

A5: “If it’s like this, then it’s like this, I always think to myself. I just have to come to terms with 
that, others have to deal with it too.” 

5.3. Lack of Political Imagination  

While sociological imagination was present among a few call center agents, all 

employees lacked political imagination. They did not recognize or engage with the political 

dimension, i.e., the realm of power relations and political processes, which influence their work 

and its conditions. Most of them talked about having to figure out their problems themselves, 

including job changes due to technology. According to them, this was not the responsibility of 

policymakers.  

A11: “I think we don’t even know what’s coming next. Well, there’s certainly many changes that 
we are going to have to face, and I think it’s just important how you deal with it. Do you whine 
and say, ‘It can’t be done’? Or are you more like, ‘I’ll give it a try and see how it goes’?” 

R: “Do you think there could be more support from policymakers or from the employment office? 
Maybe more retraining offers?” – A6: “Well, you can get private training if – how should I put 
it – you are proactive and somewhat interested in changing.” 

Some agents also expected greater support from their company, but reiterated that policymakers 

carry little responsibility in this regard.  
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R: “Do you think that more could be done by policymakers to support workers in that respect? 
Perhaps also regarding job changes?” – A4: “I’d say that this has nothing to do with politics. 
The company has to take care of it itself, of course. But at the end of the day, politics can’t and 
also shouldn’t interfere in these kinds of things.” 

However, most employees also frequently mentioned the importance of their works council in 

providing support with various issues. This even included helping out with job switches within 

the company due to automation. 

R: “Do you also take advantage of the offers from the works council, or do you talk to them, for 
example, when it comes to job changes?” – A3: “Yeah, totally. They help you look for a new 
position within the company if your current job will soon mostly be done by a robot. We discuss 
a lot of things with them in general. They’re like a lawyer for us. So yeah, they sort everything 
out.” 

R: “There are also company agreements, especially regarding the introduction of new technical 
things, right?” – A5: “Yes, exactly.” – R: “Are they respected?” – A5: “Yes, for the most part. 
But there are also managers who try to circumvent or not do some things. In such cases, 
however, we very promptly receive e-mails from the works council saying: ‘That’s the way it is, 
don’t put up with anything else, and if anything happens, let us know’. So yeah, that’s really 
great, I have to say.” 

5.4. Works Councils – A Historically Strong Pillar of Support Crumbling 

in the Wake of Technological Developments? 

I was puzzled that all call center agents, on the one hand, neither expected any support 

from government for their personal problems caused by automation nor even considered such 

support to constitute a political responsibility. On the other hand, though, a large number of the 

employees spoke of how much they did appreciate the support of their works council in a variety 

of matters – and that they would also count on their help if their job was heavily transformed 

or even automated by technology. This is all the more surprising since works councils are a 

highly politicized institution in Austria. They collaborate with the responsible trade union as 

well as with its umbrella institution, the Austrian Federation of Trade Unions (“ÖGB”). 4 In 

addition, they usually closely work together with the Austrian Chamber of Labor (cf. 

 
4 The ÖGB is divided into seven sub-trade-unions. Today’s sub-trade-unions used to be called specialized trade 
unions and were organized by economic sector. The current division follows a far more complex logic, though. It 
can be explored in more detail by consulting Pellar et al. (2013). 
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Arbeiterkammer, 2018). Both the ÖGB and the Chamber of Labor are highly politicized and 

constitute two of the four institutions forming the Austrian social partnership, i.e., a system of 

economic and social policy cooperation. 

How can it be, then, that employees see their problems as non-politicized, yet rely 

heavily on the support of a politicized body in solving them? This question has increasingly 

emerged during the research process (see Box 1). To understand this paradox, I thus decided to 

also interview the three work council members who initially helped me recruit “regular” 

employees. 

Box 1. Memo – “Role of the Works Council” 

“Role of Works Councils” – March 7, 2023 

Agent 8 talked about how her problems had nothing to do with politics. At the same 

time, however, she repeatedly talked about how important the works council is and how 

much it has helped her with various things. For example, she has already changed her 

position within the company several times – once also because her old position was largely 

automated. 

Other employees have told me similar things. It seems to be a recurring theme, but 

somehow it appears to be contradictory, too? I need to focus more on shedding light on this 

phenomenon to find a possible cohesion (if there is one?). The best way to do this would be 

directly interviewing the works council members. After today’s interviews, I should write 

to the works councils to see if they are available for an interview in the coming days. 

 

5.4.1. Sociological and Political Imagination for “Classic” Labor Market Issues 

Throughout all three interviews, it became apparent that the works council members 

possessed sociological imagination concerning “classic” labor market problems of workers. For 

example, they associated the cutting of individual jobs with the broader problem of offshoring 

activities to countries with cheap labor.  
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W2: “They just offshore to Eastern Europe because labor costs are cheaper there. That’s where 
employees cost them less. And in turn, we are getting smaller. We are shrinking, meaning jobs 
are being cut in our company.” 

Furthermore, they attributed the sales pressure felt by employees to the emergence of strong 

competing companies as well as to prevailing neoliberal economic policies more broadly. 

W1: “The monopoly has fallen. All the companies like X and Y and whatever they are called 
have come up over the years. Of course, the pressure to sell got bigger as a result.”5 

W3: “We have been bought up for the most part by foreigners. That has brought along changes. 
And then, of course, there’s the neoliberal trend in general: more and more focus only on short-
term numbers and less on sustainable solutions.” 

The works council members also considered these broader societal issues as political 

problems, which they try to address and improve with the political instruments at their disposal. 

Therefore, it can be argued that they also possess political imagination when it comes to 

“classic” labor market issues. 

R: “Do you think policymakers could or should do something about these challenges for 
employees you just talked about?” – W1: “There’s one big thing they could do, and that would 
be really borderline brilliant, because that’s an issue we’ve been struggling with for a long time. 
And that’s outsourcing. That’s really a political issue. You can’t get to it any other way. If they 
changed something there ... In the last few years, we have fought to have our company take over 
leased employees after 10 years. But that’s still too long. More needs to happen on the political 
front here.” 

5.4.2. AI’s Impact on the Labor Market – A Lack of Political Imagination 

The works council members also demonstrated sociological imagination with regard to 

developments in AI and their introduction into the company. They were thus capable of linking 

the individual problems of employees with the larger societal trend toward greater efficiency 

and profit maximization through AI-driven automation.  

W2: “Yeah, hotline work will certainly become less. That’s where the trend is going. What we 
have today in terms of number of employees, we will certainly no longer have in the future due 
to artificial intelligence. If it really continues to develop - well, actually it will continue to 
develop, you won’t be able to stop the trend. And it’s just getting better every year, like in every 
other sector.” 

 
5 To preserve both the company’s and the participants’ anonymity, the names of the competing companies were 
disidentified. 
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W1: “I’m worried. I’m worried because we’re getting fewer and fewer people. I always say 
automation is happening much faster than we are retraining and upskilling the employees. I’d 
like for it to happen side by side, because then it’s a win-win situation for both. Of course, as a 
company, I’d have to keep the employee on the payroll for a year and a half longer, but at least 
it’s fair and square. That also means, though, that in the appraisal interview – which we have 
two or three times a year – they have to already say today, ‘Look, the job that you’re doing now 
will no longer exist in this form in two years. But we are developing in a different direction. 
Would you let yourself be retrained for that? Could you imagine working in that field?’. Of 
course, the company should also cooperate with us in the retraining process. So yeah, that’s 
what I would wish for. But not that the company says, ‘I’m automating overnight, and I give a 
damn what happens to the employees.’” 

Sociological imagination becomes evident here as the works council members recognize 

the need to understand the broader social and organizational implications of AI-driven job 

changes, including the importance of in-house retraining programs to mitigate the impact on 

affected employees. It reflects an awareness of the social context and consequences of 

technological advancements. There is no doubt that being able to draw this connection is 

important. However, to implement AI in companies in a way that benefits not only their 

shareholders, but also their workers, political imagination on the part of the works council is 

required. It is not enough to connect the dots between employees’ personal problems and 

broader societal issues. Work councils should also politicize these issues (cf. Burawoy, 2008) 

and make employees aware of this political component, thereby contributing to the formation 

of sociological and political imagination among them.  

Possessing political imagination in this context thus entails seeing the broader political 

dimensions and power dynamics of AI-driven technological changes. It means recognizing that 

in-house retraining programs alone will not suffice, but that political entities – first and foremost 

governments – must take the lead here. It also means realizing that additional policy measures 

will be required to strengthen workers’ rights and make their voices heard in the wake of AI-

driven automation. Ultimately, it means acknowledging the need for works councils to be 

involved in the design of collective solutions to address the impact of technological change on 

the labor market. Yet this essential additional step – moving from sociological to political 
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imagination – has not yet been taken by the works council, with far-reaching consequences for 

the workers they represent. One of the main objectives of the following chapter is to shed more 

light on this. 

6. Discussion and Implications 

6.1. Emotional Labor and the Formation of Sociological and Political 

Imagination 

A variety of studies have already examined different aspects of emotional labor in call 

centers (Diefendorff et al., 2019; Gabriel & Diefendorff, 2015; Goldberg & Grandey, 2007; 

Kim & Choo, 2017; Rupp & Spencer, 2006). Call centers lend themselves well to the conduct 

of such case studies since agents fulfill several characteristics of emotional work as defined by 

Hochschild (1983). These include, for example, voice-to-voice contact with customers as well 

as altering their emotional state as an integral part of the job (cf. Hochschild, 1983). As already 

discussed in the theory section (see 3.2.2), the exact manifestation and perceived burden of 

emotional labor depends on various factors, e.g., on the company’s organizational 

characteristics and the employees’ individual traits. Different studies therefore tend to put a 

stronger emphasis on one or the other.  

More company-focused studies concentrate on the relationship between company-

specific communication rules or monitoring of customer conversations, and the intensity of 

emotional labor required (cf. Goldberg & Grandey, 2007; Holman et al., 2002; Pugh & James, 

2013: Stanton & Weiss, 2000; Wilk & Moynihan, 2005). Individual-focused studies, on the 

other hand, are more interested in exploring how employees’ personality, gender, and race 

influence the type and intensity of emotion labor required (cf. Cho et al., 2019; Dahling & 

Johnson, 2013; Grandey et al., 2004; Paner, 2013; Pradhan & Abraham, 2005; Totterdell & 

Holman, 2003). 
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What these studies have in common, though, is their unequivocal finding regarding the 

negative consequences emotional labor can have for employees. In particular, they shed light 

on adverse health effects, such as increased stress levels or burnouts (cf. Juster et al., 2010; 

Lewig & Dollard, 2003). Other studies also identified a link between emotional labor and job 

performance, job dissatisfaction as well as employee turnover (cf. Diefendorff & Richard, 2003; 

Zapf et al., 2001). 

To my knowledge, however, no research to date has analyzed the relationship between 

emotional labor and sociological or political imagination – whether in call centers or other 

professions. The only studies that come closest to such an inquiry are those dealing with 

emotional labor and job disengagement (cf. Anaza, 2016; Eggli, 2022; Kim & Wang, 2018). 

Job disengagement refers to a state in which employees emotionally and cognitively disengage 

from their work. It has been found that performing emotional labor, when perceived as 

something stressful or overwhelming, can trigger job disengagement (cf. Brotheridge & 

Grandey, 2002).  

The findings of my research do not point to an emotional disengagement of call center 

agents from their job. Rather, they revealed that personal problems on the job do preoccupy 

employees, but at the same time also seem to obscure the larger social issues and changes behind 

them. It became apparent that, despite the threat AI poses to their jobs, most call center agents 

do not believe this change will happen (see 5.1.2). I argue that the regular need for human 

intervention – which is still required for the time being in light of the level of advancement of 

AI – may reinforce the perception among call center agents that their roles are indispensable, 

as they are constantly resolving issues that the automated system could not. The concomitant 

increase in emotional labor may then also prompt call center agents to focus more on the 

immediate requirements of their job. This is because managing emotions requires a strong 

concentration on the needs of customers, which can be very exhausting and stressful for agents 

(cf. Juster et al., 2010; Lewig & Dollard, 2003). Dealing with future change and uncertainty of 
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their profession could add to this stress. Call center agents’ reluctance to consider the potential 

impact of AI on their work could therefore be seen as a coping mechanism for the emotional 

demands of their job. It may be “easier” for them to focus on the immediate demands of their 

job and the challenges they currently face, rather than to worry about potential changes in the 

future. The increase in emotional labor may thus hinder employees in their formation of 

sociological imagination.  

This is the first time that a study has suggested such a connection. In view of other 

discovered negative effects of emotional labor on employees (burnout, decrease in 

performance, job dissatisfaction), such a connection appears to be plausible. Additional 

research is required, though, to further explore in what ways emotional labor and sociological 

imagination are linked, and whether or not there is a causal relationship between them.  

Where there is no sociological imagination, there can be no political imagination. 

Individual problems must first be embedded in their societal context (sociological imagination) 

in order to subsequently enable an understanding of them as political issues that need to be 

changed (political imagination). Or in less abstract terms: In order to advocate for political 

change, workers must first recognize that their personal troubles with AI and automation are 

connected to broader societal issues. These issues mainly comprise the capitalist drive for profit 

maximization, which requires a constant development and improvement of technical, nowadays 

especially AI-based tools to become even more cost-efficient. Yet political imagination does 

not automatically evolve following sociological imagination, as talking to those few employees 

who possessed sociological imagination has illustrated (see 5.2).  

This is aligned with Burawoy’s (2008) theory, according to which personal problems 

must also be politicized in order to be able to envision and enact change. Regardless of their 

sociological imagination or lack thereof, call center agents did not, however, expect any support 

from public authorities for their automation-related personal troubles nor considered such 

support to even constitute a political responsibility. At the same time, though, they spoke of 
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how much they rely on the help of their works council in a variety of matters, including when 

I asked them about their reactions and coping strategies in a hypothetical scenario in which their 

job was to be heavily transformed or even automated by technology.  

The aim of the following section is to build on these expectations towards works 

councils. In theory, the latter could play a major role in the formation of sociological and 

political imagination with regard to AI-driven automation and its impact on the labor market. 

However, if they fail to recognize the political nature of these issues – that is, if works councils 

themselves lack political imagination– it will be impossible for them to fulfill this role in 

practice. 

6.2. Works Councils’ Role in Fostering Sociological and Political 

Imagination Among Workers 

According to Burawoy (2010), political imagination is shaped by and can only be 

developed via collective efforts and collaborations with organizations, political groups, and 

social movements. Works councils are a highly politicized institution in Austria (see 5.4). There 

are thus multiple ways in which they could theoretically contribute to forming sociological and 

political imagination – especially in terms of AI – among employees. 

First, works councils can help workers situate their individual working conditions in a 

broader social context. They can provide information about economic developments, social 

injustices, and technological innovations, and demonstrate how these affect workers’ well-being 

and working conditions (cf. Negt, 1981). Second, works councils can promote solidarity and 

cooperation among workers through this emphasis on common interests and challenges, 

ultimately leading to collective action (cf. Gerlach et al., 2011; Kotthoff, 2006). Third, works 

councils can advocate for co-determination and active employee participation in decision-

making processes (Frick, 1996). This can help increase employees’ sense of responsibility 

while, at the same time, deepening their understanding of the interrelationships between 
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individual actions and social structures. Fourth, works councils can build networks with other 

workplace interest groups, unions, and political organizations. Through this collaboration, 

works councils can strengthen workers’ political commitment and imagination by integrating 

them into broader political movements and discussions (cf. Behrens, 2009). 

Works councils thus serve a strong educative function. This function has already been 

recognized in the workers’ movement of the 19th century and was later coined under the term 

“trade union education” (cf. Bürgin, 2012). The basic idea is to promote the political awareness 

and political education of workers through training and education programs. This should then 

enable workers to effectively represent their rights and interests, and the working class as a 

whole to advocate for a more equal society. 

My research has shown, however, that works councils cannot fulfill this educational 

function with regard to AI-specific developments in practice, if they themselves lack political 

imagination for it. I therefore argue that major changes in trade union education are required. 

In a nutshell, this reformed education must put a greater emphasis on the development of 

sociological and political imagination. In a first step, works council members are to be 

sensitized themselves for the political dimension of developments in AI and their impact on the 

labor market. In a second step, these works council members must then, in their own educational 

work in their respective companies, contribute to the development of sociological and political 

imagination among employees. The following section will describe in more detail what such 

revolutionary trade union education work might look like – and why it is actually not so 

revolutionary after all. 

6.2.1. Cultivating Workers’ Sociological and Political Imagination: Drawing 

Inspiration from the 1970s 

In the 1970s, Oskar Negt, a German sociologist and philosopher, developed an 

alternative model to the trade union education work prevailing in the 1960s. Calling it 

“soziologische Phantasie” (sociological fantasy), he heavily drew on Wright Mills’ (1959) 
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concept of “sociological imagination”. Negt argued that traditional educational work in schools 

often ignores the reality of life and experience of the working class and instead conveys an 

idealized image of the bourgeoisie and its values. It falsely depicts certain cultural and social 

practices of the middle and upper class as universal, and thus bypasses or even devalues the 

reality and experiences of the working class (cf. Lisop & Huisinga, 1994). For example, 

traditional education often gives the impression that profit maximization and cost efficiency 

form the overriding, unquestionable objectives in companies. Working-class problems such as 

layoffs, which may help achieve these goals, are then portrayed as individual failures rather 

than as the result of structural injustices (cf. Bürgin, 2012). 

The task of trade unions is therefore to develop their own understanding of education. 

It should be directed toward the social emancipation of the working class and hence represents 

a counter-project to the idealistic bourgeois concept of education. Negt criticized that trade 

union education work in the 1960s had adapted itself too much to the requirements of capitalist 

society, though, and that the revolution in education demanded by the original workers’ 

movement had been disregarded (cf. ibid.). 

In his work “Soziologische Phantasie und exemplarisches Lernen. Zur Theorie und 

Praxis der Arbeiterbildung” (Sociological Fantasy and Exemplary Learning. On the Theory and 

Practice of Workers’ Education, 1966), Negt aims at redirecting attention to the revolutionary 

component of the educational system. He develops an alternative concept of trade union 

education, whose goal is the critical reflection of the connection between one’s own living 

conditions, society, and the economic system. Following Wright Mills (1959), Negt’s approach 

is based on the understanding that an individual’s personal experience is always shaped by 

social and historical factors. It is the core task of trade union education to reveal this connection 

between individual experience and social structures. This should then give rise to a 

consciousness among the working class for its own interests and its social situation, thereby 

creating a basis for political engagement and change (cf. Negt & Kluge, 1972). 
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In practice, Negt’s concept manifested itself in the form of booklets on various topics 

following the “exemplary principle” (cf. Negt, 1981). These booklets begin with a specific case, 

which provides workers with knowledge and theory about technical development, legal 

conditions, and relations of domination in the workplace and society. This will then allow them 

to interpret and classify their own personal “cases” themselves. Politically, the booklets seek to 

overthrow worker control and exploitation and establish more worker-centered policies. As 

forms of action, Negt not only mentions “official strikes” and the relying on the structures of 

traditional workplace interest groups. He also refers to individual and non-organized forms, 

such as wildcat strikes or the deliberate withholding of work (cf. Bürgin, 2012). 

6.2.2. Trade Union Education à la Negt for the ContemporAIry Workforce 

While Negt’s concept was widely taken up and implemented by German trade unions in 

the 1970s and 1980s, its impact declined from the 1990s onward (cf. ibid). Trade union 

educational work once again started to conform to the requirements of capitalist society. 

However, my findings show that trade union education à la Negt is more relevant than ever, 

especially in light of major impending shifts on the labor market due to AI. I argue that Austrian 

trade unions and their umbrella organization, the ÖGB, should mobilize Negt’s framework to 

contribute to the development of political imagination among works council members.  

In fact, Austrian trade unions are already increasingly concerned with AI’s impact in the 

workplace (cf. Angerler et al., 2021; Arbeiterkammer Europa, 2022; Leinfellner, 2023). This 

indicates that sociological and political imagination regarding this issue is present further up in 

the trade union hierarchy. The Austrian Trade Union for Private Employees (“GPA”), for 

example, has recently called for the expansion of the works council’s rights to information, 

consultation, and co-determination on AI issues (cf. Austrian Press Agency, 2023).  

Additionally, such co-determination rights were recently enshrined in the German 

Works Council Modernization Act (2021). The act states, among other things, that works 



 
 

43 
 

councils must consult a technical expert when an AI system is introduced and used in the 

employment relationship. These types of laws provide works councils with clear legal 

frameworks and powers to play an active role in the introduction of AI systems in the 

workplace. They establish a basis for them to engage with technical experts to develop a better 

understanding of the impact of AI, and to design effective and context-specific strategies to 

safeguard workers’ rights. My findings imply that the introduction of a similar bill in Austria – 

together with a more targeted sensitization à la Negt for the political dimension of AI’s impact 

on the labor market – could contribute to fostering the political imagination of works councils. 

Figure 1. Illustrated Summary of Findings. 

 

Having gained political imagination themselves, these works council members could 

subsequently help develop booklets on the impact of AI workers’ jobs, following the exemplary 

principle discussed above. By handing out these booklets to employees, works councils would 

foster employees’ sociological and political imaginations. Of course, more is required than just 

some exemplary booklets. What is needed is a mass education of employees on the subject of 

AI, organized by trade unions through voluntary union education officers in companies. In the 

1960s, about 6000 voluntary union education officers were trained in the German metal union 

(“IG Metall”) alone. This demonstrates that such mass education is feasible if unions show the 
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necessary determination and commitment. At the same time, wildcat strikes of about 80,000 

workers in the organizational area of IG Metall in 1969 proved that such educational work is 

also capable of mobilizing large crowds (cf. Bürgin, 2012). 

The promotion of sociological and political imagination through mass education could 

bring about great benefits for employees. It would allow them to better prepare for potential 

changes, advocate for their rights and protections as workers, and work towards collective 

solutions to address the impact of AI-driven technological change on the labor market.  

6.3. Broader Policy Implications and Recommendations 

The insights from this study are not only valuable to trade unions but also have wider 

implications for policymakers, both in Austria and beyond. In this regard, the findings can 

inform the design of labor market policies in two main ways. First, the lack of sociological and 

political imagination for AI’s impact on their jobs demonstrates the urgent need for employee 

education. As extensively discussed in section 6.2, this can best be achieved through a reformed 

trade union education in countries with historically strong works councils and unions. In other 

jurisdictions, by contrast, workers may be educated through government programs that provide 

them with country-specific, fact-based information about AI’s impact on the labor market, 

thereby sensitizing them to upcoming transformations and fostering their imaginations. 

The German Observatory Artificial Intelligence in Work and Society (AI Observatory) 

can be cited as a positive example in this context. Created in 2020 by the German Federal 

Ministry of Labor and Social Affairs, the AI Observatory’s goal is to analyze, discuss, and shape 

the social dimension of transformation and, in particular, the impact of AI on work and society 

(cf. KI Observatorium, 2023). This makes the AI Observatory a central instrument of the 

National Artificial Intelligence Strategy of the German Federal Government (2020) to 

implement the introduction and application of AI in a responsible and public welfare-oriented 

manner. Moreover, it also regularly integrates citizens and workers into policy development 
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processes and analysis, thus contributing to the formation of sociological and political 

imagination among them. Other countries – and especially those without strong unions or works 

councils – could hence create similar initiatives to strengthen the imagination of their workers 

and thus sensitize and prepare them for AI-driven transformation processes of the labor market. 

Second, the company’s constant drive for automation and the concomitant job cuts 

illustrate the need for up- and reskilling programs. However, such retraining comes with its 

challenges. Since low-skilled workers are most affected by job loss due to automation, it is to 

that very group that policymakers demand to undertake training and upskilling to avoid 

unemployment, thereby leading to two problems. First, this discourse erroneously 

individualizes the problem. Second, these training requirements are difficult to realize due to a 

shortage of time and energy caused by physically demanding workdays and additional 

obligations (childcare, household chores, etc.). 

Besides these individualizing approaches, some retraining programs are also subsidized 

by the state. In general, however, these schemes often place participants in precarious financial 

situations: in Germany, for example, allowances for the first year of retraining are based on the 

sector-specific collective wage agreement earnings of apprentices in their second year of 

training (Bundesagentur für Arbeit n.d.). In Austria, in turn, the financial subsidy is equal to the 

amount of unemployment benefits to which one is entitled multiplied by 1.22 (cf. 

Arbeitsmarktservice Österreich, 2022). Participating in such a state-funded retraining program 

thus entails considerable income losses. Consequently, they are particularly unattractive for 

low-skilled workers, who tend to have less income and thus less savings to rely on during their 

retraining period. In summary, the current policy instrument does not work for this group.  

Especially in view of the major AI-induced transformations of the labor market, it is 

crucial to develop governmental retraining programs that are appealing for workers – that is, 

not put them in a precarious financial situation. Moreover, such programs should also take into 

consideration workers’ different and diverse needs. One initiative that addresses the specific 
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needs of immigrants and refugees, for example, is MolenGeek. Founded in 2015 in Molenbeek, 

a Brussels neighborhood with high levels of migration and unemployment, MolenGeek aims to 

provide immigrants and refugees with AI and computer skills. In doing so, the program helps 

them to enter the local labor market more quickly and also contributes to alleviating the 

aforementioned gender-race effect of AI-driven automation (cf. Ernst et al. 2019; World 

Economic Forum (2018). 

Overall, attractive governmental retraining programs in general as well as more group-

specific initiatives like MolenGeek can thus equip workers with vital professional skills required 

for future jobs. Yet by virtue of their political rather than individualizing nature, they can 

concomitantly help increase workers’ awareness that their own problems with job 

transformations or job losses constitute societal and political problems. In other words: they 

can contribute to fostering workers’ sociological and political imagination. 

6.4. Limitations 

Despite the insights and contributions provided by this study, there are certain 

limitations that have implications for the interpretation of the results. First, the study explores 

the impact of AI on low-skilled workers in general, but is based on a limited sample of only one 

occupational group in only one company. This particular context may reflect specific labor laws, 

organizational structures, and cultural influences, all of which might influence the results. A 

broader study, both in several call centers and in other sectors, is thus needed to help understand 

whether and how the results identified are echoed or lived in other settings. 

Second, the study was carried out in a specific geographical context, which may 

additionally inform the experiences and discourses of employees. Trade unions have 

historically played an influential role in Austria. Since 1946, the ÖGB represents one of the four 

social partners at the federal level (cf. Sozialpartner, 2016). The Austrian social partnership is 

a system of economic and social policy cooperation between the interest groups of employers 
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and employees among themselves and with the government. The core of the social partnership 

lies in the commitment of the four major interest groups (ÖGB, Chamber of Labor, Chamber of 

Commerce, Chamber of Agriculture) to common longer-term goals of economic and social 

policy (cf. ibid.). By contrast, in other countries, e.g., the United States, such a system of social 

partnership does not exist. Furthermore, the legal framework for trade unions and works 

councils also varies from country to country (cf. European Trade Union Institute, 2014). In 

Austria, works councils must be established in every company that permanently employs at 

least five employees entitled to vote (cf. Amendment of the Austrian Works Council Election 

Regulations, 1974). In other European countries, such as the Netherlands or Slovakia, this 

threshold is much higher, requiring a minimum of 50 employees. And in Canada or the United 

States, there are no provisions for works councils at all (cf. Oesingmann, 2015). The different 

role, importance and legal situation of trade unions could thus not only affect their ability to 

shape sociological and political imagination, but also opens the question of how national 

contexts influence which bodies (trade unions or others) are best situated to foster sociological 

and political imagination among workers. 

One of the central recommendations of this study, i.e., that trade unions should pursue 

educational work à la Negt in strong cooperation with works councils, is therefore limited to 

countries with similar historical and legal frameworks as Austria, such as Germany or France. 

Nevertheless, the findings that call center agents are largely unaware of the impending changes 

in their field of work due to AI are still relevant for other countries as well. As demonstrated in 

section 6.3, they can serve as a basis for developing alternative programs aimed at fostering 

sociological and political imagination among workers in countries with different legal 

frameworks and historical backgrounds. Furthermore, they may also inform the generation of 

up- and reskilling initiatives more broadly. 
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7. Conclusion and Outlook 

This master thesis examined the impact of AI on low-skilled workers. The aim was to 

understand how the current wave of automation effects them in their daily lives, what emotions 

it evokes in them, and what, if any, strategies they develop to cope with this new reality. 

Emphasis was put on people in occupational groups whose jobs are at risk of being automated 

by AI. Applying a Constructivist Grounded Theory approach, Call center agents in Vienna were 

interviewed, since this occupational group exhibits a particularly high risk of AI-driven 

automation (cf. Nedelkoska & Quintini, 2018; Broady et al., 2021). 

The study has provided three main insights. First, call center agents were found to 

perform high levels of emotional labor, which is consistent with various other studies in the 

field (Diefendorff et al., 2019; Gabriel & Diefendorff, 2015; Goldberg & Grandey, 2007; Kim 

& Choo, 2017). However, this study was the first to establish a link between emotional labor 

and sociological as well as political imagination: The amount of emotional labor that call center 

agents must perform increased due to faulty automated tools. This resulted in increased stress 

for call center agents. It was hypothesized that this would lead them to focusing on coping with 

the immediate challenges of their daily work, thereby limiting the development of their 

sociological and political imagination. 

Second, the majority of the employees interviewed were not aware of the imminent 

changes in their profession due to AI or, when addressed, did not believe in such changes. 

Individual problems could thus not be linked to larger social issues, which was interpreted as a 

lack of sociological imagination (cf. Wright Mills, 1959). Moreover, managing the impact of 

AI-driven automation on the labor market was not regarded as a political issue or responsibility, 

but rather as a problem to be solved by the individual, the company, or the works council. This 

was interpreted as an absence of political imagination (Burawoy, 2008). 
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Third, in contrast to the majority of regular workers, works councils possessed 

sociological imagination as they were able to place individual problems with AI-driven 

automation in the broader societal context. However, just like the regular employees, they also 

lacked a comprehensive understanding of the political dimension of AI, especially with regard 

to the impact on employment and job security. This can adversely affect workers in two ways. 

On the one hand, without political imagination, works councils are unlikely to effectively 

respond to AI-specific challenges and to advocate for policies that protect workers’ rights. On 

the other hand, works councils play a major role in shaping employees’ sociological and 

political imagination. However, if they themselves lack political imagination on AI issues, 

exercising this role becomes impossible. Missing the educative influence of works councils, 

employees are therefore more likely to remain preoccupied with their individual work 

problems. They are unable to embed them in larger social contexts, let alone advocate for 

political changes to address these problems. Especially regarding AI’s impact on the labor 

market, though, it would be crucial for low-skilled workers to be aware of the broader social 

and political dimensions. This would allow them, for example, to prepare for job changes, to 

fight against AI-based job monitoring, and to advocate for properly paid, public retraining 

programs. 

To foster the development of sociological and political imagination among both workers 

and works councils, this study has proposed a reform of trade union education. More 

specifically, it called for a renaissance of Negt’s “soziologische Phanatasie” approach 

implemented in Germany in the 1970s and 1980s. Its objective is to raise the consciousness of 

the working class for its own interests and its social situation, thereby creating a basis for 

political engagement and change – that is, a change towards the use of AI in the workplace 

centered not around corporate and shareholder interests, but rather around the interests of 

workers. This master’s thesis thus provided practical insights and recommendations for political 

stakeholders, first and foremost for unions.  
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Beyond trade unions, the findings also bear relevance for policymakers – both in Austria 

and beyond – to enhance their understanding of what is required to address workers’ needs in 

the context of AI-driven automation. In this regard, my research could inform the design of 

labor market policies in two main ways. First, in order to foster the development of sociological 

and political imagination in countries without strong unions or works councils, the 

establishment of AI labor market observatories was proposed as an alternative to a union 

education reform. Second, it was shown that more attractive, tailor-made government up- and 

reskilling programs are needed to equip workers with the skills required for future jobs. At the 

same time, these programs can help increase workers’ awareness that their own problems with 

job transformations or job losses constitute societal and political problems, thereby nurturing 

their sociological and political imagination. 

In addition to its practical implications for political stakeholders, this master’s thesis has 

contributed to scientific research on the impact of AI in the workplace, emotional labor, 

sociological and political imagination, and union education. At the same time, it has also paved 

paths for future research, which can be divided into four main points.  

First, future studies should examine the connection between emotional labor and 

sociological as well as political imagination in more detail. For example, longitudinal studies 

or experimental designs could capture the time course and possible connection more precisely. 

Moreover, it would also be essential to investigate whether and how gender and racial 

inequalities further increase certain workers’ emotional labor in the specific context of 

automation. This, in turn, may impair their ability to develop sociological and political 

imagination. In fact, past studies in other contexts than automation have found that racial and 

gender inequalities influence the degree of emotional labor required from certain employees. 

Grandey et al. (2012), for example, have revealed that women often have to perform more 

emotional labor due to gendered expectations of women as being empathetic and helpful. 

Similarly, racialized workers usually have to perform more emotional labor to be able to deal 
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with prejudice and discrimination (cf. Pradhan & Abraham, 2005). Thus, the already increased 

level of emotional labor due to flawed automated tools could be even more intense for female 

and racialized employees. It would be pertinent to focus more closely on these gender and race-

specific dynamics and their intersection in future studies to gain a more comprehensive 

understanding of the impact of flawed technological tools on emotional labor, and ultimately to 

have the tools and knowledge required for recommendations to be formulated in ways that fully 

address intersecting inequalities. 

Second, the research design developed in this thesis can be extended to other 

occupational groups at risk of AI-driven automation. This may be undertaken in Austria, but 

also in other countries. Such an extension could enhance our understanding of AI’s impact on 

different workers in different societal contexts.  

Third, there is a need for research on trade union education in countries with similar 

historical and political contexts like Austria, such as Germany. These studies could examine 

whether works councils in those countries possess sociological and political imagination about 

AI’s influence on the labor market, as well as whether and how union education à la Negt could 

best be implemented there.  

Fourth, conducting studies in countries with different, and especially more restrictive 

legal conditions for unions, such as the United States, would also be beneficial. In particular, 

these could examine how sociological and political imagination regarding AI may be fostered 

among low-skilled workers when taking into consideration the different legal and historical 

circumstances.  

In conclusion, this master’s thesis can help enrich scientific understanding, inform 

policy making, and guide trade union work related to AI-driven automation and its impact on 

low-skilled workers. By doing so, I hope to have added at least a small step towards a more 

worker-centered, fair application of AI technologies in the labor market.   



 
 

52 
 

Bibliography 

Act to Promote Works Council Elections and Works Council Activities in a Digital 
Working World (Works Council Modernization Act) (2021, June 17) (Germany). BGBl. I, (32). 
https://media.offenegesetze.de/bgbl1/2021/bgbl1_2021_32.pdf#page=42  

Amendment of the Works Council Election Regulations 1974, the Works Council Rules 
of Procedure 1974 and the Federal Unification Office Rules of Procedure, Decree No. BGBl. II 
No. 230/2021 (2021, May 25) (Austria). 
https://www.ris.bka.gv.at/eli/bgbl/II/2021/230/20210525  

Anaza, N. A., Nowlin, E. L., & Wu, G. J. (2016). Staying engaged on the job: the role 
of emotional labor, job resources, and customer orientation. European Journal of Marketing, 
50(7/8), 1470-1492. https://doi.org/10.1108/EJM-11-2014-0682  

Angerler, E., Heiling, M., & Chlestil, M. (2021, March 19). Es geht nur gemeinsam. 
Wie künstliche Intelligenz im Betrieb Beschäftigten (nicht) hilft. A&W Blog. 
https://awblog.at/kuenstliche-intelligenz-im-betrieb/ [last accessed May 15, 2023]. 

Angwin, J., Larson, J., Mattu, S., & Kirchner, L. (2016, May 23). Machine Bias - There’s 
software used across the country to predict future criminals. And it’s biased against blacks. 
ProPublica. https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-
sentencing [last accessed May 15, 2023]. 

Arbeiterkammer. (2018). Aufgaben des Betriebsrates. 
https://www.arbeiterkammer.at/service/betriebsrat/rechteundpflichtendesbetriebsrates/Aufgab
en_des_Betriebsrates.html [last accessed May 19, 2023].  

Arbeiterkammer Europa. (2022, April 19). Offener Brief der Präsident:innen: Gesetz 
über Künstliche Intelligenz darf nationales Arbeitsrecht nicht gefährden!. 
https://www.akeuropa.eu/de/offener-brief-der-praesidentinnen-gesetz-ueber-kuenstliche-
intelligenz-darf-nationales-arbeitsrecht [last accessed May 19, 2023]. 

Arntz, M., Gregory, T., & Zierahn, U. (2017). Revisiting the risk of automation. 
Economics Letters, 159, 157-160. https://doi.org/10.1016/j.econlet.2017.07.001  

Arbeitsmarktservice Österreich. (2022). Umschulungsgeld. https://lmy.de/9W4q2  [last 
accessed May 21, 2023]. 

Austrian Press Agency. (2023, May 3). Gewerkschaft GPA: Künstliche Intelligenz 
menschlich gestalten. 
https://www.ots.at/presseaussendung/OTS_20230503_OTS0081/gewerkschaft-gpa-
kuenstliche-intelligenz-menschlich-gestalten [last accessed May 21, 2023]. 

Autor, D. H. (2015). Why are there still so many jobs? The history and future of 
workplace automation. Journal of economic perspectives, 29(3), 3-30. 
http://dx.doi.org/10.1257/jep.29.3.3  

Behrens, M. (2009). Still married after all these years? Union organizing and the role of 
works councils in German industrial relations. ILR Review, 62(3), 275-293. 
https://doi.org/10.1177/001979390906200301  

Benjamin, R. (2020). Race after technology: Abolitionist tools for the new Jim code. 
Hoboken, NJ: Wiley. 

Berriman, R., & Hawksworth, J. (2017). Will robots steal our jobs? An international 
analysis of the potential long-term impact of automation. PricewaterhouseCooper UK 



 
 

53 
 

Economic Outlook. https://www.pwc.co.uk/economic-services/ukeo/pwcukeo-section-4-
automation-march-2017-v2.pdf  

Birkholz, S., Bochmann, A., & Schank, J. (2020). Ethnografie und Teilnehmende 
Beobachtung. In Wagemann, C., Goerres, A, & Siewert, M.B. (Eds.) Handbuch Methoden der 
Politikwissenschaft (pp. 325-350). Wiesbaden: Springer VS. 

Bourdieu, P. (1986/2005). The forms of capital. In Richardson, J. (Ed.), Handbook of 
Theory and Research for the Sociology of Education (pp. 241-258). Westport, CT: Greenwood. 

Bourdieu, P. (2000). Die zwei Gesichter der Arbeit. Interdependenzen von Zeit- und 
Wirtschaftsstrukturen am Beispiel einer Ethnologie der algerischen Übergangsgesellschaft. 
Trans. Schultheis, F. Konstanz: Herbert von Halem Verlag. 

Broady, K. E., Booth-Bell, D., Coupet, J., & Macklin, M. (2021). Race and Jobs at Risk 
of Being Automated in the Age of COVID-19. The Hamilton Project, Economic Analysis. 
https://www.brookings.edu/wp-content/uploads/2021/03/Automation_LO_v7.pdf  

Brotheridge, C. M., & Grandey, A. A. (2002). Emotional labor and burnout: Comparing 
two perspectives of “people work”. Journal of vocational behavior, 60(1), 17-39. 
https://doi.org/10.1006/jvbe.2001.1815  

Brougham, D., & Haar, J. (2018). Smart technology, artificial intelligence, robotics, and 
algorithms (STARA): Employees’ perceptions of our future workplace. Journal of Management 
& Organization, 24(2), 239-257. https://doi.org/10.1017/jmo.2016.55  

Bundesagentur für Arbeit. (n.d.). Beruf Wechsel - Zeitliche und finanzielle 
Rahmenbedingungen klären. https://www.arbeitsagentur.de/karriere-und-weiterbildung/beruf-
wechseln/rahmenbedingungen [last accessed June 6, 2023]. 

Bundesagentur für Arbeit. (2022). Brancheninformation Call Center. 
https://www.arbeitsagentur.de/vor-ort/rd-bb/brancheninformation [last accessed May 15, 
2023]. 

Bürgin, J. (2012). Oskar Negt, die soziologische Phantasie und das exemplarische 
Lernen in der Arbeiterbildung. In Niggemann, J. (Ed.). Emanzipatorisch, Sozialistisch, Kritisch, 
Links? Zum Verhältnis von (politischer) Bildung und Befreiung. Berlin: Rosa Luxemburg 
Stiftung.  

Cai, Y., & Chen, N. (2019). Artificial intelligence and high-quality growth & 
employment in the era of new technological revolution. The Journal of Quantitative & 
Technical Economics 36, 3-22. 

Castel, R. (1995). Les métamorphoses de la question sociale. Paris: Fayard.  
Castel, R. (2000). Die Metamorphosen der sozialen Frage. Eine Chronik der 

Lohnarbeit. Trans. Pfeuffer, A. Konstanz: UVK Verlagsgesellschaft. 
Charmaz, K. (2006) Constructing Grounded Theory. London: SAGE Publications. 
Charmaz, K. (2009). Shifting the grounds: Constructivist grounded theory methods for 

the twenty-first century. In Morse, J. et al. (Eds.). Developing grounded theory: The second 
generation (pp. 127-154). Walnut Creek, CA: Left Coast Press. 

Charmaz, K. (2011). Den Standpunkt verändern: Methoden der konstruktivistischen 
Grounded Theory. Trans. Ruppel, P.S., & Mruck, K. In Mruck, K., & Mey, G (Eds.). Grounded 
Theory Reader (pp. 181-205). Wiesbaden: Springer VS. 

Charmaz, K. (2017). The power of constructivist grounded theory for critical inquiry. 
Qualitative inquiry, 23(1), 34-45. https://doi.org/10.1177/1077800416657105  



 
 

54 
 

Chiacchio, F., Petropoulos, G., & Pichler, D. (2018). The impact of industrial robots on 
EU employment and wages: A local labour market approach. Bruegel working paper, 2. 
https://www.bruegel.org/sites/default/files/wp-content/uploads/2018/04/Working-
Paper_02_2018.pdf  

Cho, S. S., Kim, H., Lee, J., Lim, S., & Jeong, W. C. (2019). Combined exposure of 
emotional labor and job insecurity on depressive symptoms among female call-center workers: 
A cross-sectional study. Medicine, 98(12). https://doi.org/10.1097/MD.0000000000014894  

Crenshaw, K. (1991). Mapping the margins: Intersectionality, identity politics, and 
violence against women of color. Stanford Law Review, 43, 1241. 

Dahling, J. J., & Johnson, H. A. M. (2013). Motivation, fit, confidence, and skills: How 
do individual differences influence emotional labor?. In Grandey, A, Dieffendorf, J., & Rupp, 
D.E. (Eds.). Emotional Labor in the 21st Century - Diverse Perspectives on Emotion Regulation 
at Work (pp. 219-242). Oxfordshire: Routledge. 

Dauth, W., Findeisen, S., Südekum, J., & Woessner, N. (2017). German robots-the 
impact of industrial robots on workers. CEPR Discussion Paper 12306. 
https://ideas.repec.org/p/cpr/ceprdp/12306.html  

Die Linke. (2023). Künstliche Intelligenz. Themenpapiere der Fraktion. 
https://www.linksfraktion.de/themen/a-z/detailansicht/kuenstliche-intelligenz/ [last accessed 
May 31, 2023]. 

Diefendorff, J. M., & Richard, E. M. (2003). Antecedents and consequences of 
emotional display rule perceptions. Journal of applied psychology, 88(2), 284. 
https://doi.org/10.1037/0021-9010.88.2.284  

Diefendorff, J. M., Gabriel, A. S., Nolan, M. T., & Yang, J. (2019). Emotion regulation 
in the context of customer mistreatment and felt affect: An event-based profile approach. 
Journal of Applied Psychology, 104(7), 965. https://doi.org/10.1037/apl0000389  

Dobbs, R., Manyika, J., & Woetzel, J. (2015). The four global forces breaking all the 
trends. McKinsey Global Institute, 11(4), 1-5. https://www.mckinsey.com/capabilities/strategy-
and-corporate-finance/our-insights/the-four-global-forces-breaking-all-the-trends  

Dörre, K. (2017). Tief unten: Klassenbildung durch Abwertung. In Misselhorn, C, & 
Behrendt, H. (Eds.). Arbeit, Gerechtigkeit und Inklusion (pp. 77-97). Stuttgart: JB Metzler. 

Eggli, A., Pereira, D., & Elfering, A. (2022). An Analysis of Social Stressors with 
Clients, Emotional Labor Strategies, and Disengagement: A Diary Study on Social Work. 
Scandinavian Journal of Work and Organizational Psychology, 7(1). 
https://doi.org/10.16993/sjwop.154  

Ernst, E., Merola, R., & Samaan, D. (2019). Economics of artificial intelligence: 
Implications for the future of work. IZA Journal of Labor Policy, 9(1). 
https://doi.org/10.2478/izajolp-2019-0004  

European Trade Union Institute. (2014). Workplace Representation. https://worker-
participation.eu/National-Industrial-Relations/Across-Europe/Workplace-Representation2 
[last accessed 22 May 2023]. 

Federal Government of Germany. (2020). Artificial Intelligence Strategy of the German 
Federal Government – 2020 Update. https://www.ki-strategie-
deutschland.de/files/downloads/Fortschreibung_KI-Strategie_engl.pdf [last accessed June 6, 
2023]. 



 
 

55 
 

Fregin, M-C., Levels, M., de Grip, A., Montizaan, R., & Kensbock, J. (2020). Künstliche 
Intelligenz: Ein sozialpartnerschaftliches Forschungsprojekt untersucht die neue Arbeitswelt. 
IBM Deutschland GmbH und Vereinte Dienstleistungsgewerkschaft ver.di. ROA External 
Reports. 

Frey, C. B., & Osborne, M. A. (2017). The future of employment: How susceptible are 
jobs to computerisation?. Technological forecasting and social change, 114, 254-280. 
https://doi.org/10.1016/j.techfore.2016.08.019  

Frick, B. (1996). Co‐determination and Personnel Turnover: The German Experience. 
Labour, 10(2), 407-430. https://doi.org/10.1111/j.1467-9914.1996.tb00091.x  

Fry, R., Kennedy, B., & Funk, C. (2021). STEM Jobs See Uneven Progress in Increasing 
Gender, Racial and Ethnic Diversity. Pew Research Center. 
https://www.pewresearch.org/science/2021/04/01/stem-jobs-see-uneven-progress-in-
increasing-gender-racial-and-ethnic-diversity/  

Gabriel, A. S., & Diefendorff, J. M. (2015). Emotional labor dynamics: A momentary 
approach. Academy of Management Journal, 58(6), 1804-1825. 
https://doi.org/10.5465/amj.2013.1135  

Gaitens, J., Condon, M., Fernandes, E., & McDiarmid, M. (2021). COVID-19 and 
essential workers: a narrative review of health outcomes and moral injury. International Journal 
of Environmental Research and Public Health, 18(4), 1446. 
https://doi.org/10.3390/ijerph18041446  

Gasparotto, M. (2016). Digital Colonization and Virtual Indigeneity: Indigenous 
Knowledge and Algorithm Bias. Rutgers University. https://doi.org/10.7282/T3XG9TFG  

Gerlach, F., Greven, T., Mückenberger, U., & Schmidt, E. (2011). Solidarität über 
Grenzen: Gewerkschaften vor neuer Standortkonkurrenz. Baden-Baden: Nomos. 

Ghani, B., Memon, K. R., Han, H., Ariza-Montes, A., & Arjona-Fuentes, J. M. (2022). 
Work stress, technological changes, and job insecurity in the retail organization context. 
Frontiers in Psychology, 13. https://doi.org/10.3389/fpsyg.2022.918065  

Giesing, Y., & Rude, B. (2022). Robots, AI, and Immigration – A Race for Talent or of 
Displaced Workers. CESifo Forum 23(5), 20-23. https://www.cesifo.org/DocDL/econpol-
forum-2022-5-rude-giesing-technological-change-migration.pdf  

Global Partnership on AI. (2021). Future of Work - AI observatory at the workplace. 
https://gpai.ai/projects/future-of-work/ai-at-work-observation-platform/ai-observatory-at-the-
workplace.pdf  

Goldberg, L. S., & Grandey, A. A. (2007). Display rules versus display autonomy: 
Emotion regulation, emotional exhaustion, and task performance in a call center simulation. 
Journal of Occupational Health Psychology, 12, 301–318. https://doi.org/10.1037/1076-
8998.12.3.301  

Golding-Young, S. (2020). Facebook’s Discrimination Against the LGBT Community. 
ACLU. https://www.aclu.org/news/lgbtq-rights/facebooks-discrimination-against-the-lgbt-
community/ [last accessed May 11, 2023]. 

Goyal, A., & Aneja, R. (2020). Artificial intelligence and income inequality: Do 
technological changes and worker’s position matter?. Journal of Public Affairs, 20(4), e2326. 
https://doi.org/10.1002/pa.2326  



 
 

56 
 

Graetz, G., & Michaels, G. (2018). Robots at work. Review of Economics and Statistics, 
100(5), 753-768. https://doi.org/10.1162/rest_a_00754  

Grandey, A. A. (2000). Emotion regulation in the workplace: A new way to 
conceptualize emotional labor. Journal of Occupational Health Psychology, 5, 95–110. 
http://dx.doi.org/10.1037/1076-8998.5.1.95  

Grandey, A. A., Dickter, D. N., & Sin, H. P. (2004). The customer is not always right: 
Customer aggression and emotion regulation of service employees. Journal of Organizational 
Behavior: The International Journal of Industrial, Occupational and Organizational 
Psychology and Behavior, 25(3), 397-418. http://dx.doi.org/10.1002/job.252  

Grandey, A. A., & Melloy, R. C. (2017). The state of the heart: Emotional labor as 
emotion regulation reviewed and revised. Journal of Occupational Health Psychology, 22(3), 
407–422. https://doi.org/10.1037/ocp0000067  

Gray, R. (2017, May 22). How automation will affect you – the experts’ view. BBC. 
Retrieved from https://www.bbc.com/future/article/20170522-how-automation-will-affect-
you-the-experts-view [last accessed May 11, 2023]. 

Gross, J. J. (1998). Antecedent- and response-focused emotion regulation: Divergent 
consequences for experience, expression, and physiology. Journal of Personality and Social 
Psychology, 74(1), 224–237. https://doi.org/10.1037/0022-3514.74.1.224  

Halbmayer, E. (2009). Einführung in die empirischen Methoden der Kultur- und 
Sozialanthropologie. Universität Wien. 
https://www.researchgate.net/publication/237668987_Einfuhrung_in_die_empirischen_Metho
den_der_Kultur_und_Sozialanthropologie/link/553a25d10cf245bdd7624a19/download [last 
accessed May 16, 2023]. 

Hamilton, M. (2019). The sexist algorithm. Behavioral sciences & the law, 37(2), 145-
157. https://doi.org/10.1002/bsl.2406  

Hochschild, A. R. (1983). The managed heart: Commercialization of human feeling. 
Berkeley, CA: University of California Press. 

Holman, D., Chissick, C., & Totterdell, P. (2002). The effects of performance monitoring 
on emotional labor and well-being in call centers. Motivation and Emotion, 26, 57-81. 
https://doi.org/10.1023/A:1015194108376  

Horner, J. (2023). Headlights, Not Rear-view Mirrors: Seeing, Recognising, 
Considering and Writing LGBTIQ people into Artificial Intelligence’s Lifecycle. In 
Prudhomme, B., Régis, C., Farnadi, G., Dreier, V., Rubel, S., D’Oultremon, C. (Eds.). Missing 
Links in AI Governance (pp. 229-246). Paris: UNESCO Publishing House. 
https://unesdoc.unesco.org/ark:/48223/pf0000384787?posInSet=1&queryId=ffdce5af-9c58-
473d-a68a-16dd10d75e09  

Humlum, A. (2022). Robot Adoption and Labor Market Dynamics. The Rockwool 
Foundation Study Papers, 175. https://en.rockwoolfonden.dk/publications/robot-adoption-and-
labor-market-dynamics/  

Hübner, D. (2021). Two kinds of discrimination in AI-based penal decision-making. 
ACM SIGKDD Explorations Newsletter, 23(1), 4-13. https://doi.org/10.1145/3468507.3468510  

Iscan, E. (2021). An Old Problem in the New Era: Effects of Artificial Intelligence to 
Unemployment on the Way to Industry 5.0. Yaşar Üniversitesi E-Dergisi, 16(61), 77-94. 
https://doi.org/10.19168/jyasar.781167  



 
 

57 
 

Jackson, S. (2016). For a feminist sociological imagination: A personal retrospective on 
C. Wright Mills. In Oakes, G. (Ed.) The Anthem Companion to C. Wright Mills (pp. 159-178). 
London: Anthem Press. 

Jeantet, A. (2018). Les Émotions au travail. Paris: CNRS Éditions. 
Jefferson, B. J. (2018) Predictable Policing: Predictive Crime Mapping and Geographies 

of Policing and Race. Annals of the American Association of Geographers, 108(1), 1-16. 
https://doi.org/10.1080/24694452.2017.1293500  

Jouvenal, J. (2016, November 17). Police are using software to predict crime. Is it a 
‘holy grail’ or biased against minorities? The Washington Post. 
https://www.washingtonpost.com/local/public-safety/police-are-using-software-topredict-
crime-is-it-a-holy-grail-or-biased-against-minorities/2016/11/17/525a6649-0472-440a-aae1-
b283aa8e5de8_story [last accessed May 11, 2023]. 

Juster, R. P., McEwen, B. S., & Lupien, S. J. (2010). Allostatic load biomarkers of 
chronic stress and impact on health and cognition. Neuroscience & Biobehavioral Reviews, 
35(1), 2-16. https://doi.org/10.1016/j.neubiorev.2009.10.002  

Karlhofer, F., & Tálos, E. (Eds.). (2005). Sozialpartnerschaft: österreichische und 
europäische Perspektiven (Vol. 2). Münster: LIT Verlag. 

Katyal, S. K., & Jung, J. Y. (2021). The gender panopticon: AI, gender, and design 
Justice. UCLA Law Review, 68, 692. http://dx.doi.org/10.2139/ssrn.3760098  

Kaufmann, C. (1996). L’entretien compréhensif. Paris: Collection Sociologie, Éditions 
Nathan.  

Keynes, J. M. (1930). Economic possibilities for our grandchildren. In Essays in 
Persuasion (pp. 358-373). New York: Harcourt Brace. https://www.aspeninstitute.org/wp-
content/uploads/files/content/upload/Intro_and_Section_I.pdf  

KI-Observatorium. (2023). Das KI-Observatorium – Ein Projekt der Denkfabrik. 
https://www.ki-observatorium.de/ [last accessed June 6, 2023].  

Kim, H. J., & Choo, J. (2017). Emotional labor: Links to depression and work-related 
musculoskeletal disorders in call center workers. Workplace health & safety, 65(8), 346-354. 
https://doi.org/10.1177/2165079916667512  

Kim, S., & Wang, J. (2018). The role of job demands–resources (JDR) between service 
workers’ emotional labor and burnout: New directions for labor policy at local government. 
International journal of environmental research and public health, 15(12), 2894. 
https://doi.org/10.3390/ijerph15122894  

Kong, H., Yuan, Y., Baruch, Y., Bu, N., Jiang, X., & Wang, K. (2021). Influences of 
artificial intelligence (AI) awareness on career competency and job burnout. International 
Journal of Contemporary Hospitality Management, 33(2), 717-734. 
https://doi.org/10.1108/IJCHM-07-2020-0789  

Kotthoff, H. (2006). Lehrjahre des Europäischen Betriebsrats - Zehn Jahre 
transnationale Arbeitnehmervertretung. Baden-Baden: Nomos. 

Krzywdzinski, M., Gerst, D., & Butollo, F. (2023). Promoting human-centred AI in the 
workplace. Trade unions and their strategies for regulating the use of AI in Germany. Transfer: 
European Review of Labour and Research, 29(1), 53-70. 
https://doi.org/10.1177/102425892211422  



 
 

58 
 

Leinfellner, P. (2023, April 19). Podcast: Digitale Revolution – Chance oder Bedrohung 
für Arbeitnehmer:innen?. Österreichischer Gewerkschaftsbund. 
https://www.oegb.at/themen/arbeitsmarkt/digitalisierung/podcast--digitale-revolution--
chance-oder-bedrohung-fuer-arbeitn [last accessed May 21, 2023]. 

Lewig, K. A., & Dollard, M. F. (2003). Emotional dissonance, emotional exhaustion and 
job satisfaction in call centre workers. European journal of work and organizational 
psychology, 12(4), 366-392. https://doi.org/10.1080/13594320344000200  

Lingmont, D. N., & Alexiou, A. (2020). The contingent effect of job automating 
technology awareness on perceived job insecurity: Exploring the moderating role of 
organizational culture. Technological Forecasting and Social Change, 161, 120302. 
https://doi.org/10.1016/j.techfore.2020.120302  

Lisop, I., & Huisinga, R. (1994). Arbeitsorientierte Exemplarik. Theorie und Praxis 
subjektbezogener Bildung. Frankfurt am Main: G.A.F.B.-Verlag. 

Ma, H., Gao, Q., Li, X., & Zhang, Y. (2022). AI development and employment skill 
structure: A case study of China. Economic Analysis and Policy, 73, 242-254. 
https://doi.org/10.1016/j.eap.2021.11.007  

Mahdawi, A. (2017, June 26). What jobs will still be around in 20 years? Read this to 
prepare your future. The Guardian. Retrieved from https://www.theguardian.com/us-
news/2017/jun/26/jobs-future-automation-robots-skills-creative-health [last accessed May 11, 
2023]. 

Manyika, J., Lund, S., Chui, M., Bughin, J., Woetzel, J., Batra, P., ... & Sanghvi, S. 
(2017). Jobs lost, jobs gained: Workforce transitions in a time of automation. McKinsey Global 
Institute, 150. 
https://www.mckinsey.com/~/media/BAB489A30B724BECB5DEDC41E9BB9FAC.ashx  

Martens, B., & Tolan, S. (2018). Will this time be different? A review of the literature 
on the Impact of Artificial Intelligence on Employment, Incomes and Growth. JRC Digital 
Economy Working Paper, 8. http://dx.doi.org/10.2139/ssrn.3290708  

Mazzucato, M. (2016). From market fixing to market-creating: a new framework for 
innovation policy. Industry and Innovation, 23(2), 140-156. 
https://doi.org/10.1080/13662716.2016.1146124  

Mejia, C., Pittman, R., Beltramo, J. M., Horan, K., Grinley, A., & Shoss, M. K. (2021). 
Stigma & dirty work: In-group and out-group perceptions of essential service workers during 
COVID-19. International Journal of Hospitality Management, 93, 102772. 
https://doi.org/10.1016/j.ijhm.2020.102772  

Mokyr, J., Vickers, C., & Ziebarth, N. L. (2015). The history of technological anxiety 
and the future of economic growth: Is this time different?. Journal of economic perspectives, 
29(3), 31-50. https://doi.org/10.1257/jep.29.3.31  

Morikawa, M. (2017). Who Are Afraid of Losing Their Jobs to Artificial Intelligence 
and Robots? Evidence from a Survey. Global Labor Organization Discussion Paper, 71. 
https://www.econstor.eu/bitstream/10419/158005/1/GLO_DP_0071.pdf  

Nedelkoska, L., & Quintini, G. (2018). Automation, skills use and training. OECD 
Social, Employment and Migration Working Papers 202. https://doi.org/10.1787/1815199X  

Negt, O. (1981). Soziologische Phantasie und exemplarisches Lernen. Zur Theorie und 
Praxis der Arbeiterbildung. Göttingen: Steidl.  



 
 

59 
 

Negt, O., & Kluge, A. (1972). Öffentlichkeit und Erfahrung. Zur Organisationsanalyse 
bürgerlicher und proletarischer Öffentlichkeit. Frankfurt am Main: Suhrkamp. 

Noble, S. U. (2018). Algorithms of oppression. New York University Press. 
OECD. (2017). The under-representation of women in STEM fields. In The Pursuit of 

Gender Equality: An Uphill Battle. Paris: OECD Publishing. 
https://doi.org/10.1787/9789264281318-10-en  

Oesingmann, K. (2015). Workplace representation in Europe: Works councils and their 
economic effects on firms. CESifo DICE Report, 13(4), 59-64. https://www.ifo.de/DocDL/dice-
report-2015-4-oesingmann-december.pdf  

OpenAI. (2023, November 30). Introducing ChatGPT. Retrieved from 
https://openai.com/blog/chatgpt [last accessed May 11, 2023]. 

Palier, B. (2020). Pourquoi les personnes «essentielles» sont-elles si mal payées? In M., 
Lazar, G., Plantin, & X, Ragot (Eds.). Le monde d’aujourd’hui. Les sciences sociales au temps 
de la Covid (pp. 151-167). Paris: Presses de Sciences Po. https://doi.org/10.4000/lectures.45876  

Paner, M. O. (2013) Communicative coping mechanisms of Filipino call center agents 
on job-related racism. Undergraduate Theses. 1947. https://www.ukdr.uplb.edu.ph/etd-
undergrad/1947  

Patton, M. Q. (1999). Enhancing the quality and credibility of qualitative analysis. 
Health services research, 34(5), 1189 -1208. 
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC1089059/  

Pellar, B., Anwander, S., & Botz, G. (2013). Wissenschaft über Gewerkschaft. Analysen 
und Perspektiven. Wien: ÖGB Verlag.  

Petropoulos, G. (2018). The Impact of Artificial Intelligence on Employment. In 
Neufeind, M., O’Reilly, J., & Ranft, F. (Eds.). Work in the Digital Age: Challenges of the Fourth 
Industrial Revolution (pp. 119-133). London: Rowman and Littlefield. 
https://rowman.com/ISBN/9781786609069/Work-in-the-Digital-Age-Challenges-of-the-
Fourth-Industrial-Revolution  

Pradhan, J. P., & Abraham, V. (2005). Social and cultural impact of outsourcing: 
Emerging issues from Indian call centers. Harvard Asia Quarterly, 9(3). 
https://www.academia.edu/9665975/Social_and_Cultural_Impact_of_Outsourcing_Emerging
_Issues_from_Indian_Call_Centres_Harvard_Asia_Quarterly_9_3_pp_22_30_2005  

Pugh, S. D., & James, M. D. (2013). Emotional labor: Organization-level influences, 
strategies, and outcomes. In Grandey, A, Dieffendorf, J., & Rupp, D.E. (Eds.). Emotional Labor 
in the 21st Century - Diverse Perspectives on Emotion Regulation at Work (pp. 219-242). 
Oxfordshire: Routledge. 

Rieger, K. L. (2019). Discriminating among grounded theory approaches. Nursing 
inquiry, 26(1), e12261. https://doi.org/10.1111/nin.12261  

Righetti, L. et al. (2019). Unintended consequences of biased robotic and artificial 
intelligence systems [ethical, legal, and societal issues]. IEEE Robotics & Automation 
Magazine, 26(3), 11-13. https://doi.org/10.1109/MRA.2019.2926996  

Rupp, D. E., & Spencer, S. (2006). When customers lash out: the effects of customer 
interactional injustice on emotional labor and the mediating role of discrete emotions. Journal 
of Applied Psychology, 91(4), 971. https://doi.org/10.1037/0021-9010.91.4.971  



 
 

60 
 

Schaupp, S. (2021). Technopolitik von unten: Algorithmische Arbeitssteuerung und 
kybernetische Proletarisierung. Berlin: Matthes and Seitz. 

Schroeder, J. E. (2021). Reinscribing gender: social media, algorithms, bias. Journal of 
Marketing Management, 37(3-4), 376-378. https://doi.org/10.1080/0267257X.2020.1832378  

Smith, J. (2015, September 11). 'Minority Report' Is Real — And It's Really Reporting 
Minorities. Mic. https://www.mic.com/articles/127739/minority-reports-predictive-policing-
technology-is-really-reporting-minorities [last accessed May 11, 2023]. 

Soete, L. (2018). Destructive creation: explaining the productivity paradox in the digital 
age. In Neufeind, M., O’Reilly, J., & Ranft, F. (Eds.). Work in the Digital Age: Challenges of 
the Fourth Industrial Revolution (pp. 29-46). London: Rowman and Littlefield. 
https://rowman.com/ISBN/9781786609069/Work-in-the-Digital-Age-Challenges-of-the-
Fourth-Industrial-Revolution  

Sozialpartner. (2016). Die österreichische Sozialpartnerschaft. 
https://www.sozialpartner.at/?page_id=127 [last accessed May 22, 2023]. 

Stadt Wien. (2023). Bevölkerungsstand – Statistiken. 
https://www.wien.gv.at/statistik/bevoelkerung/bevoelkerungsstand/ [last accessed May 16, 
2023]. 

Stanton, J., & Weiss, E. (2000). Electronic monitoring in their own words: An 
exploratory study of employees’ experiences with new types of surveillance. Computers in 
Human Behaviour, 16(4), 423-440. https://doi.org/10.1016/S0747-5632(00)00018-2  

Suta, C., Barbieri, L., & and May-Gillings, M. (2018). Future Employment and 
Automation. Quaderni Fondazione G. Brodolini, STUDI e RICERCHE, 61, 17-43. 
https://www.camecon.com/wp-content/uploads/2018/11/CHAPTER-2-SUTA-et-al-Future-
Employment-FINAL.pdf  

The Economist. (2016, June 23). Automation and anxiety - Will smarter machines cause 
mass unemployment? Retrieved from https://www.economist.com/special-
report/2016/06/23/automation-and-anxiety [last accessed May 11, 2023]. 

The Economist (2018, April 24). A study finds nearly half of jobs are vulnerable to 
automation. Retrieved from https://www.economist.com/graphic-detail/2018/04/24/a-study-
finds-nearly-half-of-jobs-are-vulnerable-to-automation [last accessed May 11, 2023]. 

Thornberg, R., & Charmaz, K. (2014). Grounded Theory and Theoretical Coding. In 
Flick, U. (Ed.). The SAGE Handbook of Qualitative Data Analysis (pp. 153-169). London: 
SAGE Publications. 

Tilman, R. (1989). C. Wright Mills, “The Sociological Imagination”: A Reappraisal. The 
American Sociologist, 283-287. https://doi.org/10.1007/BF02697834  

Totterdell, P., & Holman, D. (2003). Emotion regulation in customer service roles: 
testing a model of emotional labor. Journal of occupational health psychology, 8(1), 55. 
https://doi.org/10.1037/1076-8998.8.1.55  

UN Committee on the Elimination of Racial Discrimination. (2020). General 
recommendation No. 36 (2020, December 17) on preventing and combating racial profiling by 
law enforcement officials. United Nations. 
https://docstore.ohchr.org/SelfServices/FilesHandler.ashx?enc=6QkG1d%2FPPRiCAqhKb7y
hssyNNtgI51ma08CMa6o7Bgm%2FTKaUb8e0RRlBp8xbJjXvpHZxTg5OnwY%2F7v0ZXR
%2BzBYhx5BACzHzcZmFFrO8IVKtjPsms7azqIe2sifTzRWMf [last accessed May 11, 2023]. 



 
 

61 
 

Wilk, S.L., & Moynihan, L.M. (2005). Display rule “regulator”: The relationship 
between supervisors and worker emotional exhaustion. Journal of Applied Psychology, 90(5), 
917-927. https://doi.org/10.1037/0021-9010.90.5.917  

World Economic Forum. (2018). Towards a Reskilling Revolution. 
https://www3.weforum.org/docs/WEF_FOW_Reskilling_Revolution.pdf  

Xu, G., Xue, M., & Zhao, J. (2023). The Association between Artificial Intelligence 
Awareness and Employee Depression: The Mediating Role of Emotional Exhaustion and the 
Moderating Role of Perceived Organizational Support. International Journal of Environmental 
Research and Public Health, 20(6), 5147. https://doi.org/10.3390/ijerph20065147  

Zajko, M. (2022). Artificial intelligence, algorithms, and social inequality: Sociological 
contributions to contemporary debates. Sociology Compass, 16(3), e12962. 
https://doi.org/10.1111/soc4.12962  

Zapf, D., Schmutte, B., Mertini, H., & Holz, M. (2001). Emotion work and job stressors 
and their effects on burnout. Psychology and Health, 16, 527-545. https://doi.org/ 
10.1080/08870440108405525   

Zippia. (2021). Call Center Agent Demographics and Statistics. 
https://www.zippia.com/call-center-agent-jobs/demographics/ [accessed 24 May 2023]. 

 
 

 


