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ABSTRACT

The thesis describes the design, implementation and applications of two

multiprocessor systems. A Multiprocessor Controller and an Extensible Modular

Multiprocessor System have been built and bave been used to solve problems of real­

time digital control and real-time digital simulation in tbe power electronics and

power systems areas.

The Multiprocessor Controller, built around three flXed-point digital signal

processors(DSPs), has been used in real-time parallel processing to control avoltage­

source type pulse-width-modulated power converter. In a pole-placement control

strategy with a state observer, the converter has been stabilized with its dc link

capacitance reduced by a factor of as much as 120, tbus making the converter a

potentially practical device for High Voltage direct current transmission.

The Extensible Modular Multiprocessor System consists ofmodules which can

be easily added in a mesh architecture to provide more computing power. Each

module consists of one or !WO autonomous processing units (PUs) and the supporting

control/interface circuits. A prototype of three modules (five floating-point DSPs)

has been built and used in parallel processing to simulate a small power system with

!Wo turbo-generators operating in real time as a Transient Network Analyzer(TNA).

The power system equations are partitioned by using a new method in which

the system is modeled as an interconnection of functional blocks. The power system

is simulated by an interconnection of DSP modules, with one module simulating one

block. The results of elaborate tests demonstrate the correclness of :(a) the new

partitioning method, and (b) the design and operation of the Extensible Modular

Multiprocessor System. The results further show that the new partitioning method

together with the Extensible Modular Multiprocessor System form a prornising

approach to digitize the Transient Network Analyzer.

i



•

•

RÉSUMÉ

Cette thèse décrit les étapes de la conception, de l'implantation et de la mise en

service de deux systèmes multiprocesseurs. Un contrôleur multiprocesseur et un

système modulaire extensible ont été conçus, et ont servis pour résoudre des

problèmes de commande numérique et de simulation numérique en temps réel, dans

les domaines de l'électronique de puissance et des réseaux électriques.

Le contrôleur multiprocesseur à 3 processeurs numériques (DSP) à points fIXes a

permi, par un traitement parallèle en temps réel, de cor.trôler un convertisseur de

puissance de type source-de-tension à modulation par largeur d'implusions.

L'implantation d'un observateur à placement de pôles a permis de maintenir la

stabilité du convertisseur malgré une diminution de la capacitance de jonction CC

allant jusqu'à un facteur de 120. Cela semble indiquer que cette application est

prometteuse et pratique pour le transport du courant continu à haute tension.

Le système modulaire extensible est constitué de modules façilement assemblés en

grille, constituant ainsi un puissant ordinateur parallèle. Chaque module est

constitué d'un ou de deux processeurs autonomes et de circuits connexes, dont les

circuits de commande et d'interfaces. Un prototype composé de 3 modules (avec 5

DSP à points flottants) a été construit, puis a servis dans l'implantation parallèle d'un

simulateur de transitoires de réseaux (TNA) numérique en temps réel pour étudier

le cas particulier d'un petit réseau comportant deux groupes turbo-alternateurs.

Une nouvelle méthodologie est utilisée pour partitionner les équations du modèle

mathématique, décomposant le réseau électrique en un ensemble de blocs

fonctionnels. Chaque bloc GU réseau est simulé par un module, et le réseau au

complet est constitué d'une interconnexion de modules. Les resultats obtenus à

partir des nombreux tests démontrent la validité de: a) cette nouvelle méthode de

partitionnement de réseau, et b) la conception et le fonctionnement du système

modulaire extensible. Nous pouvons désormais affirmer avec assurance que la

nouvelle méthodologie de partitionnement et le système modulaire extensible

forment ensemble une approche prometteuse pour numériser les simulateurs de

transitoires de réseaux.
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CHAPTER

ONE

INTRODUCTION

1.1 HISTORICAL PERSPECTIVE AND MOTIVATION

As soon as the microprocessors were commercially available in the early

1970s, engineers in power electronics were quick to exploit them to control

variable speed motor drives [1]. Unfortunately, because of their slow

computational speeds with respect to the lime constants of the converters and

drives, the success had been modestly Iimited to algorithms involving simple

computation and implementalion by using the "look-up table" approach. In the

"look-up table" me~hod, the pre-calculated control strategy is stored in EPROMs

and the control command is fetched from memory in response to the status of the
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feedback signais.

Over the past two decades, the computing hardware has become cheaper

and faster [2]. Presently, as a new generation of fast microprocessors with the

facility for parallel processing appears in the market, another computer revolution

is on the verge of taking off. The c10cking rates of the microprocessors for 1993

are in the 50 MHz range, but fast as they are, there will always be demands for

greater computational power [3]. This can be made available by architectures

which put the microprocessors in parallel operation for concurrent computation of

the tasks. The research of this thesis explores how the benefits of multi­

microprocessor systems can be brought to the application area of power

electronics and power systems.

The challenges of research in the power electronics and power system area

are related to:

(1) the high dimensionality of the power system equations.

(2) the stiffness of the equations which arises from the wide spread of the

system eigenvalues. The large magnitude eigenvalues require. short

numerical integration step-sizes.

(3) the broad frequency bandwidth requirements of the information channels.

This thesis addresses two possible uses of the multi-microprocessor systems:

rt~l·time control and real-time simulation.
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1.1.1 Real·Time Control

Among the earliest pioneers to apply microprocessors in power electronics

and drives were Professors B. K. Bose [1] and S.R Bowes [4-7]. Professor B. K.

Bose, in particular, had not only made original contributions but also gave surveys

as to trends and directions through invited papers and editorship of collected

papers published by the IEEE Press. He wrote a chapter on "Microcomputers" in

his book "Power Electronics and AC Drives" [8].

Over the years, the single microprocessor has evolved in architecture from

4 bits to 32 bits, and in processing speeds. As the number of bits increases, the

resolution of the digital signal improves. Likewise, the sampling frequency

increases with the dock rates so that the bandwidth of the control channel

broadens, thus giving promise of greater stabilizing and fast response capability.

Sorne control applications to which the microprocessors have been put are:

(1) Converter control, inc\uding the triggering pulses of pulse width modulation

(PWM) [4, S, 9·11].

(2) Feedback control [12-26].

(3) Sequencing of control strategies [IS].

Over a time span of two decades, the opportunities of application have

expanded; for example, photovoltaic power conditioning system [12], adaptive
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control of electrical drives [13], vector control of induction motor drives [14]. As

the Iiterature is too voluminous to Iist here, the interested reader is referred to

the volume of collected papers edited by B. K. Bose [1], published by the IEEE

Press, 1987. It is significant to note that the bulk of the application examples are

taken from dc and ac motor drives. This is because the time constants of the

motor drives are relatively long. As exemplified by the vector control [14], the

current control part of the program is executed every 500 IJ.S and the speed and

the flux control part, is executed every 1 ms.

Ta date, the successful advance of real-time digital control has been

limited to processes with long time constants. For the sophisticated modern and

adaptive control methods to have any meaningful impact on converters and drives,

parallel computation is needed to implement computationally demanding

algorithms in real time.

1.1.2 Real-Time Simulation

The stiffness and the high dimensionality of the modelling equations have

resulted in the past in using analog computers or hybrid computers as simulation

100ls for designing and planning. For example, the Corporate Research and

Development Department of General Electric [21], Schenectady, U. S. A., the

Departments of Electrical Engineering of the University of Wisconsin (Madison),

and of Purdue University (Lafayette) [22] had in the past depended on analog

computer real-time simulations in their research and development on power
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electronic drive systems.

On a larger scale for power systems, the specialized analog computers take

the name of Transient Network Analyzers (TNAs). The TNAs use passive R-L-C

ladder networks to simulate the transmission Iines and electronic op-amp based

integrators [23] to solve the equations of generators, governors and fidd exciters.

These TNAs are used by the electric power utilities as real-time simulation tools

for system studies, equipment specifications, contingency studies, trouble shooting,

protection studies, etc. [24]. The real-time feature allows relays and other

components to be tested with the simulations. Presently, the research centres of

the following organizations have projects in digitizing the Transient Network

Analyzers: Manitoba HYde Research Centre [25-33] and the Institute of

Research of Hydro-Quebec (IREQ) [34, 35] in Canada, EDF (Electricité de

France), Toshiba Corporation [36] and Mitsubishi Electric Corporation of Japan

[37].

The alternative of the TNA is to use numerical integration by digital

computers for off-Hne simulations using programs such as the EMTP

(ElectroMagnetic Transient Program) [38, 39]. For complex systems, this may

take many hours for each run, even with supercomputers.

For engineers engaged in analog simulations, the advent of the

microprocessor has been welcomed as a possible numerical integrator which cao

replace the op-amp based analog integrator [21]. However, this idea had 10 wail
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for the microprocessors to attain the necessary computational speeds and to have

the features for real-time multi-processing. Beginning in about 1988, more and

more hiL;h-speed integrated-circuit digital signal processors (DSPs) such as the

TMS320C25 became available to fill this need. Given the importance" and the

interests in real-time digital simulation and real-time digital control described

previously, it was felt at the beginning of this research that the time was right to

investigate how multiple DSPs could be hamessed for the above purposes.

1.2 RESEARCH OBJECTIVES

Hitherto, the parallel-microprocessor systems originate mostly from the

experts in computer engineering and computer science and their architectures are

attempts to anticipate the needs of the users. The research work of this thesis

begins with the needs of the application area and proceeds in the reverse

direction to find the architectures which can fulfil the tasks with a high factor of

utilization of the microprocessors.

The specifie needs have their origins in an on-going research program in

the Power Electronics Laboratory of McGill University. The research program

has been evaluating the feasibility of using pulse width modulated (PWM),

voltage-source type converters as the candidates for the next-generation converter

stations for High Voltage direct current transmission [41, 42]. The proposed

converters have encountered stability problems which cannot be resolved by
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analog proportiona.l integral feedback [43]. In order to be able to impiement

more sophisticated modern control techniques, it is necessary to have a digital

controUer with sufficient frequency bandwidth.

ln fuifilling the objective of building a digital controller for the specific

purpose of stabilizing the converter, the broader goals discussed in the previous

section have also been incorporated in the design.

The thesis research is basicaUy hardware and experimental in orientation.

Thus after tne design stage, the prototypes were built, programmed, tested and

finally proven in the application areas. The hardware realizations bring into focus

the physical dimensions of the components and thus the compromises which have

to be made between the number of processors and the associated circuits which

can be placed on a single board. The boards inter-communicate through the

back-planes, the seriai ports and/or the parallel ports, each with different

communication delays and different levels of difficulties in networking the

communication cables. Thus, design decisions have to be made as to the best

method for communication. This preoccupation with physical layout and

dimensions has the salutary result that many architectures are easily dismissed as

unrealizable, thus reducing the sub-set which needs to be investigated. In the

research of this thesis, there has been time to investigate the two-dimensional

mesh architecture only in two iterations: the Mark 1. which is a single board

containing three parallel digital signal processors (DSPs), and the Mark !J, which

is based on the experience of Mark 1 and which is intended to be an extensible
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system based on networking add-on boards which are built in the modular fashion.

1.2.1 Mark 1 • MuItiprocessor Controller

The Mark 1 has been developed as a real-time digital controller for power

electronics application in generaI. In particular, it has the more stringent

demands of the McGill University power electronics laboratory in mind. 'Ibis is

because the focus of the research of the power electronics laboratory will be the

application of modern control theory, nonlinear control theory and adaptive

control, etc. on pulse width modulated (PWM) converters. The duties of the

converters include regulation, tracking, active filtering, etc. The sampling rate of

the pulse width modulation (PWM) strategy is as high as 2520 Hz and it is

desirable that the sophisticated control methods can be implemented digitally in

real time. As an application of Mark l, the stability problems of the PWM

converters have been investigated.

1.2.2 Mark II • Extensible Modular MuItiprocessor System

One important conclusion from the experiences in applying Mark 1 is that

the computational power of the three processors on board is adequate for

implementing a pole-placement control with observer in the C language rnixed

with Assembly language. But for the extended multi·converter system or for other

control methods, the computational power will be insufficient. Thus there is a

need for an architecture by which, as many boards as are required, can be added
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on to augment the real-time computational power by parallel computation. Mark

II is the proposed solution.

More importantly, Mark II has been designed also for' real-time digital

simulation. As an dpplication, sorne problems of digitizing the Transient Network

Analyzer (TNA) are investigated. The architecture is based on the two­

dimensional mesh as distinct from the hypercube and fat-tree architectures [44].

1.3 REVIEW OF PREVIOUS WORK

The literature survey has been conducted with the objective of obtaining

technical information which can contribute to the success of the research work. In

this respect, the Transactions on the Power Electronics, the Transactions on

Industrial Electronics and the Transactions on Industrial Application of the

Institute of Electrical and Electronics Engineers (IEEE) have been most pertinent

as they have kept alive the tradition of microprocessor hardware research. Most

of the publications to date are based on the single·microprocessor [1]. Multi·

microproœssor control has been used in several papers, [45·47] for example.

Although there is little guidance from the power electronics and drives

area on parallel microprocessor architecture, there is no Jack of ideas from the

computer science and computer ':\ngineering area. The difficulty from the

Iiterature of computer science and engineering is in getting a true evaluation of
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the worth of the ideas and in obtaining guidance on how the ideas can be realized

in hardware using available and affordable components.

The Iiterature survey is organized into the following parts:

1. Multiprocessors in power electronics and drives.

2. Multiprocessor and parallel processing in computer engineering.

3. Parallel computation in power system.

4. Transient Network Analyzer.

1.3.1 Multiprocessors in Power Electronics and Drives

An increasing number of papers reached towards the multi-processing

concept in the late 19S0s. For example in Ref. [45], the quick response induction

motor drive made use of three microprocessors. Two single-chip microprocessors

i·S031 (12 MHz) were assigned to the 3 phase/2 phase and 2 phase/3 phase signal

conversions. These signal conversions were initiated by the interrupt signal at

every 1 ms. The main program of the vector control and speed control was

executed by one 16-bit microprocessor i-SOS6 (5 MHz) with a period of 2.2 ms.

The two i-S031 reduced the duties of the main processor i-SOS6 thus permitting it

to fulfil more sophisticated control.

Other applications were less dedicated towards achieving the fast
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computational speed of Ref. [45]. For example, in Ref. [15]. multi­

microprocessors were used to execute programs which in total consisted of 50,000

lines of code. In addition to controlling a GTO power conditioning system in real

time, the duties inciuded: fault detection, sequence control (start, stop, interrupt.

shutdown), maintenance management, data, acquisition, display, etc. The co­

ordination of the omnibus duties does not require the hardware architecture

dedicated to achieving broad bandwidth through parallelism.

Other researchers such as Professor S. R. Bowes of the University of

Bristol [40, 48] have taken advantage of the INMOS transputer [49] which has its

own parallel programming language OCCAM. The transputers, which were

available in 1989 when the work of this thesis began, did not have the required

computing power and architecture which were thought to be desirable.

In McGill University itself, under the leadership of Professor lan Hunter of

the Department of Biomedical Engineering, the researchers of the Biorobotics

Laboratory [50, 51] have pioneered parallel architectures for robotic applications.

The paper, which proved to be most relevant from the literature search, is

Ref. [4]. A1though the paper is not on parallel processing, it describes how the 3­

phase pulse width modulation (PWM) technique can be implemented by the

microprocessor in conjunction with 4 timers. The 4·Timer Method has been

adopted in the Multiprocessor Controller (the Mark 1) described in Chapter 3, 4.

Because most of the literature pre-date the availability of the new
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generation of mieroprocessors with the features for real-time multi-processing,

they have not been helpful. The resource whieh had been most helpful was the

Texas Instrument User's Guides of the TMS320C25 [52] and the TMS320C30

[53]. The papers [83,84, 109, 111, 112] arisen from the work of this thesis were

the first in the field when they were presented in the IEEE Conferences of the

Industry Application Society and the Industrial Electrolùcs Society.

1.3.2 Multiprocessor and Parallel Processing in Computer Engineering

Computer engineering has been to a large extent concerned with parallel

vector supercomputers and massively parallel processors (MPPs) [44]. The

computational complexity of certain technical problems (in Chemistry,

Aerodynamies, Magnetohydrodynamics, space structures) are measured in Ido to

J(jU operations per second. A workstation runrùng in the range of 107 to ](1

operations per second, would take a few hours to a few days to solve these

problems [54]. Thus parallelism is sought as the means of achieving order-of­

magnitudes improvement in speed. As the priee range of the. Supercomputers and

MPPs are of the order of $1 million to $30 million or more, one easily sees that

the research of this thesis is not in the same big league.

However. the ideas on the many kinds of parallel architecture and parallel

processing and their optimization with respect to: (1) degree of parallelism, (2)

uniformity of parallelism. (3) granularity of synchronization. and (4)

communications, have been helpful. Sorne of the successful concepts are now in
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standard undergraduate/graduate textbooks such as in Ref. [55].

Although the Iiterature on parallel software development is extensive, and

Ref. [56] is a sample, once the architecture is chosen, the subject narrows down

to the specifies of how to achieve maximum computational efficiency with respect

to the hardware. As each processor has been designed to have its own portion of

memory, the memory is loaded with the program to run the processor as an

autonomous unit. The programmer strives to observe the rule of ·Ioad balancing·

[56], which is to keep ail the processors as busy as possible.

"Laad balancing" assumes a prior knowledge that efficient ways of

partitioning the problem among the processors have been found. Partitioning is

non-trivial. In faet, Chapter 6 is devoted to partitioning the power system for

parallel numerical integration.

The present status reported by G. Cybenko and D. J. Kuck in their article

"Revolution or Evolution " [57] is that "... software is unexplored ..." and .... the

true performance story behind massive parallelism is hard to come by and not

entirely flattering".

1.3.3 Parallel Computation in Power System

The electric power utility industry has used the digital computers for

planning and design for the past three decades. As a back as in 1977 , therc

were suggestions of using parallel microcomputer structures for parallel proccssing
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of power system problems [58, 59]. However, the hardware was not available

then.

After the long wait, the recent availability of parallel vector

supercomputers and the massively :larallel processors (MPPs) have stimulated

research interests in parallel processing. The emphasis has been mainly in

paraliel software because it is tacitly assumed that the parallel vector

supercomputer or the massively parallel processors will be affordable. One

approach is to convert existing production codes written for the single-processor

for solution by muItiprocessors as in Ref. [60].

The research challenge is in partilioning the mathematical models of the

large interconnected power system so as to make them amenable for parallel

processing. The Iiterature survey has narrowed the focus to "transient stability

analysis", because il comes nearest to the application for which the architecture of

the Extensible Modular Multiprocessor System of Chapter 5 has been designed.

Some of the methods [61-66], which have been proposed, rely on

mathematical insights. In the main, they are concerned with using multiprocessors

to find faster ways to solve the algebmic equations through the Land U factors of

the Y-matrix. The numerical integrat'.on of the swing equations of the turbo­

generators constitutes only a small fraction of the research effort. The

researchers, who have backgrounds in system engineering, normally adopt wilhout

questioning, the mathematical models wbich have been framed for the single-



•

•

•

CHAPTER J INTRODUCfION IS

processor era.

The Capacitor Break-Point Partitioning method, which is proposed in

Chapter 6, takes the viewpoint that the mathematical models are themselves

~ependent on the tools for the solutions of the mathematical equations. The

partitioning difficulties, presently being encountered, have arisen because the

capacitors which are present in the loads and the Iines for voltage support and

power factor correction are usually neglected so as to Iighten the computational

load of the single processor. In the multiprocessor area, one needs a re­

examination of the mathemalical models. One objective of the research of this

thesis is to show that these capacitors should be restored in the mathematical

models because they are nature's break-points for partitioning.

1.3.4 Digital Transient Network Analyzer

Certain electric utilities, sllch as Hydro-Quebec, have preferred to use the

Transient Network Analyzer (TNA) in their system study [24]. The TNA

originally consisted of analog electronic simulators of the turbo-generators which

are interconnected by transmission Iines which are made up of pi-sections of L-C

passive components. The simulations are frequently performed in real time for

several reasons. The large number of repeated runs which are needed to carry

out the programs of tests require real-lime simulations. Real-time simulations

also allow the relays from the manufacturers to be tested with the TNA as

components in the system network. The value of the TNA lies in the
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comprehensiveness of the tests so that transmission line surges and reflections are

simulated together with intersystem swings and hunting.

In contrast, the digital computer approach consists of breaking the problem

into 10ad-f1ow studies, short-circuit studies, transient stability studies which are

handled by separate prograrns. The digital equivalent of the TNA is Dommel's

ElectroMagnetic Transient Program (EMTP) [38] which has the same

comprehensiveness as the TNA, but which May take hours to simulate one

operating point of a large network, even using a Cray computer.

It should be mentioned at this point, that Professor Dommel's EMTP

program [38] includes the delay-Hne method for partitioning the power system. It

is based on using the travelling wave theO/y of transmission lines [39]. The delay·

line method has been the only partitioning method until the proposai of the

Capacitor Break-Point Partitioning method (Chapter 6) described in this thesis.

Over the years, the analog content in the TNA has gradually given way to

microprocessors. With the advent of parallelable and fast microprocessors, it is

now possible to replace analog electronic simulator of turbo-generator units by

multiprocessor equivalents [34, 68].

At this point in time, the challenge is one of finding a method of

integrating the multiprocessor based turbo-generators into a power system. One

approach is to follow the hybrid-route. This consists of converting the digital

outputs of the turbo-generator modules by a DIA and after suitable amplification,
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the analog voltages are used to drive the pi-sections of L-C passive components

which simulate the transmission Iines [34, 68].

The altemate route, taken by the Manitoba HVdc Research Centre, is to

digitize the entire TNA by loading the EMTP programs into their multiprocessor

system [25]. The integration of the digital turbo-generator modules depends on

the delay-Iine method of modelling the transmission Iincs [39]. The Manitoba

HVdc Research Centre [25-33] has been the first to work on digitizing the TNA.

After developing the hardware multiprocessors, they are presently working on

incorporating user friendliness in the software by making programming by

graphies possible [32] .

ln the Iight of the work which has been accomplished, one objective of the

thesis work is to investigate alternative approaches, one of which is the Capacitor

Break-Point Partitioning method (Chapter 6).

1.4 OUTLINE OF THESIS

Chapters 1 and 8 are the Introduction and the Conclusions of the thesis.

The remainder of the thesis is divided into two pans:

Mark 1 - Multiprocessor Controller - Chapters 2, 3, 4.

Mark II - Extensible Modular Multiprocessor System - Chaplers S, 6, 7.
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Chapters 2 and 5 describe the architectures, the implementations and the

functions of the two systems and how they relate to the intended applications:

Mark 1 - a single board consisting of three processors intended as a

controller of power electronic converter.

Mark II - an extensible system based on connecting modular boards. One

intended application is as a T.lsient Network Analyzer.

The chapters following Chapter 2 and 5 describe the tests and applications

of the systems. The PWM converter in the applications of Mark 1 has been

researched as a potential, next-generation converter station for a High Voltage

direct current transmission (HVdc) system using forced-commutation technology

[41, 42]. This research has been carried out in the Power Electronics Laboratory

at McGill University for many years. One recent finding [69] is that when

operated as a dc voltage regulator, the converter has limited stability unless the de

link capacitor is very large. The Mark 1 is intended to implement the

sophisticated methods of modern control theory to extend the stability region and

to reduce the capacitor size.

Chapter 3 introduces the power electronie converter and the pulse width

modulation controls. The chapter also describes the implementation of

proportional and integral (P-I) feedbacks. The intent is to use the relatively

simple feedback control as the bases for learning parallel computing and testing

the operational integrity of Mark I.
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ln Chapter 4, a digital control based on pole-placement with astate

observer is designed to improve the stability of the PWM converter and reduce

the dc link capacilor size. In the implementation, Mark 1 l'las progmmmed to

match the control tasks with the real-time computational power of the three

processors. Il is found that the Assembly language programming yields sufficienl

computational speed. However, C language programming is likely 10 require

more parallel processors. This conclusion leads to the design and the building of

the Mark II of Chapter S, which enables more computational power to be aùded

by connecting more processing modules to the extensible architecture.

The application of Mark II is in the simulation of a small electric power

network. Because the circuit components traditionally used in modelling the

electric power network are entirely Rand L elements, fundamental theoretical

difficulties exist in partitioning the coupied system equations so that the different

partitions can be assigned to the processors to be numerically integrated in

paralle!. It is recognized in this thesis that stray capacitors and power factor

correction capacitors abound in the network and although they are presently

neglected in the approximations, they are break-points for partitioning for parallel

computation. Chapter 6 describes the method of Capacitor Break-point

Partitioning.

Chapter 7 applies the methodology of Chapter 6 to show how the Mark Il

can be used as a digital Transient Network Analyzer. This chapter includes the
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extensive tests performed on the digital TNA.

1.5 TECHNICAL MANUALS

Because of the bulk of the thesis, the detailed circuit diagrams and

programs are documented in IWo separate laboratory manuals [70, 11] rather than

in the appendices.
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MULTIPROCESSOR CONTROLLER

2.1 INTRODUcnON

This chapter describes the design and the implementation of a

Multiprocessor Controller for 3-phase bridge converters under pulse width

modulation (PWM) mode of operation. This controller will be needed in the

research programs at McGill University to evaluate modern [72]. robust [73] and

adaptive control [74, 75] theories for power converter applications. The

immediate use was in stabilizing a PWM-HVdc station which will be described in

Chapters 3 and 4.

The controlIer, which is the first iteration of the multiprocessor systems,

consists of three digital signal processors (DSPs). The selection of DSPs is based

ZI
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on the fact that they have been designed to support real-time digital signal

processing and computation-intensive applications in areas such as

telecommunications and digital controls.

In this chapter, Section 2.2 briefly introduces the characteristics of the

processor used in the Multiprocessor Controller. Section 2.3 describes the

hardware of the controller which includes the architecture of processor units,

human interface and external equipment interface. In Section 2.4 the system

software, such as the system initialization and communication is described. A

conclusion is given in SectIon 2.5. The detailed circuit diagrams and the software

codes of the Multiprocessor Controller are documented in the technical manual

[70).

2.2 BRIEF CHARACTERISTICS OF PROCESSOR

The prototype of the controller was built by using the TMS320C25 [52)

which is the second generation of the TMS320 digital signal processor family.

The TMS320C25 operates with a clock frequency up to 40 MHz and an instruction

execution time of 100 ns for most of its instructions. In addition to the arithmetic

and Jogic operations, the memory organization and the interrupt support of

ordinary microprocessors, this 16-bit chip has sorne attractive features for

multiprocessing such as the bus request signal for the data space of global

memory and the clock synchronization control for two or more processors. The
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on-chip timer and seriaI communication ports make the processor flexible to use.

This processor was one of the most advanced and economical type available in

1989, when the Multiprocessor Controller was planned.

2.3 HARDWARE DESCRIPTION

2.3.1 Overview of Multiprocessor Controller

Fig. 2-1 shows the functional block diagram of the Multiprocessor

Controller. The controller receives the feedback signaIs of the dc link voltage and

current from the bridge converter. Another important input is the voltage

waveform of the ac source for synchronization. The controller exercises control

Global Bus

equlpment

" ~

0- S~rlal Port
[ Abu.r 1PUl

IIIt~rfac~

, .. _. _. -. _. _. -'-,
, From oc;

SynchrolÙVltiOIl, source ,
, , Circuit andji/Ilr, , r-- PU2
: Switch drivtr : ~- L.

! opto-couplers , PWMpulse Global
, , generators Memory, ,
, , L- I,

Sensors
,

'---, ,
A/D-DIA PU3 ~J,

, ,
~ .._._._._ ... -.~

ext~rnal .J

Figure 2·} Functional block diagram of multiprocessor controller.•
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over the converter by using the width of the logic pulses to the trigger circuits cf

the valves. As the four-timer [4] method is used to implement the sinusoidal

pulse width modulation (SPWM) strategy, the Multiprocessor Controller includes

three electronic timers in addition to the timer on the processor chip. Each limer

is set by the digital system and the time duration to the interrupt is determined by

the data inputted to the timer.

In the system, there are three independent Processing Units: PUJ, PUl,

and PU3. Each of the PUs incorporates a high speed digital signal processor

(DSP) and associated ci rcuitry. Data between processors are interchanged

through the global memory, the access to which is controlled by the system bus

arbiter circuit. When the Multiprocessor Controller is in operation, PUJ, PUl

and PU3 can compute autonomously in parallel for data processing.

PUJ provides the human interface to the system via a seriai port to a

personal computer (PC). It enables the downloading of programs, commands and

data to any specified processor; and similarly, data from any specified processor or

memory location can be acquired and displayed on the screen of the Pc. The

design is such that the user can change interactively the controller parameters in

the multiprocessor system during real-time operation.

PU3 controls the external interface circuits of the Multiprocessor

Controller, such as external timers, drivers and ac source synchronization circuit

for power converters. In addition, it samples and outputs the required data of the
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outside world through A/D-D/A converters. PU2 in the system just provides

additional computing power in parallei processing with the other two processors.

The prototype of the system operates at a dock frequency of 40 MHz.

2.3.2 Processiog Uoits

A typical block diagram of the PU's is shown in Fig. 2-2. Each PU

contains a digital signal processor (TMS320C25), EPROM (2K words), local

RAM (BK words), address decoders, a wait-state generator, and a group of

switches of the global memory.

t

CONTROL ~

SW1TCHES

EPROM

i

ADDRESS :.
SW1TCHES

TMS32OC25

t

DATA ..
SW1TCHES

r---.--.-.··.··,

1/0 PORTS~ EXTERNAL 1
1 DEVICES 1

t t ~~~;;:....JDB

~ CB

f f AB

l l
Walr Srale - DECODERS
Generaror

Global Bus

•

DB'''=~======~===========:;Jr''''''''''''1 ,•••••1·1.'1""' .. .
CB " 1 GW,D'L 1. ,

• , "":----t ARBITER '
1 MEMORY 1 -l 1

ABc::==============~: ! -4-\ __ .1,--_.__._..._--~

Figure 2·2 Typical block diagram of processing unit.
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Access to the local RAM requires no wait state, but one wait state is

needed for the EPROM and the global memory. Depending on the external

devices, one or more wait states are necessary for the 1/0 port operations. In the

16-bit address bus, the 13 least significant bits are used to select memory locations

of the RAMs and EPROMs on these component chips, while the 3 most

significant bits are used for chip select. 1/0 select is achieved similarly.

Depending on the chip or the port selected, the corresponding address decoder

will signal the wait-state generator to send the ready signal to the processor with

the required number of wait states. The processor gains access to the global

memory through the bus switches controlled by the bus arbiter circuit.

2.3.3 Bus Arbiter Circuit

Fig. 2-3 shows a simple arbiter circuit used in the prototype system. The

•

PUl
m.mo/')'
SllIct

---L-~

PUl 8",ba1 bus roqUUl

PU2
m.mo/')'
SllIct

PU2 8",bal bus ,.qu.SI

PU3
m.mo/')'
SIllet

PU3 8",ba1 bus ,.qu<Sl

Figure 2·3 Arbiter circuit of global memory.

pU} switch .1UJbll

PU3 switch .1UJbl.
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simple circuit has been chosen for its speed. The dock signaIs for the processors

are derived from the system dock, but a small flXed delay is introduced between

each pair sa that the access ta the global memory is granted on the first-come­

first-served basis without conflicts.

2.3.4 Power Converter Interface

The interface between the Multiprocessor Controller and the power

converter consists of power switch drivers, opto-couplers, a circuit for

synchronization with the 60 Hz ac source, analogue filters, A/D-D/A converters,

and the PWM pulse generators for the timing sequences of a pulse width

modulation (PWM) strategy [4). In the following, the interface circuits on the

side of the multiprocessor system are described.

2.3.4.1 A/D-D/A converters

The A/D-D/A converter interface has been implemented simply by using

the TLC32040 chip via the seriai port of the processor in PUJ, as shown in Fig. 2­

4. A control port has been added ta control a multiplexer sa that the A/D can be

used ta convert four different analog signaIs by time multiplexing.

2.3.4.2 Synchronization with ac source

The synchronization circuit is implemented as shown in Fig. 2-5. The

voltage of phase A from the 3-phase ac source is taken by a transformer and
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PU3 seriai TLC32040
port A/D - DIA Aout

local bus Ain,
channel

CONTROL
select

MULTIPLEXER
PORT

t t t t
analog signais

Figure 2-4 Circuit of A/D and DIA converters. Ain and AOIll are analog input

and output signais respectively.

~~ nLTER 1__O_V_[COMPAM~I__CJ_r~;

Figure 2·5 Ac source synchronization circuit.

applied to a filter which can adjust the phase of the sinusoidal waveform. A

voltage comparator is used to change the sinusoïdal waveform into a square

waveform. The monostable circuit changes the square waveform into a sequence

of pulses. The pulses are generated at the instants when the sinusoidal waveform

of the ac source crosses zero from the negative to the positive leveI. An interrupt

signal is generated whenever a new cycle of the ac voltage begins in order to
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enable the control program to synchronize with the ac source.

2.3.4.3 PWM pulse generator

The PWM pulse generator is specially designed for the control of the

PWM converter. Fig. 2-6 shows the schematic of one of the three PWM pulse

generators in the system. The 16·bit counter can be loaded with a number

corresponding to ~he pulse width by the processor in PU3. A control signal from

the control port of the processor starts the decrement of the content in the

counter with each pulse from the dock CLK. When the content of the counter

becomes zero, an active low is outputted from the counter to stop the operation

of the circuit. At the same time, it triggers the D flip-flop to change its state.

After this, another number is loaded in the counter and the whole process is

r"-
I r;CLK

COUNT

"- 16-BIT COUNTER

v OUTPUT Ul1

J.CLRstart

- D Q-
~ CONTROL PWM

./ PORT PULSES
Q

CAL BUS TPR
LO

Figure 2·6 Circuit of PWM pulse generator.•
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repeated to generate the PWM pulses. At the beginning of the operation, the D

flip·flop is inilialized by the control port so that il has correct initial state (0 or 1).

The PWM timing sequences are used to control the upper and lower valves

in one of the three "legs" of the PWM converter, as will be described in the next

chapter.

2.3.5 Human Interface

The human interface is provided through a personal computer via the

seriaI port of the processor in PUJo A hardware circuit is needed between the 8·

bit asynchronous seriai port of the PC and the on·chip 16·bit synchronous seriai

port of the processor. Although a commercially available UART could be used,

the arrangement shown in Fig. 2·7 is used instead in order to conserve the

external interrupt inputs since they are used extensively for interprocessor

OSC. FREQUENCY TIMING
PERSONAL 2.4.l76 MN:

f- DIVIDER
-"-, COUNTER PUl

COMPUTER QJ.() rD'E:

, ;. Cu( ["···_·"·1r.....·····.·l
1 RS232 1 TXD A3-D Do DI

FSX __
1 SERlAL t

1 SERIAL 7T1/RS232 CId
A4 D2 FSR l...:~:J...~~~_...J RTS LEVEL

DRCONVERTER ~ EPROM D3

DX

Figure 2·7 SeriaI port interface between PC and Processor 1.
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communicalions.

To transmit data from the processor in PU] to the PC. each word is

divided into !Wo bytes and each byte is formatted by adding the starl hit hefore

loading it to the seriaI port. The level converter changes the voltage level to suit

the requirement of the seriaI ports involved. The procedure to receive data from

the PC is implemented by using a timing counter and an EPROM as shown in

Fig. 2-7. The output of the timing counter, together with the data line txd. select

the memory location A4AjA1AJAO of the EPROM whose contents Dj Dl DI Do

control the data transfer to the seriaI port of the processor in PU]: D.l conveys the

transmitted data, Dl generates the frame synchronization, DJ and Do control the

counter. The principle of operation is ilIustrated by the example given in Table 2·

Table 2·1 Example for reception of byte 01010101

clock txd À,jAJA2A1Ao in EPROM DR FSR E II>

wait 1 11111 0010 0 0 1 0

start 0 11111 0101 0 1 0 1

] 0 01110 0001 0 0 0 1

2 1 11101 1001 1 0 0 1

3 0 01100 0001 0 0 0 1

4 1 11011 1001 1 0 0 1

5 0 01010 0001 0 0 0 1

6 1 11001 1001 1 0 0 1

7 0 01000 0001 0 0 0 1

• 8 1 10111 1001 1 0 0 1

9 0 00110 0010 0 0 1 0
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1 for the reception of the byte 01010101. Before reception of the start bit, the

counter is always set to 1111. Here the EPROM is working like a combination

logic circuit. Its address lines work as inputs and the data lines as outputs.

The communication between the PC and other processors is implemented

through the processor in PUI via the global memory.

2.3.6 Communication between Processors

The processing units communicate with each other by four basic methods:

data interchange through the global memory; testing and transferring of centrol

and status information by using the 1/0 channels; interlocking the start of parallel

computation within the control interval, and signalling by using external hardwired

interrupts.

2.3.6.1 Interrupter bus

There are three external interrupt pins on each processor. Two of them

are used to receive interrupt signaIs from the other two processors. The third one

is used for other purposes, such as the synchronization with the ac source

described in Chapter 3. Sorne 1/0 channels of each processor are used to send

interrupt request signaIs to other processors.

Interrupts are used extensively to coordinate the system operation. In

particular, they are used to control program execution and to interlock PUI, PU2
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and PU3 as weil as to initiate the interchange of data between the processors and

the global memory. In the control of the power converter, the interrupts have

been used to synchronize the controller operation with the 60 Hz waveform of the

ac source, to acquire data from the A/D converter, to initiate each control time

interval by using the on·chip limer, and to transmit the computed timing data to

the PWM pulse generators for the pulse width modulation. In the human

interface, the seriaI port interrupts are used to control the communication

between the processors and the PC through the seriaI port. Ali these signaIs form

an interrupt bus for the Multiprocessor Controller.

2.3.6.2 Interlock circuit

The interlock circuit makes the three processors work synchronously at the

task leveI. When the processors are working in parallel, they need to interchange

information so as to share the previous processing results. But the instant- of the

interchange cannot be determined weil beforehand because of the interrupt

service routines and the condition branches existing in programs. Depending on

the status ports or the registers in the global memory, many test loops are needed,

especially in the case that many processors are working together. Depending on

the interrupt control, the intcrrupt service program will become more complex

and time consuming in identifying the sources of the interrupts, especially if much

data need to be interchanged. In both cases, it will take the processors a long

time to communicate, thus lowering the processing speed. The interlock circuit
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has been designed to enhance the communication between processors. In each

stage of parallel execution, a "Ioad balancing" rule is used to segment the program

so that the processors can work in parallel as much as possible. The intermediate

results, which will be used by the other processors in the next stage, are put into

the global memory before the processor asks for the interlock of the next stage of

parallel computation. The results can be fetched by other processors after the

interlock operation. In this case, the procedure of the data interchanges become

simple and secure.

Fig. 2·8 shows the diagram of the interlock circuit. One bit from the

XF )..CLR
'] ,

Q- -- D -
PU] • CONTROL

PORT Q-·
B~

~
).,CLR

'] ,
CONTROL '-- -- D Q -

PU2 • )-PORT QIl· -;:
BIO

~
)..CLR'] ,

CONTROL -D Q1--

PU3 ·, PORT '-- ~ Qil
B-;;]

Figure 2·8 Interlock circuit of system.
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control port is used to signal a request for interlock. BIOs and XFs are

respectively the Branch Control Input and the External Flag Output pins which

are directiy controUed by the processors. Three flip-flops are used to register the

interlock signais. At the beginning, they are reset by the processors. The AND

gate determines if the condition for interlock has been satisfied. When the three

processors are aU asking for synchronization, the AND gate gives out an up-edge

pulse to trigger the three flip-flops to change state. The negative outputs of the

flip-flops are fedback to disable the AND gate in case that other ask signais will

enter before this interlock processing is completed. When the processors get the

interlock signais from the BIO pins, they reset the flip-flops by the signal from the

XF pins to prepare for the next interlock operation. The program for the

interlock circuit is described in the software description in the next section.

2.4 SOFIWARE DESCRIPTION

The system software has been written for the architecture of the

Muitiprocessor ControUer hardware (70) which has been designed. It consists of

monitors and service routines which will be described in the following sections.

2.4.1 Monitors and Service Routines

There are four levels of system software: (1) the Host monitor, (2) the

Manager monitor, (3) the Processor monitor, and (4) the Service Routines.
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Host monitor

This is at the highest level of the operating system hierarchy. It resides in

the personal computer (PC) and provides user interface, aIlowing the user to

download programs and data to the global memory, the local off-chip memories

or the on- chip memories of any specified processor. Similarly, it enables the u~"r

to gain access to data from any specified memory locations and have them

displayed on the screen of the PC. A command from the PC can start a processor

to execute a program in its program memory. In addition, it enables the user to

change the parameter of the controller while the system is in operation. The

Host monitor was written in a high level language (Quick Basic).

Fig. 2-9 shows the function block diagram of the Host monitor. When the

INlTIAUZA770N

EXJTFROM

THE HOST
MONtroR

L3D

~.

1 L2D 1

1 D2P 1

1 RUN2 1

DIP

Figure 2·9 Function blocks of Host monitor.•
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program is initiated, the communication control parameters are initialized and the

help menu is displayed on the PC screen. Operations can be selected and sent to

the processors. There are three groups of command shown in the four dOlled-line

blocks. The left thl ee blocks contain the basic functions of the monitor. They

are: LkP and LkD, to load a program or a data file to the k.th processor, k=l, 2,

3; DkP and DkD, to display the program code or data for the k.th processor; and

RUNk, to start the k.th processor to run the program. The special functions are

designed to display results of the executions in a specified memory, to change the

parameters of the control system in memory, and to control the ac source

synchronization (on or off). These functions are useful when the Multiprocessor

Control1er is in real-time control of the power converter. Final1y, the quit

function provides exit from the Host monitor.

Manager monitor

This part of the program resides in the EPROM of PUJ. Ils main function

is to coordinate the information transfer between the PC and the processing units.

Through the on-chip seriaI port of the processor in PUJ, it communicates with the

PC. In the communication waiting state, the Manager monitor is ready to receive

commands from the Host monitor or from the Processor monitor. After decoding

the command, which is always the first received byte, it caBs the Processor

monitor to implement the commando Fig. 2-10 shows the block diagram of the

Manager monitor, the Processor monitors and the service routines. The seriai
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port communication represents the information transfer between PU] and the PC.

The manager determines the destination of the in-coming command or data.

Processor monitor and Service Routines

Each processor has its own monitor and a set of Service Routines. The

Processor monitor decodes the commands from the Manager monitor and directs

program execution to the appropriate service routines to implement the

commands. The communication is via the global memory with the use of the

interrupt. The functions of the service routines include: downloading and

uploading of program and data, initialization of program execution, data

SERlALPORT
COMMUNICA770N

MANAGER
MONITOR

PROCESSORI PROCESSOR2 PROCESSOR3
MONITOR MONITOR MONITOR

1 PR~itMI 1 WAD 1 IPR~~IPROGRAM

1
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1 1
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1 1

WAD

1
DATA DATA DATA

DISPUY DlSPLAY DISPLAY
PROGRAM PROGRAM PROGRAM

DSPUY DSPLAY DSPUY
DATA DATA DATA

1 RUN 1
1 PR::::RAM 1 IPR~~M 1PROGRAM

Figure 2·10 Block diagram of monitors and service routine.
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acquisition from A/D converter, and other data transfer. They implement the

corresponding commands of the Host monitor.

2.4.2 System Initialization

A bootstrap program resides in the EPROM of each processing unit. At

power up or system reset. ail control and status registers and flags on the chips of

the processors are reset and the processors start to run program from address O.

Fig. 2-11 shows the block diagram of the initialization program. At the beginning.

the processors initialize the internaI registers such as those for interrupt control,

status. and seriaI port communication. They load interrupt vectors in the pre-

specified memory locations and clear the communication status registers. the

• ,
initialize load interrupt

status register vectors,
+initialize communicationinterrupt register status registers

+ •initialize enableseriaI port Interrupt

• •initialize
global memory wait command

1

Fig. 2·11 Block diagram of processors' initialization programs.
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contents of which are used to indicate the type of the data transfer. Thus the

seriaI port of the processor in PUJ is set to receive commands from the PC; and

PU2 and PU3 are set to receive commands from PUl through the global memory,

so that they can communicate indirectly with the Pc.

2.4.3 Interrupt Management

ln order to provide f1exibility, the interrupts are managed as follows. Each

hardware interrupt has an address stored in the EPROM together with branch

instruction to transfer program execution to a pre-specified location in the

program RAM. During system initialization, additional branch instructions are

loaded in the program RAM to point to the address of the desired interrupt

service routine. Thus whenever an interrupt occurs, the program execution always

jumps first to the address on the EPROM, then to the address in RAM, and

finally to the address of the interrupt service routine. During system operation for

various purposes, the branch instruction in RAM can be changed so that other

interrupt service routines can be executed.

2.4.4 Interlock Operation

The interlock operation enables the three processors to execute certain

parts of the program at the same starting time. When the interlock is necessary,

the processor sends an ask signal from its 1/0 port to the interlock circuit (Fig. 2­

8) by the 1/0 port output instruction (OUT). Then the processor tests its BIO
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pin by its BIO test and branch instruction (BIOZ). If no active signal is set on

the BIO pin, the processor will return to do the same test again. Otherwise, the

processor will branch out of the test loop and reset the interlocked signal by using

the XF control instructions (RXF and SXF). Then the processor can resume ils

computation.

2.5 CONCLUSION

The design and implementation of the hardware and software of the

MuItiprocessor Controller have been described in this chapter. The application to

control the PWM converter in Chapiers 3 and 4 has proved that the controller

has been built properly. Il is weil suiled for real-time digital signal processing,

particularly, where muItiprocessing can be utilized to overcome the constraints of

real-time control of dynamic wide·band system.
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THREE

PROPORTIONAL·INTEGRAL FEEDBACK
CONTROL OF PWM CONVERTER

3.1 INTRODUCTION

The research on pulse width modulated (PWM) converters has a long

history. This includes the use of microprocessors for their control [1, 5, 9, 10].

But because of their slow computational speed, the first generation of

microprocessor-based controllers had to rely on the interpolations of pre-

ca\culated data in look-up tables to cope with the broad-bandwidth requirements

[11]. The currently available multiprocessors have many-fold increase in

computational power. This advance makes it possible to calculate the control

variables of the PWM converter in real time. It also brings the sophisticated

digital control theories [77·79] one step nearer to real-time implementation.

42
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This chapter describes the application of the Multiprocessor ControIler of

Chapter 2 in the control of the PWM converter in real time. The existing

laboratory PWM converter is a voltage-source type [76, 80, 81]. The experiments,

which are described here, have been part of a research program to prove the

conceptual feasibility of using the voltage-source topology and the PWM

technique in converter station for High Voltage direct current (HVdc)

transmission [82]. It has been demonstrated [41, 42, 69] that the PWM-HVdc

requires two types of stations: (1) the de voltage regulator and (2) the power

dispatcher. The controls described in this chapter and the next are suitable for

both types of PWM-HVdc stations. The experimental tests have been conducted

for ils service as the dc voltage regulator. This is because it is the weaker of the

Iwo as it is prone to instability at heavy loads [43]. Using analog controller,

stabilization has been achieved by increasing the dc Iink capacitor. Besides the

high cost from the capacitor size, the response time is slow. The Multiprocessor

ControIler has been conceived with the objectives of using moresophisticated

control techniques to reduce the dc Iink capacitor size and to improve the

response time. The analog controIler essentiaIly implements a voltage angle lock

loop.

This chapter describes the implementation of a digital proportional-integral

(P-I) control [83] to the PWM converter using the multiprocessor system of

Chapter 2. The computational power available is excessive for the duties

required. However, the P-I control has been deliberately chosen because the
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simplicity facilitates the learning experience in multiprocessing, and in the testing

of the hardware and the software. The simplicity also helps in explaining in

Section 3.4, how the three processors are organized to perform concurrent

computations. An important objective is to gain experience in exchanging

information through the global memory so that the three processors can share the

computational burden evenly. After the learning experience of the simple P·I

control, the more complex pole·placement control has been attempted and this is

described in the next chapter.

In this chapter, Section 3.2 introduces the voltage source-type PWM

converter [80, 81] and the method of controlling the real power [41, 42], P, and

the reactive power, Q [67, 84]. Section 3.3 describes the control of the phase

angle, the frequency and the amplitude of the fundamental harmonie component

of the ac terminal voltage of the converter. Section 3.4 reports on the

implementation of the digital P-I control of the PWM converter in real time.

Section 3.5 presents experimental results and their analysis. And finally, Section

3.6 states the conclusions of the research work of this chapter.

3.2 PWM CONVERTER

3.2.1 Principles of P and Q Control

Prior to discussing the PWM·HVdc converter, a brief review is given here
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Figure 3·1 Single-Hne diagram of radial Hne between sending-eml and

receiving-end voltages.

of the principles of the control of the real power, P, and the reactivc power, Q. in

a 3-phase radial transmission Hne [67, 85]. This will lead quickly to the control

requirements of the HYdc converter station. Fig. 3-1 shows the single Hne

diagram in which Vs and v, are respectively the sending-end and the recciving-end

voltages of a transmission Hne whose resistance and inductive reactance are

represented by R, and X, respectively.

The instantaneous voltages are:

(3-)

(3-2)

•

For steady state operation. the angular frequencies are synchronized.

(3-3)

and 0 is the angle between the voltage phasors.
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In this study, the receiving-end is the location of the HVdc station. The

receiving-end real power, P, and the reactive power, Q, are given by the formulae:

where

P =(3R, V; -3R,V.V,cosô +3X, V. V,sin Ô)/Z2

Q =(3X,V; -3R,V. V,sinô -3X,V. V,cOSÔ)/Z2

Z2 =R,2 +X,2 .

(3-4)

(3-5)

•

As R, < < X" the first two terms on the right hand side of Eq. (3-4) are

negligible and P is directly proportional to sin 6. By using 6 as the control variable

in a negative feedback loop, it is possible to regulate P in spite of changes in Z, Vs

and V,. As V, is controUable by the converter, one can use it to control Q

through Eq. (3-5).

Eqs. (3-1) to (3-5) describe the operation under ideal sinusoidal voltage

conditions. When the receiving-end consists of the ac terminaIs of a PWM-HVdc

station, the voltage of the Eq. (3-2), and P and Q of Eqs. (3-4) and (3-5) are

mathematical expressions based on the fundamental compl'nent of the Fourier

series of the switched voltages of the PWM converter. The pattern of the

switched voltages are determined by the sinusoidal PWM (SPWM) strategy

described in Section 3.3.

3.2.2 Voltage Source PWM Converter

Fig. 3-2 shows the schematic of the voltage source-type PWM converter
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Figure 3-2 Voltage-source-type bridge converter.

whose ac terminais A, B, C and dc terminaIs D, E are connected to the 3-phase ac

system and the dc system respectively. The dc Iink capacitor Cdc is charged to a

voltage Vdc ' This is the capacitor whose increase in size can stabilize the

converter when used as a dc voltage regulator.

The sinusoidal PWM (SPWM) technique [86] consists of generaling a

modulating sinusoidal waveform vII/(t) and a carrier triangular waveform v,(t) as

•
shown in Fig. 3-3(a) and using the intersection points of the two waveforms as the

instants for sending the ON-OFF gating pulses to the upper and lower valves of

the branches of the 3-phase bridge. The valves are represented by the "V"s in the
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Figure 3·3 Sinusoidal PWM switching strategy. (a) Modulating signal vm(t),

carrier v,(t), (b) Logic signal to base drive of j1h phase.

square boxes. These pulsed signaIs Sj' O=a, b, c) as iIlustrated in Fig. 3-3(b), lire

channelled to the valves of the 3 phases as shown in Fig. 3-2. lt is assumed that

the dc Iink voltage Vdc across the capacitor is kept constant by the regulation

feedback loop of the converter configured as a dc voltage regulator. When the

valve pairs are switched according to the sinusoidal PWM strategy, the voltage

waveforms across the ac terminaIs of the converter are switched pulses of the dc

output voltage. Fourier analysis shows that the resulting waveform contains a

predominant fundamental component and high frequency harmonies at the carrier

and sideband frequencies. If the high frequency harmonics can be neglected, each
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of the valve pairs can be represented by an equivalent sinusoidal ac voltage source

v, equ'll to the fundamental component as it is in Eq. (3-2).

The root mean squared (nlls) value of the equivalent source voltage v, is

related to the dc output Vdc by [86]

whf're

(3-6)

(3-7)

•

Vm is the amplitude of the modulating sinusoidal waveform , and V, is the peak

value of the triangle carrier.

By varying the amplitude of the modulating sinusoidal waveform, the

amplitude of the fundamental Fourier series component of the periodic sequence

of the switched voltage at the ac terminal is also varied proportional1y. The phase

angle of the fundamental Fourier series component can be changed by varying the

phase angle of the modulating sinusoidal waveform vm(t) in Fig. 3-3. The

frequency of the equivalent voltage source v,(t) of Eq. (3-2) can be control1ed by

changing bath the frequencies of the modulating waveform vm(t) and the triangle

carrier waveform v,(t) of Fig. 3-3.

3.3 CONTROL STRATEGY FOR PWM CONVERTER

When the PWM converter takes the place of the 3-phase ac voltage source

v, in Fig. 3-1, the control of the real power, P, in Eq. (3-4) and the reactive power,
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Q, in Eq. (3-5) of the converter can be implemented by adjusting the modulating

signal vm(t) in Fig. 3-3. Vm influences Kmod in Eq. (3-7) and hence the voltage nns

value v,. Likewise, the phase angle and the frequency of vm(t) control the phase

angle (, and the frequency "'r of the equivalent voltage source vr in Eq. (3-2).

Fig. 3-4 shows the schematic of the voltage-source type bridge converter

ND

FlLTERS

PWM PULSE
GENERATORS

• • •BASE DRIVERS

SYNC

lNTERRUPT

- lout

~
~ ~
~ + ::::s

~ ~
Vdc 1;,)

~

~
~

1;,)
~

MULTIPROCESSOR CONTROLLER
'-'.'.'.'.'.'.'.'.,.,.,.,.,.,.,.,.,.,.,.,-,.,.,.,.,.,-, .-•..................- .

•
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Figure 3·4 Multiprocessor controlled PWM converter.
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controlled by the Multiprocessor Controller. The valves are activuted by the

multiprocessor system through its PWM pulse generators which produce the logic

signaIs Sj' j =a, h, c. The multiprocessor system samples the values of the voltage

Vde and the current Ide from the dc link, and receives a synchronization signal

from the ac side.

3.3.1 Voltage Source Regulator [41, 69]

The converter under study will act as a voltage regulator [42, 69] to

maintain the voltage Vde , across the capacitor Cde , close to the voltage reference

setting Vde rel' The voltage regulation is implemented by comparing Vde with the

reference voltage setting Vde rel to generate an error signal:

(3-8)

and using this error signal in a negative feedback control loop. In the feedhack

control, the real ac power P of Eq. (3-4) is converted to dc power to charge or

discharge the capacitor Cde to null the error.

3.3.2 Phase Angle Control [42, 69]

The voltage phase angle 0 in Eq. (3-2) is made proportional to the error

signal, that is:

•
li =K "p

where Kp is a constant.

(3-9)
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From Eq. (3-4), one sees that if any error exists, the real power P will try

to decrease it. As has already been mentioned R, is usually very small so that the

real power control is dominated by the last term of Eq. (3-4).

3.3.3 Frequency Control [42, 69]

This is introduced through the angular frequency lû, in Eq. (3-2) using the

equation:

lû =lû -,dlû" , (::1-10)

(3-11)

where KI is a constant, and lû, is the reference angular frequency setting which is

adjusted during the synchronizing procedure to be made equal to the angular

frequency of ac network voltage.

As the phase angle is the integration of the frequency:

i.e.

(3-12)

(3-13)

•

the proportional control for the angular frequency is equivalent to the integraJ

control for the phase angle. Thus through the frequency control, the Jock loop

control of the voltage phase angle is achieved.

The feedback gains Kp and KI are the P-I controller parameters which can

be adjusted to allow the transient response to be modified.
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3.3.4 Amplitude Control [42, 69]

As the control of reactive power Q is thought to be not as critical to the

major fonctions such as fast response in the dc voltage regulation, open loop

control of Q is considered adequate in the research scope of this thesis. Solving

Eqs. (3-4) and (3-5), one has the expression for the voltage rms value:

3R,Vs
2

2 3X,V; 2
( -Pl +( Q)

Z2 Z2
Vr = ....!..--=-----.-....::.._--

( 3Vs )
Z

(3-14)

•

which is required to deliver the specified Q for an assumed sending end voltage

VS' and for fixed transmission line parameters Z =R,+jX, . The real power P is

calculated from transducer measurements of Vde and Ide'

3.4 IMPLEMENTATION OF REAL·TIME CONTROL

3.4.1 Implementation of Sinusoidal PWM (SPWM) Strategy

The sinusoidal PWM (SPWM) strategy [86] is implemented by using the

four timer method described in Ref. [4]. The block "PWM Pulse Generators" in

Fig. 3-4 contain the 4-timers which interrupt at lime spans set by the digital

numben. loaded by the mulliprocessors. The timers interpret the computed

outputs of the multiprocessors as the widths of the pulses ilIustrated in Fig. 3-3(b).

One timer on chip is responsible for the half-period of the triangle carrier signal.
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The other three timers are responsible for implementing the widths of the pulses

of the three phases.

In the EPROM of one processor, a digital sinusoidal waveform template

x(n) =sin 2 7rn/N , (n =1,2, ···,N) (3-15)

•

is stored in N sequential addresses as a ring buffer to represent the sinusoidal

waveform of the modulating waveform vm(t) in Fig. 3-3(a). In the discretization,

N =1260. The number of carrier triangles v,(t) in one period of the sine waveform

is an integer K. Fig. 3-5 is an enlarged portion of Fig. 3-3 to illustrate the digital

implementation of the sinusoidal PWM strategy.

Il is assumed that the acidress counter of the EPROMs containing sine

Figure 3·5 Calculation of width of switching pu·
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waveform template in the controller is counted cyclically in synchronism with the

external ac voltage source which is sensed by the SYNC line in Fig. 3-4. The

control strategy depends on using the counts n at the extreme points of the carrier

triangles to sample the sinusoidal waveform template x(n), n =1. 2..... N. As

iIlustrated in Fig. 3-5, the counts n corresponds to the times t1 • t2 ...., and X(II) •

n=1,2. '" correspond to the sampled values XI and x2 • •••• If the frequency of the

ac network is Ir. the average sampling period is:

T _ 1

• 2K f,
(3-16)

From Fig. 3-5. the width of .:St as determined by "uniform sampling" is

based on samples at the apexes of the triangles. Suppose that the value of the

sine wave template is XI at tJ and X2 at t2 • Then the .:St is estimated by using the

following Iinear interpolation formula:

v
i1t=o.ST.(l :tx(n)....!!)

V,
(3-17)

The positive sign in Eq. (3-17) is used for the ascending side of the triangular

carrier and the negative sign for the descending side. The formula can be

simplified by making V, equal to 1. Then the formula becomes:

i1t=o.sT.(l :t.r(n)V.. ) (3-18)

•
After .:St is computed, it is converted into its corresponding timing integer.

The integer equivalent of T, is loaded into the on-chip timer to frame the step of
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each calculation and control action. The integer equivalent of .dt is loaded into

the PWM pulse generator to control the instants that the valves are ON or OFF,

referring to the PWM pulse generator circuit in Section 2.3.

3.4.2 Implementation of Phase Angle Control

Prior to synchronization, the voltage of the ac system of Fig. 3-4 is sensed

by the SYNC block. The instant of zero cross-over of this voltage is converted

into an address Ns and stored in a register. The controlled phase angle (;

computed with Eq. (3-9) is also converted inta an integer number N6 • The

required angular adjustment is then implemented by using the following relation

for the address index of the sine waveform template:

(3-19)

Thus, the template values x(n), x(n-N/3) and x(n-2N/3) for the a, band C phases

can be accessed respectively from the memory contents of the EPROMs. The

instantaneous voltages v, of the three phases with the requisite phase angle (; are

generated by the valves with pulse durations .dt controlled by Eq. (3-18).

3.4.3 Implementation of Frequency Control

The frequency control variable computed with Eqs. (3-10) and (3-11) are

used ta calculate the sampling time intervals of Eq. (3-16):

•
7rT=-

• K (,),
(3-20)
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An integer equivalent of this step length is loaded into the main timer (on-

chip timer) of the controUer. Whenever the main timer counts to zero, an

interrupt is generated to cause the Multiprocessor ControUer to iterate the cycle

of operation. At the beginning of each iteration, the number Ns in the register

which address x(n) of the sinusoidal template is increased by N/ (2/\.'). Thus the

frequency control is achieved by adjusting the control step size in Eq. (3-20).

3.4.4 Implementation of Amplitude Control

Amplitude control enters through the term V" which is computed with Eq.

(3-14). Then the magnitude of the modulating signal Vm is varied using the

formula:

,j2 V,
V =-­

.. 0.5 V
lie

(3-21 )

•

from Eqs. (3-6) and (3-7). Whenever new timing data for PWM pulse generators

are calculated, the current Vm is used in the Eq. (3-18) so that the amplitude

control is taken care of.

3.4.5 Processor Co-ordination

The co-ordination of the parallel proce~sing for the three processors (PUJ,

PU2 and PU3 as shown in Fig. 2-1 is through interrupts and their service routines.

The interrupts have becn used for the foUowing functions:

(1) The communication between the Multiprocessor Controller and the PC is
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• under the control of the interrupt Iogic of the seriaI port. After the

application programs have been prepared, they are loaded into the

memories of each of the three processors. They are initiated to run by

commands from the PC. The completion of the loading and the results

from the real-time execution can be displayed on the screen of the PC.

Sorne control parameters can be changed during the real-time execution of

the program. AIl these functions are implemented through the seriaI

communication port of the PC and PUJ.

(2) Ts of Eq. (3-20), the sampling period is controlled by the on-chip timer in

PU3. When this main timer of PU3 counts to zero, it interrupts the

processor to start a new control and computation cycle.

(3) When the processor in PU3 starts a new cycle, it also issues interrupt

signais to the other two processors through their external interrupt pins to

inform them that a new Iteration has begun. Then the three processors

begin to run their programs in paralleJ.

(4) The sampling operation of the multiprocessor system is controlled by the

seriai port interrupt logic. The analog signaIs from the PWM converter of

Fig. 3-4 are acquired through the A/D converter via the on-chip seriaI port

of the processor in PU3.

(5) The synchronization of the control program with the ac source is controlled

•
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by the external interrupt logic. When a new cycle of the ac source voltage

begins, a signal is generated to cause the Multiprocessor Controller to align

ils control step.

(6) The data interchange and the processor interlock execution are controlled

by the external interrupt logic. During the execution of the application

program, the data from different PUs are interchanged through the global

memory controlled by tbe external interrupt logic so that the three

processors can work in co-ordination.

•

3.4.6 Processor Duties

Fig. 3-6 shows the function block diagram of the control programs which

are executed by the 3 processors. The following duties have been assigned to the

3 processors in controlling the PWM-HVdc system to accomplish the goals of

Proportional and Integral feedback described in Section 3.3.

Processor 1, PUJ, interfaces with the PC and computes the voltage

amplitude Vr and the magnitude of the modulating signal, Vm , using Eq. (3-21),

which are needed to deliver the reactive power Qwbich has been specified.

Processor 2, PU2, is assigned the duty of feedback loop control.

Essentially, il uses Eqs. (3-9), (3-10) and (3-11) to compute the voltage angle 6

and the angular frequency (,Ir based on the value of the de Iink voltage Vdc ' which

is measured by the feedback transducer.
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Figure 3·6 Block diagram of control program.

•
Processor 3, PU3, manages the interface with the PWM converter. Il

controls the sampling of the dc Iink voltage Vde and the current Ide which are

measured by transducers located as shown in Fig. 3·4. In addition, it computes
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the pulse width data for the 4 timers of the PWM pulse generators by using the

outputs 6 and (J)r from PU2 and the output Vm from PUJ.

3.4.7 Data Flow in System

Fig. 3·7 depicts the data communication routes in the multiprocessor

1 b lgo a
~de rdePU2 memory

phase and ---- Vde rel multiplexer
frequency K p

control ~
program : f-- KI

1
ND

~

h.............. , .. ..........,..
l-- Vdereactive

samplingpower
Ideregulating ~ program

...

program phase Ô 1-- PU3
PUl frequency Cùr 1-- PWM timing

communi- • sequence
cation generatingprogram v

program

t
. .

~.
~ ~

PWM pulse

PC amplitude V m1--
generators

+ + ~reactive power Q

Figure 3·7 Data exchange through global memory.•
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system. The sampled values of Vd< and I d< are put in the global memory by PU3

50 that they are accessible to PUl and PU2. The computed voltage phase angle {,

and frequency (J, from PU2, and the voltage amplitude Vm from PUl are passed

through the global memory to PU3 for the computation of the pulse widths.

The settings of the control system such as Vde ref ' Q and the control gains

Kp and Kf are stored in the global memory. They can be changed through the PC

at any time when the PWM-HVùc system is in operation.

The computational tasks of the processors are arranged as a pipeline [55]

with two stages. The sampling of Ide and Vde , and the computation of {" (J, and.

Vm form one stage, while the computation of the pulse widths form the other.

The tasks of the stages are performed in paralle!. The pipelining principle has

been implemented as an exercise and there is no real need for it since there is

abundant computational power.

3.5 EXPERIMENTAL RESULTS

The laboratory model of the PWM-HVdc station of Fig. 3-4 consisted .Jf a

J KlIA size bipolar transistor bridge. Under test condition the parameter settings

\Vere: the dc link reference voltage Vde ref =110 V, Vae =3l.l V. The sinusoidal

PWM modulation index before synchronization was M=0.8 and the number of

carrier triangles per modulation signal period was K=2l. The circuit parameters
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were: X,=5 ohms. Cd<=2-1000 !J.F.

A special program, which "lockeù" the freqllency anù the voltage angle of

the converter 10 those of the ac system. was lIseù for synchroniz:llion. The ae

system was senseù through the SYNC line in Fig. 3-4. After synchrollization. the

SYNC line was ùisableù.

The exp~rimental tests have been conùllcteù to ùemonstrate thal differcilt

parts of the program have been implementeù correctly.

3.5.1 PWM Waveforms

Figs. 3-8 (a) anù (b) show the experimental waveforms of lhe gating signais

• Figure 3·j (a) Typical Sinusoiùal PWM gating signal anù

(b) corresponùing ae eurrent of one phase.

(a)

(Il)
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of the valves and the corresponding ac current of one phase under sinusoidal

PWM control. The nearly sinusoidal current waveform is evidence that the

sinusoidal PWM strategy using the four timer method has been successfully

implemented by the processor in PU3.

3.5.2 Voltage Regulation

Fig. 3-9 is a plot of the measurements of the dc Hnk voltage as the real

power varies. The lines are for the different settings of the dc voltage references

Vdc rel =100, lOS, 110, 115 and 120 V. The results prove that PU3 has successfully

measured Vdc and transferred the information to PU2 for the calculation of C&lr and

t
::;:- 120; : '", , ,
'-
III ,~ ~ ~ ~ -8~ '-' '-' ~ '-'

~

~ 110 ês L •
c.;

~ ~ 0 0l::l ~ ~

•
~ 100 0 0 0 0
~

90
0 55 110 165 2~'O

P, Real Power (W)

, .
275

• Figure 3-9 Oc voltage regulation curves: VdC vs P. For voltage reference

Vdc rel = 100 (*), 105 (D), 110 (t.), US (0), 120 (*) Volts.
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o. The lack of voltage droop in Fig. 3-H indicates that the integral feedhack gain

Kr acting thro~gh the frequency lù, has heen operative thrnugh Eqs. (3-10), (3-11)

and (3-20).

3.5.3 Transient Response

Figs. 3-10 and 3-11 are oscillograms of transients associated with .1 step

change in the de load current demand. The wuveforms are for: (a) the ac current.

(b) the step change of the de link current from 0.5 to 3 A, (c) the de link voltage.

In both cases the operating conditions have been identical: Kr=O.25 unit and Ihe

modulation index M=0.8 unit. The difference is that the proportional fccdhack

(a)

(h)

(c)

• Figure 3·10 Step response with Kr=0.25, Kp =0.I25. (a) ac current, (h) de

current and (c) de voltage.
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Figure 3·11 Step transient response with Kr=O.25, Kp =O.0625.

(a) ac current, (b) dc current and (c) dc voltage.

(a)

(b)

(c)

•

gain Kp=O.l25 in Fig. 3-9, and Kp =O.0625 in Fig. 3-10. As it is expected, the

decrease in Kp r.:duces the damping of the transients as a comparison between

Figs. 3-9 and 3-10 reveals. These results are evidence that Eqs. (3-9), (3-10), (3-

Il) and (3-19) have been implemented in real time by the processors in PU2 and

PUJ.

3.5.4 Reactive Power Control

Although the processor in PUl had no difficulty in computing Eq. (3-14)

within the allotted time, experimental results of constant Q delivery were poor. It
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is believed that this is due to the inability to model converter switching losses

accurately. For this reason, an empirically based algorithm was developed in

which the voltage amplitude V.. was cOITIputed based on measurements of Vd< , Id<

and the request for Q.

Fig. 3-12 shows the plots of the measurements of Q as the real power was

varied, for different constant settings of Q requests. These test results

demonstrate that while the volt' ':.~'~ angle is used to control the real power, the

voltage amplitude V.. can be used to control the reactive power Q. It also shows

that PUl is implementing the empirically based algorithm correctly in real time.

1::' 200 fJ
'" I!> (!) 0'

~
"- 150 - III... l!.I lB

~
~ 100

~ -.:;:
50 D 0 El

~
~ r. "0 no 165 220c9 55 275

-50 --l:.
~ ~

~

P, Real Power (W)

Figure 3·}2 Q vs P for different constant settings of Q requests.

(Q requests: -50 (6), 0 (0), 50 (0), 100 (.), 150 (ail), 200 (e) Vars)
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3.6 CONCLUSIONS

At the level of real-time multiprocessing research, the experimental results

have demonstrated that the proposed architecture and the method of organizing

the program for concurrent computation are effective.

At the level of power electronics research, the experimental results

demonstrate that the full potential of PWM control is realized when the 3

attributes of the sine wave - magnitude, frequency and phase angle are used

independently as control levers. In particular, the voltage angle and the voltage

magnitude may be used tG control the real power and the reactive power in the

power utility environment.
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CHAPTER

FOUR

POLE-PLACEMENT CONTROL OF
PWM CONVERTER

4.1 INTRODUCTION

In Chapter 3, the computational power of the Multiprocessor Controller far

exceeds the requirements of the simple proportional and integral feedbacks which

have becn implemented. The relative simplicity of the tasks has been deliberatcly

chosen so that the Multiprocessor Controller can be thoroughly tested. Furthermore,

il allows time to learn the characteristics of the hardware architecture of the

multiprocessor and how it should be programmed for concurrent operation. This

chapter is concerned wilh reaching the fu Il potential of the three processors on board

in the Multiprocessor Controller. This is by testing il against an application which

in real time utilizes a good fraction of the computation time of the three processors

operating in parallel.

69
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In Chapter 3, a scheme has been proposeè and implemented for the control

of the voltage-source type converter for application as a dc voltage regulator in a

PWM-HVdc transmission system [41,42,69]. lt involves 3 input reference settings:

the amplitude, the phase angle, and the frequency of the fundamental Fourier

component of the ac terminal voltage of the converter. When the converter operates

as a dc voltage-regulated rectifier, with the phase angle and frequency control (P-f

control), it rectifies the right amount of ac power to supply the demands of the dc

system and to keep the dc Iink capacitor charged to the reference voltage Vde "1'

However, the system is stable only if [43]

where,

~ K/de
l-de> --

~

Cde = dc Iink capacitance,

Kp = proportional feedback gain,

fde = output dc Iink current, and

(,), = angular synchronous frequency.

In order to keep Cde small so as to reduce cost, the proportional feedback gain

•

Kp must be small. Smnll Kp implies poor dc voltage regulation. By using both

proportional and integral feedback control, it is possible to lo\\'er Kp without serious

dc voltage droop. However, the transient response is 510\\'. The limitations of the

P-I control can be overcome by using modern control theory - the pole-placement

technique [72, 77·79] .

This chapter describes a study of digital control to improve the system
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dynamic response by the pole-placement technique through state feedback. The

pole-placement technique is now taught as part of the standard

undergraduate/graduate control curriculum and there are many excellent text books

on the subject [78, 79]. In addition, there are computer aided packages such as

MATLAB supporting the design work. In the research work of this chapter, the

control algorithm is implemented in real time by using the Mul~iprocessor Controller

described in Chapter 2. Results from experiMents with the laboratory model of the

PWM rectifier show that the dynamic responses have been significantly improved

even when the dc link capacitor is substantially reduced.

In this chapter, Section 4.2 presents the mathematical model of the PWM

converter based on smaH perturbation linearization. Section 4.3 describes the design

of the digital controHer based on the mode!. This includes the design of the state

feedback gain, the minimum-order observer and the control strategy for the non­

linear part of the mode!. Section 4.4 presents the implement8tion of the digital

control in real time by using the multiprocessor system. Section 4.5 shows the

experimental results of the implementation and Section 4.6 gives the conclusions of

the research work of this chapter.

4.2 PWM CONVERTER - MATHEMATICAL MODEL

The first step in designing by modern control theory is to start with the

mathematical model of the plant. The model of the PWM converter is weil known
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and has been verified experimentally as reliable [76] and is presented here without

proof. For completeness, this section briefly reviews the essential elements of the

mathematical development ta the discrete-time mode!.

4.2.1 Equivalent Circuit

The equivalent circuit of the voltage-source type PWM converter of Fig. 3-2

is represented by the ideal voltage and current sources within the rectangular box in

Fig. 4-1. When the high-frequency switching harmonies are neglected, each of the

valve pairs is represented by an equivalent sinusoidal ac voltage source V,a , V'b and

vit" on the ac terminal of the PWM converter. On the de side, the converter acts as

an ideal de current source Ide' Representing the distant power plant as a three-phase

ac voltage source vsa ' vsb and vse and the transmission Une as a resistance R and an

inductance L in series, the equivalent circuit of the radial Une connected ta the

PWM-HVdc converter is shawn in Fig. 4-1. On the de side, the ideal de current

source, Ide' feeds a load current 10111 and the charging current of the capacitor Cde •

4.2.2 Mathematical Model

By using Kirchhoff 's Voltage Law and Current u.w and by using the

conservation of power, a set of nonlinear equations are derived ta describe the

system of Fig. 4-1. In this study, the magnitude and frequency of the equivalent

source \l,a' \I,b and vit" are controlled ta be equal ta those of the ac source VSa ' vsb and

\Ise' Only the phase angle 6 is \(\ he adjusted ta keep the de voltage Vde fixed as a
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+

!
l JRL

r-------·------------------·----~1

ia ! ldc 10UI,.

PWM Converter

Figure 4-1 Equivalent circuit of PWM converter.

constant at the reference setting Vd<r<f' This is because the converter is operated as

a dc voltage l'egulator. Implicitly the converter varies 6 ta rectifier or invert power

sa that Id< keeps Cdc charged in the face of changes in the load current /",,,.

The voltages and the current of the sending and the receiving ends or the

phase-a are defined as the following:

(4·] )

(4-2)

(4-3)

From Kirclllroff's Voltage Law, the equation on the ac side for a-phase is:

•
L d. R'-1 + 1 =y -ydl •• sa,• (4-4)
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The equations for phase band.: are similar to (4-4).

The equation on the dc side is:

(4-5)

Neglecting the switching losses, the power balance equation is:

(4-6)

Thus the Eqs. (4-4), (4-5) and (4-6) represent the dynamics of the equivalent

system in time domain. The nonlinearity appears in Eq. (4-6), which essentially is

the mathematical model of the converter.

In order to eliminate the trigonometric time varying function in the voltages

of Eqs. (4-1) to (4-3) and in the currents, the power invariant transformations [871

from the a-b-c to the o-d-q are applied to the three phase equivalent circuit. Two

stages of power invariant transformations have been used: firstly the Park's

Transformation from a-b-c to O-Q-P frames and then from O· Q-p to the o-d-q frames.

Il is assumed that the zero-sequence is not present. The system dynamics in the d-q

coordinate frame become:

•

(4-7)

(4-8)

(4-9)
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where the Kmod is from Eq. (3-7).

The design cf the control system is based on the equations of the plant in the

d·q coordinates. As will be apparent later, some modifications have to be added to

Eqs. (4-7) to (4-9). This is because the O-Q-P to o-d-q transformation which removes

the trigonometric lime varying functions existing in the voltages and currents of Eqs.

(4-1) to (4-3) assllme that the frequency (,)s is a constant. In actual fact, the frequency

(,)r in the converter ac voltages v,., vrb and vtt" can be varied by the PWM control. In

Eqs. (4-7) ta (4-9), the PWM control is restricted ta the voltage angle o. The

modification ta take into account of the control1ability of the frequency (,)r is deferred

ta Sections 4.3.3 and 4.4.2 where it is introduced as a digital integrator in the black

diagram of Fig. 4-4.

4.2.3 Smal1 Perturbation Linearizatlon

(4-10)

(4-11)y=Cx

Eqs. (4-7) ta (4-9) are nonlinear ordinary first arder differential equations.

As the pole-placement method can only be applied ta linea!" systems, the

development for the linear model, by smal1 perturbation around an operating point

for the converter, is necessary. Linearizing Eqs. (4-7), (4-8) and (4-9) about an

equilibrium operating point (00 , Vd<o' Ido ' Iqo , 10Ulo), the state space representation

of the linearized system can be expressed as:

i=Ax+Bu+Ed

•
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• where

A =

r R
L

- (J

-13 KIfIDd sin(ô,,)

Cœ

R--
L

-13 KIfIDd cos(ô,,)
Cœ

13 KIfIDd sin(ô,,)
L

13 KIfIDd cos(ô,,)

L

o

B =

13 K.Dd Yœ• cos(ô.)

L

- 13 KIfIDd Y«0 sin(ô.)

L

13 KIfIDd [ sin(ô.) 1q• - cos(ô.) 1do ]

Cœ

•

E =[ 0 0 --!-rCœ

C =[0 0 1 ]

x = [ J11d J11q J1 Yœ f

d =J11.111 •

Ido and Iqo are the operating point currents of the converter in the d-q coordinate

system; J1Id and J1Iq are their small perturbations. Vdc• is the operating point voltage

of the dc link and J1Vdc is its perturbation. li. is the phase angle between the source

voltage Vs and the equivalent source vr at the specified operating point and .d li is the

controlled component of the phase angle for the linearized system.

The input and output of the system are respectively:

u = J1ô



(4-}2)

(4-13)
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and y = AV"" .

The external Joad current variation d = AloUI is considered as a disturbance

variable.

4.2.4 Dlscrete Model of PWM Converter

For the application of digital control theOl'Y, the next step is to pass from the

continuous time formulation of Eqs. (4-10) and (4-11) to the discrete-time

formulation. It is assumed that the input signal AcS and disturbance AIoUl are held

constant during the sampling period Ts' The discrete-time model of Eq. (4-}0) and

(4-11) becomes [781:

x(k+ 1) =G x(k) + H u(k) + F d(k)

y(k) = C x(k), k =0, l, 2, ....

where
x(k) = [AIj.kT;J AIq(kT;J AV",,(kT;J y
G = exp(AT.)

H = loT. exp (A r) dr B

F = lOT. exp(A r) dr E

•

The input, output, and disturbance variable respectively are:

u(k) = A~(kT) .. A~(k)

y(k) = .:1V",,(kT;J • AV",,(k)
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Fig. 4-2 shows the block diagram of the discrete mode\.

y(k)

d(k)
.-.......-...................... ................................-...........-..................... '-.
0 0
; ;
! F PWM

;, converter i
; ;
0 0
; i
;

+.~
;

~ Z-l
;

H E C +.:
; T- ;
i 0, ,
i 0

0 0

0 ;
i G f- ;
i ;
i i

u(

! '''''''-'-'''''''''0 ..1

Figure 4·2 Discrete: model of PWM converter.

4.3 DESIGN OF DIGITAL CONTROLLER

4.3.1 Design Philosophy

As already mentioned, one sees from Eqs. (4-7) to (4-9) that the converter is

nonlinear. When the power converter is working under the normal operating

condition, the power variation is relatively small. Thus it can be considered as a

•
Iinear system around an operating point. The Iinear theory method can be used for

the small perturbation contro\. But if by sorne reason a large change occurs to the
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system, the control must include the nonlinearity of the system. In the research work

of this thesis, the nonlinearity of the PWM converter is dealt with in Section 4.4.1 by

considering 20 steady-state operating points and storing their G, H and C matrices

in the memories.

For each of the Iinear models of the converter stored in the memories, the

pole-placement method in modern control theory is chosen to stabilize the system

and to improve its transient response for the steady-state operating point. Apart

from the state feedback, an integrator is added to the controller in Section 4.3.3 in

order to eliminate the error of the steady states. As the state variables of the system

are not ail measurable, an state observer needs to be built for the state feedback

controller. Fig. 4·3 shows the block diagram of the Iinear control system under

design.

~ Integrator
ulk) u(k) y(k)

E Convenerand Gain KI +- -
uik)

Feedback Observer --Gain K2
-

t x(k) ~

r

• Figure 4·3 Control system of Iinearized converter.
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4.3.2 Controllability and Observability

Prior to the pole-placement design of the linear control1er. the control1ability

matrix and the observability matrix have been investigated under different operating

points by off-line programming. The results have proved that the model1ed plant is

both completely control1able and observable based on standard methods described

in [78].

4.3.3 Digital Integrator

When the entire control system is designed, an integrator must be added so

as inc1ude the capability of the PWM converter to control the frequency (ù, of its ac

output voltages. In Eq. (4-10), the control input is limited to u =.d 6. In the P·I

control of Chapter 3, the feedbacks channel1ed to the phase angle and the frequency

levers of control have the attributes of proportional and integral feedbacks. For this

reason, a digital integrator serves the same function as a frequency control1er. This

digital integrator ensures zero error in the dc voltage regulation feedhack loop. Fig.

4-4 shows a block diagram of the digital integrator [79J. hs input·output relation is:

v(k+1) = v(k) + (r(k+1) - y(k+1))

= v(k) + r(k+1) - C(Gx(k) + Bu(k»

4.3.4 Pole·Placement Design

(4-14)

•
As the converter is completely state controllable, ail the poles of the c10sed

loop system can be placed at any desired locations through the appropriate integrator



•
CHAPTER 4 POLE·PLACEMENT CONTROL OF PWM CONVERTER 81

gain KI and a feedback gain K2 which is introduced in Eq. (4-15). For the present

development, without loss of generality, it is assumed that d(k) =0 and an the states

x(k) are accessible for feedback. Since only .dVdc is in the output, x(k) is estimated

from the state estimate il' (k) using an observer described in Section 4.3.5. As shown

in Fig. 4-3 and Fig. 4-4, the feedback control input u(k) is given by

Substituting v(k+l) by Eq. (4-14) and x(k+l) by Eq. (4-12) for u(k+l):

u(k+l) = K]v(k) + K](r(k+l)-C(Gx(k)+Hu(k» - K2(Gx(k) +Hu(k»

= u(k) + K2x(k) + K]r(k+l) - (K2 +K]C)(Gx(k) +Hu(k»

Together with (4-12), the c10sed loop system is described by:

(4-15)

(4-16)

•

Since the reference voltage is constant, r(k) = r = constant. Assuming a

Figure 4-4 Block diagram of digital integrator.
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stable system, in the steady state Eq. (4-17) becomes:

Defining

x,(k) = x(k) -x(oo)

u,(k) = u(k) -u(oo)

Subtracting Eq. (4-19) from (4-17)

This equation can be re-written as:

(4-20)

(4-21)

where

Ç'(k+1) = G Ç'(k) + il w(k)

w(k) = - K Ç'(k)

Ç'(k) = [ ::::~ ]

G=[~:]
iI=[ooolY

K = -[K2-Kp-KpG l-K;l-K/CH]

(4-22)

(4-23)

•
It can be shown that the system described by (4-22) is also completely

controllable. Thus, the pole-placement method [79] can be applied to find the gains
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KI and K2• By specifying the desired pole locations or the dynamics for the c10sed

loop control system, the characteristic polynomial 91,(') is defined. Since the matrix

{} is known, Rean be ca!culated by using Ackcrmann's formula [78]:

But from (4-23):

• [G-l H ]
K = [K2 KI] CG CH + [0 0 0 -1]

Therefore,

[
G-l H ]-1

[ K2 KI ] =( K + [0 0 0 1 ]) CG CH

4.3.5 Design of the Minimum·Order Observer

(4-24)

(4-25)

(4-26)

The output equation Eq. (4-13) contains only AVdc(k). Since observability has

been proved, it is possible to estimate the state variables lilik) and lilq(k) which can

not be measured directly.

To reduce computing time, a minimum-order observer is designed to estimate

the unmeasurable state variables. Let the state vector be partitioned into the

unmeasurable part xI(k) and measurable part x2(k):

•
xlk)

x(k) = =

x2(k)
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Then, (4-12) and (4-13) can be re-written as:

y(k) = [ 0

(4-27)

(4-28)

where

From (4-27),

and

(4-29)

(4-30)

By the weil known procedures of the state reconstruction [78]. the minimum-

order observer can be determined by:

Substituting

where x](k) is the estimate of xik), and Kr is the observer feedback gain matrix.

•

i](k+l) = (GII-K.Gt])i](k) + G]t%t(k) + H]u(k)

+ K.[xt(k+l)-Gttxt<k)-Htu(k)]
(4-31 )
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(4-32)

and simplifying it,

fj(k+l) ~ (GlJ-K.Gl])fj(k) + [(GlJ-K.Gl])K.

+G]l-K.G22 ]y(k) + (H]-K.Hl)u(k)
(4-33)

where (4-34)

Eqs. (4-33) and (4-34) define the minimum-order observer. The observer feedback

gain K. can be calculated by Ackennann's formula [78,79]. Thus

(4-35)

where lfIo(') is the characteristic polynomial of the observer whose poles are

)

u(k) lul - K eH2

+
1 Z-I EY- G]2-KeG22 --0

+

+
y(k

i(k) +E ~Gll-Ke~1
+ K e

K
1

Figure 4·5 Block diagram of minimum-order observer.•
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arbitrarily chosen to give arise time which is 2 to 3 times faster than that of the

c10sed loop system. Fig. 4-5 shows the block diagram of the observer.

4.4 IMPLEMENTATION OF REAL·TIME DIGITAL CONTROL

The design of the digital controller described in Section 4.3 has been applied

to control the laboratory voltage-source type PWM converter shown in Fig. 3-2. As

in the P-I controller in Chapter 3, the valves are activated by the PWM pulse

generators of the multiprocessor system through the opto-couplers and base drives.

The 'four rimer' method [4] is used again to implement the multiprocessor based

sinusoidal pulse width modulation strategy.

4.4.1 Treatment of Nonlinearity

The nonlinear converter has been represented by Iinearized models at 20

operating points. The models have been pre-determined using the equations

developed in Chapter 3 and Eqs. (4-10) to (4-13) in this chapter. The matrices G,

H, C and their corresponding gains KI' K2, K, have been stored in the memories of

the multiprocessor system. When the converter is under the digital control, the

output power of the converter is eomputed by the product of the periodic samplings

of the de link current Ide and voltage Vdc ' From the real power of the converter, the

operating point is estimated. The corresponding G, H, C matrices and the key

parameters are read from the memories for the computation of the control input u(k)
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in real time. This approach is equivalent to the "Gain Schedule" method in the

adaptive control theory [78].

4.4.2 Implementation of Frequency Control

In the d-q frame formulation of the converter mode! in Section 4.2.3, only the

phase angle is considered as the control input, that is u=..16. The formulation omits

the capability of the PWM converter to control the frequency 61,. In fact, 61, has to

be adjusted to be equal to 61., the frequency of ac source voltages before

synchronization. Furthermore, both 61. and 6 drift with time and the feedback

controls of the PWM converter must ensure that it remains !ocked to the ac system.

In Section 3.4, it has been described that the frequency control is implemented

using the "Four Timer Method" by adjusting the sampling period T. of the main-timer

through the equation

IrT=-
• K 61,

where the converter frequency 61, is related to the system frequency 61. by

(4-36)

(4-37)

•

In applying the pole-placement method, the omission of the frequency control

has been remedied in Section 4.3.3 by adding the digital integrator of Fig. 4-4. At

this point, il is necessary to clarify the part played by the digital integrator so that the

main timer can be loaded with the sampling period T. which includes the ..1 61,
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adjustments in Eq. (4-37).

For linear feedback, one assumes that the perturbation frequency in Eq. (4-37)

has the relation:

where the constant K, is to be determined.

(4-38)

and

Returning ta Section 4.3.3, one has from Eq. (4-14)

v(k) =v(k-l) +r(k) -y(k)

ulk) =Klv(k)

(4-39)

(4-40)

Substituting Eq. (4-39) into (4-40), then

ulk) =KI[v(k-l) +r(k) -y(k))

As r(k) can be set to zero for the dc voltage regulator,

ulk) =ulk-l)-Kly(k)

(4-41)

(4-42)

The term -KI y(k) in Eq. (4-42) is the added phase angle generated by the

integration of the frequency in the sampling period Ts' Since "sample and hold" is

assumed,

•
-Kly(k) =.161,(k) T.

Substituting Eq. (4-38)

-KIy(k) =K,y(k) T•

(4-43)

(4-44)
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Thus the unknown constant Kf is determined from

KI
K=-­1 T.. (4-45)

•

where KI has previously been determined from Bq. (4-26) and Tso is the equilibrium

sampling period of Tswhen .d c.>,(k) =0 in Eq. (4-37). The main-timer is loaded with

Ts from Eq. (4-36), where c.>,(k)=c.>s+Kfy(k).

4.4.3 Pole Locations of the Control System

From theory, the poles of the c1osed-loop system can be located at any place

inside the unit circle (digital system) or on the left hand side (continuous system) of

the complex plane by the pole.placement technique. Then the dynamic response of

the system is defined by the pole locations. In practice, the pole locations cannot be

placed anywhere because of the saturation Iimits of the physical sub-systems.

For the design of the control of the PWM converter, the pole locations have

been chosen initially to be close to those of open loop system. Then the poles are

moved in a direction to make the system to become more stable and to have faster

damping.

4.4.4 A1gorlthm ln Each Control Step

During the real-time operation, the control signais must be computed within

the time interval Ts between the sampling instants. Based on the design described

above, the algorithm in each control step is as follows:
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At the beginning of each step, the dc voltage Vde and current Ide are sampled

and the output dc power is computed as their product. From the dc current and the

output dc power, the nearest operating point, (60 , Ido , Iqo, Vedo), and its

corresponding \inear model G, H, C and the precalculated gains KI' K2 and Kt are

accessed from the memory. From the dc voltage, .:lVde is calculated and the state

Ij(k) is estimated from (4-33). By using Ij(k) and (4-34), the converter state variables

.:lId and .:lIq are computed. After this, the controlinput 6(k) =60 +u(k) is determined

by Eq. (4-15), where 60 is the phase angle at the operating point. As shown in Fig.

4-3, u(k) has two components u2(k) and uI(k) which are the contributions of the state

feedback and integral controls respectively. By using the phase angle 60 and u2(k),

the timing data for the PWM pulse generators are calculated and loaded to the

timers to switch the valves of the converter at the beginning of the next control step.

The integral control component, uI(k), is implemented by the frequency control

channel using the main-timer as described in Section 4.4.2.

4.4.5 Parallel Processing

The control algorithm has been implemented by the Multiprocessor Controller

which has been described in Chapter 2. As already mentioned, in order to reduce

the computing time, ail the known matrices and parameters at every operating point

have been calculated and stored in the memory beforehand. The computing tasks

have been allocated to the 3 processors with the following guide\ines.

• 1. The three processors must perform concurrent computation as much as
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possible.

The access ta the global memory for data communication must be efficient sa

as ta decrease the waiting time for global memory.

3. The waiting time for synchronization should be minimized.

Fig. 4-6 shows the flow chart of program which has been written for parallel

processing by the multiprocessor system. Bach column represents the work each

processor does during the real-time computation. Bach row of the blocks represents

Figure 4·6 Flow chart of parallel processing program.•
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the work ail the processors perform in one intermediate interlocked stage. The data

interchanges occur before the interlocking instances.

The main computing tasks were distributed as fo11ows:

Processor 1: Estimation of the output error .1Vdc{k) of the control system; part

of the calculations of the state observer and state feedback; the calculation of the

timing data for the sinusoidal pulse width modulation (SPWM) strategy for phase a;

user interface through the personal computer.

Processor 2: Determination of the operating point (6., Vdc.' Id., lq., l.ul.)

and accessing its corresponding model G, H, C from the memory; part of the

calculations of the state observer and the state feedback; finding the phase angle

6{k)= 6.+U2{k); the calculation of the timing data for phase b.

Processor 3: Control of timing, status, and coordination of the multiprocessor

system; implementation of the frequency control through UJ{k); the calculation of the

timing data for phase c; interface services for the converter.

The control procedure in each step is implemented in 5 stages. Fig. 4·7 shows

the active computing times of the processors during each step computation. When

the signal is 'high', the processor is active. Table 4·} shows the durations of the time

for which the processors are active. Ali computing tasks have been completed in 260

j.lS of the 397 j.lS control period. The time taken by A/D sampling in PU3 and by the

communication of PUl with PC is not included.
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waiting
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waiting
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synchronization
signal
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computation time 260 p.s
control step 397 p.s
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Figure 4·7 Timing diagram of parallel processing by processors.

Table 4·. Length of active computing time for processors.

Processor stage
stage time

#1 #2 #3

0 0.0 IJ.S 0.0 IJ.S 4.0 ~'.S 4.0 IJ.S

1 14.0 IJ.S 8.0 IJ.S 3.5 IJ.S 14.0 IJ.S

2 142.0 IJ.S 166.0 IJ.S 32.0 ilS 166.0 IJ.S

3 5.0 IJ.S 58.0 IJ.S 1.5 IJ.S 58.0 IJ.S

4 8.5 IJ.S 7.0 IJ.S 7.0 IJ.S 8.5 IJ.S

5 0.5 IJ.S 1.0 IJ.S 2.0 IJ.S 2.0 IJ.S

• Total 170.0 IJ.S 240.0 IJ.S 50.0 IJ.S 260.0 IJ.S
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4.5 EXPERIMENTAL RESULTS

The experimental tests were designed with the research goals of proving the

feasibility of the PWM-HVdc transmission system. As already mentioned in the

Introduction in Chapter l, and again in Section 4.1, the dc Unie capacitor, Cdc ' had

to be very large in order to stabilize the dc voltage regulator converter station under

P·I control using analog control. Apart from the large cost, the large Cdc slowed the

response time. This was reconfirmed in the experimental results of the digital P·l

controUer in Chapter 3. The experimental tests have been repeated with pole­

placement control and they show that the PWM converter, configured as a dc voltage

regulator, remain stable even for small Cdc and the speed of response imprùves. The

success of the tests has proven: (1) the feasibility of PWM-HVdc transmission

because the stability can be secured at economic costs [881, (2) the implementability

of multiprocessor controlled pole-placement technique.

The laboratory PWM converter was identical to the one in Chapter 3.

4.5.1 Transients of Step Change of uad

The voltage-regulated rectifier system was tested with a dc Unk reference

voltage of 110 V and a 3-phase ac input of 31.1 V. The modulation index for the

sinusoidal PWM was set at 0.8 and held constant, and the number of carrier triangles

per modulating signal period was 21.
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(a)

(b)

(c)

•

Figure 4·8 Transient response to step change in dc current demand in pole­

placement controller. (a) ac line current, (b) dc link current, and (c)

dc link voltage. C=24000 /J.F.

Fig. 4-8 shows an oscillogram of the transient response for a step change in

the dc load current demand when the system has the poles placed at -162±j377, -32,

and -0.60. The traces are: (a) the response of the ac line current from 1.1 An"s to 5.0

AmIS in the steady state; (b) the step change in dc link current demand from 0.5 A to

3.0 A; and (c) the dc link voltage, 110 V.

For comparison, Fig. 4-9 shows the response of the system under the best

proportional-plus-integral feedback control described in Chapter 3. The dc link

capacitance used in both cases was 24000 /J.F. Clearly, pole-placement with state

feedback gives a faster and less oscillatory response in the ac Une current.
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(a)

(b)

1

(c)

•

Figure 4·9 Transient responses of digital P·I controller of Chapler 3. (a) ac line

current, (b) dc Iink current, and (c) dc Iink voltage. C=24000 Ji.F.

4.5.2 Transient under Reduced Capacilor Size

Fig. 4-10 shows the same response of the system with pole-placement control

when the dc Iink capacitance was substantially reduced to 200 Ji.F. The poles were

placed at -200±j470, -200, -0.65. The step change in dc load current demand is the

same as the previous cases. Because of the small capacitance, the dc Iink voltage

(Trace (c» exhibits a noticeable transient lasting for about 35 ms. However, it is

important to note that the system is stable, whereas the P-I controlled system would

be unstable with such a small capacitance at the dc Iink.
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(a)

(b)

(c)

•

Figure 4·10 Transient response of a step change in pole-placement controUer. (a)

ac line current, (b) dc link current, and (c) de link voltage. C=200 ILF.

4.6 CONCLUSIONS

The pole-placement control through state feedback has been shown to provide

better transient response and stability to the voltage-source type PWM converter

operating as a de voltage-regulator. In implementing the pole-placement control, the

real-time digital controller has been based on the multiprocessor system with the

three processors performing concurrent computation. The experimental results show

that the dc link capacitance of the PWM converter can be substantially reduced while

ensuring not only stability, but also fast transient response. The reduction from
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24000 /.IF to 200 /.IF, by a factor of 120, brings the per unit size of the capacitor

within the practical range. This finding makes the PWM·HVdc transmission system

a viable concept as ail the components sizes [88] are now comparable to the existing

HVdc transmission system based on thyristor technology.
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FIVE

EXTENSIBLE MODULAR
MULTIPROCESSOR SYSTEM

5.1 INTRODUCTION

For real-time digital control of dynamic systems, the computation of the

control algorithm must be completed within the control time increment. As the

time increment is inversely proportional to the system bandwidth, the demand on

the computing system can be very severe, especially for the dynamic systems of

wide bamlwidth. Thus, given a computing system, the design of the control

algorithm is limited by what can be implemented in the time increment. In the

pole-placement control of the PWM converter presented in Chapter 4, the time

increment used was 397 /.IS and it was necessary to use the "table-look-up" method

partly to implement the control algorithm. 1t is desirable to have flexible

99
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availability of computing power so that the design of control algorithm is not

unreasonably constrained. Further, such availability of computing power is also

needed in real·time digital simulation, especially of large systems slich as the

power systems. In order to provide this flexible computing power, the Extensible

Modular Multiprocessor System (the Mark II) is designed.

Comparei:l with the Multiprocessor Controller described in Chnpter 2, this

system has several improvements. The tirst and most important improvement is

that the system can be easily extended to a more powerful one. The

Computational Module and the 1/0 Module have been designed as building

blocks. When more computing power is needed in a problem, more building

blocks can be added. The second improvement is that a more advanced and

faster processor is chosen. In particular, the processor can perform floating pnint

operations and it has multiprocessing support. The third improvement is that the

human interface of the system is enhanced. Each processing module has its own

interface circuit to the bus of a personal computer (pC). One PC can connect

with several modules and more PCs can work together through the connection of

the multiprocessor system. The communications between the PC and the

processors are implemented by using parallel port operation and direct memory

access.

ln the next section, the essential characteristics of the processor in the

system will be described. Section S.3 presents the design of the hardware modules

of the Extensible Modular Multiprocessor System, which inc1udes the architecture
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of the processing unit (PU), the interface to the PC, and the interface ta extemal

equipment. In Section 5.4 the system software is described which includes the

system initialization and the communication. Section 5.5 gives test results for the

arbiter circuit and for the synchronization circuit. Section 5.6 concludes the

chapter. The detailed circuits and the software codes are documented in the

technical manual [71].

5.2 ESSENTIAL CHARACTERISTICS OF PROCESSOR

The processor chosen for the Extensible Modular Multiprocessor System is

the TMS320C30 [53]. which belongs to the third generation of the TMS320 digital

signal processor family. It is a high performance CMOS 32-bit floating point

device. which is speciaUy designed to support parallel processing and other real­

time embedded applications. It can operate at a speed up to 40 million floating­

point operations per second (MFLOPS) at 20 million instructions per second

(MIPS). Other special features include two external buses (the primary bus and

the expansion bus), the interlocked instructions for multiprocessing support, the

parallel instructions, the pipeline operation, and the DMA controUer freeing ils

CPU from data transfers. This chip was selected because it was readily available,

relatively powerful and economical when the system was planned.
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5.3 SYSTEM HARDWARE DESCRIPTION

5.3.1 Overview

The Extensible Modular Multiprocessor System is composed of IWO types

of system modules: the Computational Module and the 1/0 Module. The

Computational Module is designed mainly ta provide the computation power

while the 1/0 Module has the interface circuit with the external devices. They

are the basic " building blocks" of the system. For example, they can be

connected together in a neIWork to operate in real-time, as a transient neIWork

analyzer (TNA) by using as many modules as needed as described in Chaplers 7.

Each module has 1 or 2 basically aulonomous processing units (PUs), each

of which has its own processor, clock, EPROM, local RAM, control and

communication circuits, and the interface circuit with a personal computer (PC).

The PUs signal each other by interrupt, interlock and 1/0 operations. The data

interchanges are implemented through global memories [71).

Fig. 5-1 is a photograph of the prototype of the Extensible Modular

Multiprocessor System, which includes IWO Computational Modules and one 1/0

Module. The circuit is built on the speed-wire boards. The clock frequency is 32

MHz.

The processing unit (PU) is the main constituent part of the system
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Figure 5·1 Prototype of Extensible Modular Multiprocessor System.

modules. hs design is described next.

5.3.2 Processing Unit (PU)

The processing unit is basically autonomous, comprising one digital signal

processor with its own clock, EPROM, static RAM, and circuits of control and

communications as shown in Fig. 5-2. The EPROM (32K words), connected to

the primary bus, is needed to store the bootstrap program and system routines.

The RAM (16K words) on the primary bus provides additional memory, in which

the application program and data are usually stored. This RAM is also mapped

to the memory space of the PC so that the personal computer can have direct
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Figure 5·2 Block diagram of processing unit (PU).

access to it, as will be described in Section 5.3.3.

Connected to the processor's expansion bus are the global memory (GM)

and sorne 1/0 ports. The output of the control port 1 defines the system

configuration and the interrupt structure. The system configuration includes the

specification of: i) the global memory as the multi·module or the single·module

•
configuration, detailed in Section 5.3.2, ii) the PC·DSP data interchange registers

as one group of 32·bit 1/0 ports or IWO groups of 16·bit ports, detailed in Section

5.3.3, and iii) the interrupt structure of enabling/disabling interrupts from the
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requests for reading/writing the data interchange register, and from the PC.

Control port 0 can send out signaIs such as the interrupt requests, the interrupt

acknowledgements, and the DMA requests to the PC and other PUs. The status

display port is designed to monitor the status of the processor execution. Eight

LEDs are connected to the output of the port. The f1ashing pattern of the LEDs

can be programmed so that the different f1ashing patterns from the different parts

of a test program will help in debugging the system. The system status port is

used to get the system status from the PC and other PUs. The status signaIs

include the interrupt requests from the PC and other PUs, the status of the

requests for reading/writing the PC-PU data interchange register, and the status

of the system interlock.

Access to the primary-bus RAM requires no wait state, but one wait state

is needed for the access to the EPROM. One wait state is needed for the

processor to access the global memory on the same module while two wait states

are needed to access the global memory on another module. AlI the control and

status ports are designed with proper wail states. Depending on the chip or the

port selected, the corresponding decoder will signal the wait-state generator to

send the ready signal to the processor with the required number of wait states.

5.3.3 System Modules

There are two types of modules in the system. One is configured for

computations only, while the other includes input/output functions. The modules
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have been designed for easy compatible connection so that they can be used as

building blocks to form an operational multiprocessor system by inc1uding as many

modules as needed to within practicallimits.

5.3.3.1 Computational Module

Fig. 5-3 shows a block diagram of the Computational Module. It consists

of 2 basically autonomous processir.g units, a global memory and other circuits for

control and communication purpose. The data interchanges between PUs are

through the global memory.

Each Computational Module can work alone as a multiprocessor system or

as a building block of a larger multiprocessor system, depending the configuration

of the global memory. When it is configured as a one-module system, ail the 8K·

off-module
GM

off-module off-module
PU GM

~._._ .•. _._._ .'.'.'.'P'.'.'.'._. .•.• _P .'.'P'.'.'.'. . .. w .••• ·.···,

,
,

PU e=: GM e=: PU

L............ .'.'.'P'.'.'.'.'._. · •• W'··· _ ••. p P·P'· "P _ •.••••.•

Figure 5·3 Computational Module.•
PC bus off-module

PU
PC bus
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words global memory is on the same module. When the global memory is

configured for multi-module operation, the top 4K-word global memory is on the

same module, but the remaining 4K-word memory is the map of the top 4K-word

global memory of the neighbouring module to which it communicates.

Four ports have been designed for the global memory (GM), with 2 for the

PUs in the same module and the remaining 2 for the PUs off the module. Each

processor in the module has access to 2 global memories, with one in the same

module and the other off the module. With this arrangement, each PU can

transfer data directly to any of its 6 adjacent PUs through one GM, and the

system becomes an extendible network. Fig. 5-4 shows an example of an 18-PU

system with 9 Computational Modules.

In addition to the data interchanges through the GMs, control and status

signaIs are transferred through a communication network. The communication

network includes the connections of the requests and the acknowledgements cf

the interrupts between processors, the connections of the requests and the

acknowledgements of the interlock operation through the synchronization circuit,

and the connections of the control and status ports between PUs. When the

system is extended, the communication network needs to be extended 50 as to

meet the requirement of the communication between the multiple processors

detailed in Section 5.3.5.
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Figure 5·4 Example of extensible modular architecture.

5.3.3.2 1/0 Module

•
The architecture of the 1/0 Module is shown in Fig. 5·5. It consisls of one

PU, one GM. AID and DIA converlers, programmable timers and olher signal
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Figure 5·5 1/0 Module.

conditioning circuits.

The PU on the 1/0 Module has IWO channels for the access to IWO OMs,

one on the same module and the other on another module. Similarly, the OM

•
has two ports for connections to two PUs. Ail the circuits are essentially the same

as those on the Computational Module except the interface circuits for the

external equipment.
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There are Iwo 16-bit A/D converters with a conversion time of 5 lU

connected to the Iwo seriai receiving ports of the processor. Eight channels of

analogue signais can be converted through Iwo multiplexers. The processor on

the 1/0 Module can select the channels of the multiplexers and signal to start the

conversion. A stalus register indicates the active channel.

There are four 16-bit D/A converters with 3 lU conversion time in the 1/0

Module. The D/A converters receive data through data buffers on the expansion

bus of the processor, which work as if they are the output ports.

There are six 16-bit timers in the 1/0 Module, which can be programmed

to generate PWM timing sequences, for example. The signal conditioning circuits

inc1ude amplifiers for system inputs, the sampler-and-holders for analog signais

and buffers for control outputs.

5.3.4 Interface between PC and PUs

The PC is the host of the whole system, and the PUs appear as a block of

memory and a group of 1/0 ports of the PC. Up to 32 PUs or 16 modules can be

connected to the host. Fig. 5-6 shows the basic functional blocks of the interface

circuits. Most of the interface circuit are built in the module, and the remainder

is on a plug-in board for insertion in a 16-bit data slot of the PC (AT bus). The

plug-in board is connected ta the module through a 50-line ribbon cable, giving

access on the module to the AT bus .
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Figure 5·6 Interface circuit between PC and PU.

There is an ID register on each module. AIl the ID registers in the system

are connected in paral1el and use the same address of the 1/0 port of the PC.

The PC can read from or write to the ID registers. Every PU is assigned an ID

number in its control logic of the PC-PU communication. When the value in the

ID registers matches the ID control logic of a PU, the corresponding decoder will

be enabled and the PC can work with the memory and 1/0 ports. For example,
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if the number i is loaded in the ID register, the decoder for the communication

between the PC and PUi is enabled. Then the PC can activate the corresponding

buffers or 1/0 ports. A1though the PC can be connected to severaI PUs in

parallel, il can only work with one PU at a lime.

There are several function blocks between the buses of the PC and each

processor. In the data interchange block are two groups of 16-bit input/output

ports. For the PC, they are configured as two input ports and two output ports;

but for the processor, they can be configured as eilher 16-bit or 32-bit

input/output ports. The PC and the processor can read from or write to the

unidirectional ports for data interchanging at any lime. The communication can

be implemented under the interrupt control or the polIing mode, described in Ref.

[71].

There are three registers under the control of the PC. The environment

control register is used to define the environment of the PC-PU communication.

It includes the enabling or disabling of the interrupts coming from the PU, the

determinalion of the available channels of DMA, and the use of the PC-PU data

interchange registers by interrupt control or polIing mode. The control register

provides separate control signaIs such as the reset, the hold and release, the

interrupt to the processor, and the c1ear to the interrupt. The status register

receives status information from the PU, such as the read buffer full and the write

buffer empty of the PC-PU data interchange register, the hold acknowledgement

of the processor, and the processor interrupt status.
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The PC can access the PU by using two methods. The first one involves

the use of the transfer of address and data through the PC-PU data interchange

ports. The second method maps the off-chip RAM on the primary bus of the

processor onto the unused area of the PC memory space through a group of

buffers. Before the PC's access to the RAM, it sends out a signal to request the

processor to hold its operation. If its primary bus is permitted to be held at this

time, the processor stops its current operation and returns an acknowledgement to

the PC. At the same time, the processor sets ail the primary address and data

buses and the associated strobes in a high impedance state. When the PC

receives the acknowledgement, it can work directly with the primary-bus RAM as

its own memory.

On the plug-in board, the data, the address, and the control buses of the

PC together with the interrupt and the DMA signaIs are buffered for cable

connections to the modules. The 8 most significant bits of the 24-bit address of

the PC are used to specify the memory block for the local RAM of the processor.

Bits 0-15 specify the memory and 1/0 address in the block. Bits 4-9 specify the

external 1/0 block and bits 0-3 are used to address the 1/0 ports in the block.

The decoders signal the 16-bit control circuit to put the PC into 16·bit data

operation.

5.3.5 Communication Between Processors

Fig. 5·7 is the block diagram of the prototype system which has been built
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Figure 5·7 Connection of modules in prototype.

and it is made up of two Computational Modules and one 1/0 Module. Every

PU is connected with the other four through a global memory (GM). The

communication between PUs on the same board, PUO to PUI and PU2 to PU3 in

the Computational Modules, PU4 in the 1/0 Module has been hardwired to the

GM in the same board. Inter-board communications are through ribbon

connectors.

5.3.5.1 External interrupts

There is an interrupt bus in the system for communication between PUs.

Il contains the signaIs of interrupt requests and acknowledgements. Fig. 5·8(a)

shows the configuration of the interrupt bus. Five identical logic circuit are used
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to connect the interrupt bus to the five processors. Each processor has four

external interrupt inputs (Ext.lnt.O - Ext.lnt.3). Ext.lnt.3 is used for

communication between the PC and the processor. Ext.lnt.2 is used here for the

communication between neighbour processors. The remaining two external

interrupts will be used for communications between groups and for other external

requirements in the future.

Fig. 5-8(b) shows the logic circuit for pua. Four flip-flops are used to

register the interrupt requests. An OR gllte is used to connect the four interrupt

requests together to Ext.Int.2 of the processor. An interrupt signal will be

generated whenever one or more interrupt requests are received. Four bits of the

status port are used to identify the interrupt sources. The control port generates

signaIs to c\ear the interrupt requests held in the flip-flops, and to interrupt other

processors. The status and the control ports can also be used for }-bit

communication between processors if the interrupt is disabled.

5.3.5.2 Interlock operation

A circuit for the interlock operation has been described in Section 2.3.

However, in order to minimize the connections between the modules, the circuit

is re-designed for the system by using the built-in function of the processor.

Built-jn function of the processor: The TMS320C30 processor has two pins XFO

and XFl which are specially designed for the interlock operation between two
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processors. Several instructions are given by the manufacturer for operations on

the two pins. The operation used here is that when XFO is activated, it stays in

the idle state until XFl is activated from elsewhere. Then the processor disables

XFO to end the operation. In the case of two processor, the connection of the

XFOs to the XFls will achieve the interlock operation. For more processors, the

following circuit is developed for the synchronization.

Synchronizatjon circuit: Fig. 5-9 shows the synchronization circuit. The PUi req.

signais (the request signaIs) are connected to the XFOs of the five processors.

When sorne processors, but not ail of them, ask for interlock operation, the

corresponding PU req. signaIs become active. The ACKs of the circuit (the

acknowledgement signaIs), which are connected to XFls, remain inactive until ail

the PU reqs. become active. Then the circuit makes ail the ACKs active at the

sarne time to respond to the synchronization requests. When the processors

receive the acknowledgement signaIs from their XFls, they end the interlock

operation and then continue to execute the program. After this, the XFOs

become inactive automatically and ACKs retum to the inactive state.

If for sorne reason, as an example, a processor is interrupted and it is

running a service routine, the processor does not respond to the acknowledgernent

in time, its XFO will be kept active by the built-in control logic of the processor,

so that ils corresponding ACK will be kept active by the logic of the

synchronization circuit. When this situation happens, even if ail the other'

processors ask for interlock operation again, the circuit will not respond to them
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•
until ail the processors complete the previous interlock instruction and ask for il

again.
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5.3.5.3 Global Memory

Architecture The global memory is a primary communication medium in the

system. Fig. 5-10 shows the block diagram of the global memory. It is composed

of a black of static random-access-memory (RAM), four groups of buffers and an

arbiter circuit. Each group of the buffeTS contains a 32-bit bidirectional data

buffer, a 13·bit unidirectional address buffer, and the read/write control signal

buffers, ail of which are between the processor expansion buses and the global

memory bus. Although one global memory, as it is designed, can serve four

LBUSO

LBUS 1

LBUS2

LBUS 3

BUFFERO - - 1----.

RAM- r-
BUFFERl -

~ 1--

BUFFER2 fo- +f..- i-

ARBITER-- BUFFER3 f0- U li
GM PU

GBUS Âcb. Reqs.

• Figure 5-10 Organization of global memory. LBUS represents local bus and

OBUS represents global (memory) bus.
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processors only one processor can access the global memory at any time so that

the conflict of data flow from different processors has to be avoided. The arbiter

circuit controls the access to the global memory.

Arbjter l0i:ic circuit: Fig. 5-11(a) shows the functional block diagram of the

arbiter circuit. The four blocks in the diagram have similar circuits for the four

processors, and one of them is shown in Fig. 5-11(b). The operation of the

arbiter circuit can be divided into three stages. The first one is the signal

synchronizer. As the processors are working asynchronously with different docks,

their request signal "gmaski" cannot satisfy the timing requirement of the

combination logic of the arbiter circuit. The second stage is the priority logic.

When more than one processor request access to the global memory at the same

time, only one request signal can be acknowledged. The priority is designed so

that the processor in PUO has the highest priority and the processor in PU3 has

the lowest one. The third stage of the circuit is to keep the acknowledged signal

active for one cIock period so as to meet the need of the timing of the processor.

The OR gate outputs the global memory enable signal. Whenever a request

signal is acknowledged, the global memory is enabled.

When the circuit is in operation, the dock signal can be anyone from the

four processors in the system. The "gmaski" is the input to the arbiter circuit, and

the "baski" is the global memory request synchronized with thr. cIock signal. The

synchronized requests and the previous status of the arbiter go to the combination
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• Figure 5-11 Arbiter circuit of global memory. (a) block diagram of arbiter

circuit, (b) circuit in arbiter logic block (ALB).



•

•

CHAPTER 5 EXTENSIBLE MODULAR MULTIPROCESSOR SYSTEM 122

logic circuit to be arbitrated and the result is sent to the signal holder for the next

output.

The "eni" is the output which controls the buffers of processor i as weil as

to the OR gate. The ''waiti'' goes to the ready pin of processor i.

5.4 SYSTEM SOFIWARE DESCRIPTION

The software for the system includes programs for the processors and for

the PC, which are written in C and assembly languages. As the PUs in the system

are basically autonomous, the bootstrap and system software for each processor

are the same except for sorne service routines of input-output functions.

5.4.1 System Inltialization

For the processors, the bootstrap programs reside in their EPROMs, which

are written in assembly language. Fig. 5·12 shows the f10w chart of the

initialization program. At power up or system reset, the processor starts to

execute from address O. Sorne registers on the chip such as the status, interrupt

mask and peripheral control registers are initialized. The environment or system

configuration of the PU is defined through its control port 1. This includes the

following: the data interchange ports are configured as 32-bit input/output ports,

the global memory is configuréd for single module (for system initialization only),

and the interrupts from the PC and from the reading requests for data



•

•

CHAPTER 5 EXTENSIBLE MODUlAR MULTIPROCESSOR SYSTEM 123

( stanfrom
reset
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J. ~
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peripheral

~ J.
set PU enable DSP lnt.environment

J. ~
load lnt. ( wait )vectors

1

Figure 5·12 Flow chart of initialization program.

interchange port are enabled. Interrupt vectors are loaded in the primary-bus

RAM of the processor to point to the interrupt service routines. A

communication record register is cleared for PC-PU communication. The flash

pattern of the LEDs of the status display port is set up, the external and internai

interrupt flag registers are cleared, and the processor interrupt is enabled. Mter

ail the above operations, the processor goes into the waiting state.

5.4.2 Monitors and Service Routines

Il can be considered that there are three levels of system software: (1) the

Host Monitor, (2) the Processor Monitor, and (3) the Service Routines.
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(1) HQst MQnitQr This is at the highest level Qf the Qperating system

hierarchy. It resides in the PC and prQvides user interface, allQwing the user tQ

dQwnlQad prQgrams, cQmmands, and data tQ any specified processQr. Similarly, il

enables the user tQ get access tQ data frQm any specified prQcessQr Qr memQry

lQcatiQns and have them displayed Qn the screen. In additiQn, it enables the user

tQ change the parameter values Qf the simulated system while in real-time

QperatiQn.

Fig. 5·13 shQWS the functiQn blQck diagram Qf the HQst MQnitQr. The

cQmmunicatiQn between the PC and the prQcessQr is implemented through the

ID check

display
menu load

yes
load

•

no

. yes
Qlsplay display

yes
execut execute

Figure 5·13 Flow chart Qf HQst Monitor.
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data interchange ports. It is written in Quick C mixed with 286 assembly language

instructions. When the program is initiated, the PC checks the ID register. The

ID number can be changed at this time. Then the PC displays a menu on its

screen telling the user what kind of functions it has and how to do the operations.

Four basic functions are available: 1) load a program or data file to the processor

memory, 2) display codes in the processor memory, 3) start the processor to run a

program from a specified address, and 4) quit from the parallel port

communication program. When one function is completed, the PC can

automatically start the next one for ID check and function selection. If a wrong

operation is made, the PC can detect it, display the error on the screen and return

to the origin of the program.

(2) Processor Monitor This program resides in the EPROMs of the

processors. hs main function is to coordinate the information transferred between

the PU and the PC. In the waiting state, the monitor is ready to receive

commands from the Host Monitor. The Processor Monitor decodes the

commands from the Host Monitor and directs program execution to the

appropriate service routine(s) to implement the commands by using interrupts.

Fig. 5·14 shows the f10w chart of the Processor Monitor. The program is

triggered by External Interrupt 3 (INTI) of the processor. When the program is

started, the context-save is executed at the beginning. The interrupt status

register is read to find out the source of the interrupt. There are three kinds of

PC interrupts which can be served for PC-PU communication at this point: to
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wrlte
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Int.

e yes
A r----'---,.

context
restore

Figure 5·14 Flow chart of Processor Monitor.

read the data interchange ports, to write the data interchange ports and to

interrupt the processor directly. No matter which interrupt has been served, the

processor will go to the entry A after the interrupt service. Then the PC will

c1ear the externaI and internai interrupt flag registers, execute the context-restore,

and return to the program which executes the LED flashing.

(3) Service Routines The functions of the service routines include:

•
downloading and uploading of program and data, initialization of program

execution, data display and so on. These service routines cooperate with the

Processor Monitor to execute the command from the Host Monitor. In addition,
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the system has other service routines such as data acquisition from the A/D

converters, waveform generation from D/ A converters and other data transfer.

5.4.3 Interrupt Management

Interrupt vectors ln order to provide programming flexibility, each hardware

interrupt has an address stored in the interrupt vector area of the EPROM to

tran~fer program execution to a pre-specified location in the program RAM.

During system initialization, additional branch instructions are loaded in the

program RAM to point to the address of the desired interrupt service routine.

Thus, whenever an interrupt occurs, the program execution always jumps first to

the address on the EPROM, then to the address in RAM, and fina11y to the

address of the service routine. During real-time operation, the branch instructions

in RAM can be changed so that other interrupt service routines can be executed.

InterruPI operation The software of interrupt service is designed around the

system hardware. Fig. 5-15 shows the flow chart of the interrupt service routine

for External Interrupt 2 (INTI). When the interrupt is invoked, the service routine

is activated and ail the other interrupts are masked. At the beginning, the

context-save is necessary. The processor reads the interrupt status from the status

port, from which it can identify the interrupt source. If more than one interrupt

occur at the same time, the order at which the interrupts are serviced is based on

tests described in the flow-chart of Fig. 5-15. The service priority is assigned

through the software. When the processor finds its interrupt source, it turns to
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run the corresponding service routine. There are four different service routines

for the four PUs. After the service, the processor c1ears the external and internai

interrupt f1ag registers, executes the context-restore and returns to the main

program. When the processor returns from the interrupt service routine, ils

interrupt is enabled. The processor is ready to respond to other interrupl

requests.

context
-save

read/NT
status

PU3 >n::;o_--,PU2 >-__::PU] >-__::

PUO
service

PU]
service

PU2
service

PU3
service error

ckar /NTI-.....__L- --''-- ----' ---'

flags

context
-restore

• Figure 5-15 Flow chart of interrupt service routine.
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5.5 SOME TEST RESULTS

Many tests have been made on the hardware through test programs which

have been designed to verify its proper operation. These include: a11 the local

memory read/write, global memory read/write and arbiter logic, interrupt bus,

synchronization circuit, A/D and 0/A converters, special purpose timers, control

and status ports, cross board communication and PC-PU communication. The

tests have been conducted with the help of alogie analyzer (PM 3585). The

results of two tests are described in the fo11owing.

5.5.1 Test of Syncbronization

Fig. 5-16 shows a timing diagram from the logical analyzer display for

interlock operation of the processors from the application example in Chapter 7.

The label "sreqi" corresponds to the synchronization request of PUi, which is

connected to the XFO of the processor i. The label "sansi" corresponds to the

synchronization acknowledgement of PUi, which is connected to the XFl of the

processor i. If and only if a11 the processors send the requests for synchronization

from "sreqi", then the acknowledgements of "sansi" will be generated at the same

time. In the diagram, the low levels of the "sreqi" imply that the processors are

waiting for synchronization and the hig~ levels mean that the processors are busy

computing. The low level pulses of the "sansi" at /1 to /10 are the synchronization

moments of the processors. For example. the "sreq4" in the timing diagram shows
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Figure 5-16 Timing diagram of interlock operation recorded by a logic analyzer

(PM 3585).

that processor 4 has less computational work. Il always finishes its computation

before the others and waits for the synchronization acknowledgement from

"sans4".

5.5.2 Test of Arbiter

The test programs are designed such that each processor writes different

•
words to different memory locations in a pre-specified block for it, and then read

them back for comparison. Each processor is allowed access ta the global

memory for one read or one write at a time. If an error occurs, the
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corresponding processor will exit the test program and signal the failure by

f1ashing the LEDs. Because the four processors use the global memory

intensively, most global memory requests from a processor will have competition

from the others.

Fig. 5-17 is a timing diagram of the arbiter circuit for the global memory.

ln the timing diagram, the "gmaski" represents the global memory request, the

"enablei" represents the permission for the processor to access the global memory,

the "gmable" is the enable signal of the global memory, and the "gmwrite" and the

"gmread" are the write and read signaIs of the global memory, respectively. They

are ail active low.

Figure 5·17 Timing diagram of arbiter circuit.
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At time t1 (the beginning of the timing diagram), the access of the global

memory is granted to processor 4, because only "enable4" is enabled while "gmask"

is active. At this time, it can also be seen that it is a write operation, because

"gmwrite" is also active. At time t2' only "gmask2" is active, the access to the

global memory is granted to processor 2. It is a read operation. At time tJ,

"gmask3" and "gmask4" are both active, only processor 3 is granted access to the

global memory because it has the higher priority.

As shown in this example, the access time of the processors are separated

by the arbiter circuit, no comparison error is found.

5.6 CONCLUSION

Two types of hardware digital signal processing modules have been

designed, which can be connected together easily to form an Extensible Modular

Multiprocessor System of as many modules as needed to within practical Iimits.

Sorne basic software for the system has been written, which can help the user to

use the system in control and simulation purposes [71]. A prototype of 3 modules

consisting of 5 high-speed digital signal processors have been built. The test

results in Chapter 7 demonstrate that the system has been designed and built

properly. In genera], it can he used for real-time control and simulation in power

electronics and power systems.
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CHAPTER

SIX

CAPACITOR BREAK-POINT PARTITIONING

6.1 INTRODUCTION

The goal expressed previously is that the tests on the Extensible Modular

Multiprocessor System described in Chapter 5 should be combined with research

and development on sorne challenging problems. The challenges are found in

digitizing the Transient Network Analyzer (TNA). Presently, several electric

utilities, which in the past had depended on the analog Transient Network

Analyzers [23, 24] as their design and planning tools, have projects in increasing

the digital content of their installations by using the multiprocessors to replace the

op-amp based models of turbo-generators, govemors, excitation systems, etc. The

Manitoba HVdc Research Centre [25-33] is by far the most advanced, having

developed its own parallel hardware microprocessor architecture. On the

133
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software side, the ElectroMagnetic Transient Program (EMTP) [38, 39] is being

adopted as the basis of modelling the power system. Other research groups

depend on commercial hardware such as the transputers [89]. Certain research

groups [34, 90] prefer to use the digital models of the turbo-generators (after

DIA conversion and power amplification) to drive their existing installation of

transmission Iines which are hardware based ladder networks of capacitors and

inductors.

The need to convert the digital turbo-generator outputs by DIA converter

[34, 68] to drive the analog transmission Iines high-Iights the nature of an

important challenge-which is the knowledge of how to break up of the multi­

turbo-generator power system into parcels so that each parcel can be numerically

integrated by microprocessors concurrently.

The EMTP program of Professor Dommel also uses the transmission Iines

as the means of partitioning the power system [38, 39]. The transmission Iines

are modelled as ideal time delay elements and the time-delays enaLle the power

system equations to be broken up systematically. The method suffers from the

disadvantage that the transmission line lengths must be longer than twice the

length for the electromagnetic wave to travel in the time .:1t, the increment of the

numerical integration.

Recognizing that there is the need for alternative methodologies in

partitioning the power network, this chapter proposes a new approach based on
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using the capacitors which abound in the power network as the natural break­

points. After clarifying the mathematical preliminaries, the method is

implemented in Chapter 7 to simulate a small power system to validate the

method.

It is worth repeating that capacitors abound in the power systems but they

are almost invariably neglected in the mathematical models for good reasons.

Firstly, this is because they are usually fairly sma)) compared with the inductive

elements and their omissions have negligible effects on most phenomena of

interests to the power engineers. Secondly, it would be time consuming to include

them in numerical integration in the era of the single-processor.

The promise of the abundance of real-time computing power in the

multiprocessor era requires a reassessment of the mathematical models to

represent the power system. The additional time required to integrate the

equations of the capacitors may dwarf in significance when compared with

naturalness and convenience in programming the multiprocessors 50 that they

represent the turbo-generators on a one-to-one basis.

In this chapter, Section 6.2 describes the principle of the Capacitor Break­

Point Partitioning method for power systems. Section 6.3 develops the partitioned

modules which represent different components of the power systems. The module

of the turbo-generator is described in detail. In fact, the generator equations have

to be reformulated so that they are amenable to the Capacitor Break-Point
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Partitioning method and so that the numerical integrations are efficiently

computed. Passing references are given to the modules of the transmission lines,

the load bus, etc. Section 6.4 is a discussion of the capacitor size in simulations

and Section 6.5 conc1udes this chapter.

6.2 CAPACITOR BREAK·POINT PARTITIONING

6.2.1 Coupled Network Equations

The modelling of the utiiity networks by R, L elements pre-dates the

computer era and is necessary even in the main·frame computer era because the

system dimensionality must be kept as low as possible in order to minimize

computation time. The example of a small network shown in Fig. 6·1 is used here

to highlight the desirabiiity of Capacitor Break·Point Partitioning. The currents

are solved by the numerical integration of:

Figure 6-1 Small network.
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(6-1)

where i and Ir are the current and emf vectors (4x1), [L] and [R] are the (4x4)

inductance and the resistance matrices respectively.

The k!h row of Eq. (6-1) is of the form:

(6-2)

•

where Ok] and bkj are constant coefficients from [Ll'! and -[L]'![R].

Since the numerical integration of ik involves a knowledge of ail the states,

il ...i4 , and the inputs, el' e4 , this information must be communicated to the

integrator performing the numerical integration of ik • Suppose the numerical

integration is to be performed concurrently by 3 computational modules (of

Chapter 5) so that each module is responsible for a part of the network as shown

in Fig. 6-1, one sees that the information from module #3 must be reiayed by way

of module #2 to module #1 and vice-versa. For this reason, it is very desirable

to find a method of formulating the equations so that information transfers for the

concurrent computation are between the contiguous modules.

6.2.2 Natural Partitioning

The physical world is natura11y amenable to the partitioning suitable for the

extensible architecture. The generators, the transformers, the transmission !ines,
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etc. are "aware" of each other only through the information at their immediate

terminais. Thus the requisite information should be available from the contiguous

neighbours.

Ref. [91] has shown that associated with the inductive voltages, which are

represented by the inductances L and M, there are the accompanying electrostatic

voltages which would have been represented by "stray" capacitors. The "stray"

capacitors are very small and should rightfully be neglected unless one is

interested in the study of the steep switching surges which have caused dielectric

failures in transformer [92] and motor windings [93].

6.2.3 Capacitor Break·Point Partitioning

Taking the clue from nature, a capacitor CT is added across the load as

shown in Fig. 6·2. The capacitor CT may be the capacitance of the transmission

!ine and the load. It may also have already existed for power factor correction or

Figure 6·2 Capacitance added to the circuit of Fig. 6·1 for partitioning.
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for voltage support purposes [67]. In the latter situations, CT is by no means

small but it is normally omitted in the modelling for main-frame computation

because the interest is to keep the system order low.

With the addition of CT' it is possible to partition the computation burden

to 3 modules, each module (#1, #2 and #3 in Fig. 6-2) being required to

exchange input/output information with its contiguous neighbours as listed in

Table 6-1.

Table 6·1 Information Exchanges

State Variables Inputs Outputs

module #1 i1 , i2 vT i2

module #2 iT• vT i2• i3 vT

module #3 i3 • i~ VT i3

The equations which are numerically integrated are:

module #1

•
di2

L,-=VI-VT• dt

where VI' the voltage across MI is:

(6-3)

(6-4)
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(6-5)

module #2

(6-6)

(6-7)

module #3

where v4' the voltage across M4 is:

VT e4
- +-
L3 L4

v4 = -1---::-1~-1
- +- +-
M4 L3 L4

(6-8)

(6-9)

(6-10)

•

The simple example of Fig. 6-2 iIIustrates the general principle of using

capacitors in the network as break-points to achieve partitioning. Since each

module requires information from ils contiguous neighbours only, any number of

modules can be joined together to simulate the power system. The local self-
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sufficiency of information means that as the power system grows one needs only

to add on computational modules to simulate the growth.

6.3 POWER SYSTEM MODULES

There are many possible schemes to partition the electric power utility

systems. Based on the architecture and the characteristics of the multiprocessor

system described in Chapter 5, it is envisaged that each multiprocessor module

has the ports to be connected to four neighbours. One or more multiprocessor

module as a group will represent a s,ub-system of the utility network and the

Capacitor Break-Point Partitioning of Section 6.2 will be used to join the sub­

systems together.

6.3.1 Turbo-Generator Module

The turbo-generator module includes the multi-inertia torsional shaft

system, the governor regulator system, the voltage regulator-field excitation

system, the power system stabilizer (PSS), the output transformers and so on.

Their mathematical models [94) are presented in Chapte" 7.

The focus here is on the treatment of the electrical equations of the

generator because it is where the difficulty lies. This is because the large

integrated power system is based on connecting the terminaIs of the generators to

the transmission line network. The transmission line interconnection is the cause
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of coupled !inear equations. The objective is to show how the Capacitor Break­

Points method can be integrated with the generator equations for the desired

partition.

Fig. 6-3 shows the !hnits of responsibility of each turbo-generator module

with respect to its 4 possible contiguous neighbours. At time t• • il receives as

inputs the voltages v.j(t.), vbj(t.), Vcj(t.). j =1 4 from its neighbours and transmits

the currents outputs i.j(t.), ibj(t.). icj(t.). j = 1, 4 to the neighbours. As shown in

Fig. 6-3. the !ine impedances, Rj + j 6JLj • j = 1,..4, between the transformers and

"al "bl "CI

1 v.v
:!: vv t'b2

"br- ,."..,

is $ -t v

"C2 ,."..,

$ -f v

R 2 L2

• Figure 6-3 Turbo-generator module: electrical circuit connections.
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the capacitor nodes belong to the turbo-generator module.

The 3-phase voltages (vaj' vbj and v ej) are transformed to the o-d·q frame

voltages [22,87].

(6-11)

sin6cos"
1

.j2

y = ŒJ.... cos(6_ 211 ) sin(6_ 211 )
dJ ~"3.j2 3 3 Yb}

J.... cos(6- 411) sin(6- 4~)
.j2 3 3 v<J

where the torque angle 6(tk ) has been solved from the mechanical equations:

d6
- = 6.l
dt

(6-12)

tI ,.,
2H~=T -T

dt fi •
(6-13)

H is the rotor inertia constant, TG' is the mechanicaI torque acting on the rotor

and Te is the electromagnetic torque of the generator (see Eq.(6-25».

The d- and q-axis equivalent circuits of Fig. 6-4 (a) and (b) show the

locations of the input voltages Vdj' vqj (j=1, 2, 3, 4). lt should be emphasized that

the parameters Rj , Lj (j =1, 2, 3, 4) betwcen the transformer mutual inductance M

and the voltages vdj' l'qj are considered to be part of pammeters of the turbo­

generator module. The transformer resistance and leaka.ge inductances are

•
lumped together with T, Id and Iq of the generator armature drcuit.
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• Figure 6·4 Turbo-generator module: generator and transformer equivalent

circuit. (a) d-axis model, (b) q-axis mode!.
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6.3.2 Generalor Equations

For numerieal integration, one of the most efficient formulation is the flux-

linkage state space model of the generator taken from [94, 95]. A familiarity of

the generator equations is assumed and the objective here is to organize them for

efficient computation by the Capacitor Break-Point Partitioning method. Using

the symbols of Ref. [94], the subscripts (cl, q) refer to the armature, (D, Q) to the

amortisseur windings, F to the field windings, (AD, AQ) to the magnetization

inductances of the generator.

d·axis

In the d-axis, the state variables are the flux linkages. Âd , ÂI and ÂD• One

evaluates the magnetization flux linkage ÂAD , where

(6-14)

and the inductance LMD is obtained from the formula:

•

The numerical integration is performed on the 3 equations.

dÂd r
- = - (Â - Â ) - 61Â - vdt 1 AD d q dt

d

(6-15)

(6-16)

(6-17)
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(6-18)

In Eq. (6-16), (,1 is a solution from Eq. (6-13). The voltage Vdl is the voltage

across the transformer and is still an unknown until is solved in Eq. (6-29). ln Eq.

(6-17), el is the output of the field excitation system which will be described in

Section 7.2.4. The field excitation equations are described in Ref. [94] and since

they can be represented in block diagrams. they present no special problems as

Ref. [34] has shown.

q·axis

The q-axis state variables are lq and 112 , From the stale variables, one

evaluates the magnetization flux linkage lAQ' where

where the inductance LMQ is obtained from:

1 1 1 1
-=-+-+-
L MQ LAQ lq lQ

The numerical integration is performed on the 2-equations:

(6-19)

(6·20)

•

(6-21 )

(6-22)

In Eq. (6-21), the voltage Vqt is the voltage across the transformer and il is
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the ohjective to find ils solution which is given in Eq. (6-30).

Armature Currents

The armature currents are:

(6-23)

i =q (6-24)

Electromechanical Torque

The electromechanical torque is:

and is used in the numerical integration of Eq. (6-13).

Transformer Voltages vclt, Vqr

(6-25)

The transformer voltages Vdt and Vqt have to be known before Eq. (6-16)

and (6-21) can he integrated. Their c10sed form solutions can be obtained by

sorne manipulations of the equations. From Fig. 64(a)

• ln each of the output lines

(6-26)
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• didJ = "dt - "", - R)idJ

dt L)

(j=1, ..4)

Substituting Eq. (6-14) into Eq. (6-23) and on differentiation

did 1 d À.d LMD d À.d-=-----
dt Id dt Id dt

_ LMD dÀ.F _ LMD dÀ.D
IF dt ID dt

(6-27)

(6-28)

On substituting Eqs. (6-27) and (6-28) into Eq. (6-26) and thereafter

substituting Eqs. (6-16), (6-17) and (6-18) it can be shown that:

•

"Id = dl Cl/À.q + dzÀ.AD + dJÀ.d + d4 À.D

~ "dJ + Ri",
+ ds~

J-J L)

+ d6"F + d7 À.F

Defining

the coefficients in Eq. (6-29) are:

(6-29)
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• , ( LMD ) LMD'F LMD'D- --1 + +

d2 =
Id Id 1; l~

IdD

_1:.( LMD _1

dJ = Id Id

Id D

d4 = - LMD'D/l~
IdD

1d =-
5 D

d6 = LMD tiF

IdD

2

d7 = - LMD'Ft lF
IdD

Likewise, by manipulation of the q-axis equations it can be shown that:

(6-30)

•

Defining

the coefficients in Eq. (6-30) are:
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1
qs = Q

Generator Input/Outputs

At time t/co the state variables are ..td(tk), ..tq(tk), ..t,(tk), ..tD(tk)' ..tQ(tk), 4l(tk),

6(tk), and Îdj(tk), Îqj(tk), j = l, 2...4. The internaI input from the voltage regulator

exciter subsystem e!lk) in Eq. (6-17) is the solution of Eq. (7-9). Likewise from

the generator-turbine sub-system, the internaI input Tgl in Eq. (6-13) is the

solution of Eq. (7-11). The inputs from outside the turbo-generator module are

From the inputs, one can compute Vdj(tk), Vqj(tk) using Eq. (6-11), and vdl '

vql using Eqs. (6-29) and (6-30). By numerieal integration of Eqs. (6-12), (6-13),

(6-16), (6-17), (6-18) (6-21), (6-22), (6-27) and a corresponding set of equalions
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transformation of Eq. (6-11) for 6(tk+I), one obtains the output currents iaj(tk+l ),

ibj(tk+l)' icj(tk+l ), (j = 1, 2..4), which are transmitted to the contiguous neighbours.

Governor, Field Excitation and Power System Stabilizer

The turbo-generator module includes the governor system, the field

excitation system and the power system stabilizer. They are modelled in block­

diagrams in Figs. 7-3, 7-4 and 7-5 [94] and they are treated more fully in Chapter

7. Their inclusion means that the block diagrams have to be translated into

ordinary differential equations to be numerically integrated. This adds to the

volume of real-time computation. Otherwise, they do not present any difficulty.

6.4 INTEGRATION OF PARTITIONED MODULES

Because of research time constraint, the scope of module development in

this thesis is Iimited to the turbo-generator module. In order to complete the

modelling of the power system for the digital Transient Network Analyzer,

partitioned modules must be developed to represent: (1) the transmission Iines,

(2) the loads, (3) the static VAR compensators, (4) the converters of the high

voltage direct current transmission system, (5) the phase shifters, etc.

The integration of the modules will be based on prescribing the "protocols"

for the information exchanges between modules. The "protocols" wi!! follow the

steps outlined for the informatiGn exchanges betwe,· ~e turbo-generator and
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transmission line modules in Fig. 6-3 and described in Section 6.3.1. The turbo-

generator module receives as inputs the voltages val/J, vb/lJ. Vc/lJ. j=l, 4

from its neighbours and transmits the current outputs ia/lJ, ib/lJ. icl/J. j = l, 4

to the neighbours. The modules which connect directly to the turbo-generator

modules must have complementary inputs and outputs which have to he current

and voltage quantities respectively. Thus the transmission line modules receive at

one of its ports, the inputs which are currents ial/J, ibl/J. ic/lJ. and the outputs

of the voltages, val/J, Vbl/J, Vc/lJ.

6.5 CAPACITOR SIZE FOR PARTITIONING

The voltage across a small capacitor has a high frequency of oscillation, so

that the numerical integration step-size must he kept small to satisfy spectral

radius requirements. The "stray capacitances" in the power apparatus are very

small. Sorne values cited in the literature for the winding capacitance-phase to

ground are:

736 KV transformers:

rotating machinery [93]:

2156 pf

8060pf

The parameters for the 765 KV transmission lines are [96]:

RI = 0.019 Ohm/mi

XLI = 0.548 Ohm/mi

• Xc] = 0.128 megaohm-mi
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However, the load buses invariably contain substantial capacitors for the

purposes of improving voltage profiles, reducing line loading and losses by power­

factor improvement. In the power transmission system itself, capacitor banks are

installed for power factor correction, voltage control and stabilization, phase

balancing and the handling of harmonies [67]. While these capacitor instal1ations

are too smal1 to be included in the methodology of the single-processor, they are

large enough to ensure that the integration step-size does not have to be

minuscule for the multiprocessor modules.

6.6 CONCLUSION

In this chapter, the method of Capacitor Break·Point Partitioning of the

power system equations has been described. In Section 6.3.1, the generator

equations have been reformulated for the Capacitor Break-Point Partitioning and

for fast numerical integration by paral1el processing. In the next chapter, the

principle has been adopted in the real-time simulation of a small power system

made up of two turbo-generators and one load bus.
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CHAPTER

SEVEN

IMPLEMENTATION OF A PROTOTYPE
DIGITALTNA

7.1 INTRODUCTION

ln Chapter S, the design and the implementation of an Extensible Modular

Multiprocessor System have been described. In Chapter 6, the Capacitor Break-

Point Partitioning method has been proposed for breaking up the power system

equations for numerical integration by the multiprocessors. This chapter focuses

on the implementation of a prototype digital Transient Network Analyzer (TNA)

by the Extensible Modular Multiprocessor System to simulate a smaH power

system. Because of time and budgetary constraints, the Extensible Modular

Multi-processor System is limited to three boards: two Computational Modules

and ont: 1/0 Module.

154
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The simulated power system consists of two turbo-generators and an

infinite bus. Each Computational Module in the Extensible Modular Multi­

processor System simulates one turbo-generator module. This inc1udes the

generator-turbine system, the transformer, the local load, the transmission lines,

the governor system, the excitation system, and the power system stabilizer system

[94]. The 1/0 Module computes the system load, post-processes the state

variables of the turbo-generator and presents selected information for analog

display. The numerical integration is implemented by the modified Euler's

method [98] at a step-size of 100 /.IS in real time. Assembly language is used to

achieve the fast processing speed.

ln this chapter, Section 7.2 describes the simulated power system and the

equations modelling the subsystems. Section 7.3 concentrates on the implementa­

tion of the digital TNA. This inc1udes the integration of the turbo-generator

modules to form the interconnected power system, the task scheduling in the

multiprocessor computer and the parallel programming for the simulation.

Section 7.4 reports on the experimental proofs of the correct operation of the

TNA, which are carefully gathered from the tests on individual turbo-generator,

the tests on multi-machines and the tests for the ability to predict subsynchronous

resonance phenomena of the power system. Section 7.5 conc1udes the chapter.
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7.2 MATHEMATICAL MODEL OF SIMULATED
POWER SYSTEM

The small power system used for the feasibility study of the prototype TNA

is shown in Fig. 7-1. In the network, generator /:.1 is connected to an infinite bus

, ••••••••••.•••• _ •• , ••••••••••••••• - ••••••.• - •.••.•.•••••••.• - .'W'.'W'.' •.• w_.". w,. _ •• ',,

Rr

Infinite
Bus

Infinite
Bus

il
jXI

1.000
Bus

••••••• ·w •• •• - - .". - - - - - - ••• - - - • 1

,.... _ - ._ ,., - - - - - .. - .

l

~l Ml
RI6H>---r--r---'\

Turbo- RTl,
:Generator

RT2 R4:6H>---L-----L-..A

R
2

,~2 M2
•••••••••••••••••••••••••• __ - W'W .". w_ ••• __ •••• ". .,. _ ~ • _ •• __ • _ - •

Figure 7·1 Power system for test of digital TNA.•
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through the transformer, Ml' and a transmission line, modeUed as an impedance

RI+jXI . Generator '2 is connected similarly through M2 and R2+jX2 to the same

infinite bus. The load bus is connected between the transformer Ml bus and the

transformer M2 bus through transmission lines modeIIed as R3+jX3 and R4+jX4'

The capacitance in the reactance .jXc is the break-point which enables the

partitioning method of Chapter 6 to be implemented. Xc includes the

transmission line capacitance and the capacitance in the load. As power factor

correction is widely practised, the compensating capacitor, which is not negiigibly

smaII, is also a contribution to Xc' R,I+jX,1 and R'2+jX'2 are the models of the

local loads of the generator units.

7.2.1 Generator Equations

The generator equations have been presented in Section 6.3.2. and for

completeness are reproduced here with slight modifications. Thus vdt' Vqt and vF

in Eqs. (6·16), (6·17) and (6-21) are replaced by the symbois ed' eq and el in Eqs.

(7.1), (7-2) and (7-3) respectively. These changes have been made to take into

account of the specifie network of Fig. 7-1 so that the fonnulae of ed and eq are

taken from Eqs. (7-37) and (7-38). A1so e, is a solution to Eq. (7·21). The

generator equations are:

•
id =6Jo[ ed +6JÂq +ro( Â..,-Âd)/%,l

if =6Jo[ eq -6JÂd+ro( Â", -Â
f
)/%,]

ifd =6Jo[e,+r,( Â.., -Âfd)/%/dl

(7·1)

(7-2)

(7-3)
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(7-4)

(7-5)

where Âd , Âq , Âfd , Â/cd' Âkq are the fluxes of d-axis and q-axis in the stator, field

and rotor windings, ed' e q , ef are the voltage sources of d-axis, q-axis in the stator

and field windings, 'a , XI , Xad , x aq , 'f' Xfd' '/cd , x/cd' 'kq , Xkq are the circuit

parameters in stator, field and rotor winding, and

7.2.2 Torsional Shaft·lnertia System

The hydro turbine-generator shaft system of Fig. 7-2 is modelied by the

equations [97]:

•

rlJ, =_l_[T" -(D" '>D,) c.l, +D"c.l, +T,]
2H,

where the electrical torque Tc is

(7-6)

(7-7)

(7-8)

(7-9)
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Figure 7·2 Generator-turbine system.

(7-10)

the shaft mechanical torque 1gl is

(7-11)

•

The states 61g and 61" 6g and 61 are respectively the angular velocities and the

angles of the generator and the turbine, Hg, Hl' Dg, Dl' Dg, are the moment of

inertias and the damping factors of the generator and turbine. The subscripts g

and t denote generator and turbine quantities. Ker is the torsional stiffness

constant of the shaft. Tin is the turbine driving torque which is obtained from Eq.

(7-16).

7.2.3 Governor System

Fig. 7-3 shows the block diagram of the govemor system taken from Fig.
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pm 1 (i -1, 2)

Figure 7·3 Block diagram of governor system.

1
CAlI

l+F-r,ss p';'! ri"
8s l+-r,ss ~

+
:c Pa

D13 of Ref. [94]. From the individual blocks, the differential equations to be

integrated are:

(7·12)

(7-13)

(7-14)

(7-15)

(7-16)

•

7.2.4 Excitation System

Fig. 7-4 shows the block diagram of the excitation system taken from the

Fig. D4 of Rer. L94]. From the individual blocks, the differential equations to be

integrated are:
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• fllter regulator exciter

l efd
1'.s

Ke

K,S
1+1'{s

•

Figure 7·4 Block diagram of excitation system.

. e, KI K~. (7-17)e,=--+-e,---efd
TI TIT, TIT.

Ka e, Ka
(7-18)è = --e, -- +-(V if+V -e)

, r 'fr flst
:. CI CI

. e, K.
(7-19)efd=- --efd

T. T.

{j TI (1-20)el=--eld
;!Cod

where

~e = ed +eq (7-21)
1 {j

7.2.5 Power System Stabilizer

Fig. 7-5 shows th~ block diagram of the power system stabilizer taken from

Fig. 016 of Ref. [94]. From the individual blocks, the differential equations
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Pa

KJiv
1+r",s

Kqs

l+r;,s
S2 l+r.,s S3

l+r;'s
l+r••s

•

Figure 7·5 Black diagram of power system stabilizer.

which have ta be integrated are:

where

Pm is from Eq. (7-15), and

(7-22)

(7-23)

(7-24)

(7-25)

(7-26)
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~, is from Eq. (7-6).

7.2.6 Local Load, Transformer and Transmission Llnes

The local load, the transformer and the transmission lines are modelled

according ta Kirchhoffs voltage and current laws. For example, in module #1 for

the turbo-generator ~1 in Fig. 7·1, the differential equations of the local load, tbe

transformer and the transmission lines are:

•

(7-27)

(7·28)

(7·29)

(7·30)

(7-31)

(7·32)
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where vod. Voq are the voltages of infinite bus. and ved' veq are the voltages across

the load bus,

7~.7 System Load

The system load is also modelled according to Kirchhofrs voltage and

current laws as follows:

•
"Co)o Co)o', ,
'1d=-V-'---IId+Co) Co) 1X ... X 0 'If, ,

(7-33)

(7-34)

(7-35)

(7-36)

•

Il should be stressed that the Capacitor Break-Point Partitioning method

revolves around the capacitance in Xe and the voltages ved• veq in Eqs. 7-33 to 7-36.

Formulae of ed. e,

The voltages across the mutual reactance Xm of the module #1 for the

transformer inte':connection with the local load Rr1 +}Xr1 • the transmission Unes
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(7-37)

(7-38)

•

where

l/xkq
k - "":'"":""--:-:-""---:--:-­

iq l/x"'I +l/x, +l/xiq

The voltages ed' eq of Eqs. (7-37) and (7-38) are substituted in the

generalor equations (7-1) and (7-2).

The voltages ed • eq across the transformer M2 in module #2 have similar

formulae.
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The magnetic saturation in the generator and the transformer iron has not

been modelled in this study. The ferromagnetic nonlinearity can be represented

by a "look-up table" but it is felt that its detail modelling will extend the scope of

this research. For this reason, this work is deferred for future thesis research.

7.3 IMPLEMENTATION OF DIGITAL TNA

7.3.1 Capacitor Break-Point Partitioning

As the subsystems of the generator are or can be put in the block diagram

form, there is no difficulty in organizing them so that the differential equations

cao be assigned to several processors to be numerically integrated in parallel.

The major difficulty lies in the transmission line network tying together the stator

equations of many tllrbo-generators. Chapter 6 has resolved this difficulty by

using the capacitors, which are present in the power network but normally

neglected in the simplifying assumptions, as the breakpoints for the partitioning.

In the system of Fig. 7-1, the breakpoint is the capacitance in the system load.

From the breakpoint, the system is divided into three modules and in fact, the

generator equations (7-1) to (7-5) and (7-27) to (7-32), and the system load

equations from Eqs. (7-33) to (7-36) have incorporated the Capacitor Break-Point

Partitioning method.
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7.3.2 Mulii d-q Reference Frames

The generator equations are forrnulated with respect to the d-q axes which

rotate with the rotor inertia. The angular velocity of the rotor inertia, C&lg> and the

torc,e angle 6g are solutions to Eqs. (7-6) and (7-8). Depending on the dynamics

in each turbo-generator shaft system, the d-q axes of module #1 and #2 will, in

general, take on different angles as iIIustrated in Fig. 7-6. In principle, the

voltages and the currents of each of the turbo-generators have to be referred to

the a-b·c frame (through Eq. (6-11» or the D-Q frame of the infinite bus, so as to

ensure that the rotor swings are accounted for in the mathematical formulations.

Using the torque angle 6g solved from Eqs. (7-6) and (7-8) in Eq. (6-11), ail the

voltages and currents of different modules can be transforrned into the common

D-Q frame.

In order to shorten the computation time in the real-time simulation of the

do"lo!:::_:...:....- --j _

Figure 7·6 Relationship of d·q coordinates of modules #1, #2 and infinite bus.
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(7-39)

(7-40)

(7-41)

i41d =i4d cosa +i4q sina

i41q = -i4dsina +i4q cosa

smal1 system in Fig. 7-1, the drq/ frame of 1:./ of module #1 is seleçted as the

primary coordinate frame in the simulation problem. The system equations of

module #3 are also written in the drq/ coordinate frame. Therefore, there need

only data interchanges between the drq/ and the d2-q2 frames. That is, the

computation results from module #2 for the 1:.2 generator and from module #3

representing the load bus are expressed in the drq/ coordinates. For example,

the currents i4d , i4q computed by module #2 become i4/d , i4/q in module #1. The

coordinate transformation is by:

a =6: -61

•

Likewise, vcd' vcq of module #3 which are framed in the drq/ reference frame

becomes V2cd' V2cq when used by module #2. The transformation is:

V2cd =vcdcosa -vCqsina

v:cq =v.dsina +v.qcosa

(7-42)

(7-43)

7.3.3 Modilied Euler's Method

•

As the generator system equations are mathematically nonlinear, they have

to be numerically integrated. The 2-step, modified Euler's method (predictor­

corrector) has been used for module #1 and #2. The algorithm of the modified

Euler's method is [98]:



CHAPTER 7 IMPLEMENTATION OF A PROTOTYPE DIGITAL TNA 169

• Yn'I =Yn+h(KI +K2 )/2

KI =f(tn' y)

K2 =f(tn +h. Yn+K]h) n=l. 2. 3....

(7-44)

(7-45)

(7-46)

where tn represents time, Il represents the step size and y represents the state

variables.

7.3.4 Discrete·Time Approach

The load bus system in module #3 of Fig. 7-1 is linear and can be put in

the first order standard form:

.i =[A].I +[B]u

)! =[C].I

where [A], [B] and [C] are constant matrices from the circuit parameters.

(7-47)

(7-48)

(7-49)

(7-50)

Instead of using modified Euler's method, the discrete-time representation

[78, 79] is used so that Eqs. (7-47) and (7-48) become

.Il ' l =[F].Il +[G]Ul

)!l =[C].Ik

where

•
tk+l=tk+fl.

The matrices are:

[F] =exp [A] h

(7-51)

(7-52)
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[G] =c.Îo[exp[A}.]d.)[B] (7-53)

•

The discrete-time approach has been found to be more numerically stable

than the modified Euler's method when the capacitive reactance is large. Because

both the [F] and [G] matrices contain the exact numerical integration in the step­

size h, il avoids the inaccuracies of the modified Euler's method. In retrospect,

ail the functional blocks in the transfer functions in the excitation system, the

governor and the power system stabilizer are linear and are amenable to the same

discrete-time approach.

7.3.5 Parallei Processing of the Power System

The power system of Fig. 7-1 is divided into three modules using the

capacitance Xc as the break-point. The turbo-generator subsystems are regarded

as independent modules #1 and #2. The missing information is the capacitor

voltage Vc which is computed by the Joad bus module #3. The state variables of

the load bus module are also <:alculated independently except for the currents ;J

and ;4 which have to be complited by the turbo-generator modules. Thus the two

mrbo-generator modules anl! the load bus module are programmed to be

executed in parallel with minimal information exchanges which consist of vc ' iJ

and i4 •

ln the turbo-generator module, the governor system of Fig. 7-3 outputs the

torque Till for the input set at Pm;' The excitation system of Fig. 7-4 builds the
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field voltage efd from the generator terminal voltage el and the power system

stabilizer output Vs from Fig. 7·5. The calculations for the governor system and

for the excitation system are carried out using the pipeline parallel processing

concept [55]. This is necessary because the input V, of the excitation system of

Fig. 7-4 must follow the output of the power system stabilizer which in turn must

receive Pa as output of the governor. For the two groups of calculations to be

done in parallel, the computation is performed for the excitation system at step k,

while the computation performed for the governor is at step k +1.

For the generator-turbine system and the transmission Iines, the outputs

are the currents of the generator and the inputs are the torque Tg1 , field voltage el

and its terminal voltages ed and eq • For the transmission Iines, the transformer

and the local load, the outputs are the line currents and the inputs are ed' eq , and

V,d' V,q the load bus voltages. As the terminal voltages ed and eq can be

determined in advance, the two groups of calculations are executed in paralle!.

In each of the turbo-generator modules, certain computations are

processed iï: paralle!. Three guidelines are followed to allocate the computing

tasks for processors:

1. AIl the processors should be put to work in parallel as often as possible so

as to maximize the computation throughput.

2. The data interchanges through global memories are as infrequent as
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possible so as to minimize the competitions for access to the global

memories and to reduce the waiting times of the processors.

3. The tasks arranged for the processors should follow as closely to the

function blocks of the sub-systems as possible so as to minimize mistakes in

writing the programs and to facilitate easy debugging.

•

ln addition, the programming should avoid interrupting any pipeline

executions of the processors.

7.3.6 Arrangement of Tasks

From the guidelines for paralle! processing stated above, the tasks have

been arranged for the processors as follows:

The two Computational Modules have been assigned the computational

burden of module #1 and #2 as shown in Fig. 7-1. Each Computationa! Module

simulates one turbo-generator system which includes the turbine, the generator,

the transmission lines, the tran.former, the local load, the governor, the excitation

system, and the power system stabilizer.

The 1/0 Module has been assigned the computational burden of module

#3 together with the post-processing of output information for ana!og display on a

4-channel oscilloscope.

ln each Computational Module, one of the processors simulates the
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governor system and the turbine-generator system. The other processor simulates

the power system stabilizer, the excitation system and the transmission lines and

the remaining tasks. The division of the computational tasks performed by the

three hardware processor-modules are shown in Fig. 7-7.

module #1

iÏ)ëï2···;··· ....···· ..·..........···· ......·······;T~; ...... ~

pm~i.lJgovernor2 ITin2.1 turbine2 ITgt2.loenerator21 \
[:J' 1 1 1 "1" '1:

1.~~~. . ~~: ~/li.~.t ~;: l
, :,r- :+-'

1 Ji(;
:Istabilizer2 1 Vs21 exciter2 1 u:ans'!',- 1..,.:-+-_+-'
jl' 1"' Isslon Ime41:
:PU3

!pijO..··;·· ..· ··..··· ··· ·..·;T~~ .. ·· : module #3

pml_Wgovernor] )T;n/! turbine] lTgt/loenerator]ll::-h-+==;-i
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module #2

•
Figure 7·7 Division of tasks executed by processor units (PUs).

'.
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7.3.7 Parallel Programming

Fig. 7-8 is the flow chart of the initialization program. The initialization

program includes the first step of the simulation of the governor so as to

implement the pipelining parallel processing concept [55]. The PC has been used

to code and load the simulation programs and to start the processors in the

simulation runs.

The initialization programs are almost identical for the five processors. At

the beginning of the program, the internai environment of the processor is

defined. The on-chip registers are set for proper interrupt, synchronization and

status control. The external environment of the processor is also defined for the

Extensible Modular Multiprocessor System. For example, the multi-module

configuration of the processing units (PUs) are defined through the control ports.

The interrupt vectors are loaded to point the positions of service routines in the

memory. Then the control block for the real-time simulation is initialized. In

order to shorten the real-time computation, as many of the repeated arithmetic

operations which involve fixed parameters are grouped together as pre-calculated

constant coefficients. The initial conditions of ail the state variables for the power

system are inputted and calculated. For PUO and PU2, which simulate the

governcr systems, the first step calculations are executed. For PU4, the integer

corresponding to the integration step-size of 100 IJ.S is loaded into the on-chip

timer, and the counter acting as a real-time clock is reset to zero. The initial
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,
START set initial

conditions

~ +
set internaI govemor

registers calculations
'--

~ ~
define PU's send, display

configuration variables

~ t
set interrupt set LEDvectors

~ ~
set control c1ear Int. flags
registers enable Int.

~ ~
evaluate precalcu IDLE )-lated coefficients,

Figure 7·8 Flow chart of initialization program.

states of the two generator variables are sent to PU4 for display. The LED (Lighl

Emitting Diodes) are flashed to signal that the simulation is working properly.

Finally, the interrupt signais are reset externally and internally; the processor

interrupts are enabled and the processors remain in the idle slate waiting for

interrupt signais to come.

fig. 7·9 is the flow chart of the parallel program. Each column represents

the work of each PU. Each row of the blocks represents the work in each

synchronized stage. PU4 starts each step of the calculation by the interrupt
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Figure 7·9 Flow charI of parallel programs.
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signaIs of its on-chip limer. Then it sends out signaIs to the other four processors

to start them working in parallel. In each real-time step of 100 IlS, the

processors are synchronized ten times by the interlock circuit. Bef'xe each

synchronization, the processors prepare the data and put them into global

memories so that they can be exchanged. After each synchronization, the

processors fetch the data needed from the global memories and then proceed to

execute the algorithm.

In executing the modified Euler's method, the program is divided into two

parts. The first part, Eq. (7-45), is for the predictor, while the second part, Eq.

(7-46), is for the corrector. The Extensible Modular Multiprocessor System

devotes two stages in calculating the generator terminal voltages et represented hy

the Eqs. (7-37) and (7-38) in each part. Then the simulation of the generator­

turbine system, the transmission Iines and power system stabilizer are

implemented in parallel by integrating Eqs. (7-1) to (7-11) and (7-27) to (7-32).

The variable Pa from (7-26) is the accelerating power which is used as one of the

inputs of the power system stabilizer in the equations from (7-22) to (7-25). After

the calculation for the predictor (7-45), the corrector equations (7-46) and (7-44)

are implemented by using the same procedure.

In the program, eleven sets of the data interchanges are executed. Ten

sets are controlled by the synchronization circuit which is resident in each

processor and is controlled by software instruction. The eleventh set of data
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transferred is after an interrupt. and the data for analog display from the other

processors are read by PU4 from the global memories. PU4 displays the results of

the last step. The last stage of the calculations is for the equations of the

governor system from (7·12) to (7-16). the excitation system from (7-17) to (7-21)

and the load bus from (7-33) to (7-36).

The calculation of the governor equations is for step k +1 while the

calculations of the excitation system and the load bus are for step k. The

computation of tlle governor equations in the last stage of the program ensures

that processors are optimally busy ail the time and are sharing the burden of work

equitably. It is to be recalled that the outputs Tin and Pa of Fig. 7-3 are used by

the power system stabilizer of Fig. 7-5 and in Eq. (7-7). This means that the

governor equations should have been computed earlier in the program. Since this

is not possible. the pipelining principle has been used. This explains why the

governor equations are solved in the initialization program of Fig. 7·8. To keep

ail the processors equally busy. the governor equations are solved by PUO and

PU2 in the last stage of the iterative parallel program for the k+ 1 step.

When the processors complete ail the work of the [{th step. they go into the

idle state and wait for the next interrupt.
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7.4 EXPERIMENTAL RESULTS

This section presents the oscillograms from a test program which includes

(i) symmetry checks, (ii) behavioral checks against weil known waveforms of

hunting oscillations, synchronization out-of-phase torques, and (iii) checks to ils

ability to predict subsynchronous resonance phenomena.

The experimental tests have been planned for easy verification hy

symmetry to ensure that: (a) the hardware has been faultlessly assembled, (b) the

parallel programs have been meticulously written, (c) the Capacitor Break-Point

Partitioning method is correct, (d) the data transfers and communications between

processor modules are executed as planned. Thus, the parameters in the turbo­

generator modules #1 and #2 have been set to be identical as listed in Appendix­

B. In addition, the load bus module #3 is placed at the mid-point of the

transmission line joining the IwO turbo-generators. Unless perfect, the test resulls

of Figs. 7-12, 7-13(a), and 7-15(a), (b) would have stood out as asymmetric.

The test results are recorded as continuous waveforms on a 4-channel

oscilloscope. The time scale testifies to the real-time conversion by the 0/A

converters of the 1/0 Module.

On completion of tbe verification tests, one can use the digital l'NA with

confidence and run the programs witb the parameters which are actually in the

power system.
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7.-t.1 Individual Turbo-Generator Tests

Governor, Exciter, Power System Stabilizer

Fig. 7-10 (a), (h) and (c) shows the responses of: the angular ve!ocity

deviation .1 ..... / of the generalOr, the torque angle 6/, and the electromechanical

torque .1T,. for a step change in pm / ' which is the power demand reference in the

governor system as shawn in Fig. 7-3. In (a), there is neither the excitation system

nor the power system stabilizer sa that the 2 Hz oscillatory transient has a long

lime constant. In (h), the excitation system is added and the shortening of the

oscillation is apparent. In (c), the power system stabilizer is added to dampen the

(a)

•
Figure 7·10 Responses of .1lü), 6), .liTe to step change in pm). (a) no excitation

system and no power system stabilizer.

(continued on the next page)
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(h)

(c)

•
Figure 7·10 (continued from the last page)

(b) excitation system added, (c) power system stabilizer added.
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oscillations further. The improvements in the damping in the time responses

serY.: as proofs that the excitation system and the power system stabilizer have

been correctly modelled.

At the end of ail the 3 oscillograms, the system has not arrived at a steady­

state because the torque angle S and the electromechanical torque .:lTc are still

adjusting to the govemor system which has a long time constant.

Fig. 7-11 shows the responses of the turbo-generator with the excitation

system and the power system stabilizer for a step change in power demand

reference pm/ in (a). The trend of the responses of the state variables (b) Âd , (c)

Âq and (d) Âr correspond to well-known published results such as in Ref. [94].

This is a spot-check on the correct modelling of the generator equations.

Post-Processing

The currents in Fig. 7-11 (e) id' (f) iq and (g) ir are not the state-variables

of the numerical integration but have to be post-processed by the 1/0 Module

frùm the state variables which are the flux linkages J,. These results demonstrate

the real-time post-processing, which in this case is not time-consuming.

7.4.2 MuIti-Mnchine Tests

Stendy-Slnte Slnbility Boundnry

For the single generator, the steady-stale stability Iimit is at the peak of the

generator T..v.-S curve around S =90·. Experimentally, one approaches this Iimit
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(:1 )

(h)

(c)

(d)

(a)

(e)

(f)

(g)

•
Figure 7·11 Responses of turbo-generator to step change in pmi' (a) pmi' (b)À••

(c)Àq• (d)AI' (e)i•• (f);q. (g);!,
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by slowly increasing the power demand reference pm] until instability sets in.

Fig. 7-12 shows the steady-state boundary .in the pmrpm2 plane for the

multi-generator system of Fig. 7-1. The power demand references pmi (i=1, 2)

are shown in Fig. 7-3. The boundary Iimit has been found experimentally by

settingpm2 at different constant values and increasingpm] until instability sets in.

The mirror symmetry about the 45' line is in agreement with the fact that turbo­

generator modules #1 and #2 are identical and the load bus module #3 is

situated midway between them. Fig. 7-12 constitutes a steady-state symmetry

check on correctness.

pm2

2.5
(p.U.)

unstable
,

2 '/

1.5

stable
1

0.5

• pm1
0

0 0.5 1 1.5 2 2.5 (p.U.)

Figure 7·t:z Steady-state boundary inpmrpm2 plane.•
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Smail perturbation-Zero Input Response (Free Motion)

ln this test, the angular velocities deviations from the synchronous velocity

.Il (;)1' .Il (;)2 and the torque angles &; , &2 of turbo-generators of modules #1 and #2

are monitored. The initial portions along the time axis of Fig. 7-13 (a) and (b)

show the 4 oscilloscope traces of .Il (;)1' &1' .Il (;)2' &2 which are constant because the

system has already settled to its steady state. A small perturbation step change is

introduced simultaneously to the state variables &1 and &2' It should be pointed

out that such a step change cannot be implemented in practice. However, there is

no difficulty in programming these perturbation changes in the processors for the

purpose of testing. The subsequent oscilloscope traces show the " free motion" of

the small disturbances as they are damped out.

SymmetricaI Small Perturbation

In Fig. 7-13 (a), the small perturbations in &1 and &2 are both equal and

negative. The almost identical traces of .Il (;)1 and .Il (;)2' and of &1 and &2 are good

checks by symmetry as to the correctness of the work under dynamic conditions.

Non-SymmetricaI Small Perturbation

In Fig. 7-13 (b), the small perturbations introduced in &1 and &2 are of

opposite signs. One sees that eventually both turbo-generators have the tendency

to cohere.
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.161

(a)

(b)

• Figure 7·13 Small perturbation - zero input responses. (a) Symmetrical small

perturbation. (b) Non-symmetricaI perturbation.
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7A.3 Out-of-Phase Synchronization or Rcclosing

Although the tests using small perturhations in the torque angle are

contrived. the transients following these step changes are of the same nature as

those l'rom the out-of-phase synchronization or reclosing of the circuit-breakers of

the turho-generator. Fig. 7-14 is a record. in expanded time seale (lOO IIls/dil'). of

the terminal voltage e" the line current i." the torque in the shaft between lbe

generator and the turbine 4 Tgl and the generator torque 4 T, of one turbo­

generator. The transient generator torque 4 T" under synchronization .u1l1

reclosing has been studied extensively [99-102] and .1T, in Fig. 7-14 bears ail the

weil known characteristics. Initially. there is the 60 Hz oscillating component

which subsides with the generator subtransient and transient. The 2 Hz oscillation

Figure 7·14 Out-of-phase synchronization or reclosing.
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cornes from the "hunting" of the rotor.

The almost constant magnitude of the voltage waveform et testifies to the

close regulation by the excitation system in the face of the changes in the

magnitude of the Une CUITent i.. The 2 Hz CUITent envelope is a consequence of

the "hunting". The shaft torque .dTgr has a 15 Hz torsional oscillation as the

inertias of the generator and the turbine in Fig. 7-2 turn against the elastic shaft

of torsionaI stiffness Kgr .

7.4.4 Step Inputs in Power Demand References

Fig. 7-15 shows the 4 oscilloscope traces of .dlll/, &/, .d1ll2 , &2' Initially, in

Fig. 7-15 (a), the steady-state has been achieved for the power demand references

pm/=pm2=P, SimuItaneous step changes are made so that finally

pm1=pm2=P+.dP. As the upper!Wo traces are identical to the 10wer!Wo traces,

the correctness of the work is given another symmetry check.

ln Fig. 7-15 (b), initially the power demand reference settings are

pml=pm2=P, After the simuItaneous step changes are introduced, pml=P+.dP

and pm2=P·.dP. The!Wo turbo-generators are seen to adjust in opposite

directions to come to the new steady-state, thus giving a further symmetry check.

ln Fig. 7-15 (c), initially the power demand reference settings are

pm1=pm2=P. A step change is introduced to module #1 only so that finally

pml=P+.dP and pm2=P, The perturbations in .d1ll2 and &2 are brought about
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(a)

(b)

•
Figure 7-15 Respanses ta step inputs in pawer demand references. (a)

simultaneous step changes are made fram pm,=plll!=P ta

pm,=pm!=P+iiP. (b) simuitaneaus step changes are made from

pm,=pm!=P ta pm,=P+iiP, pm!=P-iiP. (cantinueà on the next

page)
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(c)

•

Figure 7-15 (continued from the last page)

(c) a step change is made from pmI =pm2=P to pmI =P+liP, pm2 =P.

through the transmission !ines joining the two turbo-generators.

7.4.5 Subsynchronous Resonance Phenomena

As part of the extensive testing, it is the aim to ensure that the

subsynchronous resonance (SSR) Instability will manifest itself under the adverse

conditions for its occurrence. Ref. [103, 104] have shown that shunt capacitance.

when sufficiently large will resonate with the system inductances at a frequency

which falls below 60 Hz. which by definition is the subsynchronuous resonance

frequency. For this reason, the Xc in Fig. 7-1 is reduced so as to have an

electrical resonance frequency of (60-15)=45 Hz, which is the condition for the
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torsiona! interaction phenomena with the shaft resonant frequency of 15 Hz [105].

Fig. 7-16(a) is the oscillogram of e" ia , ATgr and AT. (time scale:

200ms/div) of this contrived experiment. One sees that at the beginning of the

transient, the 15 Hz oscillation appears in the generator torque AT, showing that

processor-modules predict the torsional interaction phenomena. However, the 15

Hz oscillation in AT, is positively damped out in a' few cycles. This stability is

expected of the hydro system where the generator inertia is very much large than

the turbine inertia [106].

In order to confirm the effect of the generator-to-turbine inertia ratio to

damping [106], the experiment has been repeated and recorded with the same

scales as in Fig. 7-16 (b), but for the numerical values of the inertias interchanged.

Thus the generator inertia is smaller than the turbine inertia but the 15 Hz shaft

torsional resonance frequency is preserved. The 15 Hz oscillation in the generator

torque AT, is sustained in the entire oscillogram. One sees that the 15 Hz

oscillation of the shaft torque ATgr in (b) is several times larger than in (a). The

results of Fig. 7-16 (a) and (b) have been noticed in Ref. [107] and confirmed in

Ref. [108].

7.4.6 Numerical Stability Tests

The digital TNA has been run in excess of 5 minutes of real time to ensure

that numerical instability does not occur. For this reason, additional tests were
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(a)

(b)

• Figure 7·16 Subsynchronous resonance phenomena. (a) (H/H,=2.22/0.633), (b)

(H/H,=O.633/2.22).
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made with small perturbations in the power demand references. Instability did

not occur in tests which exceeded 5 minutes.

7.S CONCLUSION

The extensive test program, which incIudes symmetry checks and

behavioral checks with respect to weil known hunting oscillations, synchronization

out-of-phase torques, and subsynchronous resonance phenomena has verified that

the prototype digital TNA works reliably. The success of the digital TNA

depends on: (a) the theoretical method of Capacitor Break-Point Partitioning so

that different portions of the power system can be allocated to different processor­

modules, (b) the architecture of the processor modules which can communicate

the numerical integration results of one module to its contiguous neighbours with

minimum delay, and (c) t!Je programming for real-time concurrent multi­

processing.



• CHAPTER

EIGHT

CONCLUSION

8.1 INTRODUCTION

This thesis has contributed to advances in real-time parallel microprocessor

control and simulation for power applications. The advances have been made

possible by designing, building and programming the laboratory hardware

realizations of two systems of multiple high-speed digital signal processors (DSPs):

(1) the Mark 1 (the single board Multiprocessor Controller) described in

Chapter 2, and

•
(2) the Mark 11 (the multi-board Extensible Modular Multiprocessor System)

described in Chapter S.

194
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The Mark 1 has been proven in applications as a real-time digital feedback

controller of a power electronics bridge converter, as described in Chapter 3 and

Chapter 4. At the time when the research papers were presented in the

conferences of the IEEE Industry Application Society [84], Industrial Electronics

Society [109], Power Systems Society [83], Mark 1 was the first real-time parallel

microprocessor controller ever to appear in the literature. The Mark Il has been

proven as a prototype digital Transient Network Analyzer capable of simulating in

real time a small power system made up of more than one turbo-generator [111].

The advances are described and discussed below under the following

headings:

(1) Advances in real-time digital control of power electronic converters.

(2) Advances in real-time digital simulation for power application.

(3) Advances in real-time parallel computation for power application.

8.2 ADVANCES IN REAL-TIME DIGITAL CONTROL OF POWER
ELECTRONIC CONVERTERS

1. By using a pole-placement control strategy implemented in the single board

Multiprocessor Controller of Chapter 2, it has been demonstrated in

Chapter 4 that the stability of the voltage-source type, pulse width

modulated (PWM) converter can be substantially improved. More
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importantly, the experimental results show that the voltage-source type,

PWM High Voltage direct current (HVdc) transmission system is viable.

Prior to the research of this thesis, the dc Hnk capacitor size needed to

stabilize the dc voltage regulator has to be very large. In addition to the

high cost, the large capacitor slows the response time. The experiment,

reported in Section 4.5.2, has proven that the system stability can be

improved and the dc link capacitor size can be reduced by a factor of

1/120 through pole-placement control. This brings the voltage-source type,

PWM HVdc transmission system within the economic range [88].

The real-time computation power harnessed by the three TMS320C25s in

the Multiprocessor ControUer has enabled the PWM converter to be

controUed digitaUy at a sampling rate of around 2520 Hz. At this

frequency, the harmonics up to the 71h harmonic of the 60 Hz current and

voltage waveforms can be shaped by the pulse width modulation (PWM)

strategy [110].

It should be pointed out, that 2520 Hz represents the bandwidth

requirement of the fairly slow bipolar transistor (BJT) technology which

unfortunately is within the human audio range. The trend is to use the

faster insulated gate bipolar transistor (IGBT) or metal oxide

semiconductor field efFect transistor (MOSFET) to push the switching

frequency above the 10,000 Hz audio-frequency limit to avoid annoyance to
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hearing. The real-time computation power for such frequencies requires

the Extensible Modular Multiprocessor System described in Chnpter 5.

Within the sampling period of around 398 j.lS, fairly sophisticated control

strategies have been shown to be implementable in real time:

(a) In Chnpter 3, the dc link voltage is regulated iJy P-l feedback. The

reactive power is controlled so that the bus voltage of the converter

can be adjusted.

(b) In Chnpter 4, the algorithm of pole-placement with state feedback

through an observer has been computed in real time by the three

DSPs in parallel.

The ability to implement a control algorilhm directly instead of being

constrained by the "Iook-up table" is valuable because it gives greater

flexibility to the designer and il broadens the range of applicability of the

control method. However, the "look-up table" method continues to serve

important functions. For instance in Chnpter 4, it has been used to handle

the nonlinearity of the system equations. Based on the sampies of the

feedback signal, the nearest operating point of the small perturbation

linearization method in the "Iook-up table" is recognized. The pole­

placement control is implemented by using the precalculated matrices of

the linearized equations corresponding to the operating point in the "Iook-
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up table" which are stored in the memories .

The programming of the pole-placement control in Chapter 4 has to be

written aImost entirely in assembly language. The C language instructions

have been combined with assembly language programming to convert

numerical data for manipulations by the TMS320C25s which can handle

flXed point arithmetic only. There is insufficient computation power to run

Mark 1 to execute the same pole-placement control, programmed entirely

in a higher language such as C.

•

8.3 ADVANCES IN REAL·TIME DIGITAL SIMULATION FOR
POWER APPLICATION

1. The Capacitor Break-Point Partitioning method described in Chapter 6

enables the power system equations to be broken up into computational

packages, each package being assigned to a Computational Module of the

Extensible Modular Multiprocessor System described in Chapter 5. The

extensive and successful tests of the prototype digital Transient Network

Analyzer (TNA), described in Chapter 7, are experimental proofs of:

(a) the correctness of the Capacitor Break-Point Partitioning method,

(b) the correctness of the extensible architecture.

The Capacitor Break-Point Partitioning method is a new alternative



•

•

2.

3.

4.

CHAPTER S CONCLUSIONS 199

method to Dommel's classic -- ElectroMagnetic Transient Program

(EMTP) [38] which employs the transmission !ine time delays as the

means of partitioning the power system.

Section 6.3.2 contributes in showing how the generator equations should be

pre-conditioned in the \ight of the Capacitor Break-Point PartiIioning

method, so that the numerical integrations are efficiently computed.

The integration step-size of 100 I!S is achieved using the modified Euler's

method (predictor/corrector). The equations. which are numerically

integrated by two TMS320C30s in each Computational Module. contain:

(1) the generator model.

(2) the torsional shaft. rotor-turbine inertia model.

(3) the governor model,

(4) the field exciter model.

(5) the power system stabilizer model.

(6) the transformer. local load. R-L representation of transmission \ines.

The continuing development of the digital Transient Network Analyzer will

require the other subsystems such as the transmission \ine module, the

static VAR compensator modules, the HVdc converter station modules,

etc. to be included. Presently the different modules have been developed

and tested in isolation or in relatively small systems. Large scale tests,
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however, can only be carried out by the utility research centres which have

the resources to do them.

8.4 ADVANCES IN REAL·TIME PARALLEL COMPUTATION
FOR POWER APPLICATION

1. The Multiprocessor Controller (Mark 1) of Chapter 2, is a proven design

for power electronic converter applications.

2. The Extensible Modular Multiprocessor System (Mark II) of Chapter 5 is a

proven design in applications where the computation power requirement

needs flexibility and expandability.

3. The architecture based on extensible modules is very suitable for control

and simulation applications. This is because the information exchanges

between immediate neighbouring processmg modules correspond cIosely to

the physical interactions in engineering subsystems. The parallel

programming is more straight-forward because each module is made

responsible for one partition of the engineering system in carrying out all

the allocated computations within the sampling time interval.
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8.5 CONTRIBUTIONS TO ORIGINAL KNOWLEDGE

To the best of the author's knowledge, the following are conlributions to

original knowledge.

1. The research in this thesis shows how multiple high-speed digital signal

processors (D5Ps) can be harnessed to work concurrently for real-tlme

control and simulation in power applications. The published papers [83, 84,

109, 111, 112] based on this work are the first to appear in the fields of

power electronics and power systems.

2. The stability region of the voltage-source type, pulse width modulated

(PWM) converter (under voltage angle control) is substantially extended

and the de link capacitor size is reduced by a factor of 1/120 by using pole­

placement control with state feedback through an observer (Chnpter 4).

The reduction of the de link capacitor size brings the voltage-source type,

PWM HVdc transmission system within acceptable economic range, thus

contributing to establish PWM HVde as a potential next generation

transmission system.

•
3. The research described in Chapters 6 and 7 demonstrate that the power

system equations can be broken up into computational packages by using

the Capacitor Break-Point Partitioning method. The method is a new

alternative to Dommel's c1assic - ElectroMagnetic Transient Program
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(EMTP) [38] which employs the transmission line time delays as the

means of partitioning the power system.

The extensive and successful tests of the prototype digital Transient

Network Analyzer (TNA) given in Chapter 7, implemented by using the

Extensible Modular Multiprocessor System of Chapter S, demonstrate a

new modular approach to digitize the TNA.
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Circuit and Test Parameters of the PWM converter system:

AC Circuit Inductance:

jlùoL = 5 ohm

DC Link Capactance:

Cdc =200 jJ.F - 24000 jJ.F

Valve Resistance:

R=lohm

Experimental Conditions:

lùo=377 radis

M = 0.8 (modulation index)

voc=31.1 volt

Vdc = 110 volt

DC Load:

203
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Test Parameters of the simulated turbo-generator from [94]:

H, 1 = seconds, otherwise peT unit values.

Generator:

X.d =1.550 X.q=1.490 xkd=0.055 xkq=0.036 x[d=0.101 XI =0.150

r.=0.001096 r[d=0.00074 rkd=0.0131 rkq =0.0540 Hg=2.22

Turbine:

H,=0.633 dg =0.5 d, =0.5 d,g=0.6 k,g=25.0

Governor:

1
9
]=0.100 193 =0.200 1g4=0.050 195 =8.000 F=0.300

Excitation System:

k,=l.OOO 1,=0.000 k.=400.000 ".]=0.200 1.1=0.000

k,=l.OOO 1,=0.800 k[=0.030 1[=1.000

Power System Stabilizer:

klJl' =0.000 kq,=0.050 "q,=0.000 1q=1O.000 1q]=0.020 1q/ =a300

• 1q1=0.020 1q1' =0.300 "q3=0.000 1q3' =0.000 1lJ1'=0.000

204
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Transmission Line:

,]=0.010 X] =0.200 '2=0.010 x2=0.200

Transformer:

xm =50.000

System Load:

,.=2.000 x.=0.400 Xc =200.000

Local Load:

',]=10.0 X,] =4.83 "2=10.0 X'2 =4.83

SSR Test:

Xc=0.175
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