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Abstract

The implementation of a knowledge-based expert system to check on inpatients'

conditions is described. In our development of a bedside computerized ICU,

graphical user interface (GUI) and graphical visualization have been extensively

exploited to facilitate the natural and effective representation of clinieal information

for patient care, the transition from the manual system to computerized system and

users interaction with the system. The input comprises the heart rates, the blood

pressures, and the central venous pressures of several inpatients.

The algorithm is made up of two parts. The first one, written in C acquires

and classifies the data. The second part compares the classified data with the

medieal information stored in its data base, and draws a conclusion regarding

the patient's condition. C Language Integrated Production System (CLIPS) 5.0

is the knowledge-based expert system utilized. The results obtained from the

Expert system are displayed using the Simple Raster Graphies Package (SRGP).

This system has been implemented and tested on a variety of inputs, and the

results are depieted.
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Chapter 1 Introduction

•

The past century has been revolutionary in scientific and teclmological achievL~

ments. Paradigms of scientific discovery are now a commonplace. In the past

severaI decades, this revolution has stirred renewed debate on not only the essence

of science and its methods, but also on the nature of cognition and belief. One of

the most enduring of the philosophical dichotomies on such issues, extending back

to the time of Confucius, concerns whether tmth is best comprehended in terl1lS of

one big thing or in term of many littIe things.

This work addresses one of the most challenging and difficult areas of con­

temporary decision; that of the world of clinical problem solving, though these

decisions are supported by an expanding but always tentative body of scientific

knowledge.

This thesis presents an Implementation written in C and in CLIPS 5.0 language

. and an evaIuation of their execution results. The system aims at monitoring the

condition of inpatients, and subsequently, it infers an estimate of their medical

conditions. The algorithrn was designed on the forward chaining method of infer­

encing. This can be defined as a problem-solving search strategy that starts with

features of the acquired data and infers their Immediate consequences. Those con­

sequences are added to the available data and further Inferences are drawn. This

continues untii the goals or targets of the probIem have been reached. Other terl1ls

for this are data-directed search and antecedent reasoning. The name is based on

using the left-hand-side (LHS) of IogicaI mIes as a testing point, and if satisfied

going forward to carry out the actions specified in the right-hand-side (RHS), and

so on [Rychener, 1988]. Then the results are visually displayed. In the following

sections we shall briefly introduce the expert systems and computer-based l1ledical

2
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1. Introduction

Artificial Intelligence

Figure 1.1: Sorne areas of Artificial Intelligence [Giarratano, 1989].

systems.

1.1 Artificial Intelligence and Knowledge Engineering

Artificial Intelligence (AI) is the endeavor to construct computer systems that per­

form tasks (especially intellectual ones) that are considered to require intelligence.

The main areas of pure AI research are problem solving and search, common-sense

reasoning and deduction, representating of knowledge, learning, and system archi­

tectures for AI. Fig. 1.1 shows many areas of applications of AI [Giarratano, 1989].

Areas such as robotics [Cinquin, 1992, Davies, 1992, Martelli, 1992], naturallan­

guage processing [McCray, 1991], image understanding (vision) [Cinquin, 1992],

and expert systems [Gururajan, 1992, Ravaux, 1992] are considered applications of

the core AI concepts [Rychener, 1988].

Since the early 1970's, AI concentrated on general problem solving techniques

[Newell, 1972], and this resulted in many studies of the strategies used in stylized

3
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1. Introduction

problems and game playing with deterministic mIes. In the fol1owing two decades,

a trend of research of problem solving in real-life domains, particularly in chemistry,

medicine, genetics, and geology has emerged.

Several AI methods have been developed over the past decade for representing

the structure of knowledge needed to characterize c1inical decisions. They include

causal networks [Weiss, 1983, Clancey, 1992, Summers, 1992), production mIes

[Shortliffe, 1976, Goodal1, 1992), prototypical templates or frames [Pauket, 1976,

Gururajan, 1992), and hierarchical networks [Pople, 1975, Moret-Bonillo, 1992].

Several consultation systems have been built based on the knowledge of clinical

experts (or groups of experts) and later tested with substantial numbers of clinical

cases. The first major systems were in the artas of infectious diseases -MYCIN

[Shortliffe, 1973], and internaI medicine -INTERNIST [Pople, 1977], PIP [Szolovitz,

1978], ophthalmology -CASNET [Weiss, 1978]. The last decade studies combined

representational and inferential ideas from several systems [Reggia, 1978, Fagan,

1984, Blum, 1986, Catanzaite, 1986]. There have also been efforts to develop gener­

alized schemes for assisting the expert in rapidly encoding the reasoning concepts

and decision mIes [Alonso-Betanzos, 1991], developed from two of the early AI sys­

tems. These are the EXPERT [Weiss, 1979] and EMYCIN [VanMel1e, 1978] schemes

that evolved from the CASNET and MYCIN programs respectively, the AGE sys­

tem [Nii, 1979], KIDS [Oval1e, 1991, Derder, 1992], and ECG [Laguna, 1992]. Section

1.2.4 will present an overview of Artificial Intelligence in medicine.

1.1.1 Knowledge-Based Systems

In the past few decades, a new computing technology has emerged from research

in Artificial Intelligence for application to a variety of technical domains. This

technology is cal1ed expert systems or knowledge-based systems. The expert sys­

tem takes knowledge from human experts and represents it as a knowledge-base,

which can then be processed to solve difficult problems in the same way the expert

4
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INFERENCE

ENGINE

•

USER

:NTERFACE

Figure 1.2: Structure of a Rule-Based Expert System.

would. The elements of a typical expert system are shown in Fig. 1.2. An expert

system consists of the following components:

1. User interface - the mechanism by which the user and the expert system

communicate.

2. Explanation facility - explains the reasoning of the system to a user.

3. Database - a global collection of facts used by the rules.

4. Inference engine - makes inferences by deciding which rules are satisfied by

facts, prioritizes the satisfied rules, and executes the rule with the highest

priority.

5. Agenda - a prioritized list of rules created by the inference engine, whose

patterns are satisfied by facts in working memory.

6. Knowledge acquisition facility - an automatic way for the user to enter knowl­

edge in the system rather than by having the knowledge engineer explicitly

5
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code the knowledge.

Evaluation should be considered to be a major topie of interest during the design

and development of a knowledge based system. A number of a evaluation pro­

cedures may be distinguished: verification, validation, laboratory evaluation, and

field evaluation [Daalen, 1992].

1.1.2 Rule-Based Systems

One of the most popular type of expert system today is the rule-based system.

Rules are popular for a number of reasons.

• Similarity to the human cognitive process: Rules appear to be a natural way of

modeling how humans solve problems [Newell, 1972]. The simple IF THEN

representation of rules makes it easy to explain to experts the structure of the

knowledge that you are trying to elicit from the rules.

• Modular nature: This makes it easy to encapsulate knowledge and expand

the expert system by incremental development.

• Explanation facilities: Il is easy to build explanation facilities with rules since

the antecedents of a rule specify exactly what is necessary to activa te the rule.

By keeping track of whieh rules have fired, an explanation facility can present

the chain of reasoning that led to a certain conclusion.

Other advantages of rules are described in [Hayes-Roth, 1987].

In order to accomplish useful work, an expert system must have rules as well as

facts. The term rule denotes a condition/action pair or an IF /THEN .slalernenl. The

condition or IF-part specifies a condition or context in which a certain operation

can be performed, and the second or THEN-part specifies the operation itse1f or

6



•

•
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ils results. Each mie is identified by a name. Following the name is the IF-part

of the mie. The section of the mie between the IF and THEN part of the mie is

calied by various names such as the antecedent, conditional pm·t, pattern l'ad, or

lcft-/wnd-oide (LHS). The individual condition is called a conditional clement or a

pallern. The following mie,. for example, expresses a patient's condition

IF the patient's heart rate, blood pressure, and

central venous pressure are low

THEN the patient's condition is Hypovolemia,

f3nuldym·'rhyihmia, and Pump Failure

A very popular form for expressing a mie consists of a left-hand-side (LHS),

which represents the condition part, and a right-hand-side (RHS), which represents

the action part [Flemming, 1988], wilh an arrow used to separate the two sides form

each other, giving the entire mie in the form:

LHS ----> RH5

One way of building an expert system is to use one of the programming lan­

guages suitable for AI. C Language Integrated Production System (CLIPS) is one of

the languages currently used. Chapter 3 reviews CLIPS fundamental concepts.

1.2 Computer-Based Medical Systems

During the last several years significant research effort has been devoted to

developing computer systems for processing clinical knowledge. Such systems are

referred to as knowledge-based programs because they are built upon a database

of medical knowledge [Gilbert, 1990]. The knowledge they contain is usually

synthesüed in the sense that it has been prepared by one or more medical experts

from multiple existing information sources such as text-books, the literature, or

7
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personal experience.

In medical applications, the basic idea behind these programs is to capture

diagnostic and therapeutic decision-making knowledge in a computer program

[Jordan, 1991, Krusinska, 1991]. The expectation is that such automated expertise,

together with the computer's powerfullogic and memory resources, can then be

applied to many useful tasks. To be successful, these systems must be coordi­

nated with [Stanton, 1993] proper accompanying administrative legal and labour

structures.

The predominant approach to creating knowledge-based systems has been fo­

cused primarily on computer use of knowledge to assist in medical decision mak­

ing [Reggia, 1985, Nykanen, 1992]. While those developing such computer-assisted

medical decision-making (CMD) systems [Montgomery, 1991, Lazarro, 1992] have

paid sorne attention to providing explanatory and educational abilities [Abel, 1992],

most of the effort in this work has concentrated on the decision-making process

itself [Grygotis, 1991, Hadzikadic, 1991].

1.2.1 Historical Overview

The application of computers to medicine began as the first computer became

commercially available. Naturally, the history of medical computing has been

closely tied to the growing capability of computers. In general, there has been a

lag of five years between a technical advance in the computer field and its use in

medical computing [Blum, 1987].

The computer technology of the 1950's saw the transition from vacuum tubes

to transistors. Computers were large, required considerable support in both main­

tenance and environmental control, and were generally limited to running one job

at a time. Operating systems were developed to facilitate the use of the computer

by programmers and operators. Tools to write programs grew from assembly

8
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languages to high-order languages such as COBOL and FORTRAN.

Two major parallel developments were seen in the 1960's: the use of integrated

circuits and the growth of computer science. The result was the manufacture of

large, reliable computers. Consequently, multiprogramming operating systems

were developed and smaller computers (minicomputers) were also manufactured.

The 1970's saw an unanticipated revolution in very large scale integration

(VL5I). Computers of great reliability, small size and low cost were produced

and previously impractical applications became cost-effective.

The 1980's brought sorne new characteristics. First, computers were no longer

confined to the computer room; they were integral components of watches, cam­

eras, and kitchen appliances. Packaged as microcomputers or personal computers,

it became possible for the hobbyist to own the equivalent computer power of the

largest systems of the 1950's. Because of the lowered cost and smaller packag­

ing, computer architectures were also undergoing change. Networks allowed the

integration of multiple systems.

Dreams of the 1990's could include an invisible butler, or an army of quick

servants waiting to put your house in order! Within the next five years, we may

find ourselves surrounded by thinking devices that may help us screen our mail

and telephone calls. They will monitor newspapers and magazines and provide a

digest of material that fits our interests and handle our appointments with the skill

of a good secretary [Chandler, 1992].

1.2.2 Hospital Information Systems

A hospital is a natural environment for an automated system. It is relatively

large, labor intensive, information oriented, and dependent upon communications

among different operational units. Difficulties associated with the implementation

9
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of an automated system include the cost and reliability of computers, the lack of

standards among hospitals, and the personal nature of health care delivery [D'Atri,

1992].

Hospital Information Systems (HISs) were first developed to process adminis­

trative data but very soon there was a strong request to include the management of

clinical data for true clinical purposes [Ilomaki, 1992]. The technology used in the

first generation of HISs, however, was not yet sufficiently well developed to make

a complete system feasible. At the moment the clinicians are close to having access,

in an acceptable time and in a reasonable format, to an integrated representation

and management of aU the medical data of a given patient [Catarci, 1990, Catarci,

1992].

The recent information and communication technologies enable the develop­

ment of a new generation of HISs that overcome the limitations encountered until

now: lack of a complete integration of heterogenous data, lack of advanced user

interface, limited computer performances. Considering the structure of the hospi­

tal and the need for evolution and change, the design of J'ul/y intc.'Jral.cd HISs had

to be postponed, settling for the achievement of information systems realizing in­

tegration mainly at departmentallevel. Such Medical Information Systems (MISs)

have as goals the develcpment of integrated departmental systems allowing their

users to manipulate and efficiently process several different kinds of medical data

in a user-friendly and hornogeneous way [Celler, 1990, Catarci, 1992].

1.2.3 Data Base Management Systems

Modern rnedi~al information systems have at their core a data base management

system [Orhanoudakis, 1991] which permits flexible addition and deletion of data

items. The most sophisticated of these data base management systems incorporate

a dictionary driver concept in which the data base itself asks a series of questions

10
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about the data which, once answered, establish the dietionary. The dictionary

,Ir'ives ail other programs i.e. enter, edit, search, report, statistics, etc. whenever a

change is made in the dictionary, it drives required changes in ail other programs.

Most data base management systems have been developed to deal with single

encounters [Entine, 1984]. Only a few have been specifically designed to deal

with data which changes over time, as patients change [Faulkner, 1988]. These

time oriented data base management systems permit clinicians, administrators,

researchers, and educators to track patients and their progress, follow a course of

trealment, keep a service history, analyze staffor trainee activities, keep inventories,

etc. [Greist, 1987, Hudson, 1992].

Design and development of any software project may be divided up into several

steps [Pressman, 1987]. Data base life cycle design consists of five basic steps

[Hughes, 1988]:

• requirement analysis

• data modeling

• implementation

• testing

• maintenance

The quality of a data base system is significantly influenced by the quality of

the data model, and thus data modeling occupies an important position in the data

base life cycle [Alnahi, 1992].

1.2.4 Artificial Intelligence in Medicine

In the early 1970's, there emerged considerable discouragement and disappoint­

ment with respect to computer applications in clinical medicine. At about the

11
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same time, similar discouragement occurred among the supporters of the Artificial

Intelligence community -language translation had not proceeded weil, and image

processing was far more complex than it had seemed earlier. Though perhaps only

coincidental, it appears that at about this time the two communities recognized

a core of mutual interests. The merging of these interests to date has focused

primarily on expert-level consultation programs, but it has also beel~ concerned

with how physicians make clinical decisions in general. Many of the insights thus

derived have closely paralleled the insights developed by clinicians and learning

theorists interested in medical education [Elstein, 1986, Donnison-Speijer, 1991,

Abel, 1992, Wood, 1992]. One of the fortuitous conceptual developments occur­

ring in the discipline of Artificial Intelligence was that of knowledge engineering.

Work in Artificial Intelligence decision support systems in medicine emphasizes

the use of problem specifie models [Dresdner, 1992]. Artificial Intelligence sys­

tems are designed to support the identification of the problem(s). The construction

of appropriate modeJs of the problem, the selection and specification of appro­

priate solution functions, and the identification of significant gaps in knowledge.

Since sorne Artificial Intelligence approaches [Levy, 1979, Levy, 1980, Dojat, 1992,

Ruggiero, 1992, Vannobel, 1992] are designed to handJe specifie kinds of medical

problems, one will see considerable difference in emphasis on the various common

mechanisms in specifie programs.

The general objectives of an Artificial Intelligence program [RiaIle, 1991] can be

summarized in a few essential points:

• give precedence to a declarative form over any other form of knowledge

expression. This principle allows both to easily update knowledge (addition,

modification, deletion) and to represent it in natural language or graphic

form;

• declare a considerable amount of knowledge required by the Artificial Intel­

ligence system. Indeed, to the basic domain knowledge must be added the

12
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secondary knowledge which is often obvious to the expert;

• explain in plain language ail reasonings and inferenees.

1.2.5 Knowledge-Based Systems in Medicine

Knowledge-based systems are used for interpretation of data about a specifie

problem, in the light of knowledge represented in the knowledge base, to de­

velop a problem specifie model and then to develop plans for problem solution.

Sueh systems involve the interaction of two components - the descriptive or fac­

tuaI knowledge base itself and specifie problem-solving, reasoning or normative

knowledge - in addition to client data or patient data characterizing the specifie

problem [Hirsch, 1992].

The knowledge-base thus has several components [Jackson, 1990]. The knowledge­

base proper contains the descriptive or factual knowledge pertaining to the domain

of interest. Another portion of the knowledge-base contains the normative problem

solving or procedural rules that specify how manipulation of the factual knowl­

edge is to occur as data arrives to characterize the problem in order to reach a

decision. There must be a mechanism through which problem data probes the

knowledge-base to derive candidate hypotheses therefrom through sorne pattern

matching system, as weil as to extract the normative solution functions relevant to

the application of these candidate models in the knowledge-base to reach a deci­

sion. There is then a reasoning engine that carries out the manipulation specified

to reach a decision, a decision that may be the final output of the system or an

intermediate decision that is fed back to the procedural portion of the system to

guide further system activity.

Sorne of these previously discussed decision support features of an idealized

system are illustrated in Fig. 1.3 [Williams, 1982]. Patient data are acquired, either

automatically or manually entered or both. Through tactical rules strategie control

13
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Figure 1.3: A Knawledge-Based System.

is specified for using the patient data to probe the descriptive knowledge-base and

activate f aets relevant ta problem solving.

1.2.6 Computer Based Decision Analysis

The volume and complexity of medical knowledge has begun to make computer­

based decision-making aids essential ta the practice af medicine. Among the

various tools and techniques that are currently available, decision analysis provides

a particularly promisingvehicle for making decisions which invalve complex trade­

offs Uordan, 1991]. The technique can be used ta arrive at answers to pressing

clinical questions, as weil as to study the processes of medical reasoning [Sox,
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1988]. The process of medieal decision making is a broad notion which may

involve several steps of diagnosing and medical treatment [Krusinska, 1991].

1.2.7 Interface Deviees for Medical Users

An important aspect to be considered is the adoption of new powerful data

models that realize a full integration of ail the heterogeneous (complex) data of

the patient folder. Object oriented multimedia systems appear to be very good

candidates for solving the representation problems yetpresent sorne open problems

with respect to the interaction [Tarantino, 1992].

In object oriented systems links between complex objects are built-in and the

interaction is mostly based on the data base navigation. These features give such

systems superior consultation capabilities. On the other hand, most object-oriented

systems currently offer only Iimited ad hoc query capabilities. A recent approach

to object-oriented data bases based on the combination of deductive and object­

oriented features a single system, allows one to retain ail the modelling and per­

formance advantages of the object-oriented data model while guaranteeing an

effective interaction for a variety of users [Staes, 1991].

Multimedia data (graphies, images, sound) enrich the textual content of the

document, and might be usefully expIoited by tïle user in the query formulation

and by the system in the consequent search process. Given the current nature of

multimedia queries, researches on similarity measures for text, speech, graphies

and images play an important role in content-based retrieval techniques for multi­

media medical information systems. It is extremeIy helpful that the system be able

to rank the retrieved documents according to the probability of the reIevance with

respect to the user's request. The presentation phase plays a critieal roIe, and ilie

user-system information exchange of this stage must be carefully designed, based

on the relevant feedback and incremental query refinement techniques. A proposai
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for the retrieval of documents from medical image document bases may be found

in [Orphanoudakis, 1991].

Traditional lIO devices do not meet the requirements of medical activities and

are not adequate to carry on graphical interactions [D'Atri, 1992]. Research goals

are the identification of atomic graphical activities that are relevant for medical

applications, the definition of the set of desirable features, and the evolution of

criteria for lIO devices and interaction styles. This framework will assist the user

interface designer in selecting the appropriate hardware and software tools, by

considering the user's capability to carry on a graphical dialogue in an effective,

safe and friendly way [Bernabei, 1992]. The graphical display of results forms an

important method of visualizing medical data and this topic will be elaborated on

in chapter 4.

1.3 Thesis Overview

This thesis applies Artificial Intelligence (AI) techniques for monitoring the con­

dition of inpatients based on information collected by a patient data management

system (PDMS) in an Intensive Care Unit (ICU). In this chapter Artificial Intelli­

gence, one of its components (expert systems), and computer-based medical sys­

tems have been briefly described. The current version of the PDMS is explained in

the following chapter. Chapter three outlines the monitoring system and the algo­

rithms written in C as well as the implementation of the expert system developed

in CLIPS 5.0. The Graphical User Interface (GUI) is presented in the fourth chapter.

The results are discussed, and future extensions are given in chapter five follow by

the conclusion in the last chapter.
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With the hope of improving work efficiency and allowing more nursing time

for direct patient care, c1inical information systems are becoming more and more

popular in c1inical environments. This leads to the identification of various issues

affecting the acceptance of the systems, ranging from cost considerations to resis­

tance of personnel to using their new computing systems. Many computerized

systems are criticized when compared to the old paper-and-pen implementations:

difficult to learn, cumbersome in entering data, inability to view different informa­

tion simultaneously, and so on. The Patient Data Management System (PDMS) is a

project developed at the McGill Centre for Intelligent Machines (MCIM) in collab­

oration with the Pediatric Intensive Care Unit (PICU) of the Montreal Children's

Hospital.

The main motivation for developing the PDMS was the need for increased

automation in the acquisition and management of patient physiological data, as

the monitoring systems at the patient bedside were themselves being automated.

One difficulty with these bedside monitoring systems is the requirement to pro­

cess a large volume of data generated electronically. Much of the data is presently

lost as the health professionals simply take readings of the vital medical and fluid

balance data, at the patient's bedside, at certain intervals. These readings are then

accumulated and plotted for the interpretation of a patient's state over the past

few hours or days. The limitations of the manual data acquisition techniques are

as follows: 1) the readings taken at these intervals may not accurately reflect the

state of the patient between the readings, and 2) the high probability of errors in

transcription, addition, and entry . In addition, if a patient requires resuscitation,

then ail the data acquisition is usually suspended until the patient's condition sta-
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bilizes. Moreover, an unnecessary burden is placed upon the nurses, who wm,ld

prefer to spend more time on patient care rather th,m on the manual acquisition

and plotting of patient data.

In order to improve the process of manual acquisition, the PDMS was conceived

to handlepatient data acquired automatically from the bedside physiological mon­

itors, as weil as data which cannot be acquired automatically and must be inputted

manually. Data that cannot be acquired automatically may include fluid balance

data based on the intravenous fluid intake and a variety of fluid outputs for given

patient in the intensive care unit. The function of the PDMS can be classified in

two main categories. First, to automatically monitor and record the patient data,

to facilitate the review and interpretation of the data by presenting colour trends,

plots, and charts on a screen display. Secondly, to assist in the hardcopy documen­

tation by producing color printouts of the screens as weil as producing the required

end-of-shift reports. Since the majority of the data acquired by the PDMS origi­

nates from electronic monitoring equipment, the PDMS interfaces directly to the

electronic monitoring system; continuously acquiring, logging, and iitchiving the

physiological patient data. The overall motivation of the system is to contribute to

a higher standard of patient care by presenting data to the health care professionals

which would otherwise be lost in the manual charting method between the charted

intervals, as weil as relieving the nurses from performing clerical tasks which can

easily be done by computer, thus allowing them to spend more time on patient

care.

Two main factors must be considered in developing a computer application for

a critical care environment such as an intensive care unit. First, the PDMS must

be computationally and functionally powerful, while being easy to use for people

who are not computer literate. Second, it must meet the needs and expecbtions

of the intended end users to gain acceptance. Finally it must integrate with the

existing hospital computing facilities. The following objectives are incorporated

into the current version of the PDMS system:
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Figure 2.1: PDMS Hardware Platform

• automatically acquiring physiological data from the bedside monitors,

• facilitating the review of the patient data,

• meeting the user's needs for a system which is both powerful and easy to use,

•
• providing for manual data input in formats which resemble the current paper

forms which are familiar to the hospital staff,

• integrating with the existing hospital computer hardware.
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2.1 Hardware Platform

The hardwareplatform of the PDMS, shown in figure 2.1, is based on the Hewlett­

Packard CareNet system. The CareNet system provides a local area network

which links up HP78532A Physiologieal Monitor /Terminals located at the patient

bedside, to a HP78581A Network Systems Communications Controller in a stnr

network architecture. At one of the branches of the star sits the HP78580A Careport.

This unit provides a programmable interface between the network controller and

a host computer system. The function of Careport is to translate the proprietary

network messages and signal formats to standard RS-232C messages which can be

understood by the host computer. It also forwards requests for physiological data

and other information, to the bedside monitors. In this platform, the host computer

system is the PDMS.

Currently, there are fourteen physiologieal bedside monitors in the Pediatrie

Intensive Care Unit of the Montreal Children's Hospital. These monitors provide

stand-alone data management capabilities.which include the real-time display of

measured parameters, automatic smoothing of the parameters, and the genera tion

of alarms when either pre-set thresholds are exceeded or when certain critical

patient conditions are detected.

The host computer system at the hospital presently consists of a 486DX - 33

MH personal computer with 16 Megabytes of RAM memory, and a 300 Megabyte

hard disk. The display consists of a high resolution color graphies adapter with a

resolution of 1024 x 768 pixels. A colour printer, the EPSON LQ-2550, provides the

printout of the PDMS screens in addition to printing out the required forms and

reports. A IBM Token-Ring network linking additional PC workstations is planned

in the near future.
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2.2 Software Environment

The software architecture of the PDMS, a brief outline of sorne operating system

considerations, and the different PDMS software modules are described in this

section.

2.2.1 Operating System Considerations

The design of the PDMS has been in progress for sorne time but the initial

design efforts were hampered by the lack of a real-time multi-tasking operating

system for IBM personal computers. The release of OS/21.0 changed this. The

benefits of a multi-tasking operating system enabled the PDMS to be developed as

a series of independent, interacting modules to perform the required tasks. This

was a clear improvement to designing the PDMS as a single program to perform

ail of the necessary tasks. Interaction between the modules, which are run as

separate processes, is defined in terms of operating system structures such as pipes,

semaphores, and shared memory segments. With such a modular design, it then

becomes straight forward to add more modules as the design and functionality of

the PDMS increases and evolves.

2.2.2 PDMS Modules

In the current version of the PDMS the following modules are implemented:

• The Startup Module initiates ail other modules, and offers as a main menu

selection for allowing the user to select other modules for interaction.

• The Data Link Controller (DLC) Module gathers information from the bed­

side monitor network through a RS-232C link to the Careport network inter-
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face. This module has exclusive command over the data acquisition, data stor­

age, and the transmission of commands from other modules to the network.

A typical command would be a request for parameters to be transmitted by

Careport every n seconds when a patient is admitted to the ward and added

onto the PDMS. As this module does not require direct user interaction, it is

run in the background.

• The Patient Registration Module handles the admission and discharge of

patients to and from the PDMS in the Pediatrie Intensive Care Unit. This

module also handles administrative patient information, such as the patient's

name, date of birth, and hospital id number.

• The Fluid Balance Module manages the data concerning the fluid intake

and output of a given patient. The format of the fluid balance sheet is in a

spreadsheet format, effectively emulating the look and jee! of the paper forms

used in the intensive care unit. All fluid balance data must be entered into

the PDMS manually.

• The Trend Display Module displays the data acquired from the bedside

physiologieal monitors using graphical trends, facilitating the review of the

patient's state by the health care professionals. The graphical trend scale can

be selected to display data points at one-half hour intervals, minute intervals

or second intervals.

The overall organization and interaction between the PDMS software modules

listed above is shown in figure 2.2. This organization was partly shaped by the

limitations of version 1.0 of the OS/2 operating system. This first version of the

operating system supported only text modes of operation, requiring the program­

mer to implement the graphies routines required in the application program. The

modules have subsequently been upgraded to exploit the features of presentation

Manager of OS/2 version 1.3.
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Figure 2.2: PDMS Software Environment

The Startup Module

The Startup module is first PDMS module stal'ted, and it, in turn, starts up the

other modules as different child screen groups. This module then displays the main

menu bar of the PDMS, from which any one of the other modules, except the Data

Link Controller module, can be selected. When a module is selected by the user,

the Startup module opens a full screen window and proceeds to put the selected

module in the foreground, allowing user interaction. By selecting the option, one

can return to the main menu screen. The modular implementation allows the

addition of new modules in the menu bar and simply starting the new process

when selected by the user.
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2.2.3 The Data Link Controller

The Data Link Controller (DLC) module is responsible for interfacing the PDMS

with the bedside monitor network through Careport. DLC stores the information

acquired automatically by Careport for easy access by the other modules, and

transmits commands received from the other PDMS modules in the proper format

to Careport. To do this, DLC exploits OS/2 operating system features such as

shared memory segments, pipes, and multiple threads.

The principal function of DLC is to acquire the physiological parameter values

from the bedside monitors every two seconds and to place them into circular

queues. The seconds data is averaged every minute, and these values are placed

in minute queues. For each bed, these minute values are in turn averaged every

one-half hour and placed in the one-half hour queues. All these queues are located

in shared memory, so that these values can later be accessed by the Trends module

for graphic display. Periodically, DLC archives data from the minute queues and

half-hour queues to the hard drive for future use.

Informati0n about the bed states on the network must also be shared with the

Trends and Fluid Balance modules. This information is available to the aforemen­

tioned modules through shared memory segments. Access to these segments by

the respective processes is controlled by semaphores.

Most of the DLC's activity deals with communicating with the Careport inter­

face. This involves three levels of activity: a subset of the ANSI x3.28-1976 com­

munication protocol which must be respected for physical message transfer, the

encoding and decoding of messages from the logical message format of Careport,

and the proper definition and manipulation of logical sources in order to obtain the

desired network information. Admission, suspension, or discharge of patients on

the network is done through the use of logical source definitions. These definitions

are virtual connections between the different data sources which are designed to

increase the efficiency of the seriai communications line, in addition to determining
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the manner in which the information is passed to DLC from the network.

DLC automatically receives data sampled every two seconds from the Care­

port interface. This sampling rate was chosen because it appears to be adequate

for present needs and falls within the operational constraints of the equipment

available at this time. In addition, alarm messages may be transmitted by Care­

port to DLC asynchronously, as they occur. The different parameter averaging

functions as weil as the reception and transmission of data are implemented as

different threads in DLC. Communication of relevant information between threads

is achieved through pipes.

The Patient Registration Module

This module manages the administrative patient information as weil as the

admission, suspension, and discharge of patients from the PDMS's representation

of the intensive care unit ward. A general menu of commands is presented to the

user corresponding to the chosen function. The user can enter, modify, or review

both the patient and ward information. This module creates a shared memory

structure for storing the administrative patient information, which is indexed by

bed number, and is accessible by both the Trends and the Fluid Balance modules

so that they can display the patient name with the respective patient data. This

module flags events such as the addition, suspension, or discharge of a patient to

DLC through the use of shared memory and semaphores.

The Trends and Fluid Balance Modules

The Trends and Fluid Balance modules constitute the most important parts of

the PDMS, implementing the main functions for which the PDMS was created.

The Trends module allows the review of the physiological parameter values of

a particular patient with different horizontal time scale resolutions of seconds,
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minutes, or half hours and with adjustable scaling of parameter values on the

vertical axis.

The Fluid Balance module enables the entry, ca1culation, and correction of the

volumes of al! the fluid intake and output of a given patient. The spreadsheet

format of the form closely emulates the actual paper forms used in the intensive

care unit by the nurses. As previously mentioned, the fluid balance data is still

input manual!y in this module, hence despite computerization, the possibility of

data entry errors still exists.

Keyboard bedside data entry for the Fluid Balance module data presents a

bottleneck, since there is currently only one PDMS console and fourteen beds in

the pediatrie lCU. ldeal!y, the fluid balance data should be read by the nurses,

and entered directly into the PDMS. Having one console in the middle of the

intensive care unit ward would require nurses to transcribe values read from the

infusion pumps onto paper for entry into the PDMS at a later time. This process

is unacceptable for two reasons. First, the possibility of transcription errors would

still exist, as nurses would still be required to write down data on paper, and

later type it into the PDMS. With this system, the nurses' workload would actually

increase, and not decrease as desired. The ideal solution would be to have infusion

pumps linked electronically ta the PDMS, much in the same manner as the bedside

monitors are linked through Careport. Presently, the ICU has a variety of infusion

pumps, each of whieh provides a different interface ta the pump, making this

option unwieldy.

In order to effectively integrate the manual entry of data into the PDMS, while

attempting to minimize the occurrence of entry and transcription errors, and fa­

cilitating human-computer interaction, data entry using a speech interface was

proposed. The interface whieh would use both speech recognition, for data entry

and module operation, and speech generation, for feedback, verification of spoken

commands, and audio prompting, providing an eyes-free and hands-free means of
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directly entering fluid balance data at the bedside and at a distance from the PDMS

console. Even if computers were introduced at the patient bedside, the speech in­

terface would still be an Integral part of the bedside data entry interface, since the

intravenous solution infusion pumps can be situated at different locations around

a patient's bed. A hands-free and eyes-free system would permit the nurse to have

extra mobility.

Another consideration in the Fluid Balance module of the current PDMS version

is the quality of the user interface. As previously mentioned, the Fluid Balance

module's interface effectively emulates the spreadsheet format of the manual Fluid

Balance sheet. The current Fluid Balance module's Ingesta sheet, for recording

fluid intake, and Excreta sheet, for recording fluid output, cannot be displayed

completely on one 1024 x 768 pixel display. Consequently, cursor keys and other

specially assigned key combinations, such as ALT-scroll keys and CTRL-scroll keys

are used to navigate through the spreadsheet. The key assignments for this module

are much more complex than those used in other PDMS modules, presenting an

interface which could be quite confusing for a new user. In addition, the movement

between the rows and columns on these sheets is quite slow. It typically requires

one second to scroll in a new row or a new column into the screen display.

Thus it was decided to implement the next version of the Fluid Balance module

using the graphical interface of OS/2's Presentation Manager. Ali the drawing

routines are handled by the operating system, and the graphicai user interface is

consistent among ail applications which use Presentation Manager. The speech in­

terface was then added to the module, adding another input and output modality.

The modularity and high-level device independence of the .OS/2 system func­

tion calls allow alternate input modalities to be added on in a relatively seamless

manner.

This chapter has presented the current design of the PDMS which is being

developed for the Intensive Care Unit of the Montreal Children's Hospital. The
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hardware platform and the software architecture of the PDMS, sorne operating sys­

tem considerations, and the various PDMS software modules were described. The

following chapter will discuss the development of knowledge-based monitoring

system for this environment.
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An Expert System for Monitoring Vital

•

Understanding the design process has long been a goal of engineers, archi­

tects, and others. Such an understanding could lead to better designs, more rapid

production of new designs, and greater progress towards meeting real needs and

improving our environment. Expert systems provide a new tool for this, by allow­

ing us to express design knowledge in terms that both humans and computers can

do somethings with [Rychener, 1988].

One of the expert system programming languages is CLIPS, written in C, and

used for real-world projects. CLIPS is a non-procedural, dec1arative, rule-based

programming language. The code developed in CLIPS runs very fast and is de­

signed specifically to provide high portability, low cost, and easy integration with

existing or conventional software systems. CLIPS is also designed to interface with

other languages such as FORTRAN and Ada.

The basic elements of CLIPS are:

1. fact-list; global memory for data

2. knowledge-base; contains all the rules

3. inference engine; controIs overall execution

CLIPS can be called from a procedural language to perform its functions and

then return control to the calling program. Procedural code can also be defined

as external functions and called from CLIPS. When the external code completes
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its task, control returns to CLIPS. CLIPS has a LISP-like syntax which uses paren­

theses as delimiters. The LISP programming language strongest featmes include

symbolic data representation, dynamic storage allocation (especially for linked list

structures), flexible variable binding, the processing of program results by other

programs, and the computation of recursive functions required with trees, graphs,

and other complex data structures [Rychener, 1988]. Although, CLIPS is not written

in LISP, the style of LISP has influenced the development of CLIPS.

A CLIPS program consists of rules, and facts. Facts are very important, because

execution in CLIPS can not proceed without them. CLIPS uses a powerful pattern

matching known as the Rete Algorithm. The Rete Algorithm is a very fast pattern­

matcher that obtains its speed by storing ir.formation about the rules in a network.

Any C compiler that supports the standard Kernigan and Ritchie C language can

be used to install CLIPS. The speeà of CLIPS on a 80386 or a 68020 microcomputer

is compatible with the state-of-the-art LISP-based development software and LISP

machines [Giarratano, 1989].

3.1 Fact-List

In order to solve a problem, a CLIPS program must have data or information

with which it can reason. A chllnk of information in CLIPS is calIed a rad. A

fact consists of one or more fields, enclosed in matching left and right parentheses.

CLIPS will accept any combination of fields as a facto Good programming style

dictates that a method be used to ensure facts are represented in a meaningfuJ

manner. Groups of facts having the same relation can be described for purposes

of documentation by using a lemp/atc. A template for a fact shows the relation

name followed by one or more general or specific items. More than one template

can be used to indicate variations of a set of facts. Templates are convenient for

documenting facts and the expected fields that are found in them. They are not

accepted by CLIPS as commands and should only be used for documenting CLIPS
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Figure 3.1: The input information of the CLIPS implementation.

code. Further information about CLIPS can be found in [Giarratano, 1989].

We shaH now describe the implementation of the vital sign monitoring system

carried out using the CLIPS language.

3.2 Input 1Output

Figure 3.1presents the information flow of the expert system. The inputs in­

clude a BED NUMBER plus parameter values for the HEART-RATE, the BLOOD­

PRESSURE, and the CENTRAL-VENOUS-PRESSURE of the patient. The OUTPUT

of the vital sign monitoring system is a diagnosis of twelve frequently occurring

patient conditions for each patient. Three diagnosis interpretations are evaluated

namely RAW, AVERAGE, and FILTERED. AC program is used to sequence

through the occupied beds accessing the patient vital sign data, performing the

averaging and filtering, computations, calling the CLIPS program for evaluating

the patient diagnoses. The output patient conditions together with the relevant
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bed numbers and a timestamp are saved in a disk file to be used as input by the

graphical display program which will be explained in chapter 4.

The RAWoutput is defined as t1Je patient's condition based on t1Je latest set ofil/pllts

received. This RAWoutp"t is most responsive in indicating a critical situation as it de­

velops. AF ERAGEoutp"t presents the diagnoses derived from using;l liE 11:10 Ed",,,

vital sign parameters for the heart rate, blood pressure, and central venous pres­

sure, the averaging being evaluated over the previous Number of Data ND. ND

has been empirically set to ten to generate a smoot1Jed or less noisy value. The

AFERAGEdata is computed as follows:

Computing AF E RAGEdata
Define: ND la
Define: Vital Sign Parameter F SPi
if:i<ND

then: Average of F SP = L~ 'i
VSPn

", vsp
else: Average of VS P =Ln-\O '-n

where i is the current vital sign parameter measured. The Fi L7·1;'II.I~J),,,,I,,,,,.

presents the percent probabilities of occurrence of each diagnosed patient condition

computed as follows:

(3.2)

(3.1 )

PCn = 0.9 x LPCn +10 x Cn

PC = (LPCn x (ND -1)) + (100 x Cn )

n ND

where Cn is 1 if diagnostic condition n is asserted by the Expert System NI cdù;a.l

Rules, or aif this condition is not. PCn gives the updated percentage probability of

occurrence of a condition, LPCn is the previous percent probability of occurrence

value, and ND is a the number of data points in the averaging window. ln our

implementation ND was chosen as la giving.

•
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Figure 3.2: The components of data in the program.

The following section presents the data structures used for the algorithm.

3.3 Data Structures

Fig. 3.2 shows the components of the data used in the program namely:

1. Bed Number

2. Numerical parameters for Heart Rate (HR), Blood Pressure (BP), and Central

Venous Pressure (CVP).

•
3. Parameter thresholding values, MIN and MAX used for the classification of

HR, BP, and CVP.

4. Classified parameters values for Heart Rate, Blood Pressure, and Central

Venous Pressure which can be Low, Nonnal, or Higll.
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5. The Type Code is used to reference the two sets of input parameters being

processed: the RA IV and AVE RAGE values.

6. Number of Data (ND) used to compute the parameter "l'cr".'/" and the

filtel'cd diagnosed patient conditions.

7. New sets of output patient conditions computed: raw, averaged and filtered.

Each set presents the scoring for each of the twelve possible patient condition

diagnoses.

3.3.1 Results and Data-History Files

The output patient condition diagnoses are written in two disk files: a D~TA­

HISTORY file whieh is used for testing and debugging purposes, and a RESULTS

file which is processed by the graphieal user display program. Their structures are

shown in section 3.5. We shall now explain portions of the a!gorithm.

3.4 Components of the Monitoring Algorithm

The implementation of vital sign monitoring program contains of three parts: 1)

Data Processing System (DPS), 2) Expert System (ES), and 3) Graphieal User Inter­

face (GUI). The Data Processing is written in the C language and is responsible for

preparing data for the Expert System and the Graphiea! User Interface. Figure 3.3

shows the flow chart of the Data Processing System and its interconnection with the

Expert System and the Graphiea! User Interface. The Data Processing System and

Expert System processes will presented in the following sections and the Graphiea!

User Interface will exp!ained in the next chapter.
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BEGIN

w
LoadConstructs

CLIPS
w

fork
Parameter INPUT

process

wail for signal from
input process

w

read INPUT

1append

DATA-HISTORY

~
GetNextFact

Done ail beds CLIPS-DIAGNOSIS
~ .....- ....... -.

and write on BUFFERwrite ;~J;:s.y'qs.; No II.

W
classify Raw RunCLIPSparameters

calculate Average
MEDICAL RULES

THE parameters II.

c1assify Average AssertString
parameters AVERAGE DATA

SRGP w
AssertString calculate FILTERED
RAW DATA

conditions
GRAPHICAL w

II.

RunCLIPS GetNextFact

DISPLAY MEDICAL RULES
CLIPS-DIAGNOSIS
and write on BUFFER

1 II.

Figure 3.3: Flow chart of the procedure.

3.5 Data Processing System

We shaH now outline the Data Processing System and its connection to the Expert

System as shown in figure 3.3. The implementation combines both C and CLIPS

programs. The procedure begins by loading the CLIPS MEDICAL RULES using the

LoadCollstructs commando The MEDICAL RULES will be explained in section 3.6.

Default parameter values and classification threshold values are calculated based

on the patient age. The program continues by creating the process which supplies
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the new vital sign parameter values and signaIs their arrivaI to the vital sign

monitoring system with the SIGALARM signal from GETITIMER using the real

time counter.

The program waits for new information to arrived. Vpon receiving the signal,

the process reads in RA Hl parameter data for a bed. If any parameter values are not

supplied, the program will use the default values for the heart rate, blood pressure,

or central venous pressure. The program then, classifies the II.A IV parameter

values, computes the average parameter values using the algorithm explained in

section 3.2 and then, classifies the A11E RAOE parameter values. The parmneter

values of the RAW and AlIERAOE data are classified into the "o//J, Nor/na.l,

and high conditions using the CLASSIFY-PARAMETER procedure. N m'l/ud stands

for the situation where a parameter lies within the normal range. "()w shows a

condition below the minimum threshold and High presents a condition above the

maximum threshold. These levels are obtained from medical references and vary

with patient age.

The program then asserts the facts containing RAW data in the CLIPS agenda

using the AssertString commando The RlinCLIPS command begins execution and

al!ows the medical mIes to be fired. When CLIPS ends, it returns to the C pro­

gram where the GetNextFact function transfers the CLIPS-DIAGNOSIS results into

the buffer of the C program. The next step calculates the F II:!' eHE f) outputs

which give the percent probabilities of each of the twelve possible patient condi­

tion diagnoses using equation 3.2. The above sequence (AssertString, RllnCLlPS,

and GetNextFact) is repeated using the AlIERAGE parameter values. After pro­

cessing al! the incoming bed data, the final step writes the new information to the

RESULTS file for subsequent use by the graphical display program, and appends

the new information to the DATA-HISTORY file which records information con­

cerning al! the inpatients. The process goes back to the read stage to process al! the

available bed input data and then suspends itself until a new signal arrives. The

loop continues until it is terminated by killing the program,
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The following pseudo-code summarizes the procedures and data structures of

the Data Processing System algorithm:

VITALSIGNS structure
BED-NUMBER
RAW-HEART-RATE ; numerical value
RAW-BLOOD-PRESSURE
RAW-CENTRAL-VENOUS-PRESSURE
CLASSIFIED-HEART-RATE ;low, normal, or average
CLASSIFIED-BLOOD-PRESSURE
CLASSIFIED-CENTRAL-VENOUS-PRESSURE

RESULTS struct-tre
VITALSIGNS structure
STATUS-OF-BED ;occupied or empty
DIAGNOSIS-FROM-RAW-DATA
DIAGNOSIS-FROM-AVERAGE-DATA
DIAGNOSIS-FROM-FILTERED-DATA

DATA-HISTORY structure
date
time
RESULT structure

PROCEDURE CLASSIFY-PARAMETER
(char Parameter, char Parameter-Threshold-Range)
begin

char Status
compute Nonnal, Law, and High of Parameter

ifParameter E Parameter-Threshold-Range
then Status is Normal.

ifParameter is less than MIN-Parameter
then Status is Law.

ifParameter is greater than MAX-Parameter
then Status is High

retl/nI Status
end

PROCEDURE
begin

char BUFFER
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LoadConstructs
EXPERT SYSTEM ofMEDICAL RULES

ca1culate default parameter values and classification thresholds
fork INPUT PARAMETERS

WAIT:
wait for SIGNAL announcing new data

READ:
read RAW VITALSIGNS input data
ifno more bed data goto WRITE
Classify RA IV parameters
compute average values of parameter patterns
for RAIV and AVERAGE parameters

CLASSIFY-PARAMETER
(HEART-RATE, HEART-RATE-Threshold-Range)

CLASSIFY-PARAMETER
(BLOOD-PRESSURE, BLOOD-PRESSURE-Threshold-Range)

CLASSIFY-PARAMETER
(CENTRAL-VENOUS-PRESSURE,
CENTRAL-VENOUS-PRESSURE-Threshold-Range)

AssertString RAW-DATA
RllnCLIPS MEDICAL RULES
GetNextFact CLIPS-DIAGNOSIS
compute probabilities of each condition (FILTERED)
write RAW-DATA on BUFFER
append CLIPS-DIAGNOSIS for RAW-DATA on BUFFER
AssertString AVERAGE-DATA
RllnCLIPS MEDICAL RULES
GetNextFact CLIPS-DIAGNOSIS
append AVERAGE-DATA on BUFFER
append CLIPS-DIAGNOSIS for AVERAGE-DATA on BUFFER
append the probabilities on BUFFER

gotoREAD
WRITE:

write BUFFER on RESULTS file
append Date, time, and BUFFER on DATA-HISTORY file
gotoWAIT

end
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3.6 Rule-Based Knowledge

The knowledge for the rule-based monitoring system was obtained from medical

publications and from consultations with the medical and nursing experts in the

Pediatrie Intensive Care unit at the Montreal Children hospital. From this knowl­

edge a medical diagnostic model was formulated relating the classified conditions

of the heart rate (HR), blood pressure (BP), and central venous pressure (CVP) to

eleven frequently recurring patient conditions as weIl as a twelfth normal patient

state. The monitored conditions are the following:

1. Hypovolemia

Blood volume is too low either through dehydration, hemorrhage, or ex­

tensive burns. Although possibly compensated by vasoconstriction, hypov­

olemia will reduce the amount of blood coming back in the veins and will

ultimately cause the blood pressure to fall since the heart will not be suffi­

ciently filled.

2. Hypervolemia

Too much blood volume can be achieved if the amount of drug solution is

not carefully monitored. Usually the situation is temporary since the excess

fluid is removed through the kidneys.

3. Bradyarrhythmia

The heart beats at an abnormally low rate. Blood pressure will drop and

venous pressure will rise with the decrease of flow passing through the heart.

4. Tachyarrhythmia

The heart beats at an abnormally high rate. At a high enough rate, the

ventricles do not have enough time to fill up completely, resulting again in a

decrease of blood flow.

5. Tamponade

This condition is found when a hemorrhage takes place around the heart and
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reduces the space needed for it ta fill up. The stroke volume is thus reduced,

reducing again the blood flow. This is more common for patients with heart

surgery.

6. Pump Failure

This condition describes the failure of the heart muscle to pump blood cor­

rectly, usually due ta a lack of good perfusion.

7. CNS-ICP

Ali the CNS (Central Nervous System) dysfunction label represents some kind

of problem in the nervous regulation of the CYS (Central Venous System). An

increased lntra-Cranial Pressure (ICP) in the brain affects the nervous centers

and causes periods of high vasoconstriction and blood pressure.

8. CNS-Drugs

The abnormal behavior of the nervous regulation is more probably caused by

some inhibitory effect of drugs given ta the patient such as sedatives.

9. Primary Hypertension

As it names describes, this stands for a high blood pressure. It is primary

since it is the cause of the other CYS changes.

10. Systemic Shock

Systemic shock occurs when some chemical affects the vasodilator receptors

of the CYS, resulting in a sudden and massive decrease in blood pressure. This

chemical can come from bacterial infections or simply an allergie overreaction.

It usually starts with a flush of the skin and its progressive cooling.

11. Agitation

This describes generally the state of a patient under some stress, either from

pain, crying or simply restlessness.

12. Normal

This condition corresponds to the patient having vital sign parameters within
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(VITASIGNS

(field HEART-RATE ; Low, Normal, High
(type WORD»
(field BLOOD-PRESSURE ; Law, Normal, High
(:ype WORD»
(field CENTRAL-VENOUS-PRESSURE ; Law, Normal, High
(type WORD»

)

Figure 3.4: The CLIPS structure of VITALSIGNS.

their normal range.

The patient HR, BP, and CVP vital sign are first classified into Law, normaL,

or high states. Then twenty seven medical rules were formulated to relate these

patient's measured states to each of the twelve possible medical conditions listed

above. These rules are summarized in tables 3.1, 3.2, and 3.3. Here, the -, =, and

+ symbols correspond to Law, normaL, and high parameter values. The asterisk *

indicate the medical conditions diagnosed by the rules. For example in table 3.1,

the firstmedical rule states that a patient with a low HR (-), low BP (-), and low CVP

(-) is diagnosed to have the following medical conditions (Codes): Hypovolemia

(1), Bradyarrithmia (3), and Pump Failure (6), as indicated by the presence of the

asterisks against each of these conditions in the first column of the tables. Blank

entries imply that those corresponding medical conditions are not supported by

the vital sign states of that column. The twenty seven CLIPS medical rules have

no priority between themselves. They are applied to process RAW and AVERAGE

parameter data sets.

Figure 3.4 shows the structure of the VlTALSIGNS template used in the CLIPS

program while figure 3.5 presents the CLIPS coding of Medical Rule #1. Tables 3.1

to 3.3 exhibits how the results are obtained. The signs +, -, and = in the tables

represent high, Law, and normaL values; * signifies that the given condition can be

present for that pattern of parameters.
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~ MEDICAL RULES:

HR Heart Rate - - - - - - - - -
BP Blood Pressure - - - = = = + + +

CVP Central Venous Pressure - - + - = + - = +
CODE: 1 Hypovolernia • . * *

2 Hypervolernia *
3 Bradyarrhythrnia * * * * * *
4 Tachyarrhythrnia
5 Tamponade *
6 Pump Failure * *
7 CNS-ICP * * *
8 CNS-Drugs
9 Primary Hypertension * * *

10 Systernic Shock
11 Agitation

Table 3.1: Parameter patterns and corresponding patient's condition for
Low Heart rate (part 1).

~ MEDICAL RULES:

•

HR Heart Rate = - = - - - - - -
BP Blood Pressure - - - = = = + + +

CVP Central Venous Pressure - = + - - + - - +
CODE: 1 Hypovolernia * * *

2 Hypervolemia *
3 Bradyarrhythrnia
4 Tachyarrhythrnia
5 Tamponade
6 Pump Failure * *
7 CNS-ICP
8 CNS-Drugs * * * * * *
9 Primary Hypertension * *

10 Systemic Shock * *
11 Agitation

Table 3.2: Parameter patterns and corresponding patient's condition for
Normal Heart rate (part 2).
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(derrule HRL-BPL-CVPL ; RULE NUMBER 1
. IF
• ; LEFT-HAND-SIDE

; FACT
LOW) ;LOW
LOW) ; LQW

LOW) ;LOW

(HEART-RATE
(BLOOD-PRESSURE
(CENTRAL-VENOUS-PRESSURE

(VITALSIGNS•
;> ;THEN

(assert (CLIPS-DIAGNOSIS HYPOVOLEMIA) ; RIGHT-HAND-SIDE
(CLIPS-DIAGNOSIS BRADYARRHYTMIA)' assert
(CLlPS-DiAGNOSIS PUMP-FAILURE) , PATIENT CONDITIONS

Figure 3.5: The CLIPS coding of MEDICAL RULE #1.

For example, the expert system medical mIe #1 corresponds to a Law status of

ail three parameters and implements following algorithm:

MEDICAL RULE # 1
If

VITALSIGNS with
HEART-RATE equals to Law
and BLOOD-PRESSURE equals to Law
and CENTRAL-VENOUS-PRESSURE equals to Law

Then
assert:

the patient's condition codes according to
Tables 3.1 to 3.3 to obtain
Hypovolemia
Bradyarrhythmia
Pump Failure

The rule asserts Hypovolemia, Bradyarrhythmia, and Pump Failure as facts in

the agenda of CLIPS. These are retrieved using the GetNextFact function and stored

in the BUFFER of the Data Processing System before a new set of parameter values

are submitted for diagnosis by the medical mIe system.

•
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~ MEDICAL RULES' - -- - -
HR Heart Rate + + + + + + + + +
BP Blood Pressure - - - = = - + + +

CVP Central Venous Pressure - = + - = + - = +

CODE: 1 Hypovolemia * * * *
2 Hypervolemia * *
3 Bradyarrhythmia

-

4 Tachyarrhythmia * * * * *
5 Tamponade
6 Pump Failure *
7 CNS-ICP * * *
8 CNS-Drugs
9 Primary Hypertension *

10 Systemic Shock * * * * *
11 Agitation * * * * * *

•

Table 3.3: Parameter patterns and corresponding patient's condition for
High Heart rate (part 3).

3.7 Summary

The fact-list of the algorithm in the knowledge-based system includes the heart

rate, the blood pressure, and the central venous pressure of inpatients. The rule­

based system comprises twenty seven CLIPS rules. The output of the algorithm

expresses the inpatients' medical conditions. The Data Processing System and

the Expert System portions of the program and its elements were outlined in this

chapter. A discussion on the Graphical User Interface, its implementation issues,

and its execution are presented in the following chapter.

•
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The user interface is considered to be one of the important factors influencing

the acceptance of the clinical computer systems by their users. Information repre­

sentation, interaction style, and interaction environment are sorne of the important

reasons for increasing the usage of graphies in illedieal information systems [Bern­

abei, 1992]. Introduction of computerized systems in the leU environment poses

more challenges than in any other clinical settings [Jiang, 1991]. eare-givers in the

leU usually work under greater pressure and may not have much time to spend

in getting familiar with new, sophisticated equipment. The computerized leU

system should have a natural interface, making it easy for users to operate. The

huge amount of information generated through intensive care monitoring of very

critically il! patients and the heavy usage of various patient data calls for a natural

and logical representation of t"at information for direct patient care at the bedside.

4.1 The Simple Raster Graphies Package (SRGP)

The Simple Raster Graphies Package (SRGP) [Foley, 1990] is a device-independent

graphies package that exploits raster capabilities. SRGP's repertoire of primitives

(lines, rectangles, circles, ellipses, and text strings) is similar to that of the popular

Macintosh QuickDraw raster package and that of the Xlib package of the XWindow

System. On the other hand, its interaction-handling features are a subset of those

of SPHIGS, the higher level graphies package for displaying 3D primitives.

We start our discussion of SRGP by examining the operations that applications

perform in order to draw on the screen: the specifications of the primitives and of

the attributes that affects their image.

45



•

•

4. Graphical User Interface

Although our discussion of SRGP assumes that it controls the entire screen,

the package has been designed to run in window environments, in which case it

controls the interior of a window as though it were a single screen. The application

programmer therefore does not need to be concerned about the details of running

under control of a window manager.

SRGP supports a basic collection of primitives: lines, polygons, circ!es, ellipses,

and text. To specify a primitive, the application sends the coordinates defining

the primitive's shape to the appropriate SRGP primitive generator procedure. Tt is

legal for the specified point to lie outside the screen's bounded rectangular area; of

course, only those portions of a primitive that lie inside the screen bounds will be

visible. SRGP also offer a variety of line styles such as dotted, dashed, solid and

with varying thickness choices.

4.2 The Display Program

The objectives selected in designing the user interface for the bedside TeU display

system inc!ude:

• ease of use by both novice and expert computer users;

• ability to display different patient information simultaneously;

• comprehensive display of ail information on one window;

• prevention of visual errors by using redundancy;

• good ergonomie features for working with the system.

These characteristics will make users feel comfortable, minimize or eliminate

users' resistance to the computerized system, and help users in their decision

making for patient care.
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The SRGP software version 1.0 was used to implement the PDMS user interface

on a SUN SPARC workstation 1+, model GDM-1604B15 runing BSD UNIX version

4.2.

Figures 4.1 shows the flow chart of the SRGP program. The program starts by

opening an Xwindow and follows by creating the graphical frame for the window.

Display function of the program converts the input data obtained the RESULT file

to meaningful color boxes on the window. Then the control sequence function

allows the program to wait until SIGALRM signais that new results have arrived

or until the sleeping time1 which is two minutes ends. Alternatively the signal

could come from the Data Processing System after updating the RESULT disk file.

In our design, we linked the data flow between the CLIPS and SRGP procedures

by disk files making it possible to run multiple copies of the display procedure

over a network when supporting multiple concurrent viewers. Section 4.4 will

present the techniques used for synchronization of the Data Processing System,

CLIPS program, and SRGP procedures. The following algorithm summarizes the

graphical display program which was written in ANSI C/SRGP.

Algorithm ofGraphical User Interface for the Vital Sign Monitoring System
PROCEDURE Begin ICU Display

Begin:
Define name of window
Define size of window
Set keyboard processing mode (RAW)
Set input mode (KEYBOARD, EVENT)
Select Display for Color and Mono monitors
If Color monitor

load common colors from 0 to 14
MakeFrame

Set foreground and background colors
Set line width
Draw grid
Write text and background headers

Loop
Begin:

'This term refers to the suspended state of a process resulting from the UNIX system call.
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BEGIN SRGP

~
LOAD COMMON COLORS

~
MAKE FRAME

J.
'VI

DISPLAY RESULTS

~

CONTROL SEQUENCE

1

Figure 4.1: Flow Chart of the Graphical Display

Refresh SRGP
Read results
Display the results
Sleep 120 seconds or less if a signal is received
Go to Begin of the Loop

End:
End:

Figures 4.2 shows the presentation of the results obtained from the expert mon­

itoring system in the form of a colored table. The color table displays eleven sets of

data corresponding to the eleven available diagnoses as weil as a twelfth "N o!"Hw,l"

condition for each bed. Data are organized in groups, and different colors are used

consistently to clarify the presentation of resuIts. Fourteen rows display the resuIts

for each of the fourteen beds. The patient data and their Interpretations by the ex­

pert monitoring system are updated automatically. Two alternative displays were

developed as shown in figures 4.3 and 4.4. Because of the increased resolution and

better detail, monochrome screen display printouts are presented instead of color

48



•

•

4. Graphical User Interface

Figure 4.2: Color Print of the Expert Monitoring System Display.

prints. We shaH now discuss these display windows in greater detail.

4.3 The Monitoring System Display Screens

The goal of this program is to display the results inferred by an expert system

for a physician or a nurse. A total of fifteen colors have been used in the design

of these displays. In the color assignments, green signifies a normal condition,

red denotes on alarming condition, whereas yeHow corresponds to a critical one.

The top of Figure 4.2 presents the colored patches and written text giving the color

assignments selecteè ior each of the medical conditions.

The table is divided into fourteen rows, one for each patient or bed. The cyan
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Figure 4.3: Printer Screen Dump of the Expert Monitoring System Display.

color is used to indicate an empty bed condition. Data and information concerning

each patient is presented using numbers and colored squares. To facilita te the

grouping of information, the window is divided into three parts from left to right

(figures 4.2 and 4.3). The leftrnost portion, presents the patient state as weil as the

input vital sign data. The central portion presents medical conditions diagnosed by

the expert system on two rows using their relevant colors. The top row shows the

interpretation of the RAW values which the bottom row display the AVE flACJ E

results. Finally, the right portion displays the F / LTE RE D numerical scoring for

each of the twelve possible patient states. In Figure 4.4, the right hand column
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Figure 4.4: Alternative Display for the Expert Monitoring System.

far each bed cantains twa buttans2 ; HISTORY ta access the patient conditions

recorded in the DATA HISTORY file for review and is not currently implemented;

and DISPLAY to highlight a specifie row or to dim the other rows. Highlighting is

performed by making the row background brighter while making the other rows

darker, or vice versa. Background color changes can also be used for highlighting

depending on the mouse button that is used. At the top of the table, the names

af the medical conditions as well as overall patient condition and vital sign color

settings appear. These colors are duplicated in each row as small a square which

is lit up whenever that condition is present. Therefore, the less color boxes seen

2A button is a sensitive area of a display for use in controlling or interacting with a program.
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in a row, the fewer the medical conditions afflicting the patient. A help and a quit

button are located at the upper right corner. The bottom line of the window is

used to confirm the functions invoked by the interface. The display interface was

designed to be operated by using a mouse locator but it can easily be extended to

include key board control using arrow keys and sensitized keys.

Figures 4.2, 4.3 and 4.4 show the Graphical User Interfaces displaying artificial

test data generated using a 5HELL program.

4.4 Program Control

The UNIX system manages multiple concurrent processes. A process is the

execution of a program. A central part of UNIX or the kernel deals with the control

of processes. The kernel schedules the CPU by switching execution from one

process to the next. A process can go through a number of execution states before

completion, such as, running, asleep, l'eady, and zombie. More detail about the

states can be found by consulting the on-line "man" pages of a UNIX environment.

We shaH explain sorne UNIX commands before our process control methods are

presented.

• Fork

A process can create another process via the Jork system cali. The process

that invokes Jork is the parent process, and the newly created process is the

child process. After the JOI'k caH, the child process and the parents process

run concurrently.

• 5leep

The sleep system caH aHows a process to be paused or suspended for a speci­

fied amount of time.
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• Interrupts and Signal

Events outside a process can affect process execution. The time when such

an event would occur is not predictable. Thus, they are called asynchronous

evenls. Asynchr·onous events are treated in UNIX usingthe .signalmechanism.

One of the signal.s in UNIX is 8IGALRM which is generated by getitimer

whenever the real timing interval expires.

Instead of using pipes, the results of the Data Processing System are saved in

disk files for simplicity and because the disk file is required for testing and possibly

for archiving. An input process supplies the vital sign input data to the Expert

System process. The process signaIs the arrivaI of new data using 8IGALRM.

Combination of the S'IGALRM and the sleep system cali allows the Expert System

to wait for the new data. This signalling technique was selected far synchronization

of the Vital Sign input process with the Expert System and the graphical displays.

A third interface together with a complementary expert monitoring system was

also developed on a NeXT computer with the NeXTSTEP 2.1 operating system,

the NeXT Interface Builder and the Objective C Object Oriented Programming

Language. Although this development environment was powerful and easy to

operate, the voice recognition interface implementation which was also included

in this design made it unacceptably slow, typically three minutes per spoken ward

and it was rejected.

4.5 Summary

A Graphical User Interface (GUI) has been presented in this chapter. The user

interface is considered to be one of the important factors influencing the acceptance

of the clinical computer systems by their users. The usage of graphies in medical

information systems is increasing for several reasons which were mentioned. The

GUI is written in C language. Implementation, execution, results, and future
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research directions are discussed in the subsequent chapter.
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Future Directions

S.l Introduction

As explained, the algorithm is implemented in CLIPS 5.0 and was developed

on a SUN SPARC 1 system, under UNIX/X Windows. This UNIX platform was

selected because of its availability and its superiority for development and testing

compared with the OS/2 platform presently used in the Intensive Care unit. The

CLIPS programs are highly portable and can easily be recompiled for the OS/2

environment when necessary. Unfortunately, the SRGP display program does

not offer this portability. However the feasibility of adapting the existing OS/2

implementation to a UNIX environment was studied and was found to be possible.

After a brief description of the linear regression analysis, the experimental results

and directions for future research are presented in this chapter.

S.2 Linear Regression Analysis

Very often the statistician or data analyst is asked whether there is any relationship

between several sets of data and then, if there appears to be a relationship, what is

the form of the relationship. The simplest relationship is linear. Existence of such

a relationship is generally tested by calculating the linear correlation coefficient

which can be only done for paired sets of.data. The correlation coefficient between
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a set of data X,. and Yi (i E [1, n]) is usually denoted by ,. and given by [Furgeson,

1959].

(5.1 )

If there is a reasonably strong linear relationship between two sets of data

(1' > 10.71), then it is justified to calculate what the relationship is. The equation of

the regression line is normally expressed in the following form;

y=A+13xx

where
13 = n x L, :vy - L, x x L, y

n x L, :"2 _ (L, ~,)2

A = =L,,,,y_-_._I3_x-:L,=:..-x
n

and n is the number of data.

5.3 Experimental Results

(5.2)

(5.3)

(5.4)

•

The results analyzed in this section were derived from an intermediate design

having ail fourteen beds, the data processing and the control system implemented

in the CLIPS program. Analyzing these results obtained led us to the improved

implementation presented in chapter 3. The execution times presented here were

derived using the WATeHALL debugging environment in CLIPS and thus rep­

resent only a comparative l'valuation since they include an execution overhead

for the debugger and printing to the screen. Execution without the debugging

environment is much faster but the timing observation are more difficult to obtain

under those conditions. Thirty eight test runs of the program were executed with

different number of input FACTS changing as shown in Table 5.1 using the CLIPS

debugging environment. Here, a FACT represents the set of data corresponding
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6~
Facts 1 1 1 14 14 14 7 3 3 3
Number of Runs 4 6 4 1 abort abort 3 4 8 8

Table 5.1: Execution tests

TIME IS~"Ç.J

III

7

(,

Time'" 1l.:?794 + O.J9J7·Rulcs

2

RULES

"
" 4 10 11 12 13 14

•

Figure 5.1: The relationship between TIME and RULES for one bed.

to one bed. These test runs were conducted to study the effect of changing the

number of FACTS processed by the program. Sets 5 and 6 were aborted and could

not complete. The run times are shown on the Table 5.2.

The curves in figures. 5.1 to 5.3 show relationship between run time and the

number of rules fired derived using regression analysis on the results given in

table 5.2. Linearity was confirmed on the basis of the r statistics shown in Tables 5.3

and 5.4. Here A and B have already been defined, n is the number of samples or

runs, 7~w!l and Raug represent average time and rules computed over the sets,
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TIME [S.......1
50

41l

30

Time '" 7,')(,'.17 + ~.07~'J·R\lks

20

ln

IHll.ES

Il 2 ') 10 11 12 IJ l~

Figure 5.2: The relationship between TIME and RULES for seven beds.

and O"(n) and O"(n - 1) represent standard deviations. As the plots in Figs. 5.1

to 5.3 show, the number of beds is very important in controlling the "speed" of

the program (~';;,!::). The equations number (5.5) to (5.11) are !inear regression

equations summarized in the tables 5.3 and 5.4. Because aU the !inear correlation

coefficients rare greater than 10.71linearity is confirmed for the regression equations

expressing;

•

For 3 beds in table 5.3

set 8 gives:

set 9 gives:

set 10 gives:

TI ME = A + B x RULES

T!J'vIE = -2.164 +1.007 x JW LBS

TIM E = 7.789 +1.186 x RU LES

TI M E = 1.564 +0.254 x IW LES

(5.5)

(5.6)

(5.7)

(5.8)
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Figure 5.3: The relationship between TIME and RULES for three beds.

and the average equation for 3 beds becomes:

Tl M Eavg = 2.492 +0.816 x RULES

In table 5.4, for 1 bed we obtain:

Tl M E = 0.2794 + 0.3917 x RULES

and for 7 beds:

TI ME = 7.9697 + 2.0729 X RULES

(5.9)

(5.10)

(5.11)

•

The speed of program execution ~;i~:: = la~o = -k corresponding to the number of

mIes fired in each period of lime. Thus, the speed of program execution derived

from the regression analyses in figures. 5.1 to 5.3 given: as following

for 1 bed (eq. 5.10) tan al = 0.3917 =? LaI = 0.3733

for 3 beds (eq. 5.9) tan a3 = 0.8156 =? La3 = 0.6842

for 7 beds (eq. 5.11) tan a7 = 2.0729 =? La7 = 1.1213
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Thus we see that

(5.12)

•

When La is very small, at will be very small and!or al' will be very big. Executing

the program with the large group of information rules decreases the speed of

execution. In other words, it is better to execute the program for each bed separately

and process the information concerning one bed completely, and then insert new

information and run the algorithm again. The plot in Fig. 5.4 confirms this. The

ratio of rules per unit time versus the number of beds (facts) is a decreasing function

shown in the Fig. 5.4. The ratio of rule per unit time is maximized as the number

of beds is minimized, and vice versa. Therefore, the improved CLIPS program

as described in chapter 3 processes the minimum number of facts associated with

a single bed. Finally, the rules which did not execute to completion with a large

number of facts, were carefully studied to reveal that the design of the rules could

be modified to greatly improve the program pattern matching performance. These

improvements were also incorporated in the final rule design presented in chapter

3. The run time of the final version of the vital sign moni~oring system to process
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and store the medical condition diagnoses for fourteen beds of the intensive care

unit is estimated to be less than two seconds. This processing rate will certainly

meet the targeted goal of monitoring the stream of vital sign parameters being

acquired every minute. Similarly, the graphies display program, can completely

update the screen display with new results for fourteen beds in under two seconds,

which is more than acceptable for the targeted update rate of once per minute.

Further evaluation studies will be required at the ICU site to evaluate the relative

merits and user acceptance of the two alternate displays. Both the expert system

and the graphie display programs executed without difficulty on a diskless SUN

workstation with 16MBytes ofRAM attached to a networked file server. The overall

execution performance of this implementation is found to be excellent.

5.4 Future Developments

It is proposed to comp!etely migrate the patient data management system to the

UNIX environment which offers a number of advantages over the OS/2 version.

The TCP/IP networking capabilities under UNIX are very weil established and

supported. Integration with other hospital systems would thus be greatly facili­

tated. A challenging extension to the expert system would involve enhancing the

diagnostic rules to include more comprehensive evaluation based on additional

patient information such as drugs, diseases, or medical interventions. The expert

system could be redesigned for in1plementation using Artificial Neural Systems

which offer the capability of learning. A fuzzy logic methodology might also be

attempted. Object Oriented programming environments such as Objective C of

NeXTSTEP or C++ can greatly simplify the development and enhance portability

of the system. The architecture of the Graphical User Interface as it stands cannot

be extended to deal with additional information without significant modifications

such as the inclusion of scroll bars, sub windows or dialog boxes which would

fundamentally change the basic philosophy of the present comprehensive display.
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5.5 Summary

The statistical analysis technique of lines regression was used to analyze the per­

formance of the CLIPS program. The implementation performance was evaluated

and discussed. Future research directions were suggested.

62



•
5. Implementation, Execution, Results, and Future Directions

1 1 1 7 2.905 2.410 5.1
1 2 1 5 2.129 2.349 5.1
1 3 1 4 1.836 2.179 5.1
1 4 1 4 1.680 2.381 5.1

2 5 1 7 3.179 2.202 5.1
2 6 1 5 2.290 2.183 5.1
2 7 1 4 1.899 2.106 5.1
2 8 1 4 1.902 2.103 5.1
2 9 1 4 1.749 2.287 5.1
2 10 1 4 2.173 1.841 5.1

3 11 1 7 2.976 2.352 5.1
3 12 1 5 2.306 2.168 5.1
3 13 1 4 1.849 2.163 5.1
3 14 1 4 1.674 2.389 5.1

~ Rules Fired 1 Run Tune (sec) 1Rules per Second~

022543469898

7 16 7 47 108.402 0.434 5.2
7 17 7 33 66.360 0.497 5.2
7 18 7 27 70950 0.381 5.2

8 19 3 21 19.009 1.105 5.3
8 20 3 15 12.829 1.692 5.3
8 21 3 12 9.985 1.202 5.3
8 22 3 0 0.001 0.000 5.3

9 23 3 18 31.929 0.564 5.3
9 24 3 18 26.350 0.683 5.3
9 25 3 12 20.647 0.581 5.3

-, 26 3 12 21.704 0.553 5.3
9 27 3 12 20.747 0.578 5.3
9 28 3 12 20.802 0.577 5.3
9 29 3 12 21.026 0.571 5.3
9 30 3 12 27.209 0.441 5.3

10 31 3 21 6.868 3.058 5.3
10 32 3 19 6.565 2.894 5.3
10 33 3 20 6.850 2.920 5.3
10 34 3 17 6.260 2.712 5.3
10 35 3 16 5.732 2.791 5.3
10 36 3 17 5.835 2.913 5.3
10 37 3 15 5.316 2.822 5.3
10 38 3 17 5.856 2.903 5.3

•
Table 5.2: Run times of the Initial CLIPS program.
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~ Set ~ 8 9 10 ~
A -2.16 7.789 1.564
B 1.007 1.186 0.254
l' 0.9998 0.781 0.773
n 3 8 8
Ta,vg 13.941 23.802 6.160
Ta(n) 3.767 3.9946 0.530

Ta(n-l) 4.614 4.218 0.566
Rav9 16 13.5 18.123

R aln ) 3.742 2.598 1.615
Ra(n-l) 4.583 2.777 1.727

~ eq. no. ~ 5.6 1 5.7 1 5.8 ~

Table 5.3: Statistical parameters of TIME and RULES for 3 beds.

7

A 0.2794 7.9697
B 0.3917 2.0729
r 0.9697 0.773
n 14 3
Tavg 22.1819 81.9040

Ta(n) 0.4828 118.8304

Ta(n-ll 0.5011 23.0624
Ravg 4.8571 35.6667

Ra(n) 1.1867 8.3799

Ra(n-l) 1.2315 10.2632

~ Number of Beds ~ 1

~ eq. no. ~ 5.10 1 5.11 ~

•
Table 5.4: Statistical parameters of TIME and RULES for 1 and 7 beds.
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•

This thesis has presented a historical overview and discussed the literature as­

sociated with artificial intelligence and knowledge engineering, knowledge-based

systems, rule-based systems, computer-based medical systems, hospital informa­

tion systems, data base management systems, artificial intelligence in medicine,

knowledge-based systems in medicine, computer based decision analysis, and in­

terface devices for medical users. It then provided a synopsis of the hardware and

software architectures of the Patient Data Management System being developed

for the Intensive Care Unit of the Montreal Children's Hospital. The design of

an expert system for monitoring of the ICU patient's vital signs was elaborated.

The system includes a combination of C and CLIPS language programs for the

automated diagnosis of patient conditions derived from on-line measurements of

the heart rate, blood pressure, and central venous pressure. Two novel graphi­

cal user interfaces were developed for displaying the results of the expert system

monitoring system for the ICU ward. The performance aspects were evaluated

and suggested areas for future research were proposed before concluding.
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