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Abstract

The formulation of a co-Iocat.ed equal-order Control-Volume-based Finite Element

Method (CVFEM) for the solution of two-fluid models of two-dimensional, planar

or axisymmetric, incompressible, gas-solid partic1e flows is presented in this thesis.

The main focus is on the development of a numerical method that allows com­

puter simulation of gas-solid particle flows over a wide range of solid-phase volume

concentration in complex irregular geometries.

A general two-fluid mathematical mode! is presented. This mode! is essentially

borrowed from published works in the area of granular flows. II. is established here

that this model is applicable 1.0 gas-solid flows over a wide range of solid-phase

concentration. The goveming equations of the fluid phase are obtained by volume

averaging the Navier-Stokes equations for an incompressible fluid. The solid-phase

macroscopic equations are derived using an approach that has been successfully used

earlier for the description of granular materials, and is based on the kinetic theory

of dense gases. This approach accounts for particlefparticle collisions, and permits

the determination of the solid-phase macroscopic properties such as viscosity and

pressure.

The proposed CVFEM is formulated by' borrowing and extending ideas put for­

ward in earlier CVFEMs for single-phase flows. In axisymmetric problems, the

calculation domain is discretized into torus-shaped elements and control volumes:

in a longitudinal cross-sectional plane, or in planar problems, these elements are

three-node triangles, and the control volumes are polygons obtained by joining the

centroids of the three-node triangles 1.0 the midpoints of the sides. In each element,

mass-weighted skew upwind functions are used 1.0 il1terpolate the volume concen­

trations. An iterative variable adjustment algorithm is used 1.0 solve the discretized

equations.

The chosen mathematical model, along with its specializations 1.0 single-phase

flows and dilute gas-solid flows, and the proposed CVFEM have been applied 1.0
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several test problerns and sorne dernonstration problerns. These test and dernoll­

stration problerns include single-phase f1ows, dilutp.-concentration gas-solid l'article

f10ws and dense-concentration gas-solid particle f1ows. The CVFEM results have

been cornpared with results of independent nurnerical and experirnental investiga·

tions whenever possible. These cornparisons and the results of the dernonstratioll

problerns are quite encouraging.
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Sommaire

La formulation d'une Méthode aux Eléments Finis/Volumes de Contrôle (CVFEM)

pour les écoulements diphasés et bidimensionnels est présentée dans cette thèse.

Cette méthode à colocation d'ordre égal est établi pour les écoulements de gaz avec

particules solides, et utilise les système de coordonnées cartésien et cylindrique. Une

attention particulière est portée sur le développement d'une méthode numérique

permettant la simulation d'écoulements diphasés de gaz avec particules solides, sur

une grande étendue de concentration, et à l'intérieur de domaines complexes et

irréguliers.

Un modèle mathématique général, utilisant sur une formulation eulérienne pour

les deux phases, est présenté. Ce modèle est basé essentiellement sur certains travaux

publiés dans le domaine des écoulements granulaires. Dans cet ouvrage, il est établi

que ce modèle est applicable pour les écoulements diphasés de gaz avec particules

solides, sur une grande étendue de concentration de la phase solide. Les équations

gouvernant la phase fluide sont obtenues en moyennant sur un volume les équations

de Navier-Stokes pour fluides incompressibles. Les équations macroscopiques de

la phase solide sont dérivées a l'aide d'une approche utilisée avec succès pour la

description de matériaux granulaires. Etant basée sur la théorie dynamique des

gaz où les effets des collisions entre particules sont inclus, cette approche permet la

détermination des propriétés ma~roscopiques de la phase solide telles que la viscosité

et la pression.

La formulation de la CVFEM proposée se base sur l'extension de certaines

idées utilisées dans les récentes CVFEMs pour écoulements monophasés. Pour les

problèmes axisymétriques, le domaine de calcul est discrétisé en éléments et vo­

lumes de contrôle en forme de tore: dans une tranche plane longitudinale, ou dans

les problèmes plans cartésiens, ces éléments sont des triangles à trois noeuds, et les

volumes de contrôle sont des polygones obtenus en unissant le centroide des trian­

gles à trois noeuds au centre de leurs côtés. Dans chaque élément, des fonctions

v



•

•

•

dites amont moyennées sur la masse sont utilisées pour interpoler la concentration

volumétrique. Une procérlure itérative est utilisée pour la solution des équations

discrétisées.

Le modèle mathématique choisi, les spécialisations pour écoulements monophasés

et écoulements diphasés de gaz avec particules solides en faible concentration, de

même que la CVFEM proposée ont été appliqués sur plusieurs cas typiques et sur

certains problèmes de démonstration. Ces derniers représentent des éconlemellts

monophasés, des écol1lements diphasés de gaz avec particules solides en faible con­

centration, et des écoulements diphasés de gaz avec particules solides en forte concen­

tration. Les résultats de la CVFEM ont été comparés avec les résultats numériques

et expérimentaux d'investigations indépendantes lorsque cela était possible. Ces

comparaIsons et les résultats des problèmes de démonstration sont bien encou­

rageants.
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Chapter 1

Introduct.ion

1.1 Aims and Scope of this Work

This work is primarily concerned with the numerical solution of the rnathematical

models of laminaI' gas-solid particle flows. Both dilute and dense gas-solid partiele

flows have been modelled in the past, but there have been only a few recent dforts ta

analyze flows of medium concentration. Furthermore, most of the published works

on this subject involve gas-solid particle flows in regular-shaped g~ometries, or cal­

culation domains whose boundaries lie along commonly used orthogonal coordinat.e

axes. In this work, the focus is on the computer simulation of gas-solid partiele flows

over a wide range of concentration in two-dimensional planaI' and axisymmctric il'­

regu/ar geometries.

Several mathematical models of gas-solid particle flows can be found in the lit.­

erature, but it is still not clear if any one set of equations is appropriate for ail

problems of interest [42J. The aim in this work is not to determine the most. appro­

priate set of governing equations, but to provide a general numerical method capable

of solving such sets of equations in irregular geometries. To justify the scope of this

work, it is useful to cite Steward and Wendroff [172J: "It may seern rash to solve a

set of equations which are not known to be correct in detai1. The effort is justified

in many cases because numerical solutions yield information of practical value even

admitting sorne uncertainty. More basically, numerical solutions help evaluate the

uncertainty and improve the model". Thus the motivation behind the proposed

1



•

•

•

numerical method is to provide a useful tool to improve the mathematical models

of gas-solid l'article flows. It represents a first step towards a long-term objective of

designing efficient computer simulation tools to solve practical problems involving

gas-solid l'article flows.

The numerical method proposed in this thesis belongs to the family of Control­

Volume Finite Element Methods (CVFEMs) [13J, which provides the geometrical

flexibility of Finite Element Methods (FEMs) along with the physically mean­

ingful numerical formulation traditionally associated with Finite Volume Methods

(FVMs) [130].

1.2 Two-Phase Flows

This section is intended to bJ'iejly intJ'oduce sorne fundamental concepts of two-l'hase

flows. This will be donc by defining sorne terms typically used in the description of

two-phase flows, discussing sorne of the phenomena encountered in such flows, and,

finally, listing sorne applications.

A phase is simply one of the states of matter, which can be either a gas, a liquid

or a solid. Thus, two-phase flow implies the simultaneous flow of two phases. In the

subject of two-phase flows, however, the word phase is used in a more general sense:

the simultaneous flow of two immiscible liquids, such as water and oil, is also called

two-phase flow, even though each substance is liquid, because the mathematical

models that are used to describe actual two-phase and such two-coml'onent flows

arc similar.

The subject of two-phase flows is very broad. It includes f10w of liquid-liquid,

gas-liquid, gas-solid l'articles, and liquid-solid l'articles, with and without chemical

reaction and/or change of phase. Each type of two-phase f10w has its own special

physical characteristics, such as thermal, momentum, and mass coupling between the

phases. A satisfactory general mathematical description of aU physical phenomena

that occur in two-phase flows is unavailable, and, perhaps, hardly possible. The

interested reader is referred to detailed physical and mathematical discussions of

two-phase flows in books by Hetsroni [78], Ishii [89], Soo [169] and Wallis [186], and

papers by Bedford and Drumheller [18], Drew [48] and Stewart and WendraIT [172],
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for example. The discussion in the remainder of this section wil! be restrictcd to

gas-so/id partide flows, or flows of a mixture of gas and solid particIes. A review or

the mathematical models of such flows is presented in Chapter 2, and details of the

mathematical model used in this work are given in Chapter 3.

Gas-solid particIe flows are commonly encountered in the environment and iu

the power-generation, chemical, process, food and aeronautics industries..Environ·

mental examples incIude dust and sand storms, and transport or pol!utants in the

atmosphere. Industrial applications include flows in pneumatic conveyor systems,

pulverized coal fired fumaces, cyclone separators, fluidized beds, and split-llow in­

ertial separators for air intakes of helicopter gas-turbine engines.

IVlany of the available mathematical models of gas-solid particle lIows are hased

on sorne form of averaging where each phase is considered as a continuum occupying

the same region in space [47, 89,124]. Such models require definitions or the volume

concentration and the bulk density of the two phases. The volume conceutration or

a particular phase is the ratio or the volume occupied by the phase to the volume

of the mixture. Correspondingly, the bulk density or a particular phase is the mass

of the phase divided by the volume or the mixture.

The definition of the bulk density leads to the notion or /oading which is the rat.io

of the solid·phase hulk density and the f1uid-phase bulk density. The loading is an

important parameter that characterizes the coupling hetween the phases. At low

loading, the coupling can he assumed to he one-way [41], becallse the dynarnics or

the solid phase depend on the Auid-phase f10w field, while the latter is only weakly

influenced by the flow or the solid phase: in other words, t.he amount. or part.icles

under low-loading conditions is assumed to be so small that the f1uid-phase lIow

field is not affected by the presence of the particles, but the part.icIe t.rajectories are

strongly influenced by the fluid-phase f10w field. At larger loadings, t.he Aow or the

fluid phase may he significantly influenced by the dynamics of the solid phase, and

vice versa [41, 42, 48].

Each phase has its own characteristic time scale. The ratio of the solid-phase

time scale and the fluid-phase time scale is the Stokes number [41]. The f1uid-phase

time scale is defined by the ratio of a characterist.ic length and a charact.eristic

fluid-phase velocity. In the case of gas-solid particIe f1ow, the sol id-phase time scale
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is typically taken to be the single particle relaxation time [H8, 148]. The Stokes

number characterizes the dynamic equilibrium between the phases. At low Stokes

numbers, the solid phase responds very rapidly to the fluid-phase flow field and,

therefore, is essentially always in dynamic equilibrium with the fluid phase. The

flow of such a mixture is called homogeneous equilibrium flow [186): the fluid- and

solid-phase velocities have the same value, therefore the two-phase mixture can be

treated as a single-phase substance by defining proper average properties. However,

at large Stokes numbers, the fluid and solid phases are usually not in dynamic

equilibrium.

The dynamics of gas-solid particie flows are also influenced by the volume con­

centration of the solid phase. At low concentration, the dynamic coupling between

the phases is governed by aerodynamic forces, and the number of particle collisions

and their influence are negligible. At high concentration, particle collisions have

significant effects on the dynamics of both phases. In summary, when the dynamics

of the solid phase is primarily controlled by the aerodynamic forces that they expe­

rience, the flow is said to he dilule, while a dense gas-solid particle flow is mainl)'

influenced by collisions between the particles [41 J.

The importance of particle collisions cannot be assessed solely on the basis of the

solid-phase concentration. When the solid phase consists of particles of non-uniform

size (polydispersed particles), for example, collisions may be promoted since particles

of different size respond differently to the aerodynamics forces, resulting in relative

velocity betwecn the particlcs and prcferential accumulation of particles in certain

regions of the flow.

1.3 Organization of the Thesis

The development of the numerical method proposed in this work was realized in

three major steps. At each step, a particular aspect of the numerical model was

developed, implemented and validated. The first step was the formulation, imple­

mentation, and testing of a Control-Volume Finite Element Method (CVFEM) for

two-dimensional planar and axisymmetric (Cartesianfcylindrical) single-phase fluid

flow. This Cartesianfcylindrical formulation is a very useful feature of the proposed
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CVFEM, because it allows its application to a wide variety of test cases and prob·

lems of interest. The second step was the formulation, incorporation and testing of

a dilute gas·solid partic1e f10w mode!. The last step was the formulation and incor·

poration of a more general model for gas·solid partic1e f1ows, in which the elfects

of partic1e collisions are accounted for through a solid viscosity and pressure in the

solid·phase governing equations.

The structure of this thesis reflects this step·by·step evolution of the proposed

numerical method. In Chapter 2, various, relevant, existing mathematical and nu·

merical models are reviewed. The description of the chosen mathematical mode!

follows in Chapter 3. The presentation in this chapter is focused on a general

model, which is capable of handling a wide range of solid·phase concentration. At

the end of Chapter 3, specializations of this general mathematical model for single·

phase f10ws and dilute gas·solid partic1e f10ws are presented. The proposed numerical

method, described in Chapter 4, is also presented in the context of the general math·

ematical model applicable to a wide range of concentration. Chapters 5, 6, and 7

present the validations and results for the various specializations of the mathemati·

cal model, which also correspond to the step·by·step evolution described previously.

In Chapter 8, the contributions of this thesis are reviewed and some suggestions are

presented for the extensions of this work.
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Chapter 2

Literature Review

Two-phase flow is a very broad subject and an exhaustive literature review is a

formidable task: only on the subject of gas-liquid flow prior ta 1966, more than

5000 references were indexed [68]. A general review of the subject of two-phase flow

is beyond the scope of this work. Fairly detailed discussions of two-phase flow are

available in books by Hetsroni [78], Ishii [89J, Soo [169] and Wallis [186], and in

papers by Bedford and Drumheller [18J, Drew [48J and Stewart and Wendroff [172J,

for example. This literature review is intended ta present only the works primarily

related or significant ta gas-solid par/ide flows.

2.1 Mathematical Models of Gas-Solid Particle
Flows

The most detailed model for gas-solid particle flows is the so-called complete local

description [172J, or exact formulation [18]. This approach deals with the dynamics

of each phase and the interface on the basis of first principles [78J. At each point

of the domain of interest, only one phase exists at a time, and, therefore, the ap­

propriate governing equations are solved at those points. Ta be more precise, in

the case of two immiscible Newtonian fluids flowing simultaneously, for example,

the complete local description consists of two sets of Navier-Stokes equations along

with appropriate interphase boundary conditions. Such a complete local descrip­

tion exactly models the flow of interest. However, the solution of practical problems
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using this model is usually beyond the capabilities of available cOl'1puters [42], and

sorne simplifications are needed 1.0 obtain a tractable mode!.

Practical models can be obtained by introducing the notion of volume concentra­

tion in the context of superimposed continua: each phase is treated as a continuum,

occupying simultaneously the same region in space. The governing equations can

be postulated or obtained by sorne averaging processes. The early modcls were

postulated. Example includes the works of (i) Rudinger and Chang [147J, who de­

rived one-dimensional two-phase flow equations, and studied expansion and shock

waves in pipes; (ii) Zuber [198], who proposed a mathematical model of laminaI'

gas-solid particle flow consisting of a continuity equation for each phase, a mixture

momentum equation, and the equation of motion of a single partic1e that is used

1.0 computed the slip between the gas and the solid phases; and (iii) Marble [112],
who proposed a set of governing equation, the so-called dusty-gas modcl, consisting

of a continuity and a momentum equation for each phase. The model of Marble is

Iimited 1.0 dilute concentration of the solid phase, and, thercfore, the fluid-phase is

governed by the well-known single-phase Navier-Stokes equations with an additional

term that représents the fluid-solid interactions.

More rigorous derivations of mathematical models of two-phase flows are based

on averaging procedures. The early works in averaging theories, such as Ander­

son and Jackson [5J, Murray [122], Panton [128], and Buyevich [24] arc rclated

1.0 applications involving gas-solid particle flows. The works oÏ Slattery [166] and

Whitaker [192] for porous media are based on the technique of volume averag­

ing. Averaging formulations of a more general multiphase system can be found in

the works of Drew [47], Ishii [89], and Nigmatulin [124]. Ishii's [89] and Nigmat.­

ulin's [124] formulations are both based on the averaging of the local instantaneous

governing equations of each phase, along with the local instantaneous jump condi­

tions al. the interfaces. The difference between these two formulations is in the type

of averaging procedure. Ishii [89] applied time averaging while Nigmatulin [124]
used volume averaging. The volume-averaging procedure naturally introduces the

the volume fraction, or volume concentration, in the resulting ayerage equations.

In the time-average formulation of Ishii [89], however, the local time fraction has

1.0 be equated 1.0 the volume concentration, and this step is not founded on any

rigorous argument [18J. Ishii's and Nigmatulin 's formulations IClid 1.0 equivalent
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averaged equations, but the macroscopic variables have different interpretations:

Ishii's equations deal with time-averaged variables, while the macroscopic variables

in the formulation of Nigmatulin are volume-averaged quantities.

A more sophisticated averaging procedure has been suggested by Drew [47J in

which two spatial and two time averages are applied, not on the local governing

equations, but on their corresponding integral formulation. This four-step averag­

ing procedure was applied to obtain a formulation whose solutions have smooth

derivatives. A statistical approach has been used by Buyevich [24] to derive the

governing equation for dilute-concentration suspensions of mono-disperse particles.

Delhaye and Achard [43] derived average equations based on ensemble averaging.

These various cited averaging procedures vary significantly. However, they lead

to essentially equivalent form of averaged balance equations [18]. These average

descriptions are also called continuum-mechanical approaches [48], or continuum

mode! of immiscible mixture [18J, and are useful in problems where the exact details

of the flow, such as those obtainable from the complete local description, are not

needed.

In the average models, in addition to the specification of how each phase inter­

acts with itself through stresses, the mutual interaction of the two phases has to

be included. These additional terms are modelled based on basic rules of physics

and empirical data applicable for a specific flow topology (stratified flow, dispersed

flow, etc.). Such mode!s represent the major source of uncertainties in the average

formulations. Several models, developed for specific applications, exist in the litera­

ture. Anderson and Jackson [5J, and Murray [122] used volume averaging to obtain

a description of fluidized beds. Panton [128] based his gas-solid particle equations

on a combination of volume anù time averaging. Jiang et al. [94J applied volume

averaging techniques to obtain a mode! for the suspension of neutrally buoyant par­

ticles. More recently, ensemble averaging has been applied to gas-solid particle flows

by LiIjegren [104].

In the formulation of the fluid-phase momentum equations using the averaging

approach, terms involving the velocity fluctuations appear. These terms are similar

to the so-called Reynolds-stress terms that appear in the time-averaged momentum

equations of single-phase turbulent flow. Several names have been given to these

terms in the literature: Anderson and Jackson [5] use the term Reynolds stresses;
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Buyevich [24] calls them the pseudo-turbulent stresses; Drew [48] prefers the term

turbulent stresses; and fiuctuating stresses is used by Nigmatulin [124]. In the carly

models [147, 198, 112], these additional stresses were not considered. However,

in many gas-solid flows of interest, these additional stresses need to be mode1lcd,

and a large amount of works on this subject is available in the relatively reccnt

literature [56,32,163,96]. Crowe [42] has presented a review of the various available

turbulence models for dispersed two-phase flows.

Averaged models based on the so-ca1led Eulerian approach use an Eulel'Ïan for­

mulation both for the fluid and the solid phases. The solid phase can alternativcly

be modelled by using a Lagrangian formulation [3,39,50] where the dynamics of in­

dividual partic1es are modelled by the partic1e equation of motion: this formulation

is referred to as the Lagrangian approach. Practically, it is impossible to track a1l

the partic1es, even in dilute concentration, and, therefore, the incoming part,ic1e f10w

is represented by a finite number of "computational" partic1es [421. Each "compu­

tational" partic1e represents a group of partic1es having the same properties in tenn

of size, density, and starting position. This formulation facilitates implementatioll

of the wall boundary conditions, through partic1e/wall coBisions, and the incorpo­

ration of a distribution of partic1e sizes is relatively straightforward [168J. Howevcr,

the volume concentration is not an integral part of the formulation, and, thercfore,

additional treatments are needed to obtain the volume concentration required in the

f1uid-phase governing equations. Furthermore, the Lagrangian approach can become

very expensive computationally when partic1e/partic1e collisions are important.

Most of the mathematical models of gas-solid partic1e f10w described 50 far in

this review are limited to dilute concentration of the solid phase. This limitation is

not related to the averaging process, but is due to the assumption that t1le partic1es

have negligible effects on each other. However, as the solid concentration increases,

the interaction between the fluid and the solid phases is no longer the only mech­

anism that must be taken into account, since partic1es start to interact with each

other. One of the earliest works on dense-concentration flows is the experimental

investigation by Bagnold [9J. He observed two flow regimes, namely, low shear rates

flow and high shear rates flow. His experimental results show that at high shear

rates, the normal and shear stresses are both quadratic functions of the shear rate,

while at low shear rates, the variations are linear. This change in behaviour can he
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explained by noting that the transport process is dominated by collisional interac­

tions at high shear rates and by viscous fluid flow effects at low shear rates. These

two regimes were accordingly called the grain-inertia regime and the macro-viscous

regime. In the grain-inertia regime, the fluid plays a negligible role in comparison

to particlejparticle interactions.

Bagnold's interpretation of the importance of the particle collisions in the grain­

inertia regime lead Savage and co-workers [58, 91, 106, 108, 109, 150] to propose

mathematical models of dry granular materials (or collection of discrete solid par­

ticles with no interstitial f1uid). Using an analogy with the kinetic theory of dense

gases [31J, the momentum exchange in granular materials is assumed to occur pri­

marily through binary collisions of hard spheres. However, in the kinetic theory of

dry granulaI' materials, an energy dissipation process is inc1uded through inelastic

collisions. These collisions are characterized by a coefficient of restitution. Using

similar averaging techniques as in the kinetic theory of gases, a macroscopic descrip­

tion of dry granular materials can be obtained. The resulting macroscopic equations

consist of a continuity equation, a momentum equation, and an equation governing

the transport of the specific kinetic energy of the solid-partic1e velocity fluctuations,

which has become known as the granular temperature [152]. This model, called the

granular temperature model, has the advantage of giving a microscopic interpre­

tation of the various macroscopic (average) transport properties of the solid phase

such as viscosity and conductivity.

Campbell [28] and Savage [152J have recently reviewed the works related to

granulaI' flows. Therefore, only a brief discussion of sorne of the contributions to

the kinetic theory of granular materials is presented here. The early models [150,

91, 106] were developed for the case of uniform, near1y elastic, smooth, spherical

partic1es. The effects of particle surface roughness [92, 109], the effects of impact

velocity-dependent coefficient of restitution [107], and the effects of highly inelastic

partic1es [146] are among the advances included in later works on the !:inetic theory

of dry granular materials. There have also been sorne recent efforts to inc1ude the

effects of the interstitial f1uid, and develop granular-f1ow kinetic theories involving

binary mixtures of partic1es having different sizes [58, 93]. Adapting the granular­

flow kinetic theory, Sinc1air and Jackson [165] analyzed fully-developed gas-solid

partic1e f10w in a pipe. The effects of the f1uid were modelled through a drag
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force appearing in the solid- and fluid-phase momentum equations. The solid-phase

constitutive equations were simply based on the dry granular kinetic theory of Lun

et al. [106]. A similar model has been developed by Ding and Gidaspow [45] and

applied to fluidized beds. Lun [107] and Lun and Savage [110] have rigorously

developed a kinetic thcory for gas-solid partic1e mixtures. In their framework, the

partic1es are governed by Newton 's laws of motion: the forces acting on the partic1es

come from the fluid phase/partic1e interactions, partic1e/partic1e collisions, and the

gravity field; and the effects of the fluid phase are systematically introduced in the

solid- and fluid-phase governing equations; and also in the solid-phase constitutive

equations.

The physical behaviour of granular flows has also been studied through nnmel'­

ical experimenls [25]. Typically, the dynamics of a fini te amount of partic1es is

computed using Newton's laws of motion and appropriate interaction models. This

idea of numerical experimenls has been succcssfully used in the simulation of granu­

lar flows, to investigate both the macroscopic and microscopie aspects of such flows.

It is a complete description of a multi-body problem where instantaneous partic1e

positions, velocities and forces are computed. Averaging processes are then applied

to obtain macroscopic properties such as stresses. These simulations are completcly

deterministic [152] and are used to verify the various assumptions of the kinetic

theory of granular flows. Rowever, numerical experiments are currently limited to

relatively simple flows, such as Couette and chute flows, and need to use special

techniques, such as periodic boundary conditions, in order to limit the number of

partic1es involved in the calculation. It should be also noted that the results of these

simulations depend on the model used for the partic1e interactions. Campbell [26, 27J

and Savage [153] treat the partic1es as hard spheres, and the particie collisions are

assumed to be instantaneous and binary. Other simulations by Walton [187, 188]

and Raff and Werner [11J assume partic1e interactions of finite durations.

Leighton and Acrivos [102J have also proposed a mathematical model for dense­

concentration particulate flows based on experimental observations of partic1e diffu­

sion in shear flows. This model, called diffusive flux model, is based on a macroscopic

shear induced diffusivity which is a function of the shear rate and the concentration

gradient.
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The mathematical models of the multitude of fiuid fiow phenomena in engin~ring

and the environment are, in general, not amenable to analytical solution techniques.

Consequently, alternative solution procedures su~h as numerical methods have been

proposed and used successfully. In this section, sorne of the numerical methods used

for the solution of the mathematical models of single-phase and gas-solid particle

fiows are reviewed.

Numerical methods for the prediction of such fiows are based on vorticity/ stream­

function [61, 67J, vortieity/vector veloeity potential [6], or primitive-variable formu­

lations [130]. In two-dimensional problems, methods based on vorticity/stream­

function formulation offer a number of advantages: pressure is eliminated from the

governing equations; and in single-phase fiows, three governing equations, the con­

tinuity and two momentum equations, are replaced by two governing equations, one

for vorticity and one for stream function. However, the vorticity/stream-function

formulation is limited to two-dimensional problems. The vorticity/vector velocity

potential formulation is suitable for three-dimensional problems, and it too elimi­

nates pressure from the governing equationsj however, in single-phase fiows, six de­

pendent variables are involved, three components of the vorticity vector and three

components of the vector velocity potential, in contrast to four dependent variahles,

three components of velocity and pressure, in the primitive-variable formulation. In

ail vorticity-based formulations,' the value of vorticity at walls has to be specified

iteratively, and this feature often leads to convergence difficulties [130]. It should

also be noted that it is difficult to specify boundary conditions on stream function

in problems with multiply-connected domains. For these reasons, the primitive­

variable formulation is favoured in the solution of practical problems. In this thesis,

the primitive-variable formulation is preferred.

In primitive-variable formulations of incompressible fiows, there is no explicit

governing equation for pressure: when the correct pressure field is substituted into

the momentum equations, and then these equations are solved, the resulting velocity

field satisfies the continuity equation [130]. This indirect specification of pressure·

does not pose any difficulties in numerical methods if the discretized momentum and
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continuity equations are solved simultaneously. However, direct solution of the dis­

cretized, coupled momentum and continuity equations requires very large computer

storage: thus, this approach is impractical in three-dimensional problems and in the

solution of multiphase f1ows. To overcome this problem, alternative sequential so·

lution algorithms, such as the Semi-Implicit Method for Pressure-Linked Equations

(SIMPLE), SIMPLE-Revised (SIMPLER), and SIMPLE-Consistent (SIMPLEC),

have been proposed [130, 184]. In these sequential algorithms, discretized equa­

tions for pressure and/or pressure correction are obtained by using the discretizcd

momentum equations in the discretized continuity equations, and then the se'ts of

discretized equations for the velocity components, pressure and/or pressure correc­

tion are solved sequentially. Other options for the solution of coupled momentum

and continuity equations include iterative coupled solution algorithms, such as the

SImultaneous Variable Adjustment (SIVA) method of Caretto et al. [29] and the

Coupled-Equation Line Solver (CELS) of Galpin et al. [62]. In this work, ideas from

SIMPLER and CELS are borrowed to construct an iterative variable adjustrnent

algorithm. Details are given in Chapter 4.

Another difficulty encountered in primitive-variable formulations of incompress­

ible f10ws is the following: if the velocity components and pressure are stored at the

same nodes (co-located) and interpolated by similar functions (equal-order), then

physically unrealistic checkerboard-type pressure distributions could be adrnitted as

solutions [130]. One way to avoid this difficulty is to use staggered grids for the

velocity components and pressure [74, 130J. However, the use of staggered grids is

not an attractive option when nonorthogonal structured or unstructured grids are

used [14, 149, 162]. In finite element methods, mixed or unequal-order interpolation

of the velocity components and pressure is orten used to avoid the aforementioned

difficulty of checkerboard-type pressure distributions [10, 81, 87J. Yet another ap­

proach to overcome this difficulty in co-located, equal-order, primitive-variable for­

mulations is to use special interpolation functions for the velocity components when

discretizing mass-f1ux terms. Examples of this approach can be found in the works

of Prakash and Patankar [135], Rice and Schnipke [145], Peric et al. [131], and

Saabas [149]. This approach is also used in the numerical methods proposed in this

thesis: details are presented in Chapter 4.

The discretization of the governing equations can be achieved using finite dif-
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ference methods (FDMs) [4], finite volume methods (FVMs) [74, 129, 139J, finite

element methods (FEMs) [126, 178, 196] or control-volume finite element methods

(CVFEMs) [11, 12, 13, 14, 15, 134, 135,136,137,141,156,157]. FDMs and FVMs

have been applied very successfully to complex f1uid f10w phenomena in regular­

shaped calculation domains. General orthogonal grids [179J can be used to extend

the applicability of FDMs and FVMs to irregular geometries. Examples of FVMs

and FDMs based on general orthogonal and nonorthogonal grids can be found in

the works of Raithby and co-workers [140, 70, 183], Shyy and Vu [162], Acharya et

al. [1], and Pope [133]. However, methods based on finite-element discretizations

seem to be better suited for the solution of f1uid f10w problems in complex irregular

domains.

In the mid-seventies, the desire and the need to extend the capabilities of the

successful marker and cell (MAC) method of Harlow and Welch [74], and the

FVMs of Patankar and Spalding [129], and Raithby [139J to irregular geometries

provided the motivation for the CVFEMs of Baliga [11], Ramadhyani [141] and

Prakash [134]. These early CVFEMs were formulated by combining and extending

concepts borrowed from the aforementioned FVMs, the work of Winslow [194], and

the FEMs of Zienkiewicz [196], Oden [126], and Taylor and Hood [178J. Today,

many papers dealing with the formulation and application of CVFEMs for con­

duction, convection-diffusion, and single-phase f1uid f10w problems are available in

published literature. Examples include the works of Baliga and Patankar [12, 13, 14],

Prakash and Patankar [135], LeDain-Muir and Baliga [100], Prakash [136], Hookey

and Baliga [83], Schneider and Raw [156, 157], Costa and Oliviera [34], and Elkaim

et al. [57J. The combination of finite element and finite volume approaches can also

be round in the works of Choudhoury and Nicolaides [33], van Leer [185), Jameson

and Mavriplis [90], Lahrmann [99J, and Swaminathan and Voiler [175].

Recent reviews of CVFEMs for two- and three-dimensional viscous f1uid f10ws are

available in the works of Hookey [84J, Saabas [149], and Baliga and Saabas [15]. Most

of the CVFEMs proposed in the seventies and eighties have intrinsic ~ifficulties that

restrict the scope of their applicability to practical problems. CVFEMs based on

f1ow-oriented upwind schemes [13,100, 136J are successful in reducing the false dif­

fusion that afllicts locally one-dimensional upwind schemes used in FVMs [130], but

they can encounter difficulties caused by negative coefficients in the discretization
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equations. These difficulties can become quite serious when obtuse angled triangulaI'

elements, or tetrahedral elements with a solid angle exceeding 11'/2 steradians, are

used in problems that involve high Peelet numbers [15, 149]: furthermore, for these

conditions, additional difficulties related to indeterminate coefficients in the interpo­

lation functions may be encountered [149J. Sorne of the two-dimensional CVFEMs

based on unequal-order and equal-order co-Iocated formulations are snccessful in

avoiding checkboard-type pressure distributions in incompressible flo\\' problems,

but they suffer from other difficulties: the unequal-order formulation of Baliga and

Patankar [13] can suffer a loss of accuracy in problems with high Reynolds numbers,

and its extension to three-dimensions would be quite cumbersomej the co-located

equal-order formulations of Prakash [136] and Hookey and Baliga [83] require over­

specification of boundary conditions and encounter convergence difficulties in pl'Ob­

lems with inflow and outflow boundaries [149]. Schneider and Raw [156, 157] have

proposed a co-Iocated equal-order CVFEM l,ased a mass-weighted upwind scheme.

This method ensures that the discretized convection transport terms contribute

positively to the coefficients in the discretization equations, and it avoids spurions

oscillations in the computed pressure field. However, this CVFEM [156, 157] is

based on planaI' quadrilateral elements, and its behaviour in problems with inflo\\'

and outflow boundaries has not been discussed in detail in the published literature.

The recently completed work of Saabas [149J was aimed at overcoming sorne of

the difficulties mentioned in the previous paragraph. It has resulted in an equal·

order co-Iocated CVFEM that deals directly with primitive variables and is capable

of solving steady, multidimensional, laminaI' and turbulent, incompressible, viscous

single-phase fluid f10w problems in irregular-shaped geometries, with or without

inflow and outflow boundaries [15, 149]. More recently, the CVFEM proposed by

Saabas [149] has been adapted and extended for the solution of two-dimensional

axisymmetric single-phase fluid flow problems by Masson et al. [116J.

CVFEMs have proved successful in the solution of single-phase fluid flow and

heat transfer problems in two- and three-dimensional geometries. Recently, Masson

and Baliga [114, 115, 117] have proposed a CVFEM for dilute gas-solid partiele

f1ows: this CVFEM was developed as a part of the work reported in this thesis. ln

this numerical method ail of the dependent variables are stored at the same nodes

(co-Iocated) and interpolated over the same elements (equal-order). This numerical
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method was constructed by adapting ideas from earlier CVFEMs for incompress­

ible single-phase fluid flows proposed by Baliga and Patankar [14], Prakash and

Patankar [135J, Schneider and Raw [156, 157], Saabas [149], and Masson et al. [116].

In di lute gas-solid particle flows, if dynamic and thermal equilibrium between

the f1uid and solid phases can be assumed, then the gas-solid mixture can be consid­

ered as a single-phase homogeneous f1uid, with suitable thermophysical properties

that accoun t for the presence of the particles. The corresponding mathematical

formulation can be solved using available numerical methods for single-phase f1ows.

However, in general, the f1uid and solid phases cannot be assumed to he in equilib­

rium, and, therefore, it is not always appropriate to consider the gas-solid mixture

as a homogeneous f1uid. The early numerical models for non-equilibrium dilute par­

ticu!ate flows, such as those proposed by Marshall and Seltzer [113], Hotchkiss and

Hirt [86], Morsi and Alexander [121], Gauvin et al. [63J, and Westbrook [191], are

Eulerian-Lagrangian formulations based on one-way coupling: the f1uid-phas~ flow

field is computed on a fixed grid, without accounting for the influence of the solid

phase; then particle trajectories are calculated by integrating the particie-motion .

Equation, with the previously calculated flow field as a known input. The Eulerian

formulations of Hamed and Tabakoff [72], and Eldighidy et al. [55], where, after

suitable averaging, the solid particles are considered as a continuum, are also based

on the one-way formulation. The solution of such models is straightforward, because

existing numerical methods developed for single-phase flows can be used with only

little or no modifications. One-way coupling models have been used to predict multi­

phase flows in split-f1ow particle separators [22], cyclone separators [180], liquid-fuel

spray nozzles [191], and ventury scrubbers [19]. They have also been used in studies

of dispersion of atmospheric pollutants [86], turbine blade Erosions [176J, and spray

drying [63, 113].

In most of the applications involving gas-solid mixtures, Even at low concentra­

tion, the solid-phase mass flow rate is of the same order as the fluid-phase mass

flow rate, because the density of the solid phase is usually much higher than that

of the gas. At such high loadings, a more general technique for the simulation of

dilute gas-solid particle f1ows, namely, the two-way coupling model, in which both

particle/gas and gas/particle interactions are taken into account, is required. Again,

the implementation of this model can be done either by using a Lagrangian or an
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Eulerian description for the solid phase. The fluid phase is always described in an

Eulerian manner.

In two-way coupling models, the elfects of the solid-phase can be introduced as

implied sources of mass, momentum, and energy in the continuum description of the

fluid phase, as was first proposed by Midgal and Agosta [119]. Using the Lagrangian

description of the particulate phase and the implied-source concept of Migdal and

Agosta [119], Crowe and Pratt [36,37], Crowe et al. [39], Stock and Crowe [173], and

Amsden and Hirt [3] have predicted parti.cle trajectories in the continuous phase.

Their procedures consist first in solving the fluid flow assuming that no particles are

present, using either the vorticity/stream-function [38] or primitive-variable formu­

lations [39] and an appropriate numerical method, if required. Particle trajectories

are then predicted, and used to calculate the implied sources of mass and momentulll

in the governing equations of the fluid phase. The fluid-phase flow is recalculated ns­

ing these computed, implied sources, and the process is repeated nntil convergence.

A popular scheme based on snch a Lagrangian approach is the PS1-CELL I1lodcl first

proposed by Crowe et al. [39]; similar models have been appliecl to varions problellls

such as cyclone separator [37], liquid fuel combustion [54], pneulllatic transport [101],

orifice and venturi [160], swirling flow [161], spray drying [40], electrostatic precipi­

tation [181], swirl combustion chamber [138], and pipe flow [51]. Early Lagrangian

models [3, 119] are weil suited for dilute-concentration liqnid-solid particie flow simn­

lations. However, for gas-solid particle flow simulation at high loading, prohibitively

small time steps are needed, and the strong fluid-solid momentum coupling could

cause convergence difficulties [50, 51]. These convergence difficulties arc associated

with the explicit treatment of the momentum coupling term: cluring the calculation

of the fluid-phase velocity, the solid-phase velocity that appears in the momentUI1l

coupling term is assumed to be the corresponding value taken at the previons time

step. To remove the necessity of small time steps and alleviate the aforementioned

convergence problems, Crowe et al. [39] have introduced an implicit treatment of

the momentum coupling term, resulting in an iterative process at each time step.

Dukowicz [50] used a time-splitting technique that allows implicit, noniterative,

computation of the momentum-coupling term.

Numerical models based on Eulerian formulations of the particles, such as those

proposed by Di Giacinto et al. [44], Durst et al. [51], and Simonin [164], are very
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similar to the corresponding two-f1uid flow models developed by Can'er [30], Harlow

and Amsden [76], Shah et al. [159], and Spalding [170J. Most of tliese two-f1uid

mode1s have been used in conjunction with established single-phase finite-volume

methods that employ staggered grids for the velocity component and pressure [74,

129]. A co-Iocated, equal-order CVFEM based on a two-f1uid model of dilute gas­

solid partic1e f10ws has been recently proposed by Masson and Baliga [114, 115, 117].

Again, it should be noted that this CVFEM [114, 115, 117] was developed as a

part of the work reported in this thesis. Two sets of governing equations, one

for the f1uid phase and one for the solid phase, with appropriate interaction terms

have to be solved in such models. Most of these formulations in the literature

use upwind interpolation of the volume concentration, but differ in the derivation'

of the pressure equation (or pressure correction equation): the pressure correction

equation is based on the overall mixture continuity equation in the algorithm of

Shah et al. [159J; Carver [30] derived a pressure correction equation based on the

volumetrie continuity equation of the mixture; and the pressure correction equation

employed by Spalding [170J is based on the imbalance of volume concentrations.

The pressure correction equation of Carver [30] is based on volumetric f10w rates

instead of mass f10w rates, and is more appropriate than the pressure correction

equation of Shah et al. [159] in the case of high density ratios (which is typical

of gas-solid partic1e mixtures). Carver [30] has also implemented an equation for

the pressure, that is similar to his pressure correction equation, and arrived at a

SIMPLER-type algorithm [130J. The imbalance of volume concentrations defined by

Spalding [170] is computed from the individuaI continuity equations. Each continu­

ity equation allows the ca1cu!ation of the volume concentration of the corresponding

phase. Since the mixture occupies the entire domain, the volume concentrations

should add to unity, but du ring the iterative solution procedure, the volume con­

centrations computed from the individual continuity equations do not necessarily

do so, and, therefore, there is a imbalance of volume concentration. The pressure

correction equation of Spalding [170], which is obtained by requiring an elimination

of this imbalance, inc1udes the effects of available volume concentrations and ve­

locities. The form of the volume concentration equation also differs between these

various formulation. Spalding [170] and Shah et al. [159] use the continuity equation

of one of the phases to construct the volume concentration equation. Carver [30]

notes that such a volume concentration equation does not explicitly incorporate the
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influence of the other phase: his equation for volume concentration is based on a lin­

ear combination of the two continuity equations, one for each phase. In later work,

Spalding [1 ilJ has also explicitly included the effects of both phases by constructing

the volume concentration equation using a combination of the continuity equations

of both phases.

The Lagrangian approach is based on the solution of the parabolic equations of

motion of a large number of particles. In this formulation, the handling of boundary

conditions, though quite demanding computationally, is straightforward ouce the

wall/particie collision properties are known. It can also handle polydispersed particle

size distribution [51] more efficiently than the Eulerian formulation. However, the

volume concentration does not appear directly in the Lagrangian formulatiou, aud,

therefore, special treatments necd to be applied [50] in order to obtain the volume

concentration required in the equations that govern the motion of the fluid phase.

This can adversely affect the effectiveness of the solution procedure at high solid­

phase volume concentration. It has also been observed that the Eulerian formulation

often converges more easily at high loading than the Lagrangian mode!, as has beeu

discussed by Durst et al. [.51]. Furthermore, at high particle conceutrations, particle

collisions can occur, and these are difficult to take into account in the Lagraugiau

formulation. However, recently, Lagrangian formulations have bccn proposed by

Tanaka and Tsuji [Jii], and Oeslerle and Petitjean [127J, iu which the particie

collision effects Q1'e included.

The granular-temperature models and numerical simulations of Johnsou aud

Jackson [95], Nott and Brady [125], Sinclair and Jackson [165J, aud Wang and

Ni [123, 190, 189J, or diffusion-flux models of Nott and Brady [125J, and Schaflinger

and Acrivos [154], are examples of Eulerian formulations in which the interpart.icle

collisions are included. The aforementioned numerical simulations are based on one­

dimensional formulations. Recent efforts to implement granular-ternperature models

in multi-dimensional numerical simulations of high-concentration gas-solid particle

flows include the works of Gidaspow and co-workers [45, 66, 65J. These numerical

models use a staggered-grid fini te volume formulation based on the ICE algorithm

developed by Harlow and Amsden [76]. Gidaspow and co-workers have successfully

used these methods for sorne fluidized bed calculations.

The method proposed in thj~ thesis is a CVFEM that is designed to solve two-
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f1uid models of gas-solid particie flows over a wide range of concentrations in com­

plex two-dimensional domains. Sorne aspects of this CVFEM, pertaining to single­

phase flows and dilute-concentration gas-soUd particle f1ows, have been published

recently [114, 115, 116, 117]. Details of this CVFEM are presented in Chapter 4 of

this thesis .
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Chapter 3

Mathematical Model

The equations that govern single-phase Newtonian fluid flows, the Navier-Stokes

equations, are weil established. However, in the case of gas-solid l'article f1ows, the

situation is not the same. Several derivations of the governing and constitutive eqlla­

tions are available in the literature, but arguments still exist on the most appropriatc

form of these equations. The methodology proposed by Savage and Jeffrey [150],

Jenkins and Savage [91J, and Lun et al. [106] for the modelling of granulaI' f1ows, in

which the solid-particle phase is modelled using a theory similar to thc kinctic thcOJ·y

of gases, appears to be a promising technique for the derivation of thc govcrning and

constitutive equations in two-fluid models of gas-solid l'article flows. Lun [107], and

Lun and Savage [110J have proposed the first model of f1uid-solid l'article f10ws that

uses the so-called granular-temperature concept. This model [107] is appropriatc for

a wide range of concentration, is based on fundamental principles of thc kinetic thc­

ory of gases, and allows a microscopic interprctation of thc constitutivc cquations.

Thus the granulaI' temperature methodology proposed by Lun [107J, and Lun and

Savage [110], will be used in this chapter to derive the governing and constitutivc

equations.

Ding and Gidaspow [45] have also used the granular-tempcrature approach to

derive a mathematical model of gas-solid l'article flows, but thcir modcl is only

valid al. dense concentrations. Using a similar approach, Koch [97] has also derivcd

a mathematical mode! for monodisperse gas-solid suspensions. In his study, thc

inertia of the fluid was neglected.
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In this chapter, the major steps invoIved in the derivation of the solid-particle

phase governing equations and constitutive relations, as proposed by Lun [107) and

Lun and Savage [110], are presented. First, the dynamics of a single particIe, which

is simply governed by Newton 's law of motion, is discussed. Then the dynamics

of multiple spherical p&rticles in a fluid is presented. Following that, the averaging

procedure that is used to obtain the macroscopic equations is described, along with

a direct particIe/particIe interaction model based on simple hard-sphere binary col­

lisions. The aforementioned averaging procedure is similar to that used to obtain

the macroscopic governing equations of single-phase fluid flow from the Boltzmann

equation [31].

In principle, the motion of the fluid phase is governed by the Navier-Stokes equa­

tions, which must be satisfied at each point in the fluid regions, and the dynamics of

each particle is governed by Newton's laws of motion. Suitable boundary conditions

can also be prescribed at the interfaces between the solid particles and the .fluid.

These equations together constitute an exact local description model. However, for

a large number of particIes, the exact topology is far too complex, so numerical

solutions of the exact local description model are impractical. To simplify this local

description, point variables which vary rapidly. on the scale of the particle spacing

are averaged over regions that are large compared with that spacing, but small com­

pared with the domain of interest. The resulting average equations describe the fluid

and solid phases as two interpenetrating continua. The volume averaging procedure

of Anderson and Jackson [5) and Jiang et al. [94] is also described in this chapter.

Finally, the resulting governing equations for two-dimensional axisymmetric flows

are presented, along with specializations for single-phase flows, and dilute gas-solid

particle flows.

The Einstein notation is used in most of the developments presented in this

chapter. However, in the derivation of the solid-phase governing equations, the

vectorial notation is sometimes used for the sake of conciseness and cIarity. At

the end of the chapter, the expanded equations are presented for two-dimensional,

axisymmetric problems.

It should be noted here, again, that the objective in this thesis is not the com­

parative evaluation of the many models of gas-solid flows that are available in the

published literature, as reviewed in Chapter 2. Rather, the goal here is to select
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a model that allows the simulation of gas-solid partiele flows over a wide range of

concentration, and has the general features that are commonly found in other avail­

able models, and then propose a suitable numerical method for the solution of such

mathematical models in complex two-dimensional domains.

It should be noted at this stage that the models discussed in this chapter are

based on the following assumptions: the solid phase is composed of hard, spherical,

smooth, elastic or slightly inelastic partieles of uniform sizej the mass density of

the partieles is much larger than the fluid-phase mass densityj the rotation of the

partieles is neglected; the fluid is Newtonian and incompressiblej and the flow is

laminar.

3.1 Dynamics of a Single Partic1e in a Fluid Flow

Often, the dynamics of partieles in a fluid flow is typically modelled using the New­

ton's second law of motion of a single spherical partiele [80,118, 148]. Considering a

spherical partiele of diameter d and density p' in a Newtonian fluid having a dcnsity

pl, dynamic viscosity 1/, and velocity componcnt, u{, in thc i direction thc cquatioll

of motion of the partiele is given by [80, 118, 148]:

where ul is the partiele velocity component in the i direction, Rc' is thc particlc

Reynolds number, and VP is the volume of the partiele.

Pl dJuf2 - 2uf u' +U,2
R ~ 1 1 1 1

e = J
J1.

(3.2)

•
(3.3)

In this equation of motion, side forces, such as the Magnus and Saffman forces,

are neglected since they are small compared with the viscous drag [I18J under the
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• assumptions presented at the beginning of this chapter. The right-hand side of this

equation of motion of the particle consists of the various external forces in the i

direction experienced by the particie, namely, the gravitational force, the viscous

drag, the overall f1uid pressure gradient force, the apparent mass force, and the

Basset force. The pressure force represents the effects of the global pressure gradient.

This pressure gradient can be caused by viscous shear stresses at solid boundaries,

the gravitational field, and accelerationfdeceleration of the f1uid. In the case of the

gravitational field, the overall pressure gradient force is simply the buoyancy force.

The apparent mass force is that needed to accelerate the mass of f1uid displaced by

the particle. The Basset force accounts for effects such as boundary layer growth,

which are functiobs of the entire history of the particle trajectory [148].

ln most practical applications of gas-solid particle fiows, the particle density is

much higher than the f1uid density, and, therefore, the only forces on the particle

which are significant are the gravitational, pressure, and viscous drag forces [118,

148]. The equation of motion of a particle for high values of the density ratio, E.t.,
PI

simplifies to:• Dui = g' + (D (ut _ u~) _ 2. apI
Dt 1 • 1 p' ax;

where

(3.4)

(3.5)

One of the first solutions of tne f10w field around a spherical particle, with uniform

f10w far from the particle, is the so-called Stokes solution [155]. Using creeping

f10w assumptions, Stokes obtained a solution of the Navier-Stokes equations and

computed the drag force, D, applied on the particle by the f1uid. The Stokes solution

is

• with

CoRe' = 24

24

(3.6)

(3.7)



• One third of the drag given by Eq.(3.6) is due to pressure force, and the remaindcr

is attributable to viscous effects [155J.

The creeping flow assumption limits the applicability of Stokes solution to Re' «
1. An improvement of this expression was obtained by Oseen [155], who retained

linearized convection terms in the Navier-Stokes equations. Oseen's expression for

the drag force, valid for Re' 5: 5, is

9
CDRe' = 24 + ïRe' '(3.8)

At high Re', the Stokes and Oseen solutions are inappropriate, and empirical rela­

tions are typically used. Wallis [186] has reported a well-accepted empirical expres­

sion:

Multiple Spherical Particles in a Fluid Flow•
, {24 + 3.6(Re')·687

CDRe = 0.44Re'

3.2

if Re' 5: 1000
if Re' > 1000

(3.9)

•

In the case of multiple partic1es in a fluid flow, partic1e/partic1e effects could be

important. At low solid-phase volume concentration, direct partic1e/partic1e inter­

actions such as collisions are negligible, but the presence of a partic1e in the vicinity

of another modifies the flow field around it significantly with respect to the single­

partic1e problem. These effects in a suspension of solid partic1es in a fluid was

first studied by Einstein [53]. In Einstein 's work, the suspension was treated as

a homogeneous mixture of fluid and partic1es, and the problem was of fin ding the

appropriate homogeneous-mixture viscosity as a function of the solid-phase volume

concentration. This viscosity is called the apparent viscosity of the suspension: it

will be denoted by the symbol p~. The ratio of the apparent viscosity pt and the

fluid viscosity p! is called the relative viscosity p!- Therefore, the apparent viscosity

is given by:

(3.10)

where Ct is the solid-phase volume concentration.
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• The following expression for the relative viscosity, derived by Einstein, is valid

for dilute suspensions at low Reynolds numbers.

(3.11)

Several other derivations of the apparent viscosity can be found in the literature [17,

182]. Using the expression given by Vand [182] and estimating the associated free

parameter, Lun and Savage [110] suggest the following expression:

,
/l!(a) = (1 - a - 0.33a2f' (3.12)

•

This last expression has been derived for dense suspensions, but it is also applicable

to dilute concentrations. It will, therefore, be used in this work.

This functional form of the apparent viscosity leads natural1y to a modified drag

force expression for a particle in a suspension of the following form [107]:

(3.13)

Other derivations of the drag of a particle in a suspension have been proposed for

fiuidized beds. For example, using the Ergun equation [98], Gidaspow [65] proposed

the fol1owing relation to compute the drag of a particle in a dense suspension:

CDRe' = ~ (1500 + 1.75Re') if a > 0.2 (3.14)

•

3.3 SoUd-Phase Macroscopic Equations

The complete description of gas-solid particle fiows must include boundary con­

ditions at the interface and the interactions between the phases. Moreover, this

phenomena is usually unsteady and three dimensional. As was mentioned earlier,

the complete local description of gas-solid particle fiows is not a viable option for the

solution of practical problems. In order to obtain a tractable model for the solution

of practical problems, averaging procedures, such as statistical methods, are used to
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derive macroscopic governing equations along with their constitutive relations. Fol­

lowing the works of Lun [lai] and Lun and Savage [110], the motion of the particles

in a gas-solid particle flow can be assumed to be analogous to the random motion

of the molecules of agas. Therefore, a macroscopic description of the solid-particle

phase can be obtained following closely the kinetic theory of dense gases [31]. This

model is based on the prescription of a velocity distribution function. The velocity

distribution function is governed by the Boltzmann equation, in which t'he exter­

nal forces applied to the particles and a collisional term appear. The collisional

term models the direct particlefparticle interactions. Using appropriate averaging

procedures, the so-called hydrodynamic equations of the solid-particle phase are

obtained.

3.3.1 Terminology/Definitions

The distribution of particle ve1ocities, ë, among the large number, "di, of particles in

the volume dx at time t is represented by the vclocity dis17'ibution func/.ion f( ë, X, t).

The statistically definite number-density of the ndx particles in the velocity-space is

denoted by f(ë, X, l)dx. This implies that the probable number of particles which, at

time l, are situated at x in the volume di and have velocities in the range [ë, ë+dg

is f(ë, x, t)dëdx, Therefore, the .nnmber of particle per unit volume, n, situated at

x is expressed by:

n = lf(ë,x,t)dë (3.15)

This integral is performed over the entire velocity spacc. If m" is the mass of a single

particle and p' is the density of the particle, the solid-phase volume concentratioll,

a, can be expressed as:

ap' = nm" (3.16)

•
The distribution function, f(ë, x, t), contains detailed information on the motion

of the particles. The evaluation of averaged quantities can be determined once

f(ë, x, t) is known. These average quantities are obtained, by integration of the
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• product of the distribution function and a single-partic1e property cl> over the entire

velocity space as follows:

(cl» =.!. f cl>J(ë,x,t)dë
n lë

(3.17)

where (cl» denotes the average of cI>. The solid-phase average velocity, (Ci), is denoted

by u1. The solid-phase velocity fluctuation, Ci, is the difference between the velocity,

Ci, and the averaged velocity u1. This definition leads to the important concept of

granular temperature, which is a measure of the f1uctuating kinetic energy of the

solid partic1es [107, 110]. Using an analogy with the temperature of a gas, the

granular temperature is denoted by T and it is defined as:

•
where

C· - C· - u~1 - 1 1

ui = (Ci)

3.3.2 Boltzmann Equation

(3.18)

(3.19)

(3.20)

The velocity distribution function is governed by the Boltzmann equation [31']:

Ft" is the sum of the external forces per unit mass of partic1e, such as the grav­

itational force, applied on a single particle of mass m P, and is independent of Ci.

The force applied by the surrounding f1uid on the partic1e is not included in Fie".

(lM-) e accounts for the changes in the particle velocity resulting from collisions.

ln the two-phase system under study, two types of collisions can occur [144]: (i)

particlejparticle collisions, and (ii) f1uid moleculesjparticle collisions. Therefore,

•

8J .8J Fex,8J _ (aJ)
8t +c'8x' + i ac' - at

, 1 e

( 8J) = (8J)H (8J)S
8t 8t + 8t
ccc
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• The term representing collisions between solid partieles, (M): ' will be modelled

using the assumption of binary encounters of inelastic hard spheres [106] and will,

therefore, be called the hm'd-sphere collisional term. The contribution of collisions

between solid partieles and fluid molecules, represented by (M):, are computed us­

ing the Fokker-Planck collisional term [107, 110] and will he called the sofl collisional

term:

(af)S a ( i a )- = - -Fi f +- (Bij!)at al" al"c' J

(3.23)

F! is the force per unit mass of partiele applied hy the surrounding fluid on the

partiele:

)
1 api

F! = (D (u! - Ci ---• • p' aXi
(3.24)

•
The first term of the Fokker-Planck collisional term represents the rate of change

of f( ë, X, t) due to momentum transfer by Fl. The second term accounts for tlie

rate of change of f(ë, x, t) due to energy transfer from the fluid to the solid phase

and is expressed as a function of the specifie kinetic energy transfer tensor, Bij.

Lun [107] has proven that the specifie kinetic energy transfer tensor can be rclated

to the force applied hy the fluid on the partiele. The form of the specifie kinetic

energy transfer tensor proposed by Lun and Savage [110] is used in this work:

(3.25)

•

where aD is a constant which depends on the phenomenon being considered. Bascd

on a fluidized bed experiment, Lun and Savage [110] suggested aD = 0.88.

3.3.3 Macroscopic Equation

A macroscopic equation may he derived hy multiplying the Boltzmann equation by

the single-partiele property <P and integrating over the velocity space. The resulting

equation is called the equation of change of the single-partiele property:

(3.26)

29



• 4>c is the collisional rate. of increase of (,p) per unit volume of the mixture and can

be split jnto hard-sphere collisional and soft collisional contributions. Itis expressed

as:

H . 5 fA, (8J) d~
4>c=4>c +4>c= J/I' 8ï c c

where

4>~ = k,p (~{rdë

4>~ = (nF;' ~:. ).+ (nBij Ô~i (~~))

3.3.4 Binary Encounter Dynamics

13.27)

(3.28)

(3.29)

•
A more explicit expression for 4>~1 is obtained by considering binary collisions be­

tween hard, smooth, but inelastic spherical particles of uniform diameter d. Lun et

al. [106] found that the hard-sphere collisjonal term can be expressed as:

(3.30)

•

where

X(,p) = d
2

~ _ (,p; H~ -,pl -</>i) (ë12 'k) J(ël , X-dk, t)J(ë2, x, t)godkdëldë2 (3.31)
2 Jë12·k>O

Oi(,p) = _ :3 ~ " (</>;-</>l)(ël~.k) J(ël,x-*k,t)J(ë2,x+~?k,t)90kidkdCidë2(3.32)
... Jè12· k>O ......

These expressions were derived hy considering two spherical particles, labelled 1 and

2, having velocity ël and ë2 prior to the collision. The velocities of the two particles

after the colEsions are represented by ëi and ë.j. At the instant of the collision, the

particle labelled 2 is located at x and the particle labelled 1 is located at x- dk,

where k is the unit vector along the line of centres from 0 1 to O2 (Fig. 3.1). ël2 is

the relative velocity of particle 1 with respect to particle 2. 90 is the equilibrium

radial distribution which takes into account the finite dimensions of the particles.

,pl and </>2 are the single-particle property of particle 1 and 2, respectively, prior

to the collision and ,p; and ,p; are the single-particle property of particle 1 and 2,'

respectively, aftel' the collision.
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•

• o

•

Figure 3.1: Binary collision

In order to evaluate these integl'als, a relationship between the particle velocity

prior to and after the collision is needed.

Elastic Particles

Using the principle of conservation of momentum, the following equation is obtainecl:

The mass of the system is M = 2mP and its velocity, called the centre of mass

velocity, G, is given by

(3.34 )
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• From the momentum conservation principle, it follows that the centre-of-mass of

the two particles moves uniformly throughout the encounter:

~ -,G=G (3.35)

This equation simply states that the centre-of-mass veloeity prior to the collision is

equal to the centre-of-mass velocity after the collision.

The relative velocities before and after the collision are, respectively:

(3.36)

(3.3ï)

•

Using the definitions of the centre-of-mass velocity and relative ve!ocity, it can be

shown that:

(3.38)

(3.39)

The second conservation principle that applies in an elastic collision is the conser­

vation of kinetic energy during the encounter:

! p_ _ 1 p_ _ 1 p~1 _1 1 "_1 _1
-m CI • CI + -m C2 • C2 = -711 C . C +-m C • C
2 2 2 11 2 22

Using Eqs.(3.38)-(3.39), one can obtain:

(3.40)

(3.41 )

(3.42)

•
Since the :;entre-of-mass velocity is constant throughout the encounter, it follows

that

(3.43)
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• This means that the relative velocity bet\\'een the t\\'o particles is changed only in

direction, and not in magnitud". If k denotes the unit vector along the line of the

centres of the .<mooih sphe";cal particles at the instant of collision, then the relative

velocity component normal to k is not changed during the collision, and the relative

velocity component in the direction of k before and after the collision are equal but

opposite in sign:

(3.44 )

(3.45 )

Therefore,

•
and, finally, the follo\\'ing relations can be obtained:

ëi = fI - (ë12 ' k)"k
ë{ = ë:, + (ë12 • k)k

Inelastic Particles

(3.46)

(3.47)

(:1.48)

ln the case of inelastic particles, a coefficient of restitution c is defined snch t!lat:

(3.49)

Therefore,

•
and the following relations can be obtained:

_1 _ 1+e (- k)k
Cl = Cl - -2- C12' • •

_1 _ 1 +e(_ k)k
c2 = C2 +-2- C12' ••
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(3.53)

• 3.3.5 Hydrodynamic Equations

The hydrodynamic equations of the solid phase are obtained from the general macro­

scopic equation, Eq. (3.26), by ~ssigning specific interpretations of the single-particle

property, <p. The solid-phase conti nuity, momentum and fluctuating kinetic energy

equations are obtained by setting <p = mP, <p = mPc;; and <p = tmPc;, respectively.

The resulting hydrodynamic equations can be expressed as [107, 110]:

Continuity Equation
a a
at (ap') + ax; (ap'uiJ = 0

•

Momentum Equation

8 ( ',) + a ( ",) autj + ' (FI) + 'Fexl- apu· - O'pu;u· =-- ap . ap·at Jax; Jax; J J

Fluctuating Kinetic Energy Equation

3[8 ( 'T) a ( , 'T)] , 8uj 8qt , (FIC)- - ap +- O'p u; = u;·- - - - le +ap ;;
2 8t 8x; J 8x; 8x;

+ap' (B;j8;j)

where

(3.54)

(3.55)

•

uij = -0; (mPCj) - ap' (C;Cj) (3.56)

qi =0; GmPCj) +O'P' ~ (C;Cj) (3.57)

le =-X GmPcr) (3.58)

utj is the solid-phase stress tensor. The first term in Eq.(3.56) is the collisional

contribution, and the term involving the ensemble average represents the kinetic

contribution. The t",o last terms of the momentum equation, Eq.(3.54), represent

the forces due to fluid-sohd interactions and body forces, such as the gravity, re­

spectively. The first term on the right-hand side of the fluctuating kinetic energy

equation is the work done by the solid-phase stress tensor. In Eqs. (3.55) and

(3.57), q[ is the solid-phase fluctuating kinetic energy flux vector. Similarly to the

solid-phase stress tensor, it is composed of a collisional and kinetie part. le is the

solid-phase fluctuating kinetic energy dissipation due to ineldstic particle/particle

collisions. In Eq. (3.55), ap' (F/C;) is the energy dissipation due to the fluid­

solid interaction forces. Finally, the last term on the right-hand side of Eq. (3.55)

represents the transfer of energy from the fluid ta the solid phases during the soft

collisions.
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• 3.3.6 Velocity Distribution Function

Explicit expressions of the solid-phase stress tensor, fluctuating kinetic energy flux

vector, dissipation rate of fiuctuating kinetic energy, ~.nd the various ensemble av­

erage terms appearing in the hydrodynamic equations can be obtained once the

velocity distribution function f(ë, X, t) is known. The velocity distribution function

is obtained by solving the Boltzmann equation. Lun [107] has assumed the following

functional form for f(ë, X, t):

f(ë,x,t) = 1"(1+1/;) (3.59)

(3.60)

•
1" is the Maxwellian velocity distribution function which describes local equilibrillm

conditions. When this assumed form of f(ë, X, t) is substituted into the Boltzmanll

equation, it is found that no choice of al, a2 and a3 will exactly satisfy the equatioll

for ail vaiues of ë. Nevertheless, as discussed by Lun [107], the assumed func­

tional form of f(ë, X, t) will be appropriate if an optimum choice of ah a2 and a3 is

made. One systematic way of making this choice is to replace the task of satisfying

the Boltzmann equation by the weaker requirement of satisfying the macroscopic

equation, Eq. (3.26). This equation has been integrated over ë and is, therefore,

independent of ë. By choosing a set of three single-partic1e properties, </>1, </>2, and

</>3, and trying to satisfy the resulting set of three equations, a system of three equa­

tions and three unknowns is obtained. This method, called the moment method,

has been used by Lun [107] to obtain the following expressions for aJ, a2 and a3:

Il'' [8 ]al = - T2 1+ -57] (37] - 2) o:go
o:p'go

2k" [12 ]
a2 = 50:p'g

o
T 1 + "57]2 (47] - 3) o:go

24k" d ( )
a3 = - 25 T (27] - 1)(7] - 1) -d 0:2go

o:p'go 0:

•
where

,,",. r-
Il = ~

1+ "p'g,T

Il'' = Il'
7](2 - 7])

l

• 5mP m'
Il = 16d2
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(3.63)

(3.64 )

(3.65)



(3.67)

(3.66)

J

75mP (1:);-
k' = ~

64d2
k" = 8k'

.,,(41 - 33.,,)
k"

k'· = ---,,,..-,,.,,....
1+ 6(nk"

50p'goT

1 +e.,,=--2
The evaluations of the various collisional integrals and ensemble averages appéaring

in Eqs. (3.53)-(3.58) involve a large amount of mathematical operations. Sufficient

information to evaluate the various collisional IntegraIs and ensemble averages is

available in Chapman and Cowling [31, Chapters 1 and 16J. Therefore, only the

results are presented in Appendix A.

•

3.4 Solid-Phase Boundary Conditions

•

•

The complete physical description of the solid phase requires the prescription of suit­

able boundary conditions. In many practical internaI flow problems, the boundaries

of a domain of interest consist primarily of inflow/outflow boundaries and walls. At

inflow boundaries, usually ail quantities of interest, such as solid-phase concentra­

tion, velocity and granular temperature, are specified. Outflow boundaries are most

often situated in a region of the flow were the downstream influence is negligible,

thereby allowing the assumption of negligible transport by diffusion normal to the

boundary. At walls, special treatments are needed since the particles interact with

the wall through inelastic collisions. During the collision of a particle with a wall,

the particle kinetic energy is lost through inelastic deformation. When the wall sur­

face is rough, there is a transfer·of lateral momentum from the particle to the wall.

Microscopically, in the Lagrangian formulation, the treatment of the wall is realized

through a collision mode! between a single particle and the wall. This formulation

introduces empirical parameters, such as the wall coefficient of restitution, which

lead to the prescription of the particle velocity after collision as a function of the

particle velocity prior to the collision. Macroscopically, in the Eulerian formulation,

the wall treatment is expressed through the prescription of appropriate solid-phase

shear stress and fluctuating kinetic energy flux at this boundary. Several proposaIs

for the estimation of solid-phase wall shear stress and fluctuating kinetic energy flux

can be found in the literature [88, 95). For particles that are of small or compa­

rable size with respect to the wall roughness, Hui et al. [88) have proven that the

prescription of no-slip condition and zero granular temperature at walls is a good
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•

•

approximation. The prescription of appropriate boundary conditions depends on

the problem of interest and, therefore, more explicit descriptions are delayed until

Chapters 5, 6, and 7 where the results of sorne specific applications are presented.

3.5 Fluid-Phase Governing Equations

The motion of a Newtonian fluid phase is governed by the Navier-Stokes equat,ions,

which must be satisfied at each point of the continuous phase: appropriate boundary

conditions at the domain boundaries and the interface between the partic1es and

the fluid phase complete the description of the mathematical mode1. For large

number of partic1es, the exact topology is far too complex to a110w mode11ing based

on such an exact local formulation. To simplify the description, point variables

which vary rapidly on the scale of the partic1e spacing are averaged over l'egions

that are large compared with this spacing but sma11 compared with the domain of

interest. The resulting average equations describe the fluid and solid phases as two

interpenetrating continua.

In this section, the fluid-phase point dependent variables, the velocities u l ', vI'

and the pressure pl', are replaced by appropriate mean variables, obtained by aver­

aging over volumes containing a large number of partic1es. However, these volumes

are sma11 in comparison with the macroscopic scale. The resulting mean variables

are assumed to be smooth functions of position and time, and are considered to he

defined at a11 points of the domain of interest. This procedure is ca11ed volume avcr­

aging, and several variants can be found in the literature [5, 35,48,89, 94, 124, 172].

. Let V T denote a volume al'ound a specific point inspace such that it contains

a large amount of partic1es, but has a characteristic dimension sma11 with respect

to the characteristic dimension of the macroscopic flow. VI and V' are the parts of

VT occupied by the fluid and solid phase, respectively. The fluid- and solid-phase

volume concentrations are defined by

If if>' is a fluid-phase point dependent variable, the fluid-phase intrinsic volume•
(3.68)
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• average variable, q" is defined by [94]:

(3.69)

(3.70)

(3.71)

•

A similar expression can be defined for the solid-phase intrinsic volume average.

During such a volume averaging of the fluid-phase point governing equations, the

local volume averages of space and time derivatives are encountered frequently.

Therefore, it is useful to introduced the theorems for local volume averages of a space

and of a time derivative of a scalar variable associated with a dispersed flow [94]:

_1 j aq,' dV = ~ (Eq,) + _1 r q,'ui."'ni."'dS
VT VI ai al VT Js'"' ' ,
_1 j aq,' dV = ~ (Eq,) __1 r q,'nI"'dS
VT VI ax; ax; VT Js'"' '

where SI"' is the union of the interface surfaces in VT; ni"' is the i-component of

the unit normal vector to the interface pointing into the fluid phase; and u\"' is the

i-component of the velocity of the interface.

3.5.1 Local Volume Average of the Fluid-Phase Continuity
Equation

The fluid-phase point continuity equation is given by:

Using Eq. (3.70) with q,' = pl and Eq. (3.71) with q,' = plur', the following equation

is obtained:

•

~ (pi) +~ (plu{') = 0
al ax;

Integrating this equation over Vi and dividing by VT yields

_1 j ~ (pl) dV + _1 j ~ (pl ur') dV = 0
VT VI al VT VI ax·, .

~ (Epi) +~ (Eplu{) + _1_ r. plu:"'n:"'dS __1_ l plu{'n:"'dS = 0
ai ax; VT Js'" VT Js'"'
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• In the problems of interest in this work, there is no change of phase or chemical

reaction, and the particles have impermeable boundary, therefore, at the particle

surfaces, u\n'n\n, = U{fn}n'. Thus, the local volume average continuity equation is

simply:

(3.75)

3.5.2 Local Volume Average of the Fluid-Phase Momen­
tum Equation

The f1uid-phase point momentum equation is given by:

•

8 ( 1 If) 8 ( 1 l'If) 8Œr; 1- pu· +- pu·u- =--+pg­8t ) 8Xi 1 J 8x; J

Œ{; is the point f1uid-phase surface stress tensor.

and dividing by VT yie1ds

(3.76)

Integrating this equation over Vi

Using Eq. (3.70) with </Jf = pillf' and Eq. (3.71) with </J' = pl ll{'llr, the left-hancl

side of the previous equation can be expressed as:

8 ( 1 1) 8 (1 r 1 If IfdV) 1 r 1 If (;n' l') ;"'dS
8t fp Il; + 8x; VT JVI P Il; Il; + VT Js;"' p Il; Ili - Ili ni (3.78)

Again, in the problems

simplifies to:

so the left·hand sicle

8 ( 1 1) 8 (1 r 1 If l'dV)
8t fp u; + 8x; VT JVI P Il; u; (3.79)

(3.80)•
The f1uid-phase point velocity uf' can be expressed as the sum of the intrinsic volume

average of the f1uid·phase ve10city u{ and a f1uctuating component u{". Therefore

~ (2- r IU!fU!fdV) = ~ (_1 r lu!u!dV) +~ (_1 r IU!"u!"dV)
8Xi VT JVI P') 8Xi VT JVi p 1 J 8Xi VT JVI P , J

8 (1 r 1 ( 1 1" 1 1") dV)+ 8x; VT JVi P ui u; +U;Il;
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• uf, the intrinsic volume average, varies little within Vf [5J, so it can be taken out of

the volume integrals. Therefore

a (1 f f fI fi) a ( f f f) aCT!f' a (uf f f fil )
ax; VT }VI p U, Uj dV = ax; ep u, Uj + ax; + ax; VT }VI p Uj dV

a (uf J f flld )+- - pu, vax; VT VI

where

fil 1 f f fil flldV
CT;j = VT }VI P U; Uj

(3.81 )

(3.82)

As discussed by Anderson and Jackson [5J, the third and fourth terms of the right­

hand side of Eq. (3.81) involve integration of the fluctuation and are negligibly small.

Therefore, the left-hand side of the local volume average momentum equation is

The right hand-side of the local volume average momentum equation (Eq. (3.77))

is composed of two terms. The first tenu involves the fluid-phase stress tensor and

the second term represents the effect of gravity. The gravity term cau be easily

integrated and is given by:

•
a a aCT!"
- (e/uf) +- (epfufuf) +_'J
at Jax; Jax,

_1 f pfgodV = fpfgo
VT }VI J J

Using Eq. (3.71) with </J' = CT!,~, the stress-tensor term is given by

1 J aCTf; d - a ( f) 1 L fI in'dS
VT -a v - -a eCTij - VT 0 CTijni

VI Xi Xi Sint

(3.83)

(3.84)

(3.85)

•
Neglecting the contribution of incomplete (only portions of, not whole) particles

Iying in VT , the interface can be expressed as the sum of the surface of the complete

particles within VT • Therefore:

(3.86)
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• where SP is the surface of a single particlej and L p means a summation over ail the

complete particles within the volume VT • The surface integral involving the f1uid­

phase local stress tensor can be related to the aerodynamic force mPFI applied to a

single particle [5] where mP is the mass of a single particle. The aerodynamic force

applied on a particle cornes from the f1uid stresses at the particle surface:

~ L p FI represents the rate of momentum transfer between the f1uid and solid

phases. An equivalent term can he found in the solid-phase momenlum equatioll

(Eq. (3.54)), and it should he noted that

•

Summing over ail particles in VT yields

l "h Il in'dS _ m
P

" FI
VT L.J O";jn. - VT L.J j

p SP P

The stress-tensor term is, therefore, given hy:

1 J aO"!;' a ( 1) m
P 1- --dV = - EO"" - -" F­VT VI ax; aXi" VT ";' ,

(3.8i)

(3.88)

(3.89)

(3.90)

This equation is equivalent to the local volume average of the force balance al the

interface [94]. The following local volume average f1uid-phase momentum equatioll

can be readily derived from the various expressions given so far in this section:

a a a aO"!"
_ (EpIuf) + - (EpIufuf ) = - (EO"!') - _., - op' (F!) +(pI9'
at ' ax; ., ax; ., aXi ' J

(3.91 )

•
(O"!; is the local volume average Newtonian f1uid stress tensor. Jiang et al. [94J have

derived an expression for the local volume average of the Newtonian f1uid stress

tensor based on an idealized model for the f10w within the averaging volume VT .

This model yie1ds a resulting system of 18 equations with 18 unknowns, which is a
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• very large system to solve even in two dimensions. Furthermore, the model proposed

by Jiang et al. [94] is limited to dilute concentration. Following the' proposaIs of

Anderson and Jackson [5J and Lun and Savage [110J, in the proposed mathematical

model, the local volume average Newtonian fluid stress is assumed to be given in

terms of the intrinsic fluid variables, by an expression similar to that for the single­

phase Newtonian stress tensor:

1 1 (1 2 1) aui 1(au{ aUf)fU" = -p /j .. + 11.6 - -II. -/j.. + II. - + -
') ') r 3ra aXk') ra ax ' ax'

) . (3.92)

•

where pl is the ïntrinsic volume average fluid-phase pressure, III is the apparent'

f1uid-phase viscosity, and /il is the apparent fluid-phase bulk viscosity.

U{;' is analogous to the to the subgrid-scale Reynolds stress tensor, which is used

to simulate the drainage of energy from the large-scale motions due to the small­

scale ones in the volume-average descriptions of turbulent flows [5]. Therefore, it

seems reasonable to use approximations similar to those used in the Smagorinsky

mode! developed in the context of Large Eddy Simulations (LES) [66]:

(3.93)

where C, lies between 0.1 (for coarse grid) and 0.2 (for fine grid) [132]; 6. is a !inear

measure of the gl'id size; and

s = [~ (au{ + auf _ ~ oui /ji j)
2 aXj aXi 3 aXk

•

(
au{ + auf _ ~ aui /ji j)] ,
aXj ax; 3 aXk (3.94)

•

3.6 Fluid-Phase Boundary Conditions

The fluid phase is composed of molecules which are much smaller than the macro­

scopie length scale. Therefore, it is appropriate to assume no slip of the velocity

at walls for the fluid phase. However, sorne researchers [95, 165] argue that since'

the f1uid-phase velocity that appears in the governing equations is a volume-average
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•

•

velocity, the no-slip condition is not strictly valid, and, therefore, an appropriate

condition on stress at the wall has to be evaluated. Johnson and Jackson [95] have

proposed an approximation of the fluid-phase stress at walls. Their derivation is

ad-hoc and there is no evidence of whether it is more appropriate to use the simple

no-slip condition or their evaluation of the fluid-phase wall stress. Therefore, the

simple no-slip condition at walls is used in most of the calculations presented in

Chapters 5, 6 and 7.

3.7 Two-Dimensional Axisymmetric Gas-Solid Par­
ticle Flows: Summary

This section presents the governing and constitutive equations, obtained using the

theory described in this chapter, for two-dimensional axisymmetric gas-solid partiele

flows. Finally, several specializations of the general mathematical mode! are given.

3.7.1 Governing Equations

Solid Phase

Continuity Equation
a a 1 a ,
- (ap') + -a (ap'u') + --a (rap'v) = 0m z l' l'

(3.95 )

•

z-Momentum Equation

~ (ap'u') + !... (ap'u'u') + ~aa (rap'v'u') = -a aaP! +ap'(D (u! - u') +s;
al az l' l' Z

a (,au') 1 a ( ,au') ap'+- /1 - +-- l'l' - --az 'az l'al' ' a,. az

a ( au') 1 a ( av')+az /1: az + ~ al' 1'/1: az

a (( 2) (au' 1a • )) .+az /1b - 3/1: az +~ al' (l'v) (3.96)

r-Momentum Equation

a a ) 1 a ( , ') ap! '( (f ,) S'- (ap'v') +- (ap'u'v' + --a rap'v v =-a-a +ap D v - v + r
al az l' l' r
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• ô ( ôv' ) 1 a ( ôv' ) v' ôp'+- Jl'- +-- rJl'- - Jl'- - -ôz • ôz r ôr • ôr •r 2 ôr

Ô ( ôU') 1 ô (ôv') v'+ôz Jl: ôr + -:;. ôr rJl: ôr - Jl: r2

+~ ((Jlb - ~Jl') (ôU' +~~ (rv'))) (3.97)ôr 3' ôz r ôr

Fluctuating Kinetic Energy Equation

3 [ô ( 'T) a ( , 'T) 1 ô ( , 'T)] , (au' 1 ô ( ')) 5'2 ôt ap + ôz ap u + -:;. ôr rap v = -p ôz + -:;. ôr rv + T

+~ (kT âT) +~~ (rkTaT) +~ (k' ôa) +~~ (rk' ôa)
âz ôz r ôr ôr ôz" ôz r ôr " ôr

+<1>' - le - ID + lB (3.98)

Fluid Phase

•
Continuity Equation

~ (,p!) +~ (ep!u!) +~~ (rep!v!) = 0
ôl ÔZ r ôr

(3.99)

•
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• These equations have been written in a form that is similar to that of t,he Navier­

Stokes equations of a single-phase Newtonian fluid. Additional comments are needed

on the form of the viscous stresses. The viscous stresses are divided iuto two parts,

which will be called the diffusion term and the pseudo-diffusion term. In the solid­

phase z-momentum equation, for example, the diffusion term is given by:

the pseudo-diffusion term is given by:

8 (,8U') 1 8 (,8V') 8 ((, 2 ') (8U' 1 8 ( ')))- fl - +-- rfl - + - flb - -fl - +-- l'V8z '8z l' 81' ' 8z 8z 3' 8z l' 81'

(3.102)

(3.\03)

•
Terms similar to the pseudo-diffusion term also appear in the Navier-Stokes equa­

tions for single-phase flow. I-Iowever, in many single-phase applications, the viscosity

and the density may be treated as constant, and these terms cancel out. In two­

phase flow, even with constant viscosity and density, the pseudo-diffusioll term is

not zero since, in general, the volume concentration varies. This term, together

with the diffusion term, are needed to model the complete viscous stresses. This

distinction between these two contributions has been introduced here in the interest.

of c1arity and ease in the formulation of the numerical method.

cI>' is the dissipation function representing the rate of conversion of mechallical

energy to fluctuating kinetic energy due to the solid-phase viscous stresses; le and

ID are the rate of dissipation due to inelastic collisions and drag force exerted by

the fluid on the partic1es, respectively; and finally, lB represents the rate of transfer

of energy of the fluid phase into fluctuating kinetic energy of the solid phase.

, 3.7.2 Constitutive and Auxiliary Equations

•
Solid Phase

3 fl!
rD = --CoRe'
., 4 p'd2

Q2 p'gO
le = 481)(1-1)) d (:)t T
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• '"YD = 30p'(D'l' (3.106)
'"YB = (1 + aoo~) '"YD (3.107)

<1>' = (Jib _ ~Ji') (au' +~~ (rv,))2 +2Ji' ((8V')2 + (V')2 + (au')2)
3 e az r ar e ar r 8z

+1': (~:' + ~~) 2 (3.108)

l'; = l'! + "~ (3.114)

"! = "!"!(O) (3.115)

It~ = p! (C,b.)2 S (3.116)
l't = 0 (3.1li)

s= {2 [(8u!)~(av!)~(v!)2]+[au! + av!] 2_ ~ [au! +~~ (rv!)]2}t3.118)az ar r . ar az 3 az r ar

•

p' = op'T (1 +41)900)
1

, _ 16mP0 21)90 ('1');-
Jib - "lrd2 "Ir

Ji'. ( 8 ) (8 ) 3l': = - 1 + -1)900 1 + -1) (31) - 2) 900 + -l'b
90 5 5 5

1.,". ( 12 ) (12 ) 3kj. = g;; 1 + 517900 1 + 51)2 (417- 3)900 + '2fb

k'· ( I? ) I? d '1'
k' = - 1 + "'::17900 "'::1) (271-1) (1) -1) - (0290)-

o 90 5 5 do 0

Fluid Phase

(3.109)

(3.110)

(3.111)

(3.112)

(3.113)

•

This mathematica! mode! is valid for a wide range of concentration of the solid

phase, from dilute concentration to high concentration. The high·concentration

limit is restrieted to fiows where particles interact main!y through binary collisions.

Situations where particles interact through sliding, which occurs in situations close

to maximum packing, are not properly modelled, because the associated frictiona!

contribution to the so!id·phase stress is not inc1uded. Various expressions for CDRe',

Ji!(o) and 90 can be found in the Iiterature (please see Tables 3.1, 3.2 and 3.3): the

particu!ar expressions used in this work are specified in Chapters 5, 6 and 7.

The resulting governing equations are very similar to the models proposed by

Lun [107] and Lun and Savage [110]. However, in the ear!y work of Lun [107], the
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•

•

Reynolds stress tensor a(," is neglected. In the recent work of Lun and Savage [110],

the Reynolds stress tensor is included and evaluated through an additional equa­

tion, corresponding to the fluctuating kinetic energy transport equation of the fluid

phase. Lun and Savage [110J allow the treatment of low density ratios ;;. by in-
p

cluding different particle coefficients of restitution in the fluid and in vacuum. In

the proposed formulation, it is assumed that the fluid density is much smaller than

the particle density. Therefore, the coefficient of restitution of a particle in a fluid

is essentially equal to the coefficient of restitution in vacuum. The Smagorinsky

model is used in this work for the evaluation of the Reynolds stresses. This removes

the need for solving the fluid-phase fluctuating kinetic energy transport equation

derived by Lun and Savage [110].

Using the granular temperature approach, Gidaspow and co-workers ['Hi, 45, 55]

have derived solid-phase governing equations similar to the ones proposed in this

work. The main differences in the derivations of Lun and Savage [110] and Gidaspow

and co-workers [45,45, 65] come from the assumed form of the vclocity distribution

function J(ê, X, t). In the works of Gidaspow and co-workers, the vclocity distri­

bution function is approximated as the Maxwellian vclocity distribution J". Using

this assumption, the kinetic contributions to the solid-phase stress tensor, ari' and

fluctuating kinetic energy flux, qi, are zero. Since the kinetic transport. is the dom­

inant process at loI\' concentration, the resulting governing equations proposed by

Gidaspow and co-workers are not adequate for dilute gas-solid particle flows.

The general mathemat.ical modcl so far in this section can be easily simpjified

to describe the various problems of interest in this work. These speciaiizat.ions arc

described next.

3.7.3 Specializations

Single-Phase Flow

The general governing equations presented in the last sub-section can be easily

specialized to model laminaI' f10w of single-phase Newtonian fluids by seUing the

f1uid-phase concentration, f, equal to one and, correspondingly, the solid-phase con­

centration, a, to zero. In the context of laminaI' single-phase flow, the Reyi101ds
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• stress has no meaning and is, therefore, set to zero. The corresponding govern­

ing equations consist of the continuity equation and two momentum equations, as

follows:

Continuity Equation

~ (pl) +~ (plu/ ) + ~i. (rplvl) = 0
ôl ôz r ôr

z·Momentum Equation

Ô Ô ( ) 1 ô ( ) ôpl_(plu/ )+- plulul +-- rplvlul =--+81
81 ôz r ôr ôz Z

Ô ( au
l

) 1 a ( au
l

)+- /-11- +-- r/-l l -
az az r ôr ar

(3.119)

(3.120)'

•

r·Momentum Equation

ô ( ) a ( ) 1 a ( ) apI .- plvl +- plulvl +-- rplvlvl =--+8!m & r& &
a ( avl ) 1 a ( 1avl ) vI+- /-11- +-- r/-l - - /-1/_(3.121)
az az r ar ar r 2

Dilute Gas-Solid Particie Flow

A mode! for dilute gas·solid particle flow can be obtained from the general govern·

ing equations by assuming negligible solid-phase pressure and viscosities; setting the

fluid-phase effective viscosity equal to the apparent fluid viscositYi and by neglecting

the third term of the pseudo-diffusion term (Eq. (3.103)). Using these assumptions,

the granular temperature is not needed, and the resulting model consists of two con·

tinuity equations, and two sets of two-component momentum equations, as follows:

Solid Phase

Continuity Equation
a a· 1 a
-a (ap') + -a (ap'u') + --a (rap'v') = 0

1 z r r
(3.122)

•
z-Momentum Equation

a ô 1 a apt (
- (ap'u')+- (ap'u'u')+-- (rap'v'u') =-a-+ap'(D ut - u') +8' (3.123) .
at az r ar az Z

48



• r-Momentum Equation

Ô Ô 1 Ô ôp/ ( )
ôt (QP'v')+ ôz (Qp'u'v')+;ôr (rcrp'v'v') =-Q ôr +Qp'(D v/ - v' +S~ (3.124)

Fluid Phase

Continuity Equation

Ô( ) Ô( lô- (p/ + - (plu/) +-- (r(p/v/) = 0
ôt ôz r ar

(3.125)

(3.126)

•

•

z·Momentum Equation

!.... ((p/u/) +~ (cp/u/u/) +~~ (np/v/u/) = _c ôp/ - Qp'(D (u/ - u·) +S{& & rar & .
a ( / au/) 1 ô ( / ôu/)+-ô /1'-a + --ô rll,-ôz z r r r

a ( ôu/) 1 ô ( ôv/)+- /1!- +-- rJl/--az ôz ,. ar ' âz

This dilute mode! slightly differs from other simple modcls available in the litera­

ture [44, 51]. The model proposed by Di Giacinto et al. [44J is obtained by setting

(= 1 in Eqs.(3.125)-(3.127). To derive the model used by Durst et al. [51], the lIuid

effective viscosity /1! in Eqs.(3.126)-(3.l27) has to be replaced by CII/. Since (::::; 1

~t dilute concentration, the three models produce similar results.
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• Invcstigators CDRc' 1 Remarks

•

Stokc Solution [155J 24 Re' < 1
Osccn Solution [155] 24 + *Re' Re' < 5

Wallis [186] 24 + 1!- (Rc')'oo< Re' < 1000

Di Giacinto ct al. [44] 24 +4 (Re')} Rc' < 1000
Vt is the terminal velocity of

Sinclair & Jackson [165] 4 p'd2 g faH of a singlc particle undcr3 Il}\I~{1-aF

the influence of gravity
Vr is the ratio of the terminal

Syamlal & O'Bricn [174] ~r (0.63+4.8J~r velocity of multiple particles to
that of a single particle

Ding & Gidaspow [45) ~ (150a + l.75ReS
) a> 0.2

Tablc 3.1: Examples of CDRe' relations

lnvcstigators

Einstein [53] 1 + *a
Batchclor [17] 1 +*a +5.2a2

Lun [107] (1- a) ,

Lun & Savage [110] (1 - a - 0.33a2f'

Table 3.2: Examples of Il! (a) relations

Investigators go

•

Sinclair & Jackson [165]
1_("""')*"MX

Ding & Gidaspow [45]
.(." ,)*1- -"MX

Lun & Savagc [110], Lun [107}, Ding et al. [46]
(1 " :r""MX1--"MX

Table 3.3: Examples of go relations
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•

Chapter 4

Numerical Model

The formulation of a control-volume-based finite element method (CVFEM) fol'

two-dimensional, axisymmetric 01' planar, gas-solid l'article flows is presented in

this chapter. The proposed method is based on a primitive-variables, co-located,

equal-order formulation: il. works directly with the velocil.y components, pressure

and temperature; these dependent variables are stored al. the same nodes in the finite

element mesh; and they are interpolated over the same elements. This CVFEM is

constructed by adapting and extending ideas from earlier CVFEMs for single-phase

incompressible fluid flows proposed by Baliga and Patankar [13, 14], Prakash and

Patankar [135], Schneider and Raw [156, 157], and Saabas [149].

The formulation of control-volume-based finite element methods (CVFEMs) for

fluid flow typically involves live basic steps: (i) discretization of the calculation do­

main into elements; (ii) further discretization of the calculation domain into control

volumes that surround thR nodes in the finite element mesh; (iii) prescription of

element-based interpolation functions for the dependent variables and the therrno­

physical properties of the phases i (iv) use of subdomain, or control-volume-based,

method of weighted residuals [59J and an element-by-element procedure to derive and

assemble algebraic approximations to the governing equations; and (v) prescription

of a procedure to solve these algebraic equations. Thus CVFEMs combine con­

cepts native 1.0 finite volume methods (FVMs) and finite element methods (FEMs).

Indeed, following the views of Finlayson and Scriven [59] and Zienkiewicz [196],

FVMs, FEMs and CVFEMs can ail be regarded as particular cases of the method

of weighted residuals (MWR).
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•

•

The description of the proposed numerical method is given for two-dimensional

axisyrnmetric problems. However, it is presented in a general manner, with re­

spect to the two·dimensional cylindrical and Cartesian coordinate systems. The

discretized equations are written in a form that allows both the two-dimensional

axisymmetric and planar (Cartesian) formulations to be obtained easily. The pro­

posed expressions are appropriate for two-dimensional axisymmetric problemsj and

by setting r = 1 in the various discretized expressions, the two-dimensional planar

(Cartesian) formulation is obtained. Concise descriptions of the various steps in­

volved in the formulation of the proposed CVFEM are presented in this section,

with suitable emphasis on features that are of particular interest in simulations of

gas-solid particle flows in complex geometries.

4.1 General Equation

In two-dimensional axisymmetric problems, the proposed mathematical model con­

sists of a set of seven differential equations: a continuity equation and two momen­

tum equations for each of the two phases, and a fluctuating kinetic energy equation

for the solid phase. The seven dependent variables are u l , vi, pl, u', v', Cl' and

T. The superscripts f and s refer to the gas (fluid) and particulate (solid particle)

phases, respectively. The volume concentration of the solid phase is denoted by Cl'.

The volume concentration of the fluid phase, f, is related to Cl' by Cl' + f = 1.

With respect to the cylindrical coordinate system (r, 0, z), axisymmetric gas-solid

particle flows can be represented by the following general formulation:

The appropriate governing equations can be obtained from Eq.(4.1) by defining the

dependent variable, iP, the volume concentration, {3, the diffusion coefficient, f., the

mass density, p, the z-component of velocity, u, the r-component of velocity, v, and

the volumetrie source term, S~, according to Table 4.1, where

•

a a 1 a a ( aiP ) 1 a ( aiP )al ({3piP) + az ({3puiP) + ; ar (r{3pviP) = az f. az +;ar rf. ar + S~

a ( au ( 2) (au 1 a )) 1 a ( av)Srz=az f· az + fb-sf. az+;ar(rv) +;ar rf· az
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• Srr = :z (r. ~~) +; :r (r (r. ~~ + (rb - ~r.) (~~ +; :r (rv)) ) )

(r b - ~r.) (au + 12.. (rv)) v
S 3 a, r or _ 2r _

.yl = •
r r 2

SD, = OtP'(D (ui - u,)

SDr = Otp'(D (vi - v')

S" = !... (k' BOt) + !!... (rk' BOt)
Bz " Bz r Br " Br

W • (Bu' 1 B ( '))
p = -p Bz +;. Br rv

(4.3)

(4.4)

(4.5)

(4.6)

(4.7)

(4.8)

•

•

The terms Sr, and Srr represent part of the pseudo-diffusion term, defined in Chap­

ter 3, and will be called the diffusion-source terms. The remaining part of the

pseudo-diffusion term along with a part of the diffusion term, are regrouped in the

cylindrical source term Scyl. This splitting has been done only to emphasis the dif­

ference between the cylindrical and Cartesian formulations. In the Cartesian formu­

lation, Scyl = O. The source terms SD, and SDr are the mutua! z- and "-directioll

drag forces per unit volume of the mixture, respectively, exerted by the f1uid and

solid phases on one another. Therefore, these source terms will be referred to as the

momentum coupling terms. S" represents the transport of solid-phase f1uctuating

kinetic energy because of concentration gradients, and, finally, Wp is the work donc

by the solid-phase pressure.

(3 p u v r. rb ,p S~

Fluid Phase

z-momentum f pi ui vI Il; Il{ ui Sr, - SD, +S{ - f~
r-momentum f pi ui vi Il; Il{ vI Srr - SDr +st - f~ + Scyl
continuity f p' U' v' 0 0 1 0
Solid Phase
energy Ot ~p' u' v' kf - T Wp +S" + <1>' - "'Ic - "'ID + "'lB

z-momentum Ot p' U· v· Il: Ilb u' Sr, +SD, +S: - Ot~ - ~
r-momentum Ot p' u' v' Il: Ilb v' Srr +SDr + S~ - Oti!f- - ~ +Scyl
continuity Ot p' u' v' 0 0 1 0

Table 4.1: Specifie forms of the general equation
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• 4.2 Domain Discretization

•

•

It is convenient to present the domain discretization procedure with respect to a

longitudinal cross section of the axisymmetric domain of interest. This cross section

is first divided into three-node triangular elements. Then the centroids of the ele­

ments are joined to the midpoints of the correspo?ding sides. This creates polygonal

control volumes around each node in the finite element mesh. The longitudinal cross

section of a sample domain discretization is shown in Fig. 4.1: the solid lines denote

the domain and element boundaries; the dashed lines represent the control-volume

faces; and the sh,!-ded areas show the control volumes associated with one internai.

node and one boundary node.

Figure 4.1: Discretization of the longitudinal cross-section of a calculation domain

The discretization of the longitudinal cross section is rotated through 21l' radians

about the axis of symmetry. The result is a discretization of the axisymmetric

calculation domain into torus elements, of triangular cross section, and torus control

volumes, of polygonal cross section. In the rest of the thesis, for conciseness in the

presentation, the torus elements and torus control volumes will be referred to as

54



• triangular (3-node) elements and polygonal control volumes, respectively.

4.3 Integral Conservation Equation

Consider a typical node i in the calculation domain: it could be an internaI node,

such as the one shown in Fig. 4.2a, or a boundary node, similar to the one shown

in Fig. 4.2b. An integral formulation corresponding to Eq.(4.1) can be obtained

by applying the appropriate conservation principle for the dependent variable, ,p,
to a suitably chosen control volume. The resulting integral conservation equation,

when applied to the polygonal control volume surrounding node i in Fig. 4.2, can

be written as follows:

where ii is a unit vector normal to the differential length element, ds, and pointing

outward with respect to the control volume. Jis the combined convection-diffusion

flux of ,p:
•

[ ra J. ii27l'rds + r J. ii27l'rds - r S~dV +1 88 (/3p,p)dVjla Jo Jiaoc IGOC t
+[similar contributions from other elements surrounding node il
+[boundary contributions, if applicable] = 0

J = J~ + /3J""'c
J~ = -feV',p

la=pV,p

(4.9)

(4.10)

(4.11 )

(4.12)

•

The form of Eq.(4.9) emphasizes that it can be assembled by using an elcment-by­

element procedure akin to that used in FEMs.

4.4 Interpolation Functions

The derivation of algebraic approximations to the integral conservation equations

requires the specification of element·based interpolation functions for the dependent

variable, ,p, the velocity component, u and v, diffusion coefficients, f e and f b, source

term, S~, mass density, p, and volume concentration, /3. As was stated earlicr,

specific forms of ,p, u, v, f e , f b, p, and /3 are given in Table 4.1.
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(b)

Figure 4.2: Typical control volumes surrounding (a) an internaI node; and (h) a
houndary node

•
The interpolation functions are specifie to each element. For convenience in the

formulation of these functions, in each element, a local (x, y) coordinate system

is defined such that the origin is at the centroid of the triangular element, the x

axis is in the direction of z, and the y axis is in the direction of r, as shown in

Fig. 4.3a. Sorne of the interpolation functions will he expressed with respect to this

local coordinate system.

3 3

~-2

ïi

r

(a)
z

(b)

•
Figure 4.3: Typical triangular element: (a) glohal and local coordinate systems; (h)
unit normals
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• 4.4.1 Diffusion Coefficients, Density, and Sources

The diffusion coefficients, f. and fh, are stored at the vertices of the triangular­

elements. In the evaluation of the diffusion and diffusion-source fluxes, defined later

in this chapter by Eqs.(4.39) and (4.52), respectively, f. and f h are assumed to

prevail over the corresponding element. f. and f h are computed by assuming a

!inear variation of the diffusion coefficient:

- 1
f.= 3" (f.l +f.2 +fd

- 1
f h = 3" (fhl + f h2 + f h3 )

(4.13)

(4.14)

•

where f. l , f .2, and f.3 are the values of f. stored at the vertices 1,2, and 3, defined

in Fig. 4.3. Similar notation is used for fh. This treatment is convenient in this

formulation because most of the diffusion coefficients, namely, p.i, p.[, p.;, ILb' kj., and

k~, are i'unctions of the dependent variables only and not of their derivatives. In the

case where the diffusion coefficient is expressed as a function of space derivatives of

the dependent variables, such as for p.~, volume-average space derivatives, associated

with each control volume, are used to evaluate the nodal values of p.~. The clement.

contribution of Scyl is evaluated assuming that the values at the vertices prevail over

the corresponding portions of the control volumes within that element.

In each triangular element, the centroidal value of p is assumed to prevail over

the corresponding element.

The source term, S., is !inearized, if needed, and expressed III the following

general form [130]:

S. = Sc +Spq. (4.15)

•

In each triangular element, the values of Sc and Sp are stored at the vertices, and

are assumed to prevail over the corresponding portions of the control volumes within

that element. Thus within each eiement, three sets of Sc and Sp are stored: Sel!

SC2' SC3, SPI, SP2, and SP3.
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• 4.4.2 Mass Flow Rates

In the ca1culation of mass flow rates across the control-volume faces, the ve10city is

denoted by:

(4.16)

•

When mass flow rates of the solid phase are considered, um = u' and vm = v', and

um and vm are interpolated linearly in each element. However, when the mass flow

rates of the fluid phase are considered, a special treatment, borrowed from the works

of Prakash and Patankar [135J and Saabas [149], is used to prevent the occurrence

of spurious pressure oscillations in the proposed co-located equal-order CVFEM.

Similar treatments for the interpolation of the velocity in mass flux terms have been

proposed by Peric et al. [131J, in the context of !inite volume methods, and Rice

and Schnipke [145J, in the context of !inite element methods, for single-phase fluid

flow. The development of this special interpolation is based on the discretized fluid­

phase momentum conservation equations. Therefore, it will be presented later in

this chapter.

4.4.3 4> in Diffusion Terms

In the derivation of algebraic approximations to surface integrals of diffusion fluxes,

Eqs.(4.9) and (4.11), the dependent variable, <p, is interpolated linearly in "each

element:

<p = Ax+ By+C (4.17)

(4.18)•

Referring to Fig. 4.3a, the constants A, Band C can be uniquely determÎned in terms

of the local (x, y) coordinates of the three nodes (or vertices) and the corresponding

values of <p. Thus with reference to the element 123 and the local (x,y) coordinate

system shown in Fig. 4.3a:

A = (Y2 - Y3)<PI + (Y3 - yd<P2 + (YI - Y2)<P3
DET
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•
C = (X2Y3 - X3Y2)<Pl + (X3Yl - XIY3)<P2 + (XIY2 - X2Yl)<P3

DET
where

(4.19)

(4.20)

(4.21 )

•

An p.quivalent, and perhaps more elegant, development of this linear interpolation

on triangular elements could be done using barycentric or area coordinates, tra·

ditionally employed in FEMs [196]. Here,' however, the above·stated development

is preferréd in order to be consistent with the derivations in the following sections

of this chapter. It should also be noted that with such linear interpolation func·

tions, Delauney triangulation is required to ensure that algebraic approximations

of the diffusion transport terms contribute positively to the coefficients in the dis·

cretized equations. Barth [16J has presented a formaI proof of titis statement for

two·dimensional planar problems.

4.4.4 rjJ in Convection Terms

In the derivation of algebraic approximations to surface integrals of the convective

fluxes, Eqs.(4.9) and (4.12), two dilferent interpolation schemes for <P were inves·

tigated: a FLow Oriented upwind scheme (FLO); and a MAss Weighte·J upwind

scheme (MAW).

The FLO scheme is based on the earlier work of Baliga and Patankar [i 2, 14].

The interpolation function used in this scheme responds appropriately to an element·

based Peclet number and to the direction of the element·average velocity vector.

This interpolation function for <P is defined using a local flow·oriented (X, Y) coor·

dinate system, shown in Fig. 4.3a: the origin of this coordinate system is located at

the centroid of the element, and the X axis is oriented along the elemenL ~verage

velocity Va':."

•
<p=Aç+BY+C

where

ç= _ r. {exp [pe,:.(X - ~max)] _ 1}
f3pU;:; Xmax - X min
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• (4.24)

(4.25)

(4.26)

7J is evaluated using linear interpolation similar to that used to obtain r e' The

constants A, Band C in equation (4.22) can be determined from Eqs. (4.18)-(4.21)

with the fo\lowing modifications: replace X" X2 and X3 by ô, 6 and 6, respectivel)';

and replace YI, Y2 and Y3 by Yi, Y2 and Y:J, respectively. lt should be noted that

with reference to 'the typical element shown in Fig. 4.3a, the element-average value'

of velocity in Eq.(4.26), iia~" is given by

ln transport equations related to the Iluid phase, ur and vi' are computed using

Eq.(4.93), as discussed in Section 4.5.4. However, in transport equations related to

the solid phase U~ = u! and ll~ = v!, 1 1 1 l'

•
V m m'" m'"av = u av ' +Vav]

where ï and j are unit vectors in the z and r directions, respectivel)', and

m ur +u~ + uj
U av = 3

(4.27)

(4.28)

•

ln plallar 'two-dimensional probIems that involve acute-angled triangular ele­

ments and relativel)' low element Peclet-numbers, the FLü scheme has proved quite

successful [12, 149J. If high values of the element Peclet number are encountered,

however, the FLü scheme can lead to negative coefficients in the algebraic discretized

equations [149J, and this difficulty is compounded when obtuse angled triangular el­

ements are used [149J. These negative coefficients imply that an increase in the value

of the transported scalar at anode outside the corresponding control volume could

lead to an increase in the net outflow of the scalar from that control volume. This

is physica\ly incorrect. In steady-state problems, in the absence of source terms,

for a scalar to be transported out of a control volume, it first has to f10w into the

control volume [77J. The donor-cell scheme of Prakash [137] is one way of ensuring

positive coefficients: in this approach, the value of a scalar convected out of a control

volume, across its surface, is set equal to the value of the scalar at the node within

the control volume. This approach guarantees positive coefficients, but takes little
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• account of the in fluence of the direction of the flow. Thus it is prone to considerable

false diffusion [137].

The proposed MAW scheme is an adaptation of the positive-coefficient schemcs

of Schneider and Raw [156] and Saabas [149]. It ensures, at thc element level, that

the extent to which the dependent variable at anode exterior to a control volume

contributes to the convective outflow is less than or equal to its contribution to the

inflow by convection. Thus, it is a sufficient condition to ensure that the algebraic

approximations to the convective terms in Eq.(4.9) add positivc1y to the discretized

equation. lt should be noted that the MAW scheme takes better account of the

influence of the direction of the fl~." l,han the donor-cell scheme of Prakash [1371, so

it is less prone to false diffusion [137, 149, 156].

The MAW scheme defines a mass-weighted average of r/> at each of the three con­

trol surfaces of a triangular element (Fig. 4.3b), namely, r/>" r/>" !/J" in the following

manner: let

• lb ~ le ~
ril,= {3pv m

• n,27l'rds m,= {3pv m
• n,27l'rds

o • 0

where lï" n, and n, are unit normals, as shown in Fig. 4.3b.

(4,29)

r/>, = {

j+ r/>, + (1 - j+)!/Jj
f-r/>, + (1 - f-)!/J2

j+r/>, + (1 - j+)!/J3
f- r/>r + (1 - f-)!/J2

j+r/>r + (1 - j+)!/J!
f-r/>, + (1 - r)r/>3

wherej+ =min[max(-;i;;,O),I] ifril~ >0
where f- = min[max( -$..L, 0), 1] if mr < 0m,

where j+ = min[max( .$L, 0),1] if m, > 0
1]',

where f- = min[max(-~,O), Il if m, < 0m,

where j+ = min[max(-~,O), 1] if m, > 0
where f- = min[max( :: ,0), 1] if m, < 0

(4.30)

(4,31 )

(4.32)

•

These mass-weighted averages of r/> are assumed to prevail over each control sur­

face when the surface integrals of the convection terms, Eqs.(4.9) and (4.12), are

evaluated. The algebraic approximations of the mass flow rates in Eq.(4.29) will

be discussed later in this chapter. Details of the numerical implementation of the

MAW scheme are presented in Appendix B.

In problems with acute-angled triangular elements and relatively low clement

Pec1et numbers, the FLO scheme is more accurate than th", MAW scheme. As

was mentioned earlier, however, when high element Pec1et numbers are involvcd,
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•

•

especial1y in conjunction with obtuse-angled elements, the FLü scheme produces

negative coefficients in the discretized equations. Negative coefficients in the dis­

cretized equations can lead to the following difficulties:(i) the numerical solutions

could exhibit spurious oscillations about the exact solution; (ii) iterative solution

algorithms, such as SIMPLE or its variants [130] and CELS [62J, that use segre­

gated or coupled equation line-by-line iterative algorithms to solve the linearized

sets of discretization equations, could diverge; and (iii) always-positive dependent

variables, such as volume concentration of the fluid and solid phases, or the fluctu­

ating kinetic energy of the solid phase, could take on negative values and lead to a

failure of the overall solution algorithm. When such difficulties are encountered, the

MAW scheme is recommended. Indeed, a formulation that automatically switches

from the FLü scheme to the MAW scheme, when necessary, could be conceived, but

this is not within the scope of this work.

The MAW scheme defined by Eqs. (4.29)-(4.32) is highly implicit. This does not

pose any special difficulties in the proposed derivation of the discretization equations,

as presented in the next section, because it is based on successive-substitution, or

Picard, linearization of the convective transport terms in the momentum equations.

However, the MAW scheme would make Newton-type linearizations very difficult.

It should also be noted that in this scheme, to obtain expressions for 4>" 4>" arid 4>,
in terms of 4>\, 4>2, and c/>3' a 3 X 3 matrix of element-interpolation coefficients must

be inverted. Further details are available in Appendix B.

4.4.5 Fluid-Phase Pressure pl and Solid-Phase Pressure p'

Fluid-phase and solid-phase pressures are interpolated linearly in each element.

\Vith respect to the local (x, y) coordinate system shown in Fig. 4.3a:

pl=dlx+ely+JI (4.33)

p' = d'x +e'y +f' (4.34)

The constants dl, el and JI (or d', e' and J')can be obtained using procedures

similar to those used to determined the constants A, Band C in Eqs. (4.18)-(4.20) .
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• 4.4.6 Volume Concentrations

The function used to interpolate Ct in most of the available finite volume methods

for two-phase f10ws is based on the upwind scheme [30, 44, 51, 76, 159, 170]. The

donor-cell scheme of Prakash [137] is one way of implementing this idea in CVFEMs.

In this work, an adaptation of the MAW scheme described previously has bccn

implemented. As discussed in the last section, the MAW scheme takes better aCcoullt

of the influence of the direction of the f10w than the donor-cell scheme.

The modified MAW scheme defines a material mass-weighted average of {J at.

integration points on each of the three control surfaces of a triangular e1ement.

(Fig. 4.3b), namely, (3" (3" {Jt, in the following manner: let

. {' - . {b - . ('_
M: = Jo pl!'. n r 27rrds M: = Jo pl!'. n,27rrds Mt = Jo pV' '7i,27rrd$ (4.35)

where li" n, and nt are the unit-normal vectors shown in Fig. 4.3a.

• if' .
where j+ = min[max( -jft';, 0),1] if M: > °
where J- = min[max(-*,O), 1] if M: < °,

Û' .
where j+ = min[max( jft';, 0), 1] if M: > °..
where J- = min[max( -*,0),1] if M: < °

•

where j+ = min[max(-~, 0), 1] if il: > °
.1

where J- = min[max( *,0), IJ if Mt < °,

(4.30)

(4.37)

(4.38)

•

€ is calculated using € + Ct = 1. These solid-material mass-weighted averages of

Ct and € are assumed to prevail over each control surface when the mass flow rates

in the integral continuity and momentum equations are evaluated.

4.5 Discretization Equations

The discretization equations are obtained by first deriving algebraic approximations

to the element contributions and the boundary contributions, if applicable, and then

assembling these contributions appropriately.
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•

4.5.1 Discretization Equation for cf>

The following discussion pertains to node 1 of the element shown in Fig. 4.3. In each

element, there are diffusion, convection, source and unsteady contributions. The

derivation of algebraic approximations to each of these contributions is presented

separate1y.

Diffusion Contribution

In each e1ement, the diffusion flux, ln, can be expressed in terms of its components

in the z and T directions:

(4.39)

where ï and j are unit vectors in the z ahd T directions, respectively. The linear

interpolation function given by Eq. (4.1'1) is used to approximate Jo: and Jo,. Thus,

with reference to element 123 and the local (x, y) coordinate system in Fig. 4.3a,

the diffusion contribution is approximated as follows:

ra ~ ~ -Ta +Ta [J
a

JO' n27l"Tds = 27l"f, 2 AYa - Bxa]

l e ... -To +Tc
Jo· 1Ï27l"Tds = 27l"f, ,) [Bx, - Ay,]

o ~

where A and B are given by Eqs. (4.18) and (4.19), respectively.

Convection Contribution

(4.40)

(4.41 )

•

In each element, the convection flux, J""'c, can be expressed in terms of its components

in the z and T directions:

(4.42)

where <p is given by Eq. (4.22) when the FLO scheme is used, or Eqs. (4.30)-(4.32)

when using the MA\\' scheme. It should be noted here again that um and vm denote

components of the velocity vector, Vm , in the mass-flux terms.
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(4.44 )

(4.43)

•

•

•

In the case of the FLO scheme, the interpolation function given in Eq. (4.22)

is used to approximate r/>, (3 is computed using the modified MAW scheme (Eqs.

(4.36)-(4.38)), Eq. (4.93) or (4.97) is used to obtain um and vm
, and the convection

contribution is evaluated using Simpson's rule as follows:

10 ~ { y
a (3Jc· Ti211Tds = 271"(3r -; [ro(Jc,)o +4rr(Jc,)r +ra(Jc,)al

+ ~a [re(JCr)o +4rr(Jèr)r +ra(Jcr)al}

l , - { y
a (3Jc, Ti211Tds = 271"(3, +; [ro(Jc,)o +4r,(Jc,), +r,(Jc,),]

- ~'[ro(Jcr)o +4r,(JCr)' +r,(Jcr),l}

When the MAW scheme is used, the convection flux, J""c, is computed using r/>

given by Eqs.(4.30)-(4.32), and (3 obtained from the modified MAW scheme. There­

fore, the convection contribution is simply approximated as:

1" (3J""c . Ti211Tds = (3r Mrr/>r [ (3J""c. Ti271"rds = (3,M,r/>, (4.45)

where

Mr = [ pVm . Tir271"rds M, = [ pvm . Ti,271"rds (4.46)

It should be noted that 13rMr and 13,M, are the mass flow rates nlr and nl" respec­

tively; and mr. and m, are mass flow rates across the corresponding control surfaces,

in the directions of the normals ,ïr and Ti" respectively (see Fig. 4.3b), as expressecl

in Eq. (4.29).

Element Source Contribution

The volume integral involving the source term, S~, is approximated as follows:

r S~dV = SCIVlao, + SPlr/>1 Vlao, (4.47)J1aoc

where SCI' SPI are the stored nodal values within each element, and Vlao, is the

volume define by the points 1, a, 0, and c:

IDETI
Vlao, = 271" 36 (2rl +2ro+ ra +r,) (4.48)

with DET given by Eq. (4.21). The expressions for the various volumes involved in

the numerical formulation are developed in Appendix B.
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(4.49)

•

•

•

Element Unsteady Contribution

A ful1y-implicit unsteady formulation [130] is used in this work. It should be noted

here that in the proposed method, the solution of steady-state problems is also

obtained through the use of a ful1y-implicit unsteady formulation. This approach

is related to the solution of the coupled, non-linear, steady-state equations using

iterative methods with under-relaxation [130]. In the two-f1uid model considered in

this work, there are two sets of governing equations, one related to the f1uid phase

and one to the solid phase. In the iterative solution ofthe steady-state equatio~s, it

is often necessary to prescribe different relaxation factors for each of the two sets of

discretization equations, in order to ensure convergence of the overal1 algorithm. An

early implementation of the proposed CVFEM was based on an iterative method

with under-relaxation: the appropriate relaxation factors to ensure convergence had

to be changed from one problem to another and were different for each phase; and

the ch'oice of the appropriate relaxation factors involved a tedious trial-and-error

proccss. In the unsteady formulation, however, only the time step is needed to be

given. This time step will natural1y ensure a common evolution of the solution for

each set of equations, and this results in a robust numerical solution algorithm. In

the choice of a suitable time step, guidance is obtained from physical quantities such

as the value of the particle relaxation time [148].

The volume integral involving the unsteady term is approximated as follows:

Loc :t ((3p,p) dV = p~;oc ((31,p1 - (3; ,pî)

where 6;t is the time step, and (3i and ,pi are the values of (3 and ,p, respectively, at

the previous time step.

Discretized ,p Equation

Adding up the diffusion, convection, source and unsteady contributions, the total

contribution of element 123 to the conservation equation for node 1 is obtained.

The algebraic approximation to this total element contribution can be compactly

expressed as follows:
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•
Details of the derivations pertaining to the element contribution are given in Ap­

pendix B. Expressions sirnilar to Eq. (4.50) can be derived for the contributions of

ail elements associated with the internai node i, shown in Fig. 4.2a. When the total

contributions of ail elements associated with this internai node i are substituted into

Eq.(4.9), the complete discretization equation for this node is obtained. A general

representation of this equation can be cast in the following form:

act!/J; = L aC~b!/Jnb +b~
nb

4.5.2 Discretized Momentum Equations

(4.51)

•

•

The momentum conservation equations are identical in form to thc conscrvation

equation for !/J. However, additional comments are needed concel'lling thc trcatment

of the source terms. The momentum source terms are divided into rive parts, namc1y,

the diffusion-source terms (Sr" Srr), the momentum-coupling terms (SD" SDr), thc

body force terms (S{, st, S%, Sn, the pressure gradient terms, and the cylindrical

source term (Scyll.

Diffusion-Source Term

The diffusion-source term isintegrated similarly to the diffusion tcrm. Iiowcvcr, its

contribution is inc1uded in the source-part of the discretizcd momcntum cquation

(in bU or bU). A diffusion-source flux, lDS" is defined as follows:

(4..52)

where e stands for z for the z-momentum equation or r for the r-momentum equa­

tion. In the algebraic approximation of lDS., u and v are assumed to vary linearly in
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• each clement. Therefore, the derivatives of u and v that appear in Eq.(4.52) are con­

stants over the clement, and the diffusion-source contribution can be approximated

as fallows:

j, 10 ~ l' ~Sr.dV = JDS• . iï21l'rds + JDS• • iï21l'rds
laoe a 0

(4.53)

(4.55)

J.0~ ro+r.{[-(8V) (- 2-)(8u 18 ) Bel
• JDs.·r721l'rds=21l' 2 f. 8e eJe+ fb-Sf. 8z+;:8r(rv~ 08rJx.

[- (8u) (- 2-) (8u 1 8 ) 8e] }- f. 8e e1e+ fb-Sf. 8z+;:8r(rv) 08z y. (4.54)

J.' -, ro +r, {[- (8U) (- 2-) (8U 1 8 ) 8e]
o JDS.' iï21l'rds = 21l' 2 f e 8e ele + f b- Sfe 8z +;: 8r (rv) 0 8z y,

[- (av) (- 2-) (au 1 8 ) Be] }- f. - + f b- -f. - +-- (rv) - x,ae ele 3 az r 8r 0 8r

whcre

The expression given in Eq.(4.53) is written without the diffusion-source contribu­

tion on the surfaces 1 - a and c - 1 (see Fig. 4.3a) because they cancel out when

ail appropriate clement contributions arc assembled to approximate the complete

integral conservation equation for an internaI nodej in the case of boundary nodes,

one or bath of these contributions may need to be included.

•
(au 1 8 ) (8u) (av) Vo-: + --. (rv) = -. + - + -

8. raI 0 8~ cie 8r cIe r 0

(4.56)

Momentum-Coupling Source Term

The integration of the momentum-coupling source term is presented here only for

the z-component of the momentum equation, since the treatrnent of this terrn in the

r-mornentum equation is analogous. The z-cornponent rnornenturn-coupling source

term is given by:

•
SDz=K(uJ-u')

whcre

K = Op'ÇD
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• Ali the quantities involved in the calculation of the momentum-coupling source term

are defined at the vertices (or nodes) of the triangulaI' elements. Therefore, using a

simple prevailing assumption over the corresponding portion of the control volume

within that element, the volume integration of the momentum-coupling term can

be approximated as follows:

(4.59)

The complete contribution of the momentum-coupling source term to the z-momentum

equation can be easily 0 btained:

(4.60)

•
where (Vevh is·the volume of the control volume surrounding node 1. Whil~ this

integration is straightforward, the proper linearization of the momentum-coupling

source term is crucial to ensure convergence of the overall algorithm, especially in

the context of segregated iterative solution algorithms. The linearization consists in

the specification of appropriate expressions for Sc and Sp (see Eq. (4.15)). Befol'e

the discussion of the linearization, it is useful to introduce the following notation:

solid-phase momentum-coup!ing term contribution

l SDzdV = (SDz)~ (Vevh + (SDz)~ u;(Vevh
(V,. h

fluid-phase momentum-coupling term contribution

- { SDzdV = (SDz)b (Vev h + (SDz)~ u{ (Vev hJ'Vey h

(4.61 )

(4.62)

(4.63 )

(4.64 )

In this context, a linearization consists in a choice of (SDz)~, (SDz)~, (SDz)b, and

(SDz )~. A very simple linearization can be obtained by treating the momenturn­

coupling source term explicitly in each iteration:

where (u{ - u~)" and (u~ - u{)" are based on initial values or values from the

previous iteration. Implementation of such a linearization in a segregatcd iter..tivc•
(SDz)~ = 0

(SDz)~ = 0

(4.6.5 )

(4.6(;)
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• algorithm resulted in significant convergence problems at high loading and/or low

Stokes number. For a given concentration, as the Stokes number decreases (which

can be interpreted as decreasing the size of the particles, for example), the value

of K becomes larger, and the resulting momentum equations are source dominated.

This results in very slow convergence rates, and, sometimes segregated iterative

algorithms may even diverge. In an effort to improve the robustness of the iterative

solution algorithm, a treatment could be proposed in which the momentum-coupling

source term is treated explicitly in the fluid phase but implicit!y in the solid phase,

in each iteration:

(4.67)

(4.68)

•

This treatment describes the physical interactions between the phases more closely

than the above-mentioned fully explicit treatment. As the Stokes number decreases,

the particle inertia decreases and, therefore, it follows the fluid closely. This means

that the solid-phase velocity is almost equal to the fluid-phase velocity. The implicit

treatment of the solid phase ensures, at high Stokes numbers, that the solid-phase

velocities will be close to the fluid-phase velocity, because of the domination of the

contribution of the momentum-coupling term in comparison to the convection and

diffusion contributions. This is the attractive feature of this linearization. However,

preliminary computations using this scheme also resulted in converging problems

similar to those encountered in the completely explicit formulation.

The proposed !inearization is a fully implicit formulation in each iteration, which

allows a simultaneous coupIed solution of the fluid- and solid-phase momentum

equations:

(SDz)~= Klu{

(SDz)~ = Klll~

(SDz)~ = -KI

(SDz)~ = -KI

(4.69)

(4.70)

•
This linearization has proven to be much less prone to convergence problems than the

other two linearization schemes discussed earlier in this section. Numerical examples

which illustrate the characteristics of these linearization schemes are presented in

Appendix C.
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• Body-Force Source Term

The integration of the body-force source term is approximated in a similar manner

to that used for the source term in the rP equation. An example of body·force is the

gravity field: In this particulaI' case, no linearization is needed.

Pressure-Gradient Terms

Both the fluid-phase and solid-phase pressures are assumed to vary linearly within

an element. The!efore, their gradients are constant within an element, and the.

corresponding volume integrations are approximated as follows:

ê stands for z in the z-momentum equation, or r in the r-momentum equations. The

pressure gradients in these equations are computed using Eqs. (4.33) and (4.:14).•
1 ôpl (ôpl )-13-ô dV = -131 -ô Vlaoc

laoc e ê elc

1 ôp' (ôP')-ôdV = -ô Vlaoc
laoc ê ê de

(4.71)

(4.72)

Cylindrical Source Term

The evaluation of the cylindrical source term involves the diffusion coefficients, the

radial velocity, and velocity gradients. In the volume integration of this source

term, the nodal values of the diffusion coefficients are assumed to prevail over the

corresponding portions of the control volume; the radial velocity is also evaluated at

the nodal point; and the velocit) gradients are evaluated using linear interpolations

and these quantities are assumed to prevail over the element. These approximations

yield the fol1owing expression:

•
(4.73)
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(4.74)

• Discretized uf and vf Equations

The discretized momentum equations are derived and assembled using element-by­

element procedures akin to those used to obtain the discretization equation for <p.

The resulting u f and vf discretization equations for the f1uid phase at anode i can

be cast in the foJ1owing forms:

( uf K V fipfVeV) f -" uf f +buf +K 'V
aCj + i cv + 1\. ui - L...J aCnbunb jUj cv

..,t nb

+fipfVev ut. + f'V (_ 8pf )
t.t ' ,ev 8z

(4.75)

(4.76)

•
The bar ovcr the pressure gradient denotes volume average associated with the

control volume Vey'

Discretized u' and v' Equations

Using similar element-by-element procedures, the resulting u' and v' discretization

equations for the solid phase at anode i can be cast in the following forms:

( u, J' V aip'VeV ) ' -" u,' bU' +V (~ K fV
aCi + \.i ev + t.t Ui - ~ aCnbUnb + ev -a;) + iUi ev

+aip'Vev ~. + 'V (_ 8pf )t.t u, Cl, ev 8z

( "' J' V Clip'Vev ) , -" "" bU' V ( 8P') 1< fVaCi + \.i ev + t.t vi - ~ aCnbVnb + + ev - 8r + iVi ev

aip'Vev ,. ( 8pf)+ t.t Vi +CliVev - 8r (4.77)

•
The contribution of the momentum interaction term is stated explicitly in these

equations in order to clearly represent the coupling between the momentum equa­

tions of the two phases. This coupling will be used in the solution procedure pre­

sented later. Further manipulations of the unsteady contributions are needed in the
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•

calculation of mass flow rates (see Eqs.(4.91 )-(4.92)); therefore, they are also stated

explicitly in the previous equations. The solid-phase pressure gradient tenns that

appear in Eqs.(4.76) and (4.7ï) are presented as separate terms in the discretized

equations for the sake of c1arity, however, in the actual implementation, they arc

inc1uded in bU' and bU'.

4.5.3 Discretized Solid-Phase Fluctuating Kinetic Energy
Equation

For the sake of completeness, the results of the volume integrations of the varions

source terms in the solid-phase fluctuating kinetic energy equation are presented

in this sections. These source terms consist of the work done by the solid-phase

pressure, W p , the viscous-dissipation source term, <1>', the diffusion induced by con­

centration gradient, Sa' the collisional dissipation, ICl the drag dissipation, ID, and,

finally, the transfer of energy between the phases, 18.

Solid-Phase Pressure Work Source Term

j, WpdV = _p~ (~u: + ~g(rv')) Vlao,
laoc ..... r r 0

Viscous-Dissipation Source Term

(4.78)

j, ;""dV {(, 2, )' (au' 1 a( ')) 2
100' 'Y = Ilbl - 3" Ilel az + ~ ar rv 0

(( av,)2 (V')2 (aU')2) ((au') (av') )2}+21l~1 ar + / + az + 1l~1 ar + az vlao, (4.79)
ele 0 cie eIc cie

The velocity derivatives are computed using linear interpolations; and

•
(au' 1 a , ) (au') (av') v~- + -- (rv) = - + - + -az r ar 0 az eie ar ele r 0

73

(4.80)



(4.81 )

(4.82)

(4.83 )

•

•

Concentration-Diffusion Source Term So

The diffusion induced by concentration gradient, So, is approximated using a deriva­

tion similar to that used to approximate the diffusion-source term in the momentum

equations. The concentration diffusion flux is given by:

J~ = (k' 80) - (k' 80) -
o 08z 1 + 081' J

o is assumed to vary linearly within each element. Therefore, the derivatives ap­

pearing in Eq.(4.81) are constant over the element, and the concentration-diffusion

source contribution can be approximated as follows:

1 10 - le -SodV = Jo . ii2rrrds + Jo . ii2rrrds
hoc a 0

t ~ -? ? 1'0 + ra [-80 -80]J
a

Jo' n_7l"rds = _rr 2 I.,~ 81' X a - k~ 8z Ya

rc - ro+re [-80 _80]
Jo Jo' ii2rrrds = 2rr 2 k~ 8zYe - k~ 81' Xc (4.8,1)

where k~ is the element average of k~. The expression given in Eq.(4.82) is writtcn

without the contribution on the surfaces 1- a and c-l (sec Fig. 4.3a) bccausc they

cancel out when a11 appropriate element contributions are assembled to approximate

the complete integral conservation equation for an internaI node; in the case of

boundary nodes, one of both of ~hese contributions may have to be included.

Collisional Dissipation -le

1
2 ,

0IP gOI
- ledV = --481]( 1 - 1]) d

laoc

Drag Dissipation ID

(4.8.5 )

(4.86)

•
Energy Transfer ,B
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• Discretized T Equation

The solid·phase fluctuating kinetic energy is always positive. To ensure a positive

granular temperature, special attention is needed in the linearization of the source

terms. Patankar [130J has suggested the use of positive Sc and negative Sp to

ensure that the always-positive dependent variables are indeed positive during the

solution process. In order to satisfy Patankar's recommendations, the following

strategy is adopted in this work: (i) contributions from the collisional and drag

dissipation source terms are included in Sr; (ii) the energy transfer term is included

in Sci (iii) the solid-phase pressure work, the viscous dissipation, and the diffusion

induced by concentration gradients (which may exhibit both positive and negative

e1ement contributions) are included either in Sc or Sp, depending on the sign of

their respective element contribution. The resulting T discretization equation of

the solid phase at anode i can be cast in the following general form:

•
acTT; = L aC~bTnb +bT

nb

4.5.4 Discretized Equations for pl and Q'

'(4.88)

(4.89)

•

•

Denoting the velocity in the mass-flux terms by Vm , the integral mass conservation

equation, when applied to the control volume surrounding node i in Fig. 4.2, can be

written as follows:

[ r f3p,im
• ii21rrds + (' f3p\ï m

• ii21rrds + r 88 (f3p) dV]
la Jo Jiaoc t

+ [similar contributions from other elements surrounding node iJ
+[boundary contributions, if applicable] = 0

The volume integral involving the unsteady term is approximated using Eq.(4.49)

with the specialization 4> = 1.

Discretized pl Equation

In each e1ement, the ve10city \ïm can he expressed in terms of its components in the

z and r directions, um and vm
, respectively, as shown in Eq. (4.16). Interpolation
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• functions for um and vm have to be first prescribed in order to approximate the fluid­

phase mass flux integrals in Eq. (4.89). First, the fluid-phase discretized momentum

equations, Eqs.(4.74) and (4.75), are rewritten in the fol1owing manner:

u! = û! +d::f (_ apI)
l , t 8z

where

v! = v! + d~f (_apf)
t 1 1 Br (4.90)

'" uf f +buf +K. 'V + e!..!h( • f· f)• f _ ..l..-~n~b,--a_C~nb~U~'''''b'--'--_'--'---,-i-'u_.!....."':C::'V-'----!ot>>!"~€~iu_'!....._-_€.:.iU...:;~
ui - - uf l'V

aCi + 1\1 cv

d::f = €iVcv (4.92)
• vII' VaCi + \i cv

•

•

For the evaluation of the fluid-phase mass fluxes on the faces a-D and D·C (Fig. 4.3),

the f1uid-phase velocity components are written as:

(4.93)

where û f , vf, dvf and dvf are interpolated linearly from the corresponding values at

the vertices of the element. This interpolation f~r um and vm is borrowed from the

work of Prakash and Patankar [135] and Saabas [149J. It prevents the occurrence

of spurious pressure oscillations in the proposed CVFEM. Similar interpolation of

the velocity components in the mass-flux terms have been successfully used by Riec

and Schnipke [145J, Peric et al. [131J,and Rhie and Chow [143J. It should be noted,

however, that this interpolation procedure may not be well-suited for Newton-type

linearizations of the convective terms in the fluid-pbase momentum equations. III the

proposed CVFEM, however, this mass flux interpolation does not pose any problems

because successive substitution (or Picard) linearization is user] for the convective

terms in the fluid-phase momentum equations.

In the derivation of algebraic approximations to integrals of fluid-phase mass flow

rates, um and vm are interpolated in each element by the functions given in Eq.(4.93).

The same functions are also used to approximate integrals that represent the mass

flow rates in the fluid-phase momentum equations. They are also used to compute

uav and vav in Eq.( 4.28). Using these interpolation functions to approximate the

integrals in Eq.(4.89), the contributions of element 123 (Fig. 4.3) to the fluid-phase
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• mass conservation equation for the node 1 are expressed as:

'0 ... f1. fpiV m . ii271"rds = 271" ~ {--Ya[pi u;;'(ra+2ro) +piu;;'(2ra+ ra)]

+xa[piv;:'(ra+2ro ) + piv;;'(2ra+ ra)]}

(4.94)

(4.95)

•

where u;;', v;;', u;;', v:;', u;;' and v;;' are given by Eqs.(4.93) and f r and ft are obtained

using the modified MAW scheme given by Eqs.(4.36) and (4.38), respe,tively, and

the relation Q + f, = 1.

Addition of the contributions of the other clements surrounding the point i yields

the complete discretized fluid-phase continuity equation.

When explicit expressions for the pressure gradient terms are substituted into the

interpolation functions for the mass-flux velocity components (Eq.(4.93)), and then

these interpolation functions are used in the clement contibutions 1.0 the discretized

fluid·phase continuity equations (Eqs.(4.94) and (4.95)), discretized equations for

pi are obtained.

A compact representation of the discretized pi equation for a typical node i is

the fol1owing: .

ac~p! = '" acP pi +hP
Il L.J nbnb

nb

Discretized Q Equation

(4.96)

For the evaluation of the solid-phase mass fluxes on the faces a-a and a-c (Fig. 4.3),

the mass·flux velocity components are written as:

(4.97)

•
where u', v' are interpolated linearly from the corresponding values al. the vertices

of the element. Using these interpolation functions 1.0 approximate the integrals

in Eq.(4.89), the contributions of element 123 (Fig. 4.3) 1.0 the solid-phase mass .
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• conservation equation for the node 1 are expressed as:

1" ap'V' . ii2trrds = 2tr ~' {-Ya[p'u~(ra +2ro) +p'u:(2ra+roll

+xa[p'v~(ra +2ro) + ;.·v:(2ra +rom
(·1.98)

('1.99)

•

where where u~, v~, u~, v~, u~ and v; are given by linear interpolation of u' and V"

values at the vertices, and a, and at are obtained using the modified MAW scheme

given by Eqs.(4.36) and (4.38), respectively.

Addithn of the contributions of the other elements surrounding the point i yiclds

the complete discretized solid-phase continuity equation. The solid-phase continuity

equation provide a set of discretized equations, which are used to compute the solid­

phase concentration, a; f is computed using a +f = 1.

A compact representation of the discretized a equation for a typical node i is

the following:

aciQ'i = E aC~banb + hO
nb

(4.100)

•

Details of the numerical implementation of the element fluid- and sol id-phase

mass flow rates can be found in Appendix B.

Discussion

Carver [30J suggests subtraction of the fluid-phase continuity equation from the

solid-phase continuity equation to derive a discretization equation for a, and an

addition of these equations in the derivation of the discretization equation for pl,

so as to explicitly account for the coupling between the phases in the calculation

of a and pl. This treatment is appropriate only when local mass conservation is

ensured over each control·volume for each phase, individually, as in the finite vol­

ume method used by Carver [30]. In the proposed co-located equal-order CVFEM,

for probIems that involve inflows and outflows, a is prescribed at all nodes located

on the inflow boundaries, and pl is prescribed at one (or more) node(s) located at
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the outflow boundaries: thus, for the control volumes surrounding the nodes on the

inflow boundaries; local mass conservation of the solid phase is not necessarily sat­

isfied; and local mass conservi\tion of the fluid phase is not necessarily respected for

the control volumes associated with the nodes on the outflow boundaries. Thus, at

nodes on the inflow and outflow boundaries, the treatment proposed by Carver [30]

could not be incorporated into the proposed CVFEM. Furthermore, the construc­

tion of a fluid-phase pressure equation based on the sum of the fluid- and solid-phase

continuity equations caTI be realized only when the solid-phase mass-flow related ve­

locities are ~alculated using expressions similar to the fluid-phase mass-flow related

velocities, Eq.(4.93). The use of such solid-phase mass-flow related velocities have

been implemented for the solution of dilute gas-solid particle flows [114, 115, 117] but

this approach leads to severe convergence problems at high solid-phase concentra­

tions. Instead, as was described earlier in this section, the discretization equations

for Q are obtained from the continuity equation for the solid phase, and the solid­

phase mass-flow related velocities at the integration points are obtained from linear

interpolation of the solid-phase nodal velocitiesj and only the fluid-phase continuity

equation is used to derive the discretization equations for pl. Therefore, the coupling

between the two phases is Ilot directly accounted for in the calculation of Ci and pl,

but this did not lead to any major difficulties. It should be also noted that in dilute

gas-solid particle flows, the proposed discretization equations for Q do not need any

special treatment to cnsure physically realistic solutions [114, 115, 117], while the

linear combination approach suggeste.:1 by Carver [30] does: the bO term of the pro­

posed discretized concentration equation (Eq.(4.100)) is always equal to or greater

than zero and so are ail the coefficients in this equation. This feature ensures that

Q ~ O. In addition, since Q ~ 1 in dilute gas-solid particle flows, there is no need to

incorporate any special procedures to ensure that Q < 1 during the iterative solu­

tion procedure. However, for problems involving higher solid-phase concentrations,

appropriate choice of the time step was needed to ensure that Q ::; QMX throughout

the solution procedure.

Another important feature of the formulation proposed in this work is that in

Eqs.(4.91) and (4.92), the unsteady contribution is ail included in the numerator of

û l and Vi: thus, when the steady-state solution is reached, the unsteady contribution·

is zero, and the mass flux interpolation is inJependent of the time step. Each of these

variables can be defined in such a way that parts of the ullSteady terms appear in
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the numerators of û! and v!, and the other parts are inc1uded in the denominators of

û!, dU!, v!, and dU!. This would be inappropriate since the mass flux interpolation

would then depend on the time step even under steady-state conditions.

4.6 Boundary Conditions

In this work, il. is assumed that the domain boundaries remain at fixed spatial

locations, and they could coincide with solid walls, symmetry surfaces, and flnid­

phase and/or solid-phase inlet and outlet regions. Ail these boundaries can be

accounted for in a general formulation by noting that only two types of boundary

conditions are encountered: specified value or given gradient. Gas-solid partic1e

f10ws with free boundaries and/or moving boundaries are not within the scope of

this work.

The following derivation pertains to the discretization equation for node 1 of the

element 123 shown in Fig. 4.3b. The link between the points 1 and 2 is assumed to

coincide with the boundary of the domain of interest.

4.6.1 Specified Value

When the value of the dependent variable, cP, is given at the boundary node, and

denoted by cPsp, the discretization equation associated with that node is written àS

follows:

acP = 1, br = cPsp (4.101)

(4.102)•

4.6.2 Specified Gradient

When the gradient of the dependent variable normal to the boundary is given, say

(~) sP' the combined convection-diffusion flux of cP normal to the boundary is given

by:

~ ~ (acP )J·n=/3pVncP- r • an sp
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(4.103)

• where Vn is the velocity component normal to the boundary. With reference to

node 1 in Fig. 4.3b, the values of 13, P, r, and (~)sp are assumed to be consL".

on surface 1-a. Thus, the contribution of boundary link 1-a to the conservaCon

equation for the control volume associatzd with node 1 is given by:

ra. r (~)JI J. iï211'rds = f3p JI Vn9211'rds - r, ôn sp .41- a

where

[
2 2]1/2l l -a = (ra - rt} + (za - zt} (4.104)

•

•

The convection contribution is evaluated using Simpson's rule. The variations

of Vn and 13 over the link 1-2 are approximated with linear and piecewise prevailing

interpolations, respectively. The qi-interpolation has to be consistent with the inter­

polation scheme used in the convection terms: when the FLO scheme is used, qI is

interpolated linearly; when the MAW scheme is used, the prevailing assumption is

appropriate. Therefore, the convection contribution, when the FLO scheme is. used,

is given by:

1" f3pVnql211'rds = 211'f3I1~;a[qll(2p(Vnhrl +6p(Vn)mrm+P(Vn)ara) (4.105)

H2(p(Vn)ara +2p(Vn)mrm)]

and the convection contribution, when the MAW scheme is used, is given by:

1" f3pVnql211'rds = 211'f3lq11 l\ia [P(Vnhrl +4p(Vn)mrm+p(Vn)ara)] (4.106)

This derivation has been done for the general qI-equation. A similar treatment

is applied to the momentum equations.

For the continuity equation, only boundaries having mass flow crossing them

have non-zero contributions. Thus the contribution of boundary link 1-a to the

integral mass conservation equation for the control volume associated with node 1

can be expressed as:

1" f3pVn211'rds = 211'131 \: [P(Vnhrl +4p(Vn)mrm+p(Vn)ara] (4.107)

It should be noted here that the mass flow rates across the boundary edges, such

as 1 - a in Fig. 4.3b, are calculated using the latest available values of the nodal

velocity ,i, not ,im • Only the mass flow rates across control-volume faces in the

interior of the domain are calculated using Vm •
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• 4.6.3 Special 'freatments

In the proposed CVFEM, special treatments are needed for ù!, i/, dU! and dU! on

boundaries with prescribed fluid-phase velocities, such as walls and inflow bound­

aries. At nodes which lie on such boundaries, dU! and dU! are set to zero, and,

therefore,

(4.108)

•

•

At outflow boundaries, the treatment recommended by Patankar [130J is used:

it is assumed that convection is the dominant transport process and diffusion is

negligible. This is handled by dropping the -r, (~~) term in Eq. ( 4.102).

4.7 Overall Solution Algorithm

The discretization Equations form two sets of coupled nonlinear algebraic equatiolls.

In this work, at each time step, a modified version of the iterative variable adjustmellt

procedure proposed by Saabas [149J for single-phase flow, and recently applied to

dilute gas-solid partic1e flows by Masson and Baliga [114, 115, 117], was used to

solve the mathematical model:

1. Start with guessed or available velocities, fluid-phase pressure, solid-plIase

concentration and granulaI' temperature fields.

2. Calculate the f1uid· and solid-phase diffusion coefficients, and the sol id-phase

pressure, using the constitutive Equations.

3. Calculate coefficients in the discretized unsteady momentum equations without

inc1uding contributions of the f1uid-phase pressure-gradient terms.

5. Calculate coefficients in the discretized f1uid-phase pressure Equations, and

solve these equations to obtain updated values of p!.

82



•

•

•

6. Add contributions of the f1uid-phase pressure-gradient terms to the appropri­

ate coefficients of the discretized z-momentum equations calculated in Step 3,

and solve for ul and u', simultaneously.

7. Add contributions of the f1uid-phase pressure-gradient terms to the appropri­

ate coefficients of the discretized r-momentum equaticns calculated in Step 3,

and solve for vi and v', simultaneously.

8. Calculate coefficients of the discretized equations for a, and solve these equa­

tions to obtain updated values of a.

9. Calculate f (= 1 - a).

10. Calculate coefficients in the discretized granular temperature equations, and

solve these equations to obtain updated values of T.

11. Return to Step 2, and repeat until appropriate convergence criteria are satis­

fied.

If the unsteady formulation is used only to facilitate the solution of steady-state

problems, then it is not necessary to do Step 11 in this procedure. Rather, Steps 2-10

could be repeated until steady-state conditions prevail. In this work, the solution was

considered to be converged when the non-dimensional average, absolute, residue for

each set of discretization equations was less than 10-10• Depending on the problem,

global values, such as the separator efficiency in a problem involving a split-f1o\V

inertial separator (Chapter 6), \Vere also monitored, and it \Vas stipulated that the

absolute value of the relative change from one iteration to the next (or from one

time step to the next in steady-state problems) should be less than 10-6 : in most

of the calculations, however, it \Vas found that the convergence criterion based on

the non-dimensional average, absolute, residue is the more demanding one.

In this work, in order to facilitate implementation and testing of the proposed

CVFEM, structured grids \Vere used: the nodes in the finite element mesh lie along

nonorthogonal lines that allo\V (I,J) indexing. Thus, in steps 5, 8 and 10, a line

Gauss-Seidel algorithm based on the tri-diagonal matrix algorithm [130J \Vas used

to solve the discretized equations for pl, a and T, respectively. In steps 6 and 7, a

!ine Gauss-Seidel method based on a coupled-equation line solver [84, 62, 130] \Vas'

used.
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These ideas could be extended to unstructured-grid implemcntations by cmploy­

ing point, rather than line, Gauss-Seidel methods. More sophisticatcd approachcs,

such as direct, or block decomposition, techniques based on sparse matrix algo­

rithms may also prove viable for use with unstructured grids. To improve the rate

of convergence, block-correction procedures and multigrid techniques, for example,

can be included. In this work, however, these options were not considered.

The proposed linearization of the momentum coupling source terms allows a

direct accounting of the coupling between the solid- and fluid-phase momentum

equations in the above-mentioned solution algorithm. The simultaneous solution of

the solid- and fluid-phase momentum equations in Steps 6 and 7 is an important

element in the robustness of the proposed algorithm. The unsteady formulation

also contributes significantly to the robustness of the overall solution procedme by

ensuring a similar evolution of the solutions of the fluid- and solid-phase sets of

equations.

The modified MAW scheme that is used to interpolate the solid-phase concentra­

tion ensures positive coefficients in the discretized solid-phase concentration equa­

tion. Furthermore, the solid-phase concentration equation is based on the solid­

phase continuity equation only: this yields zero values of bO everywhere in the

domain of interest except at points where the concentration is known. Zero ho,

along with positive coefficients, results in discretized equations that admit only pos­

itive values of a, which is a physical requirement of the volume concentration. At.

high solid-phase concentrations, the discret.ized solid-phase concent.ration equat.ions

can, in principle, admit values larger than the maximum packing limit, aMX. How­

ever, when the concentration is large, the solid-phase pressure appearing in the

momentum equation tends to disperse the solid l'articles and, therefore, reduce the

solid-phase volume concentration to values below aMX. However, in the cont.ext

of the above-mentioned iterative solution algorithm, the effects of the solid-phase

pressure are not always large enough to prevent a from reaching values equal to

or larger than the maximum packing limit, aMX' In such situations, the use of a

smaller time step has been found to be useful in alleviating this difficult.y.
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Chapter 5

Single-Phase Flow Simulations

The validity of the proposed CVFEM for two-dimensional, axisymmetric, single­

phase [116] fluid flow and heat transfer is demonstrated in this chapter by its appli­

cation to four problems, and comparisons of the solutions with available numerical

and experimental results. In general, the MAW scheme produces discretized equa­

tions that are more robust than those obtained with the FLO scheme, with respect

to solution with the iterative variable adjustment algorithm discussed in the previ­

ous chapter. However, the results obtained with FLO, when it converges, are more

accurate than those obtained with MAW, for the same grid. Therefore, most of

the results presented here were obtained using the FLO scheme. However, for one

of the test problems, involving laminar natural convection in a cylindrical enclo­

sure, results obtained with both FLO and MAW are presented in order to enable

a comparative evaluation of these schemes: detailed grid independence checks and

CPU times are also presented for this test problem. It should also be noted that at

high Reynolds numbers, gucid initial guess values of the u l , vi, and pl fields were

essential for convergence of the FLO scheme: in such cases, a solution obtained with

the MAW scheme was fed as the initial guess to the FLO scheme.
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• 5.1 Developing Laminar Flow in a Pipe

Problem Statement

Laminar f10w of a constant-property Newtonian f1uid in the inlet region of a circular

pipe is investigated in this problem. The f1uid enters the pipe of radius R with a

uniform velocity profile: u l = fil, vi = O. The ratio of the length to the ~adius of

the pipe is ~ = 6. The results obtained with the proposed CVFEM are comparcd

to those of Friedmann et al. [60].

Governing Equations

The governing equations are the cOlltinuity, z- and r-momentum cquations, Eqs.

(3.119)-(3.121). For negligiblc body force, or for body-force terms that can he

absorbed into an effective pressure, the source terms in the momentum equatiolls

are the following:• Si = Si = 0z r (5.1 )

•

The boundary conditions are the prescribed uniform velocity profile at the inld,

fully developed conditions at the outlet, and the no-slip condition on the wall.

Results

The Reynolds number, Re = el~~2R, considered in this l'roblem is 40. A nonuniform

grid, with III nodes in the z dIrection and 61 nodes in the r direction, was t1sed

in this test. Preliminary test with 40 X 15 and 56 X 31 grids had established

that the 111 X 61 grid produces essentially grid independent results: the absolute
1

difference in "'gr values produced by 56 X 31 and III X 61 grids is less than 0.23%.

In the region 0 ~ "k ~ 1.25, the ul velocity profile has a local minimum on the

axis of the pipe and a maximum at a value of r > O. This behaviour has been

observed experimentally [23]. Table 5.1 presents the local minimum and maximum

ul velocities at several axial locations downstream of the entrance. Table 5.2

presents a comparison of the nonâimensional hydrodynamic entrance length, defined
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as the distance along the axis where the centerline velocity reaches 99% of ils fully

developed value. The results obtained with the proposed CVFEM are compared with

the finite difference solution of Friedmann et al. [60]. The CVFEM results match the

solution of Friedmann et al. [60] very weil: the maximum percentage difference in the

results presented in Table 5.1 is 0.09%; the nondimensional hydrodynamic entrance

lengths presented differ by 0.80%. This simulation illustrates the capabilities of the

proposed formulation to accurately capture the fluid flow phenomena encountered

in the entrance regions of pipes.

Proposed CVFEM Friedmann et al. [60]

Re % u:"jn 4... u:"'n !!mAt.
R -1 -1 -1

40 0.25 1.048 1.219 1.048 1.219
0.50 1.173 1.313 1.174 1.314
0.75 1.325 1.404 1.326 1.405
1.00 1.465 1.494 1.466 1.495
1.25 1.579 1.583 1.580 1.583

Table 5.1: Deve10ping laminar flow in a pipe: u!.un and u~.x values

Re Proposed CVFEM Friedmann et al. [60]
40 4.92 4.88

Table 5.2: Developing laminar flo\\' in a pipe: nondimensional hydrodynamic en­
trance length
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• 5.2 Laminar Flow in a Pipe with a Sudden Con­
traction

•

•

Problem Statement

The behaviour of laminar flow in a straight pipe with a sudden contraction in its

diameter is investigated in this problem. This simulation was conducted with the

geometry proposed by Durst and Loy [52]. The inlet pipe has a diameter D of

19.1 mm, while the diameter of the pipe after the contraction is 10.2 mm. The

computational domain extends 25 mm upstream of the contraction and 20 mm

downstream. At the inlet of the pipe, the flow is considered as fully developed. The

length of the pipe downstream of the contraction is long enough to ensure that the

following outflow treatment is satisfactory: aa": = 0 and vi = o.

Governing Equations

The governing equations are the same as the ones presented in the previous section

for the problem involving developing laminar flow in a pipe.

The boundary conditions are prescribed fully developed velocity profilc at thc

inlet, outflow treatment at the outlet, and no-slip conditions on the pipe wall.

Results

Simulations were conducted for two values of Reynolds numbcr, RCD, bascd on

the inlet diameter D and the average inlet velocity il l , namely, 196 and 968. All

simulations were done with a 72 X 97 non-uniform grid with a concentration of nodes

in the recirculating zones, one upstream and one downstream of the contraction.

The presented results consist of strearn!ines computed using the proposed CVFEM,

and comparisons of the computed axial and radial velocity profiles at several axial

positions with the experimental data obtained by Durst and Loy [52].

Numerical simulations on 37 X 51,72 X 97 and 143 X 193 grids established that

the 72 X 97 grid produces essentially grid-independent results. The results of this
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grid independence study are well·illustrated by the variation of the radial velocity

profile at station z/D = -0.052 for the three different grids (see Fig. 5.2b): the

radial velocity profiles predicted by the 72 X 97 and 143 X 193 grids are so close

to each other that it is impossible to distinguish one from the other. Ali other

results showcd similar or better grid·independence. Therefore, simulations done on

the 72 X 97 grid were used to obtain ail other results presented in this section.

(0)

(b)

Figure 5.1: Streamline patterns for laminar flow in a pipe with a sudden contraction:
(a) ReD = 196 ; (b) ReD = 968.

For ReD = 196, there is only one recirculating zone situated upstream of the

contraction, as can be seen from the streamlines plotted in Fig. 5.1a. However,

at ReD = 968, an additional recirculating zone appears just downstream of the

contraction (see Fig. 5.1 b). For ReD = 196, Fig. 5.2a presents the evolution of the

axial velocity profile along the pipe: Ii = 0 at the location cf the contraction. The

agreement with the experimental data of Durst and Loy is very good: both the shape

of the profiles and the magnitude of the velocity are weil predicted. It is interesting

to note the velocity over·shooting phenomena, exhibited by both the numerical and'

experimental results, just downstream of the contraction. The computed radial
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• velocity profiles, for ReD = 196, presented in Fig. 5.2b do not agree as weil with

the experimental data: the difference in the magnitude is up to 50% at the station

z/D = -0.052.

ReD 196
Experiment [52J
CVFEM

1 1 1 1 f/_fo 2 4 GU U

en r-.. \0 N en en N !Xl \0 r-.. en '<t z/D0 \0 0 \0 t<) t<) \0 r-.. 0 \0 0 ~

N ~ ~ 0 0 0 0 0 ~ ~ N t<)

0 0 0 0 ci ci ci ci 0 0 0 0
1 1 1 1 1

37 X 51 (a)
72 X 97
143 X 193

• 1 1 1 1 1 '/-'0.0 0.2 o... o.a o.a -v U

- - - --

r-.. \0 N N \0 z/D
\0 0 \0 \0 0

~ 0 0 ~

0 0 0 0 0
1 1 1

(b)
Figure 5.2: Laminar flow in a pipe with a sudden contraction for ReD = 196: (a)
axial velocity j (b) radial velocity

•
The axial velocity profiles for ReD = 968 are shown in Fig. 5.3a. The proposed

CVFEM predicts a recirculating zone downstream of the contraction. This is clearly

confirmed by the shape of the axial velocity profiles downstream of the contraction:

a zone of negative axial velocity exists near the wall. The computations done by
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• Durst and Loy [52] also indicates the presence of a recirculating zone downstream of

the contraction. No such affirmation can be drawn from their experimental velocity

profiles, however, since there are no experimental data close enough to the wall. The

agreement bctwcen the CVFEM and the experimental results is again good, but not

as good as in the case of ReD = 196. The magnitude of the radial velocity profiles,

prcscntcd in Fig. 5.3b, do not agree very weil with the experimental data, but the

shapcs of thcse profiles are close to the experimental ones.
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•
Figure 5.3: Laminar f10w in a pipe with a sudden contraction for ReD = 968: (a)
axial velocity ; (b) radial velocity
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• 5.3 Laminar Natural Convection in a Cylindrical
Enclosure

Problem Statement

Axisymmetric buoyancy-driven laminar flow in a cylindrical cavity is cons!dered in

this test problem, schematically illustrated in Fig. 5.4. A Newtonian fluid, with a

temperature dependent viscosity, is confined within the cylindrical region 0 ::; r ::;

R, 0 ::; z ::; 1. The lateral boundary, r = R, is insulated, and the horizontal

surfaces z = 0 and z = Lare maintained al. constant temperatures Th and Tt,
respectively, where Th > TI:. The superscript fis used on T to clearly identify it

as the fluid thermodynamic temperature, and prevent any confusion with the solid·

phase granular temperature introduced earlier in Chapter 3. The acceleration due

1.0 gravity, 9, is directed in the negative z direction. The results obtained with the

proposed CVFEM are compared with those obtained by Liang et. al. [103] using a

finite difference method (FDM).

• Tt R .. 1

g~ :;: IT"0;::
~;::

~~j " L
~~ z "-.- /
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~Ll(
/ .

Tf r
H

Figure 5.4: Schematic representation of laminar natural convection in a cylindrical
enclosure

•
Governing Equations

In this problem, thè governing equations are the z- and r-momentum, continuity

and energy equations. The Boussinesq approximation is used: thus, density is
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• assumed to be a constant, pf = p~, in ail terms, except the buoyancy term in the z

momentum equation, in which pf = p~(l - (f(Tf - Th)). Here, (f is the thermal

volumetrie expansion coefficient of the fluid. The specifie heat, ct, and the thermal

conductivity, k f , of the fluid are assumed to remain constant.

The source terms in the momentum equations can be written as follows:

z - momentum

•

r -momentum

Ôllf ôuf ôp/ ôv f
Sf=_-+--

T ôz ôr ôr ôr

The temperature distribution is governed by the energy equation:

ô ( ) 1 ô ( ) e ( eTf) 1 e ( eTf)_ pfufTf +-- rp!vfTf = - pf).J_ +-- rpf)./-
ôz 0 r er ez 0 ez r ôr 0 er

where ).J is the thermal diffusivity of the fluid (J.! = /~J)'
Po p

(5.2)

(5.3)

(5.4)

(5.5)

In accordance with the assumptions of Liang et al. [103], the viscosity is a func­

tion of the temperature, according to the following expression:

(
Tf_TI:)

/lf = /lb 1 +."f Tf T.J
H - e

where "If is a parameter for this problem. The other non-dimensional parameters

are ~, the Prandtl number, Pr, and the Grashof number, Gr:

Results

g(f(Tf _ T.J)L3pf2

GI' - H e 0
- f2

/le
(5.6)

•
In this problem, two steady-state solutions, one with upflow and the other with

downflow at the axis, have been found experimentally and numerically [103J. Nu­

merically, a specifie steady-state regime can be obtained by using the proper initial

temperature distribution: to get upflow at the axis, the lighter fluid (hot fluid) has
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(5.7)

•

•

•

to be near the axis initially; for the downflow solution, initially, the heavier fluid

(cold f1uid) has to be near the axis. The numerical results presented in this sec­

tion were computed for ~ = 1, Pr = 2500, Gr = 2 and "If = -0.2. Preliminary

computations on uniform 11 X 11,31 X 31 and 51 X 51 grids (see Fig. 5.5) demon·

strate that the 51 X 51 grid is fine enough to get grid-independent results when

the FLa scheme is used. Fig. 5.5 also presents the numerical results obtained with

the MAW scheme. As was expected, with the coarse grid (11 X II), the MAW·

scheme solution is not as accurate as that of the FLa scheme. For the grid which

is considered to produce grid-independent· results with the FLa scheme (51 X 51),

the solution obtained with the MAW scheme is in pretty good agrement with the

FLO·scheme solution. However, the solution of the MAW scheme on the 51 X 51

grid is not as grid·independent as that of the FLa scheme. In terms of convergence,

this test problem is more challenging than the other three test problems presented

in this chapter. Accordingly, the number of iterations1and the CPU times needed

to achieve convergence are presented only for this test problem, both for the FLa

and the MAW schemes (see Table 5.3). A Hewlett-Packard HP-720 Unix·based

workstation was used to solve this problem, with a HP FORTRAN il compiler ru Il'

ning at optimization level 3. Convergence was consider to be achieved when both

the absolute value of the relative change in the average Nussclt number and the

non-dimensional average, absolu te, residue of ail the equations were less than 10-0

and 10-1°, respectively. The temperature distributions for the upflow and downflow

regimes are presented in Figs. 5.6a and 5.6b. The solutions given by t,he proJlosed

CVFEM are in good agreement with the numerical results obtained by Liang et

al. [103]

Table 5.4 gives a comparison of the average Nussclt numbers, Nu, computed

by the proposed CVFEM and the FDM of Liang et al. [103]. The average Nusselt

number is given by:

Nu- QL '
- 1fR2kf (Th - T/;)

where Q is the overall rate of heat transfer through the top or bottom surface.

The CVFEM Nusselt numbers are grid-independent extrapolated values obtained

IThe calculations presented inthis chapter were done using an early version of the proposed
CVFEM based on an iterative algorithm with linder-relaxation, instead ofan unsteady formulation:
delails are available in Ref. [116J.
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Figure 5.5: Temperature distribution along r / R = 0.5 in laminar natural convection
in a cylindrical enclosure: grid-independence study for the case of upflow using FLO
and MAW
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Figure 5.6: Temperature distribution in laminar natural convection in a cylindrical
enclosure: (a) upflow ; (b) downflow
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• a~ follows:

(5.8)

•

•

where Nug .. is the grid-independent Nusselt number, NUe is the computed Nusselt

number, and 8 is the grid size (t>.r = t>.z = const.). For a given set of parameters,

the unknowns in this equation are Nug;, ]( and n. Therefore, three calculations, on

three different grids, provide enough extrapolation equations to find the unknowns.

In Eq.( 5.8), it is assumed that terms of order 8n+1 are negligible. To confirm that

this indeed was the case, a fourth calculation, with a 61 X 61 grid, was done. Two

extrapolated values, computed using results of the first three and the last three

grids, were obtained: they were invariant to four significant figures.

The slight discrepancy between the Nusselt numbers predicted by the proposed

CVFEM and the FDM of Liang et al. [103J can be partly explained by noting the

use of a non-conservative formulation in the FDM [103]. This non-conservative

FDM yields different Nusselt numbers at the top and bottom surfaces, while in the

proposed conservative CVFEM these Nusselt numbers are the same. In the physical

problem, since the lateral wall of the container is insulated, the top and bottom

Nusselt numbers should be equal. A difference between the top and bottom Nusselt

numbers implies a heat flux through the lateral wall, which is in contradiction with

the prescription of the problem.

Scheme Grid Iterations CPU time (s)
FLO llXll 139 7.7
FLO 31 X 31 972 534.3
FLO 51 X 51 2510 3960.2
MAW llXll 158 5.7
MAW 31 X 31 1017 438.0
MAW 51 X 51 2577 3195.1

Table 5.3: Laminar natural convection in a cylindrical enclosure: number of itera­
tions and CPU times
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Case Proposed CVFEM Liang et al. [103J
upllow 1.768 1.767

downllow 1.765 1.761

Table 5.4: Laminar natural convection in a cylindrical enclosure: average Nussclt.
number results
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• 5.4 Laminar Flow in a Replica Segment of a Coro­
nary Artery

•

•

Problem Statement

In this problem, laminar fiow in a replica segment of a mildly atherosclerotic human

coronary artery is simulated. Mild atherosclerosis corresponds to a maximum ob­

struction in the artery of about 50% by cross-sectional area [7]. In the investigation

of Back et al. J7], two replicas of a coronary artery were used. The first one was a

hollow cast of a segment of the left circumfiex coronary artery of a man with mild

atherosclerosis. The second was an axisymmetric analogue of the original casting:

the analogue casting had a straight axis, and the same cross-sectional area as the

original casting at corresponding axial locations. A schematic representation of the

analogue casting is presented in Fig. 5.7. More recently, Back et al. [8J did a steady­

state fiow test in the analogue replica. In this section, a numerical simulation; using

the proposed CVFEM, of fiuid fiow in the analogue replica will be presented, along

with a comparison with the experimental results of Back et al. [8].

1 lilIhhh.11 j

~~rlm
~~

111

E
E

...
Ul

~11

~V1

32.51 f')f')

Figure 5.7: Straight axisymmetric analogue casting of a coronary artery and the
grid used in the CVFEM simulations: scale in radial direction is ten times that in
the axial direction.
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Governing Equations

The experiments of Back et al. [8] were done with a 33% sugar-water solution.

The resulting f1uid can be considered as Newtonian and, therefore, the governing

equations are the same as the Navier-Stokes equations enumerated eadier in the

context of developing laminaI' pipe f1ow.

The boundary conditions are the prescribed Poiseuille velocity profile at the

inlet, the outflow treatment at the outlet, .and the no-slip condition on the wall.

Results

Fig. 5.7 illustrates the analogue geometry: it is important to note that the scalc

in the radial direction is ten times bigger than the axial scale. This geolTletl'Y is

clearly irregular, and it has been chosen to illustrate the capability of the proposed

CVFEM to simulate f10w in a complex geometry. A grid independence analysis

was done for a Reynolds number, based on average velocity and diametel' at the

inlet, of 353. Pressure change coefficients (= [pl - P;=o]/[0.5pl u:l2 ]) obtained in this

analysis are presented in Figs. 5.S and 5.9. In Fig. 5.8, it is seen that the resllits

obtained using a 85 X 13 grid is close to that obtained on a 169 X 25 grid. Based

on this comparison, the 85 X 13 grid, presented in Fig..5.7, was used for ail the

other calculations. Fig. 5.9 presents a comparison between the numerica! resu!ts

obtained using the proposed CVFEM and the experimental data of Back et al. [8]

for Re = 59, 83, 207, and 3.53. As can be seen from these reslllts, the agreement of

the numerical results with the experimental data is good .
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Chapter 6

Dilute Gas-Solid Particle Flow
Simulations

The validity of the proposed CVFEM [114, 115, 117J for the simulation of dilute gas­

solid particle f10ws is demonstrated in this chapter. This demonstration is done in

three stages: first, the capability of the proposed CVFEM to solve the mathematical

model of dilute gas-solid particle f1ows, Eqs.(3.122)-(3.127), is established by using

a specified solution technique; then the proposed CVFEM is applied to a problem

involving dilute gas-solid particle f10ws in a channel with a restriction, and the

results are compared with other results available in the literature [44Jand also results

obtained by using a well-established staggered-grid finite-volume method [30, 130J;

finally, the proposed CVFEM is used to simulate dilute gas-solid particle f10ws in

an idealized split-f1ow inertial separator, and the results are discussed.

In the specified solution technique, concentration and velocity fields that satisfy

the continuity equations for the f1uid and solid phases are proposed. In general,

these proposed solution fields will not satisfy the momentum equations. However,

appropriate definitions of the volumetrie source terms will ensure that these equa­

tions are satisfied. The expressions for these volumetrie source terms are obtained

by substituting the proposed solution fields into the corresponding governing equa­

tions. The proposed solution fields are also used to obtain appropriate boundary

conditions. Finally, treating these volumetrie source terms and boundary conditions

as part of the problem specification, the proposed CVFEM is used to solve the math­

ematical model, and the results are compared with the exact solution, which simply
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consists of the proposed concentration and ve10city fields. This technique is used to

determine whether or not the numerical method is able to solve the mathematieal

mode!.

Unless otherwise specified, the CDRe' expression of Wallis [186] (see Table 3.1)

is used in the following ca1culations.

6.1 Non-Dimensional Parameters

Before the presentation and discussion of the test problems, it is useful to identify

sorne non-dimensional parameters typical1y involved in gas-solid particle flows. One

parameter is the Reynolds number, Re = pl:y,L: L is a charact.eristic length of

interest; and U~h is a characteristic velocity of the fluid phase. The ratio of the den­

sities of the solid and fluid phases, "1 = ;1, is also a parameter. Another important

parameter is the ratio of the characteristic times of the two phases (148]. This pa­

rameter is called the Stokes number, Sk = ~. Each phase has its own characteristic

time, denoted here by rI and r' for the fluid and solid phases, respectivcly. The

fluid-phase characteristic time is given by rI = +. The solid-phase characteristic
"'h

time is taken to be the particle relaxation time, given by (148J:

(6.1)

•

The expression for CDRe'is typical1y obtained from theoretical or experimental

studies on a single spherical particle. Table 3.1 gives sorne well-known expressions.

The complete description of a test problem must also include the prescription of

suitable boundary conditions.
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• 6.2 Specified Solution in a Cartesian Domain

Problem Statement

This first test case has no real physical significance. It was used only to validate the

formulation and implementation of the proposed CVFEM. The procedure consists

first to propose a concentration distribution, a mass conserving velocity field for

each phase, and a pressure field. This ensures that the continuity equations are

satisfied. In this test, the calculation domain is a square enclosure of side L. The

following steady-state Cartesian solution was proposed:

Qer = 0°

Pt = ptoo:±Ji.
oz L

(6.2)

•
where u'o, 0°, u io , and pio are prescribed constants and;;' = 103 • The solution is

expressed in term of a (x, y) Cartesian coordinate system. The subscript ex is used

to emphasis that the specified solution is the exact solution.

This proposed solution satisfies the momentum equations only for the following

non-zero volumetric source terms:

51 = pi0 (1_ 0°) + [((uiOZ - u'O)

st = pi0 (1 _ 0°) - Ku'O

5: = pioa o + [((u'O - uiOZ)

5: = pioa o+ [(u'O

(6.3)

(6.4)

(6.5)

(6.6)

•

This dilute gas-solid particle f10w is governed by Eqs.(3.l22)-(3.127), with the

volumetric source terms given by Eqs.(6.3)-(6.6). The f1uid-phase boundary condi­

tions are: (i) Couette velocity profile at the inlet plane x = 0; (ii) outflow treat­

ment [130] at the outlet plane x = Li and (iii) given x- and y-components of

velocity at planes y = 0 and y = L. The solid-phase boundary conditions are: (i)

uniform inlet velocity and concentration profiles at the inlet planes x = 0 and y = 0;

and (ii) outflow treatment at the outlet planes x = L and y = L.
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Results

The solutions of this problem produced by the proposed CVFEM, with coarse and

fine grids, give the exact solutions (Eq.(6.2)). This behaviour is expected sincc with

this specified solution, the interpolation functions used in the numerical method

give exact values of the various fluxes and sources. Nevertheless, this test problem

and these successful simulations were very useful: they c1early indicated the validity

of the implementation and the capability of the proposed CVFEM to solve the

mathematical model of dilute gas-solid partic1e flows given by Eqs.(3.l22)-(3.l27).
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• 6.3 Flow in a Channel with a Restriction

•

•

Problem Statement

In this test problem, steady, laminar, dilute gas-solid flow in a channel with a

restriction is investigated. The influence of gravity is considered negligible. This

problem is similar to that proposed and analyzed by Di Giacinto et al. [44). A

schematic illustration of the problem is given in Fig. 6.1. The boundary conditions

are: (i) uniform inlet profile for a; (ii) identical Poiseuille inlet velocity profiles for

both phases; (iii) outflow treatment at the outlet plane; (iv) no-slip condition at the.

walls for the fluid' phase; and (iv) slip condition at the walls for the solid phase. The

nondimensional parameters considered in this problem are given in Table 6.1. In
the numerical simulations, only one-half channel was modeIled, using the symmetry

condition al the centerline. The CDRe' expression used by Di Giacinto et al. [44]

(see Table 3.1) is used in these calculations.

6L

I-_L/~ r- L/6 r 2L
/

9

J'U r
- - - - - - - - - L

n '\t ~
Figure 6.1: Geometry of the channel with a restriction
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Results

Three simulations are presented for this test problem (see Table 6.1). They have

been selected to illustrate the effeck of the Stokes number, Sk, and the inlet con­

centration, Qi", on the flow behaviom·. Ali of the presented results correspond to

a Reynolds number of 100, with the channel height (Fig. 6.1) as the characteristic

length L, and fluid-phase inlet centerline velocity, U~ll as the characteristic velocity,

u~. The grid used had 73 X 37 n0desj the results were considered essentially grid

independent since calculation on finer grids produced negligible changes in the' cen­

terline velocities. Figs. 6.2 to 6.5 present comparisons of the centerline variation of

u l , u', pl, and Q computed using the proposed CVFEM and a staggered-grid finite­

volume method [30, 130]. Where applicable, the resuits of Di Giacinto et al. [44] are

also shown in these figures.

100 10 2 10-3 1000
100 10-2 5xlO-3 1000
100 10-1 5x10-3 1000

Table 6.1: Values of parameters for flow in a channel with a. restrictioll

As can be observed in Figs. 6.2 to 6.5, the proposed CVFEM and finite·

volumeJstaggered-grid solutions are in good agreement. Quantitative comparisons

with the results of Di Giacinto et al. [44] are not very good, but there is agreement

in the qualitative behaviour of these solutions as a function of Sk and Qi". For

Sk = 10-2 and Qi" = 10-3
, the finite-volumeJstaggered~grid solution obtained with

a 73 X 37 grid is in close agreement with the solution proposed by Di Giacinto

et al. [44], while, in the other cases, these solutions are only qualitatively similar.

However, for Sk = 10-1 and Qi" = 5x10-3, our finite-volumeJstaggered-grid solution

on a coarser grid (37 X 10) was found to be in good agreement with the solution

of Di Giacinto et al. [44]. This indicates that sorne of the results of Di Giacinto

et al. [44] may not be grid independent. For Sk = 10-1 , the CVFEM predicts an

outlet concentration 1% larger than the finite·volumeJstaggered-grid solution (see

Fig. 6.5). This difference is not too serious, however, since it does not affect the

velocity and pressure distributions, and it is related to the dilferent ways in which
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• the inlet boundary is treated in the two formulations.

For Sk = 10-2
, the solid phase is almost in equilibrium with the fluid phase:

the results can, therefore, be analyzed using a simple homogeneous two-phase flow

theory [186], where suitable average viscosity and density are determined to treat.

the two phases as a pseudofluid that obeys the usual equations of single-phase flow

with the average properties. The density and viscosity of the homogeneous mixture

were obtained using

(6.7)

•

•

Therefore, the effects of increasing the solid concentration, with ail other conditions

unchanged, is similar to the increase of the Reynolds number in single-phase flow

when "1 = ~ ~ 1. This is exactly the behaviour of the proposed solutions: as the
p

Reynolds number increases, the recirculating zone behind the restriction becomes

larger; recovery of the f1uid-phase velocity profile takes place over a larger axial

lengthj and the velocity profiles in the core region become flatter, which results

in lower centerline velocities. One of the effects of the inlet concentration, Qin'

can be seen by analyzing the results for Sk = 10-2 • As the inlet concentration,

Qin' is increased, the entrance and total pressure drops increase to compensate the

augmentation of the drag due to the presence of a larger number of particles.

As the Stokes number increases, the solid phase is no longer in equilibrium with

the fluid phase, which can be seen by a larger difference in uJ and US in the region

of the restriction. At the center!ine in the outlet plane, Q reaches values bigger

than the inlet concentration, Qin. which indicates an accumulation of particles in

the centre of the channel downstream of the restriction.

109



Sk ex,.
10-2 10-3

10-2 5x10-3

10-' 5x 10-3

-- CVFEM
00000 stog. Grid
'1:'1:'1:'1:'1: Ref. [44]
- - CVFEM

, 00000 Stog. Grid
"à-::'el . - - - - CVFEM

o 'à,~ t.t.t.t.t. stog. Grid
't> ''§,200 00 Ref. [44]

"li' _, ......
o c...::.'B..::._

'1: 0 0 'B::,,- ....
o -<l

'1: 0 0 0 0

1.6

1.5

1.4
-~
~ 1.3

:::J

1.2

1.1

1.0

•

o 1 2 3 4
x/L

5 6

• Figure 6.2: Flow in a channel with a restriction: variation of fluid-phase velocity
along the center1ine

653 4
x/L

2

Sk ex,.
-- CVFEM 10-2 10-3

00000 Stog. Grid
o - - CVFEM 10-2 5x10-3

",:-., 00000 stog. Grid
"à-:::-';' ---- CVFEM 10-' 5x10-3

"'''1l, t.t.t.t.t. stcg. Grid

'o-'tl',
.......tr..::.-6 __

0.- '7>-_
El.. -6'

-Q.

1

1',,,
I!.
1

1
1

1
1
1

~
1

Figure 6.3: Flow in a channel with a restriction: variation of solid·phase velocity
along the centerline

1.6

1.5

1.4
"ü

:::J 1.3;;;-......
:::J

1.2

1.1

1.0
0

•
110



•
1.0
0.5
0.0

~ -0.5... -
:::l' -1 0
~ .

"'Q.. -1.5
'-....
"'0.. -2.0

-2.5
-3.0
-3.5

-- CVFEM
00000 Slag. Grid
***** Ref. [44]
- - CVFEM
00000 Slag. Grid
---- CVFEM

"''''''''''''' Slag. Grid
00000 Ref. [44]

Sk a'n
10-' 10-3

10-' 5xl0-3

10-1 5xl0-3

Figure 6.4: Flow in a channel with a restriction: variation of fluid-phase pressure
along the centeriine•

o 1 2 3 4
x/L

5 6

1.10
1.09

---------------------------~

1.08
,

1
1

'" '" "1 '" '" '" " '" '" '"1.07 l '"
1

.S 1.06 '", Sk a'n
~

1
10-' 10-3

1.05 1 -- CVFEM
'-.... 1

00000 Slag. Grid1

~ 1.04 " - - CVFEM 10-' 5xl0-3
1

1.03 1 00000 Slag. Grid
10-1 5xl0-3, ---- CVFEM

1.02
b

"''''''''''''' Sloggered Grid1
1

1.01 1

1.00
0 1 2 3 4 5 6

x/L

• Figure 6.5: Flow in a channel with a restriction: variation of solid-phase concentra­
tion along the centerline

111



• 6.4 Split-Flow Inertial Separator

•

•

This test problem is presented to illustrate the capability of the proposed numerical

method to solve problems that involve dilute gas-solid particle flows in complex

geometries. The proposed CVFEM is used in this section to simulate steady flows

in an idealized split-flow inertial particle separator. Such separators are usually

installed at the inlet of helicopter gas-turbine engines in order to prevent ingestion

of sand and foreign objects. Such ingestion is responsible for a large proportion of

early damage and unscheduled maintenance. The main advantage of such separators

is their low-maintenance requirements [195).

In this problem, a di lute gas-solid particle flow in an idealized inertial separator

is investigated. The idealization cornes from the assumption of zero swirl in the

flow and negligible influence of gravity, which allows an axisymmetric analysis. In

a real separator, swirl is induced by inlet blades in order to increase the separation

efliciency. Furthermore, only laminar flows are considered in this work. Thus, these

simulations are no! intended to model a practical separator. Rather, they are used

mainly to demonstrate the capabilities of the proposed CVFEM. It should he noted,

however, that this idealized problem is also well-suited for a demonstration of some

of the underlying physics of gas-solid particle flows in this geometry. Thus, in the

discussion of the results of the CVFEM simulations, an assessment of the effects

of the various non-dimensional par1!:meters on overall pressure drop and separation

efliciency is included.

Problem Statement

A schematic illustration of the idealized problem is given in Fig. 6.6. The equivalent

axisymmetric geometry with swirling flow as been analyzed in the past [22], using

a finite element method to solve a one-way coupling model, in which the f1uid f10w

was computed using Euler equations. Viscous flow analysis of a similar Cartesian

separator has been realized [197] using one·way coupling and the Lagrangian for­

mulation for the solid phase. In this work, the two·fluid model is used. The inlet is

at the left end, and there are two outiets at the right end. The goal is to deviatc

the particles into the bypass duct, while ensuring only particle-free f1uid enters the
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Figure 6.6: Geometry of the separator

main duct. The bypass ratio, b, defined as the ratio of the f1uid-phase mass f10w rate

through the bypass duct to the fluid-phase inlet mass flow rate, is controlled by the

pressure dilference between the main-duct outlet plane and the bypass outlet plane.

The separator efliciency, TI./> indicates, for a given bypass ratio b, the effectiveness of

a given separator. This efliciency is defined as the ratio of the solid-phase mass flow

rate through the bypass duct to the solid-phase inlet mass f10w rate. The boundary

conditions are: (i) uniform inlet solid-phase volume concentration, Cl'in; uniform inlet

velocity profiles for ui and u', and vi = v' = 0; (ii) outflow treatment [130] at the

outlet planes"with given pressure difference between the bypass and main outletsj

and (iii) no-slip condition at the walls for the f1uid phase, and slip condition at the

walls for the solid phase.

Non-Dimensionai Parameters. The non-dimensional parameters involved in the

problem of intercst are the Reynolds number, Re, the Stokes number, Sk, the ratio

of the densities of the solid and f1uid phases, ï, the inlet volume concentration of the

solid phase, Qin' and the bypass ratio, b. There are also severai geometric parameters

in this problem. The set chosen for this study is illustrated in Fig. 6.6: the ratio of

the iniet externai radius, R" to the inlet internaI radius, R.;, is equai to 2; the other

geometric parameters may be obtained from Fig. 6.6, since this figure is drawn to

scaie. Re is based on DH , the inlet hydraulic diameter (=2R.-2R;). The solid phase

enters the separator at the same uniform velocity as that of the f1uid phase.

Ali simulations in this study were done with Re = 200. Three different com-
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binations of , and Qin were considered: , = 1000 and Qin = 10-3 ; , = 100 and

Qin = 10-3
; and, = 1000 and Qin = 10-4

• Three values of the bypass ratio were

studied: b = 10%, b =20%, and b = 30%. The influence of the Stokes number was

investigated by conducting simulations in the range 10-3 :::; Sk :::; 2xl0-1 • Valucs of

Sk higher than 2xl0-1 were not investigated because of the difficulty in obtaining

converged solutions. This difficulty is 1.0 be expected: as Sk increases, for a fixed

value of Qin' the coupling between the f1uid-phase and solid-phase momentum equa­

tions becomes progressively weaker; furthermore, al. high val.u~s of Sk, for a given

value of Qin, the validity of two-f1uid models becomes questic:1able.

Results

Separator Efficiency. Figs. 6.7a, 6.8a, and 6.9a give the variation of the separat.or

efficiency, Tl,j, as a function of the St.okes number, Sk, with the bypass rat.io, b, as a

parameter. The results in Fig. 6.7, which correspond t.o , = 1000 and Qin = 10-3 ,

will be considered first. At low values of Sk « 0.01), the particles are rclat.ively

very small and almost in equilibrium with the f1uid phase. In t.his regime, t.hercfore,

the separator efficiency is essentially equal t.o the bypass rat.io, and t.he only way t.o

increase Tl,j, for a given separator geometry, is 1.0 incrcase b. As the St.okes number

is increased, the particie size (or inertia) is increased, and the separator efficiency

increases: this effect is qui te dramatic in the range 0.01 :::; Sk :::; 0.2. For Sk > 0.2,

the value of Tl,j asymptotes 1.0 100% with increasing values of Sk.

A comparison of the results present.ed in Figs.6. 7a and 6.8a shows that. a decrcase

in, from 1000 1.0 100, for Qin = 10-3, has very little elfect on the plot. of lf,j vs

Sk. Similarly, the results in Fig. 6.9a, which pert.ain 1.0 , = 1000 and Qin = 10-4,

are very close 1.0 those in Fig. 6.7a, which corresponds 1.0, = 1000 and Qin = 10-3.

Only a minor difference can be detected: at large values of Sk (> 0.05), heavier

particles (, = 1000) lead to slightly higher values of Tl,! than the corresponding

values obtained with lighter particles (-y = 100).

Static-Pressure Drop in the Main Duct. The variation of nondimension­

alized static-pressure drop in the main duct, ~p};, with Stokes number, Sk, is

presented in Figs. 6.7b, 6.8b, and 6.9b. In each of these figures, the bypass ratio, b,

114



•

•

•

is a parameter, and L!>.p{; is defined as follows:

1 1
L!>. 1· _ Pin,c - Pout.M

PM - 05 I( !)2. P Um

where Pfn.c is the statie pressure at the central node in the inlet plane of the

separator; P~ut.M is the static pressure at the outlet plane of the main duct; pl is

the density of the f1uid phase; and urn is the prescribed uniform velocity of the f1uid

phase at the inlet plane of the separator. In ail simulations, Pk c was essentially•
equal to the area-weighted average of the statie pressure at the inlet plane.

Also presented in Figs. 6.7b, 6.8b, and 6.9b are results pertaining to f1ow, in

the same separator, of a homogeneous mixture (Iine with long dashes) and a single­

phase f1uid (Iine with short dashes). The density and viscosity of the homogeneous

mixture were obtained using Eq.(6.7). For the single-phase f1uid f1ow, the density

and viscosity were set equal to those of the f1uid phase in the gas-solid particle f1ow.

The results in Fig. 6.7b show that L!>.p{f decreases as b increases, for a fixed

Sk. This is to be expected because as b increases, the amount of f1uid f10w in the

bypass duct increases and that through the main duct decreases. For a fixed value

of b, L!>.p{f asymptotes to the homogeneous-mixture solution as Sk decreases below

a value of 0.01. This is also an expected result: as Sk decreases, the solid and f1uid

phases move towards equilibrium conditions with one another; and at very small

values of Sk, two-f1uid models of dilute gas-particle f10ws become equivalent to the

homogeneous-mixture mode!. At large values of Sk (~ 0.06), L!>.P~f values given

by the two-fluid mode! fall below those produced by the homogeneous f10w mode!.

This is because the separator efficiency increases with increasing Skj and for Sk

~ 0.06, the concentration of particles in the main duct beyond the split-off point is

significantly below the uniform concentration (= Q'in) that is assumed to prevail in

the homogeneous f10w mode!.

The results in Fig. 6.7b also show that for a fixed value of b, starting from Sk =

0.001, as Sk increases, L!>.p~; first increases until it reaches a maximum, and then it

decreases monotonously. This is due to the opposite variations with Sk of the size of

the particles (or particle inertia) and the particle number density (or particle-fluid

contact surface area). For a fixed Q'in, at low values of Sk, there is a large amount
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of small particlesj high values of Sk, on the other hand, correspond to a relativcly

smaller amount of large particles. High values of Sk are also accompanied by high

values of Tle!, and this further reduces the particle number density in the main duct

beyond the split-off point. Increases in size and number density of the particles are

both accompanied by increases in drag force exerted by the particles on the fluid, or

vice versa. The results in Fig. 6.7b show that for 0.001 :::; Sk :::; 0.02, the influence

of increasing par/ide size dominates the opposite influence of decreasing partide

number density. The reverse is true for Sk ;::: 0.02. In the range of parameters

considered, the l:I.pi; values for the gas-solid particle flow are ail larger than thll

corresponding values for the single-phase fluid flow, but this difference decreases at

high values of Sk. This is also expected, because as Sk increases, for fixed Qin and b,

Tle! increases, so less particles flow through the main duct beyond the split-off point.

The results in Fig. 6.7b pertain to 'Y = 1000 and Qin = 10-3, which corresponds

to equal, individual, mass flow rates of the solid and fluid phases at the inlet of the

separator. In contrast, the results in Fig. 6.Sb apply to 'Y = 100 and Qin = 10-3,

and those in Fig. 6.9b correspond to 'Y = 1000 and Qin = 10-4
• In both these cases

(Figs. 6.Sb and 6.9b), the inlet total mass flow rate of the solid phase is ten times

smaller than that of the fluid phase. Thus, though the variations of l:I.pii with Sk

in Figs. 6.Sb and 6.9b show a pattern that is similar to that in Fig 6.7b, the various

aforementioned features (or tren?s) are less pronounced. Indeed, there is very little

variation of l:I.pii with Sk in Figs. 6.Sb and 6.9b. Another interesting characteristic

of the results in Figs. 6.Sb and 6.9b is the relatively small difference in the rcsults

obtained with the homogeneous-mixture and single-phase models. This shows that

when the total inlet mass flow rate of the solid phase is ten times smaller than that

of the fluid phase, the influence of the particles on the fluid flow is quitc small,

or essentially negligibJej thus one-way-coupling models [41] could be expected to

produce accurate results in such cases, at significantly lo,,!er computational costs

than those incurred in simulations with two-way-coupling models.

Static-Pressure Drop in the Bypass Duet. The variation of nondimension­

alized static-pressure drop in the bypass duct, l:I.p{jy, with Stokes number, Sk, is

presented in Figs. 6.7c, 6.Sc, and 6.9c. In each of these figures, the bypass ratio, b,
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is a parameter, and b.p~i' is defined as follows

1 1
b. 1· _ Pin,. - Pout,BY

PBY - 0,5pl(ufn)2

where P~ut,BY is the statie pressure at the outlet plane of the bypass duel; and

the physical meanings of P{np pl, and u{n are the same as those given earlier. Also

presented in Fig. 6.7c, 6.8c, and 6.9c are results obtained with a homogeneous­

mixture model (Hne with long dashes) and results pertaining to a single-phase fluid

flow (Hne with short dashes) in the same separator.

The results in Fig. 6.7c show that b.p~Y increases as b increases, for a fixed Bk.

This is expected because with an increase in b, the flow through the bypass duel

increases. For a fixed value of b, b.p~i' asymptotes to the homogeneous-mixture

solution as Bk decreases below a value of 0.01. The explanation for this is th~ same

as that provided earlier to explain this feature of b.pf.1 results.

For Bk ~ 0.01, the variation of b.Pi;l' with Bk is different for different values of

b. These differences are caused by the combined influences of the relative speed of

the particles with respect to the fluid at the inlet-plane of the bypass duet (Fig. 6.6);

the particle concentration distribution in the bypass duct; the particie number den­

sity in the bypass dUel; and the particle size (or inertia). At b = 10%, b.p~i,

decreases with increases in Bk, indica,ting that the dominant influence is that of the

corresponding decrcase in particie number density: indeed, for Bk ~ 0.04, the two­

fluid-model b.p~i' values are lower than those obtained for single-phase fluid flow.

For these particular cases, detailed examinations of the particle- and fluid-phase

speeds, Vi = V(u l )2 +(vl)2 and Vs = V(U S )2 + (vs)2, (see Fig. 6.10) showed

that the former are significantly larger than the latter at the inlet-plane of the by­

pass duet, just after the split-off point: so the particles facilitate the fluid flow in the

bypass duct, rather than impose a drag on it. For b =20%, b.pi;y decreases with

increases in Bk, but reaches a minimum value in the vicinity of Bk = 0.08: this is

because the decrease in particle number density caused by increasing Bk (at a fixed

ain) is balanced at this point by the increase in this variable produced by increases

in 71e/' At b = 30%, the influences of the aforementioned factors on b.p~.y balance

each other out very weil for 10-3 ::; Bk ::; 0.04, so b.pi;y is essentially constant in this
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range of Sk. However, for Sk > 0.04, increases in Sk lead to substantial increases in

~p1Y. For these particular cases, detailed examinations of the partic!e· and fluid·

phase speeds and volume concentrations (see Fig. 6.11) showed the following: (1) at

the inlet-plane of the bypass du ct, just after the split·off point, the concentration of

the solid-phase is very high in the low-velocity region adjacent to the upper wallj (2)

downstream of this point, these low-velocity partic!es move to the central regions

of the bypass duet, mainly because of the geometry of this particular separatorj (3)

this, in turn, causes a considerable drag on the fluid phase, and requires high values

of ~p1Y.
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Figure 6.8: Results pertaining to ï = 102 and (l'in = 10-3 : (a) separator efficiencYj
(b) static-pressure drop in the main ductj (c) static-pressure drop in the bypass duel
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Figure 6.9: Results pertaining to "1 = 103 and Qin = 10-4

: (a) separator efficiencYi
(b) static-pressure drop in the main duct; (c) static-pressure drop in the bypass duct
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Chapter 7

Dense Gas-Solid Particle Flow
Simulations

The validity of the proposed CVFEM for the simulation of gas-solid particle flows

using the general granular temperature model, presented in Chapter 3, is demon­

strated in this chapter. Two test cases based on the specified solution technique are

presented, one using the Cartesian and the other using the cylindrical coordinate

systems. Simulations of gas-solid particie flows in a vertical pipe, an annular shear

cell apparatus, and in a fluidized bed are also used as test problems, and the results

are compared with those of independent numerical and experimental investigations.

In another test problem, a dilute-concentration gas-solid particie flow in duct with a

sudden contraction is simulated using the general granular-temperature model, and

the results are compared with the solution presented earlier in Chapter 6, in order

to assess the capabilities of the general granular-temperature model in the dilute

concentration regime. Finally, the split-flow inertial separator discussed in Chap­

ter 6 is analyzed using the granular-temperature mode\. This allow an appreciation

of the effects of particle/particle collisions on such a flow.

Unless otherwise specified, CDRe', /l!(0i) and 90 of Wallis [186], Lun and Sav­

age [110], and Sinclair and Jackson [165], respectively, (see Table 3.1) are used in

the following calculations.
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• 7.1 Specified Solution in a Cartesian Geometry

The proposed dependent-variable fields used in this problem are:

• _ rr '. Ua
Uer - ua ver = 1+f

u!r = Ua (r) v!r = 0

( x+ L)
Ter=Ta -L-

. (7.1)

(7.2)

(7.3)

•

•

The solution is expressed in term of a Cartesian coordinate system (x, y). The sub­

script ex is used. to emphasize that the specified solution is the exact solution. L

is the dimension of the square calculation domain. This proposed solution satisfies

the solid- and fluid-phase momentum equations and the solid-phase fluctuating ki­

netic energy equation only with specifie non-zero volumetrie source terms in these

equations. The complete expressions for these specifie volumetrie source terms are

fairly involved, so they are presented in Appendix D.

In this test problem, the expressions for solid- and fluid-phase velocities and

the granular temperature, given in Eqs.(7.1)-(7.3), were used to generate prescribed

values of these dependent variables at the boundaries of the domain. The volume

concentration was specified only at the plane x = 0 and the plane y = O. The

fluid-phase pressure was prescribed at the plane x = 1.

This problem was solved using the proposed CVFEM and three uniform grids,

namely 5 X 5, 11 XlI, and 21. X 21. The CVFEM solutions were compared with

the. exact solution. These comparisons allowed to verify: (i) the capability of the

proposed CVFEM to solve the granular-temperature modelj (ii) the implementa­

tion (or computer coding) of this numerical methodj and (iii) the consistency of the

Cartesian formulation. As the grid was refined, the average relative error (absolute

value) of the CVFEM solution with respect to the exact solution consistently de­

creased: the average relative error in the computed values of v' was 4.6% on the 5 X

5 grid, 2.3% on the 11 X 11 grid, and 1.3% on the 21 X 21 grid. This trend can be

clearly seen in Fig. 7.1 which presents the variation of the solid-phase velocity in the

y-direction along the centerline (xl L = 0.5) of the computational domain. Fig. 7.2

illustrates the corresponding variation of the solid-phase pressure. The solid-phase'

pressure results in Fig. 7.2 are also good indicatorsof the accuracy in the predic-
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tions of the volume concentration and granular temperature (see Eq. (3.109)). As

is clear from ail these results, the solution produced by the proposed CVFEM is

in good agreement with the exact solution. For ail the grids used in this problem,

the solid-phase pressure predictions are in better agreement with the exact solution

than v'. This can be explained by noting that T and Q vary linearly with x and y,

while v' has a non-linear distribution .
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Figure 7.1: Specified solution in the Cartesian geometry: solid-phase velocity in the
y-direction along the centerline (xl L = 0.5) of the calculation domain .
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• 7.2 Specified Solution in a Cylindrical Geometry

The specified solution used in this problem is given below:

U:r = UOG)
u!r = UO G)
Ter = To

v:r = -Uo (;J °er = 00

vi = 0 1 = P, (Z +r)
ex Pex 0 L

(7.4)

(7.5)

(7.6)

•

•

The calculation domain is a cylinder of height L and radius R. The axial and

radial velocity components, U and v, respectively, of both the solid and f1uid phases,

and the granulaI' temperature are considered given on the curved boundary of the

cylinder (r = R), and the bottom and top faces (z = 0) and (z = L). The vol­

ume concentration is prescribed only on the inflow boundary (r = R), while the

fluid-phase pressure is prescribed only at the outlet plane, z = L. Bere again, the

proposed solution satisfies the governing equations only with specifie non-zero vol­

umetric source terms. The exact expressions for these implied volumetrie source

terms are quite complex, so they are presented in Appendix D.

This problem \Vas solved using the proposed CVFEM. Again, computations were

done \Vith three different, uniform grids, consisting of 5 X 5, 11 X'II, and 21 X 21

nodes. The results \Vere used io evaluate the consistency of the implementation

and the capability of the proposed CVFEM to solve gas-sol id particie flows in two­

dimensional axisymmetric, cylindrical domains. The three calcuJations were pursued

until the residue of the various equations reached zero (to machine precision). No

convergence problem were encountered, and the average relative errors of the various

dependent variables consistently approached zero as the grid was refined. Table 7.1

gives the value of the average relative errors (absolute values) along with the number

of time steps needed to reach complete convergence: the non-linear problem \Vas not

solved at each time step since only steady-state solutions were sought (please see

details of solution algorithm in Section 4.7).
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Grid time steps ul u' v' a pl T
5X5 100 6xlO-2 8x10 2 2x10 1 4x10-2 3x10 4 2xlO -.
llXll 500 4x10-2 5x10-2 9x10-2 2x10-2 2x10-4 9x10-3

21 X 21 2000 3x10-2 3x10-2 5x10-2 1x10-2 8x10-5 5x10-3

Table 7.1: Specified solution in a cylindrical geometry: absolute vakes of average
relative errors(%) .
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• 7.3 Vertical Pipe Flow

•

Problem Statement

Solutions of gas-solid particle f10ws in a vertical pipe have been obtained by Sinclair

and Jackson [165J. Their mathematical model is quite similar to the one used in this

thesis (see Chapter 3). It is based on the kinetic theory of gases, and the granular

tempewture is a dependent variable that appears in their constitutive equations.

However, they have only solved these eq~ations in the fully-developed regime, in

which the problem becomes one-dimensional (radial). In the fully-developed regime,

Sinclair and Jackson [165J have studied a large variety of f10ws using a numerical

method based on an orthogonal collocation scheme.

In this section, gas-solid particle f10ws in a vertical pipe (see Fig. 7.3) are in­

vestigated using the proposed CVFEM, and the results are compared with the nu­

merical results obtained by Sinclair and Jackson [165]. As was stated before, the

fully-developed problem is one-dimensional. However, here this problem was solved

using a two-dimensional formulation. This is obviously not the most efficient for­

mulation for this problem, but it allows an appreciation of the two-dimensional

capabilities of the proposed CVFEM. The problem is, therefore, formulated over a

pipe of finite length. Two types of boundary conditions at the ends of the pipe were

tried: (i) periodic boundary conùitionsj and (ii) prescribed in let conditions along

with the outflow treatment, as discussed in Section 4.6. In the following discussions,

the formulation based on the periodic boundary conditions will be referred to the

'periodic' problem, while the formulation based on inflow and outflow boundary

conditions will be referred to as the 'inflow-outflow' problem.

The various physical properties of the problem solved by Sinclair and Jack­

son [165], which corresponds to f10w of minerai particles in air at 427°C, are the

following:

Vt is the terminal velocity of fall of a single particle under gravityj R is the radius•
p.l = 3.65x10-5Pa. s pl = 4.4x10-1kg/m3

p' = 2.5x103 kg/m3
0MX = 0.65 Vt = 1.29m/s

d = 1.5x10-4m R = 1.5x10-2 m

(7.7)

(7.8)

(7.9)
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Figure 7.3: Vertical pipe

of the pipe; and Cl'MX is the solid-phase concentration at maximum packing.

Governing Equations

The governing equations for this problem are given by Eqs.(3.95)-(3.101). In order

to obtain solutions which correspond to the results of Sinclair and Jackson [165], the

following relations for the drag coefficient, the relative viscosity, and 90 are used:

where 9 is the gravitational acceleration (9 = 9.81m/s). With reference to Eq.(3.1l6),

C, is set to zero since in the formulation proposed by Sinclair and Jackson [165],

the Reynolds stress is neglected. Furthermore, the constitutive equations proposed•
90 = 1

1 (Q)3
°MX

(7.10)

(7.11)

(7.12)
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• by Sinclair and Jackson [165] do not include the effects of the drag force. Their

simplified constitutive equations can be obtained from the ones proposed in this

work by simply setting (D = O.

The volumetric source terms are given by:

Si = _ d?
Z dz

st =0

S: = -OIp'g

S' = 0r

ST = 0

(ï.l3)

(ï.l4)

(ï.15)

(ï.16)

(7.17)'

•

where ~~ is the overall fluid-phase effective pressure gradient, in which the gravity

term has been absorbed. This overall pressure gradient is. a parameter that is spec­

ified in the 'periodic' formulation. In the 'periodic' formulation, the mass flow rates

of the fluid and solid phases are not known: they have to be ca1culated. Therefore,

another parameter needs to be prescribed in order to assign a specific value to the

ratio of the fluid-phase and solid-phase mass flow rates. This additional parameter

can be either (i) the average solid-phase concentration, aj (ii) the fluid-phasc mass

flow rate; (iii) the solid-phase mass flow rate; or (iv) the value of the solid-phase

concentration at one point. In most of the ca1culation presented in this section, the

solid-phase mass flow rate was considered as this additional parameter.

To complete the description of the problem, boundary conditions are requircd.

At the wall of the pipe, both the fluid and the solid phase are allowed to slip, and

these slip conditions are expressed through the prescription of appropriate shear

stresses at the wall. Sinclair and Jackson [165] used the following expression for

solid-phase shear stress at the wall:

(7.18)

•
where !/J' is a specularity factor that is a measure of the fraction of collisions that

transfer lateral momentum to the wall. Following the approach proposed by Hui

et al. [88], this solid-phase wall shear stress expression was obtained from the rate.

of transfer of lateral momentum from the particles to the wall. For specular par-
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• ticle/wall collisions (smooth wall), ,p' = 0, while for a rough wall, ,p' = 1. In this

problem, Sinclair and Jackson used ,p' = 0.5.

For the fluid-phase wall shear stress, the following expression has been proposed

by Sinclair and Jackson [165J:

(7.19)

•

where .Ci. is a linear measure of the control-volume at the wall (.Ci. = V;t3).

The boundary condition for the granular temperature at the wall is expressed in

terms of a fluctuating kinetic energy flux. Johnson and Jackson [95] have proposed

an expression for this flux, obtained by assuming that the inelastic partic1e/wall

collisions are characterized by a coefficient of restitution ew . They then used an

energy balance to show that the energy flux at the wall is the sum of the rate of

dissipation due to particie/wall inelastic collisions, /w, and the energy generation

by slip:

(7.20)

where

(7.21)

In their calculations, Sinclair and Jackson used ew = 0.9.

Solution Procedure

For the case of the 'periodic' problem, a special attention is needed to ensure that

the solution will correspond to the fully-developed regime. An additional equation

can he derived from the integration of the fully-developed solid-phase momentum

equation in the r-direction:

• p'(er, T) = constant =p'(Q')
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(7.23)

(7.24)

•

•

•

This equation simply states that the solid-phase pressure is constant and, for the

sake of concreteness in this discussion, this constant is named p'(Q'). This equation

relates the granular temperature, T, to the solid-phase volume concentration, a, by

the use of Eq.(3.109). The granular temperature is given by the solution of the

f1uctuating kinetic energy equation and, therefore, for a given constant p'(Q'), Cl:

can be calculated at any point. The constant p'(Q') in Eq.(7.22) is prescribed so

as to match the calculated solid-phase mass f10w rate, Q', with that computed by

Sinclair and Jackson [165]: at each time step (or iteration), the solid-phase mass

f10w rate was computed and compared with the desired solid-phase mass f10w rate,

in order to propose a correction to the value of p'(Q')j and this procedure was

continued until the desired solid-phase mass f10w rate was obtained. This process is

highly implicit and the relationship between p" a and T (Eq.(3.109)) is nonlinear,

therefore, in most of the calculations using the periodic boundary conditions, Hnder­

relaxation was needed to compute a. The notation used to identify the constant in

Eq.(7.22) can now be explained to the reader: it emphasizes that this constant is

indirectly prescribed by the desired solid-phase mass flow rate Q'.

Results

Six cases corresponding to six different solid-phase volumetric flow rates were sim­

ulated in this test problem. Assuming the various physical properties given before

as fixed, each case is characterized by the nondimensional overall pressure gradient

f;, the nondimensional solid-phase volumetric flow rate, Cr, and the coefficient of

restitution, e, with:

d? 1 dP
dE = p'g dz

Cr = _1_ rR
ap'u'27l'rdr

R2V , Jo

Using a similar expression, the nondimensional fluid-phase volumetric flow rate QI
can be calculated. Another quantity of interest that can be computed is the average

solid-phase concentration, cr. For each case, the values of QI and cr are computed

based on the solutions of the proposed CVFEM and compared with the values

obtained by Sinclair and Jackson [165]. Table 7.2 gives the details of this comparison,

including absolute values of the relative difference between the propûsed solution and
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the results of Sinclair and Jackson [165J. The results obtained with the CVFEM

are in good agreement with the solutions of Sinclair and Jackson [165]. A grid of

3 X 11 was uscd. 11 points were used in the r-direction in order to have a grid

similar to the one used by Sinclair and Jackson [165J. In the interect of economical

computations, only 3 points were used in the z-direetion. This does not affect the

accuracy of the results, since the solution is strictly one-dimensionaJ. However, it

should be noted that for the first case given in Table 7.2, a grid of 11 X 11 was

also uscd and it yielded a converged solution identical to that obtained with the 3

X 11 grid. The sixth case, which corresponds to inelastic particles, needed smaller

time step to converge than that used in the first five cases: with larger time steps,

in the course of the march towards steady-state solutions, the computed solid-phase

volume concentration could achieve values greater than the corresponding value at

maximum packing. The time step used for the sixth case was about ten times

smaller than for the other cases.

Proposed CVFEM Sinclair and Jackson [165] ReJ. Dif. (%)
di' e Q' Qi ct Qi ct Qi ct-;r,

-0.2 1.0 0.34 4.4 0.19 4.4 0.18 0.0 5.6
1.0 0.04 1.7 0.25 1.7 0.25 0.0 0.0
1.0 -0.15 .79 .23 0.83 0.22 4.8 4.5
1.0 -0.34 -0.023 0.26 -0.022 0.25 4.5 4.0
1.0 -0.62 -0.61 OA6 -0.61 0.46 0.0 0.0
.99 -2.10 -2.83 0.36 -2.83 N.A. 0.0

Table 7.2: Vertical pipe flow: comparative study

The detailed CVFEM result s, consisting of the axial velocity, concentration,

and granular temperature profiles, corresponding to the various cases described in

Table 7.2, are presented in Figs. 7.4- 7.9. In all cases, the CVFEM solutions are

in such good agreement with the results of Sinclair and Jackson [165J that they are

essentially indistinguishable in a graphical presentation; so the latter are not shown

in Figs. 7.4- 7.9. For the first case, a simulation with 21 points in the r-direetion

was also obtained, and the resulting solution was found to be so close to the 11­

point solution that the respective curves presented on plots similar to Fig. 7.4 were

indistinguishable.
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As was stated before, Cr was the additional parameter used in the 'periodic'

formulation. However, in order to obtain results comparable to Sinc1air and Jack·

son [165], in the third case, the centerline solid·phase concentration was used as the

additional parameter, so there is a small difference in the corresponding solid-phase

mass fiow rates: the proposed CVFEM predicted Q' = -0.15 while the correspond·

ing case in Sinclair and Jackson [165] is Q' = -0.16.

In all the simulations, there is a region of high concentration near the wall,

because the particlejwall inelastic collisions have the effect of accumulating particles

in the vicinity of the wall. In the case of inelastic particlejparticle collisions (case

6), Fig. 7.9, the concentration profile presents a different behaviour than the other

cases: the maximum concentration is at the centre of the pipe. This migration of

the particie to the centre of the pipe, which is ascribed to shear-induced partic1e

migration in the literature [102], is in qualitative agreement with experiments [85]

and Stokesian dynamics simulations [125]. In these studies, a fiattening of the

velocity profiles in the vicinity of the centerline was also observed. Again, snch

a fiattening behaviour can be noted in the CVFEM solution corresponding to the

particlejpartic1e inelastic collisions case, Fig. 7.9a. The shape of the vc!ocity profiles

and the direction of the partic1e migration confirm that the migration goes from

high to low shear rate regions [102]. The physical mechanism that explains such a

migration is still not well understood [125]. Leighton and Acrivos [102J suggested

that the migration is due to the roughness of the particlesj Nott and Brady iJ25]

explained this behaviour by the chaotic motion that takes place in a system of more

than three particles. Based on the results of this section, all that can be said for sure

is that inelastic collisions between the partic1es c1early induce partic1e migration to

the centre of the pipe.

The results presented so far were obtained nsing the 'periodic' formulation. How·

ever, the fully·developed solution can also be obtained using the 'inflow·ontflow' for·

mulation, by prescribing the corresponding solid- and fluid·phase mass flow rates at

the inlet. Regardless of the shape of the varions prescribed profiles at the inlet, the

corresponding fully-developed profiles will be achieved somewhere along the pipe,

provided the pipe is long enough. The length between the inlet and the position

where the f\ow is fully-developed is commonly called the entry length. Nott and

Brady [125] found that the entry length for gas.solid partic1e f\ows is considerably
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• larger than the entry length for laminar single-phase f1ow. Using the expression for

the entry length proposed by Nott and Brady [125J, the entry length of the gas­

solid particle mixture used in this simulation is 4x1 04 R. Thus, the computational

domain needed to achieve fully·developed conditions at the pipe exit is far too long.

However, if the inlet conditions are prescribed to be close to the fully·developed

solution, it is expected that a much smaller length wouId be needed to reach the

fully·developed conditions. Here, in order to illustrate the two-dimensional capa­

bilities of the proposed CVFEM, the 'inflow·outflow' problem was solved in a pipe

of length 20R, with inlet conditions corresponding to a small perturbation of the

fully-developed solution obtained with the 'periodic' formulation. At the outlet of

the pipe, the outflow treatment of Patankar [130J is used. This treatment is not

suitable when backflow exits at the outlet plane. Therefore, the only case that can

be successfully simulated with this 'inflow-outflow' formulation is the one illustrated

in Fig. 7.4. The assumed perturbed inlet conditions are:

where U~D' u}D' QFD, and TFD correspond to the solution obtained with the periodic

formulation. The results of this simulation on a 101 X 11 grid are illustrated in

Fig. 7.10. It shows the evolution of the centerline granular temperature as a function

of the axial distance from the inlet. The dotted !ine represents the fully-developed

solution obtained with the 'periodic' formulation and the full!ine is the result of the

'inflow-outflow' simulation. As indicated by Nott and Brady [125J, the process to

reach the fully-developed regime is very slow: a pipe length of 20R is not long enough

to reach the fully-developed region, even with the small perturbation imposed at

the entrance plane. However, the results in Fig. 7.10 do show that the granular

temperature approaches the fully-developed solution as the f10w move through th:;

pipe.

•

•

• •uin = uFn

V I - O~" - Clin - \.4m - FD (7.25)

(7.26)
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7.4 Flow in an Annular Shear Cell Apparatus

Problem Statement

Total normal and shear stresses in gas-solid particle flows have been obtained exper­

imentally by Savage and Sayed [151], and Hanes and Inman [73], using annular shear

cell apparatus similar to the one shown in Fig. 7.11a (this is Fig. 1 of Rer. [151]).

These experiments provide data that can be used to examine the various mathe.mat­

ical descriptions of the fluid- and solid-phase stress tensors. Savage and Sayed [151]

used polystyrene beads, glass beads and crushed walnut in air. Hanes and In­

man [73] used glass beads in air and water. These experiments can be described by

the simple plane shearing model of Fig. 7.11b if the centrifugaI effects are negligible.

In the experiment of Savage and Sayed, for example, the centrifugal effects modify

the solid-phase stresses by only 1% to 2% [151]. Using this assumption, Johnson

and Jackson [95J have solved this problem with the simple plane shearing mode!.

The stress mode! used in their analysis includes both collisional and frictional con­

tributions. The frictional contribution appears at dense concentrations, close to

the maximum packing of the granular material, when particles interact with each

other through long-term direct contact. Their evaluation of the frictional contri­

bution included an empirical constant which was calculated to fit the experimental

data. Another adjustable parameter was also included in their collisional contribu­

tion. Only comparison with the experimental data of Savage and Sayed [151] were

presented in the work of Johnson and JacksEln [95].

Experiment cr d(mm) p'(kg/m") H(mm) e ew </J'
Savage and Sayed .477 1.80 2970 11.610 .89 .50 .60
[151] .507 1.80 2970 10.920 .89 .50 .60
Hanes and Inman .440 1.85 2780 13.717 .95 .95 -
[73] .460 1.85 2780 13.121 .95 .95 -

.490 1.85 2780 12.317 .95 .95 -

Table 7.3: Flow in annular shear cell: various parameters

In this section, numerical solutions of the simple plane shearing model obtained

using the proposed CVFEM are compared with sorne of the experimental data of

Savage and Sayed [151J and Hanes and Inman [73]. As was stated earlier, the
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frictional contribution becomes significant at very high concentrations, when the

concentration is close to the maximum packing of the granular materia1. At lower

concentrations, frictional contribution can also be important when the shearing of

the materia! is very low. In this section, only the relatively high shearing experiments

at concentrations far from the close-packing concentration will be presented. No

comparison with the numerical solutions of Johnson and Jackson will be presented,

since the proposed mathematical model does not include any frictional contribution

to the solid-phase stress tensor.

The plane shearing problem solved in this section consists of a fixed top wall

and a moving bottom wall separated by a distance H as shown in Fig. 7.11b. The

velocity of the bottom wall is denoted U w and is in the positive x-direction. The

bottom wall is located at y = 0, and the top wall is located at y = H. The

experiments of Savage and Sayed [151], and Hanes and Inman [73] were designed to

give the normal and shear stresses at the top wall.

Governing Equations

This problem is described by the granular-temperature model, in the Cartesian

coordinate system, corresponding to Eqs.(3.95)-(3.101). Strictly, this problem is

one dimensional, but in order tci test the proposed two-dimensional formulation, a

finite length of the plane shearing cell is modelled along with periodic boundary

conditions at the inlet and outlet planes of the calculation domain.

The experiments of Savage and Sayed [151], and Hanes and Inman [73] were con­

structed to minimise the slip of the solid phase at the top and bottom walls of the

annular shearing cell: Savage and Sayed used sand paper, while Hanes and Inman

cemented a layer of solid particles on each wall. The type of surface roughness used

by Hanes and Inman ensures a perfect no-slip condition of the solid-phase. In the

case with the sand paper, a slip can exist, and, therefore, the slip boundary condi­

tions proposed by Sinclair and Jackson [165J will be used. ParticleJwall collisions

are assumed inelastic. In this work, the granular temperature gradients at the walls

are prescribed following the analysis proposed by Sinclair and Jackson [165] .
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• Solution Procedure

As was the case in the 'periodic' formulation of the flow in a vertical pipe (Sec­

tion 7.3), an additional equation is needed 1.0 converge 1.0 the desired fully-developed

solution. This equation is obtained by the integration of the solid-phase momentum

equation in the y-direction and is used 1.0 compute the solid-phase concentration,

a:

(7.27)

•

•

where p'(aExP) is a constant which has 1.0 be prescribed in order 1.0 ensure that.

al. convergence, the average volume concentration calculated by the CVFEM cor­

responds 1.0 the experimental one: after each time step (or iteration), the averagc

volume concentration of the CVFEM solution, acvFEM, is computedj then p'(aExP)

is modified so as 1.0 meet the requirement that acvFEM should he equal 1.0 thé avcr­

age volume concentration of the experiment, aExP. The concentration is computcd

using the integrated solid-phase y-momentum equation, Eq. (7.27). This proccss

is highly impliCit and CI was under-relaxed during the solution process in ordcr to

ensure convergence.

ResuIts

The geometrical and physical parameters of the various simulations presentcd in

this section are given in Table 7.3. Ali the simulations were donc fol' the casc

of glass partic1es in air. Tu simulate the experiments of Hanes and lnman [73J,
the coeffiCients of restitution, e and ew , were set 1.0 0.95. This is the value of thc

coefficient of restitution of glass partic1es, e, in vacuum [11 OJ. For the simulation

corresponding 1.0 the experiments of Savage and Sayed [151], smaller values of e

and ew were used. The smaller value of ew is justified because of the type of wall

surfaces used in their experiment, namely, sandpapered wall: for such a surface,

Johnson and Jackson [95] have suggested ew = 0.50 and ,1/ = 0.60. The use of a

smaller e, however, needs more justifications. It is assumed that the sandpapered

surfaces scratched the glass partic1es. Lun and Savage [109J showed that rough

partic1es tend 1.0 have more rotational energy than smooth particles, and this, in
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(7.28)

(7.29)

•

•

•

turn, leads to lower levels of stresses. The mathematical model proposed in this

work assumed that the particle are smooth and, therefore, no rotational energy is

included in the analysis. A parametric study of sorne of the various parameters

appearing in the proposed theory was undertaken in order to choose appropriate

values of e.

The results of the parametric study are presented in Fig. 7.12 for a case cor­

responding to an experiment of Savage and Sayed [151J. Fig. 7.12a iIIustrates the

effect of the coefficient of restitution of ~he particlejparticle collisions, e, on the

nondimensionalized total shear and normal stresses at the top wall:

• T,
T =--
, p'gd
• Tn

T ---
n - p'gd

where Tn and T, are the sum of the solid- and f1uid-phase stresses applied normally

and tangentially to the top wall, respectively. Only the results with e > 0.8 are

presented, since the theory is only applicable for slightly inelastic particles. As

is clearly seen, there is a significant decrease of the shear and normal stresses as

the coefficient of restitution, e, decreases. A variation of 70% is noted between the

computed normal stresses corresponding to e = 0.95 and e = 0.80: the corresponding

variation of the shear stress is 50%. This behaviour is associated with the dissipation

of f1uctuating energy by inelastic collisions, which result in a lower level of granular

temperature and, therefore, in smaller values of the solid-phase stresses. These

important variations of the stresses illustrate that physically meaningful simulations

can be realized only when a good evaluation of e is available. In order to obtain

comparable level of stresses between the experiments of Savage and Sayed [151]

with rough particles and the smooth-particle simulations done with the proposed

CVFEM , a smaller value of e (= 0.89) than the one corresponding to glass particle

in vacuum (e = 0.95) were used in the CVFEM simulations.

A parametric study was also undertaken to quantify the effects of eUi and 4>' (see

Fig. 7.12b and cl. The effects of eUi exhibit trends similar to those in the effects of

e, but with much smaller variations: between eUi = 1.0 and eUi = 0.0, a variation of

40% is noted on the normal stress and 20% on the shear stress. Furthermore, most

of the variation is noted in the range 0.8 < eUi < 1.0. The effect of the specular­

ity coefficient 4>' is illustrated in Fig. 7.12c: there is an increase of the shear and
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• normal stresses as if>' increases. Low values of if>' correspond to smooth walls, while

large values correspond to rough walls. Rough walls produce solid-phase fluctuating

kinetic energy and therefore, the solid-phase stresses increase. Another parameter

which significantly influences the level of stress is the radial distribution function

go (see Table 3.3). In the present simulations, the radial distribution function was

taken as:

1
(7.30)

•

•

with OCMX = 0.65. The radial distribution function proposed by Lun [107] (sec'

Table 3.3) produces a decrease of 20% in the stress level.

Fig. 7.13 presents fluid- and solid-phase velocity, solid:phase volume concentra­

tion, and granular temperature profiles for the same problem as that corresponding

to Fig. 7.12, but with specifie values of c, cw , and if>': c = 0.89, Cw = 0.50 and

if>' = 0.6. The fiuid and solid phases are in dynamic equilibrium in almost the entire

domain: only slight differences in velocity are noted in regions near the walls. It is

also seen that the velocity profiles are not linear, as is the case in the single-phase

Couette fiow. The concentration profile exhibits accumulation of particles near both

the bottom and top walls. The increase in concentration at the bottom is explained

by the action· of gravity which tends to accumulate particies at the bottom of the

shear cell. The migration of particle to the region near the top wall is induced by

the inelastic wall/particle collisions. The granular temperature profile shows strong

increases of T near the walls, which ilIustrates that the production of sol id-phase

fiuctuating energy by rough walls is more important than the dissipation by inelastic

particle/wall collisions.

Comparisons of the experimental normal and shear stresses with those obtained

using the proposed mathematical model are presented in Figs. 7.14 and 7.15. Fig. 7.14

presents a comparison with the results of Savage and Sayed [151] for glass particles

of 1.80 mm diameter, and the results in Fig. 7.15 show a comparison with the ex­

perimental results of Hanes and Inman [73] for glass particles of 1.85 mm diameter.

The experimental and numerical results show fair agreement, with the shear stresses

showing a better agreement (see Figs. 7.14a and 7.15a) than the normal stresses(see

Figs. 7.14b and 7.15b). Furthermore, the overall trends, in terms of variation with
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!
the apparent shear rate, (~)' ]f, and average concentration, a, are weil predicted.

ln conclusion, it should be noted that the experiments of Savage and Sayed [151]

and those of Hanes and lnman [73J were done with similar particles, however, the

stresses measured by the former are much smaller that those obtained by the latter.

This discrepancy is attributed to the different types of wall roughness used in each

experiment [73J. Hanes and lnman used a cemented layer of partic1es, and, therefore,

ensured the applicability of the non-slip condition at the wall. Savage and Sayed

used sand paper at the wall, which only reduces the slip, and transforms the srriooth

particles into rough particles.
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•
Figure 7.13: Flow in annular shear cell - velocity, concentration and temperature

1

profiles: Ci" = 0.477; (~) 2 1f = 2.0
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• 7.5 Fluidized Bed

•

•

Problem Statement

Fluidization is an important type of gas-solid particle flow that is typica1ly u~ed to

enhance heat and mass transfer from the solid particles to the fluid or vice versa. A

typical fluidization arrangement is illustrated in Fig. 7.16. It is similar to the vertical

pipe flow problem discussed earlier in this chapter. Il is possible to obtain a fluidized

bed of solid particles by appropriately setting the fluid-phase mass flow rate: for

large upward fluid-phase mass flow rates, the fluid/solid interactions are stronger.

than the gravitational force and an upward flow of particles results; for sma1l upward

fluid-phase mass flow rates, the fluid/solid interactions are not strong enollgh to

overcome the gravitational force on the particles, and, therefore, the particles move

downwal'd. A fluidized bed is obtained when the fluid/solid interactions balance the

gravitational force. In this regime, solid-phase recirculating ce1ls arc noted and there

is no net transport of particles. The resulting flow is complex, and in sorne conditions

unsteady. Unsteadiness is created by so-ca1led bubbles, or regions of low solid·phase

concentrations, that appeal' at the inlet of the fluidized bed, and rise through the

bed. The movement of such bubbles has been analyzed experimenta1ly [105] and

numerically [45]. Unsteady analyses of this problem required excessively large times

on the computers available for this study (Alacron accelerator board insta1led in a

PC-AT/286, and a Hewlett-Packard HP-720 Unix-based workstation): thus the less

demanding steady problem was analyzed. Steady fluidized beds can exist when the

minimum fluidization ve10city is smaller than the minimum bubbling velocity [64,

69]. Such a fluidized bed has been studied experimenta1ly by Moritomi ct al. [1201.

In one of the experiments of Moritomi et al. [120J, 100 g of glass beads having

diameters of 0.163 mm were fluidized with a flow of water in a vertical pipe of 50 mm

diameter. At the inlet of the vertical pipe, a screen (see Fig. 7.16), permeable to the

water, was installed to prevent any downward flow of the particles. The experiment

was designed to obtain a uniform fluid·phase velocity profile at the screen. The

quantitative results presented in the paper of Moritomi et al. [120J are the bed

height for different fluidization ve1ocities: a sharp horizontal edge between a region

of high solid-phase concentration and a clean fluid region was noted at the top of
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the f1uidized hed, which permitted the definition of the bed height.

r-
I

Figure 7.16: Typical f1uidized-bed geometry

The numerical simulation of f1uidized bed problems involves several challenging

features: (i) both dense and dilute concentration regions coexist in the calculation

domain, and there is usually a very sharp drop off in the solid-phase concentration

at the top of the bed; (ii) both the solid- and f1uid-phase f10w fields could contain

recirculating regions, and these f10w fields are often unsteady; (iii) the solid-phase

concentration distribution at the inlet is usually not prescribed, rather it has to

be calculated as a part of the solution; and (iv) the numerical predictions tend

to be extreme1y sensitive to model parameters such as the restitution coefficients

for partic1ejpartic1e and partic1ejwall collisions, and drag coefficient. Thus reliable

numerical simulations require considerable effort, and even then, careful, and often

tedious, "calibration" of model parameters is usually essential for accurate solutions

of specifie problems of interest.

The work presented in this section is merely intended to demonstrate that the

proposed CVFEM can be useful in numerical investigations of f1uidized-bed prob­

lems. No elaborate fine-tuning or calibration of model parameters was attemptéd.
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The calculations presented here correspond to the f1uidized-bed problem of Moritomi

et al. [120J.

Governing Equations

An attempt was made to simulate the f1uidized bed of Moritomi et al. [120] by using

the granulaI' temperature model (see Eqs.(3.95)-(3.101)) and the following boundary

conditions:

• Fluid phase

- Prescribed unifonn mass f10w rate, with zero radial component of velocity,

at the inlet.

- Outflow treatmcnt at the outlet plane for all the f1uid-phase dependent

variables.

- No-slip condition at the wall.

• Solid phase

- Concentration calculated at the inlet plane, assuming zero inflow of the

solid-phase.

- Prescribed zero axial component of vclocity at the inlet and outlct planes.

Radial velocity and granulaI' temperature computed at the inlct, assull1­

ing negligible transport by diffusion.

- Outflow treatmeill at the outlet plane for all the solid-phasc dependcnt

variables, except the axial component of velocity.

Inelastic particlefwall collisions on a rough wall: ew = 0.9 and ,p' = 0.6.

Solution Procedure

The proposed CVFEM and the solution algorithm described in Chaptcr 4, along

with the mathematical model described in Chapter 3, were used to simu!ate the

f1uidized-bed problem of Moritomi ct al. [120].
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Appropriate initial conditions were essential to achieve convergence of the solu­

tion algorithm. It was not possible to start with a packed bed with a c1ear f1uid

region on top of it, because of severe convergence problems induced by the sharp

discontinuity in the solid-phase concentration at the top of the packed bed. There­

fore, the calculations were started with an initial uniform expanded stationary bed

extending over the entire computational domain. The initial average volume con­

centration was prescribed in order to match t.he amount of solid-phase mass of the

experiment (100 g in the experiment of Moritomi et al. [120]). During the solution

procedure, no special treatment was needed to keep the solid-phase mass constant.

Results

As was stated earlier, the intention here is to only demonstrate that the proposed

CVFEM can be used to investigate f1uidized-bed problems. Thus only the results

of sorne rudimentary simulations of the f1uidized bed investigated by Moritomi et

al. [120J are presented in this section .

The results in Figs. 7.17 and 7.18 correspond to a f1uid-phase superficial velocity

of 6 mm/s. With reference to Fig. 7.16, the calculation domain extends to 175mm

in the z-direction. The grid is uniform with 71 X 11 points. The coefficient ofresti­

tution, e, used in this calculation was set to 0.985. This value seems too large since

the simulated bed height is significantly higher than the corresponding experimental

one (see Table 7.4). However, lower values of e resulted in significant convergence

problems, which appear to be caused by the corresponding very low velocities of

the solid phase. Nevertheless, this simulation illustrates sorne of the important fea·

tures of a fluidized bed. In Fig. 7.17, the recirculating cells of the solid and f1uid

phases are c1early seen. Near the wall, the f1uid-phase velocity is downward except

at the top of the bed where the solid-phase concentration is low. The solid-phase

f10w field also has a low velocity region in the top part of the bed near the axis.

Lower values of e « 0.985) resulted in an increase in the size of this low velocity

region. In such a region, calculations of the solid-phase concentration, using the

solid-phase .continuity equation and the MAW scheme, become questionable. The

solid-phase concentration distribution at the axis of the bed is presented in Fig. 7.18.

At the bottom, the bed is almost at constant concentration, and there is a relatively
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• sharp variation of the concentration near the top of the bed, z/R:::= 5.6, which also

corresponds to the height at which the f1uid near the wall starts to move upward.

As stated before, these are only preliminary results, and they are by no mcans

considered as satisfactory predictions. However, this simulation does demonstrate

that the proposed CVFEM can produce converged solutions of the granular·temperaturc

model for f1uidized·bed problems. These calculations also pointed out limitations of

the proposed CVFEM and mathematical model: severe difficulties were encountered

in handling the sharp drop of the solid·phase conccntration at thc top of the bcd,

and regions of very low solid·phase velocity. It was also found that the value of e

can significantly affect the results.

Proposed CVFEM
150

Moritomi et al. [120]
72

•

•

Table 7.4: Rcsults of the f1uidized·bed problem: bcd IlCight in mm .
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Figure 7.18: Results of the f1uidized-bed problem: distribution of the solid-phasc
concentration along the axis
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• 7.6 Flow in a Channel with a Restriction

•

•

Problem Statement

ln Chapter 6, di lute gas-solid particle ftows in a channel with a restriction were an­

alyzed using the dilute-concentration mathematical mode!. A schematic illustration

of this problem is given in Fig. 6.1. In this section, the granular-temperature mode!

is used to investigate this problem. The use of this general mathematical mod.el for

a gas-solid particle ftow of dilute concentration is computationally inefficient, since

an additional equation, namely the ftuctuating kinetic energy equation, needs to

be solved. However, this test provides an assessment of the validity of the general

mathematical mode! in the simulation of gas-solid particle f10ws of dilute concentra­

tion. It is necessary to demonstrate this feature of the general mathematical model,

before it can be used with confidence in the simulation of gas-solid particle f10ws

that involve a wide range of solid-phase concentration.

Governing Equations

This problem is described by the complete mathematical model given by Eqs.(3.95)­

(3.101). The boundary conditions are the same as those used in the corresponding

problem described in Chapter 6. It should be noted that these boundary conditions

are equivalent to stating that the wall is smooth, or if>' = O. In addition, the

boundary conditions and parameters re!ated to the granulaI' temperature are: (i)

zero granulaT temperature at the inlet plane; (ii) inelastic particle/wall collisions,

with ew = 0.9; and (iii) outflow treatment at the outlet planes. The coefficient of

~estitution for particle/particle collisions, e, is assumed to be 0.9.

Results

The values of the various parameters in this problem are presented in Table 6.1.

Figs. 7.19- 7.22 present the solutions based on the dilute concentration model and

the general granular-temperature mode!. AlI of these results were obtained using a

73 X 37 grid, as described in Chapter 6, Section 6.3. At Sk = 1O~2, the solutions
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are in very gooe: agreement for both Qin = 10-3 and Qin = 5x10-3 • The results for

Sk = 10-1 and Qin = 5x10-3 also compare very weil. These successful comparisons

demonstrate the validity of the general mathematical model in the dilute concen­

tration regime. At Sk = 10-1 and Qin = 5x10-3 , there is a minor discrepancy in

the results: the fluid-phase pressure drop, see Fig. 7.21, predicted by the general

model is slightly larger than that obtained in the dilute concentration simulation.

This may be due to the increasing eifects of the partic1e/partic1e collisions. For

this relatively large value of the Stokes number, the solid phase is not necessarily

in dynamic equilibrium with the fluid phase: therefore, the solid-phase concentra­

tion could build up in certain regions, such as near the walls, and the elfects of the

partic1e/partic1e collisions could become significant.
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Figure 7.21: Flow in a channel with a restriction: variation of f1uid-phasc pressure
along the center!ine
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• 7.7 Split-Flow Inertial Separator

•

•

Problem Statement

In Chapter 6, dilute gas-solid particle flows in a split-flow inertial separator were an­

alyzed using the dilute-concentration mathematical mode!. A schematic illustration

of this problem is given in Fig. 6.6. In this section, the general granular-temperature

mndel is used to investigate this problem. The separator contains regions of low and

high volume concentration of the solid phase. At the inlet and in the main duct, the

solid-phase concentration is relatively low. However, when the separator is operat-

. ing at high efficiency, the solid-phase concentration in the bypass duct may reach

values at which the effects of the particie/particie collisions are no longer negligible.

The effects of such collisions in a split-flow inertial separator can be illustrated by a

comparison between solutions obtained with the dilute-concentration and the gen­

eral granular-temperature models. The proposed CVFEM was used to solve both

these models in this particular application .

Governing Equations

The governing equations and boundary conditions for the dilute-concentration mode!

were presented and discussed in Chapter 6, Section 6.4. The granular-temperature

model is given by Eqs.(3.95)-(3.lü1), and the following boundary conditions were

used with this mode!:

• Fluid phase

- Prescribed uniform axial velocity and zero radial velocity at the inlet.

Outflow treatmellt at the outlet planes for ail the fluid-phase dependent

variables.

- No-slip condition at the wall.

• Solid phase

Prescribed concentration, uniform axial velocity, zero radial velocity, and

zero granulaI' temperature at the inlet plane.

167



•

•

•

- Outflow treatment at the outlet planes for all the solid-phase dependent

variables.

- Inelastic partic1e/wall collisions on a smooth wall: ew = 0.9 and ,p' = o.

The assumption of smooth wallleads to solid-phase slip condition at the wall (zero

shear stress). This ensures that the boundary conditions of the generalmodcl are

similar to the ones of the di lute-concentration n'lOde1. The coefficient of restitution

for partic1e/particle collisions, e, is assumed to be 0.9.

Results

As was discussed in Chapter 6, Section 6.4, the parameters in this problem are the

Reynolds number, based on the inlet hydraulic diameter, Re, the Stokes numbel',

Sk, the ratio of the densities of the solid and fluid phases, "l, the in let volume

concentration of the solid phase, Qin' and the bypass ratio, b. All the simulations

in this comparative study were done with Re = 200, b = 20%, "1 = 1000 and Qin =
10-3 • These results were obtained using the same grid as the corresponding dilute­

concentration simulation of Chapter 6, Section 6.4 (see Fig. 6.6). The influence of

the Stokes number was investigated in the range 10-3 ::; Sk ::; 10- 1•

Fig. 7.23a.gives the variation of the separator efficiency, 1/eJ' as a function of the

Stokes number, Sk: the separator efficiency is defined in Section 6.4. The solid

line corresponds to the solution of the dilute concentration model, Eqs.(3.l22)­

(3.127), and the dashed line represents the solution of the granular-temperature

model, Eqs.(3.95)- (3.101). At large Sk, the dilute-concentration model overesti­

mates the separator efficiency, and the difference between the two models l'caches

a maximum value of 52%. Whenever there is a build up in the concentration of

partic1es, the collisions tend to spread out the partic1es: thus the effect of collisions

is to make the solid-phase concentration more uniform, and decrease the separator

efliciency.

The variation of the nondimensionalized f1uid-phase static-pressure drop in the

main duct, Llp{;, with Stokes number, Sk, is presented in Fig. 7.23b. Llp{; is de­

fined in Section 6.4. The results obtained with the dilute-concentration and general

models show similar behaviour. Llpii asymptotes to the homogeneous-mixture so-
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lution as Sk decreases, at low values of Sk. A decrease of ~pi; with increasing

Sk, at large Sk, is also evident. At an intermediate value of Sk, there is a max­

imum. However, this maximum does not appear at the same Sk for each model:

the granular-temperature model predicts the maximum at a larger Sk than the cor­

responding value for the dilute-concentration mode\. Furthermore, ~pi; estimated

by the granular-temperature model is always greater than that predicted using the

di lute-concentration model: particle/particle collisions lead to a viscosity of the

solid-phase and the associated stresses, and, therefore, a larger fluid-phase pressure

drop is needed to drive the same mass of mixture. The increase in pressure drop is

more pronounced at high Sk. This is to be expected since the relaxation time of a

particle increases with increasing Sk, while the frequency of collisions is essentially

constant for a given inlet concentration. It is also seen that the effects of the collisions

are much stronger on the nondimensionalized fluid-phase static-pressure drop in the

bypass duct, ~p~i" (see Fig. 7.23c). With the granular-temperature model, as Sk

increases, ~P~'l' does not decrease, as predicted by the dilute-concentration mode!,

but increases due to the increasing effects of the particle/particle collisions. Fur­

thermore, this increase is amplified by the combined effects of the increasing Sk and

increasing solid-phase concentration (associated with the increase in the efficiency).

Again, at low Sk, the results of both models asymptote to the homogeneous-mixture

solution.

These results show that even at relatively low values of inlet concentrations, Qin'

the effects of the collisions may not be negligible. This is especially true at large

values of the Stokes number and in regions where there is a build up of solid-phase

concentration, such as in the bypass ducl. These results also clearly illustrate that a

mathematical model that includes particle/particle collisions is essential for accurate

solutions of gas-solid particle flow problems involving a wide range of solid-phase

concentration. Finally, the results of this problem demonstrate that the proposed

CVFEM can be successfully used ta simulate gas-solid particle flows in complex

geonietries, over a wide range of solid-phase concentration.
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Chapter 8

Conclusion

8.1 Review of the Thesis

In this thesis, sorne of the ideas contained in available CVFEMs for single-phase

flows [13, 14, 83, 100, 135, 149, 156, 157J have been amalgamated and extended to

formulate a co-Iocated, equal-order, CVFEl'v! for the solution of t\\'o-f1nid rnodels of

two-dimensional, planar or axisymmetric, incompressible, gas-sol id l'article f1o\\'s in

regular- or irregular-shaped geornetries. The proposed numerical method has the

capability of analyzing gas-solid l'article f10ws over a wide range of eoneentration in

eomplex irregular geome17·ies. TI;e main tasks that were undertaken and completed

in this work are summarized belo\\':

• In Chal'ter l, the aim and scope of this work werl: presented. As was stated

in this chapter, the research \\'ork described in this thesis waE prirnarily aimed

at the numerical solutiun of the mathernatical models of laminar gas-solid

l'article flows, with emphasis on the computer simulation of such flows over

a wide range of concentration in two-dimensional, planar or axisymmetric,

irregular geometries. The fundamental concepts used in the mathematical

models of gas-solid l'article flows were also briefly described in Chapter 1.

• A literature review was presented in Chapter 2. Several available rnathemat­

ical models of gas-solid l'article flows were briefly discussed, with an empha­

sis on the fundamental differences between dilute·concentration and dense·

concentration models. This literature review pointed out that rnost of the
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available mathematical mode1s are applicable only to a narrow range of con­

centration of the solid phase. Several relevant numerical methods for single­

phase and gas-solid particle flows was also reviewed in this chapter. It was

demonstrated that most of the available numerical methods for gas-solid par­

ticle flows are restrieted to problems involving regular-shaped geometries, or

ca1culation domains whose boundaries lie along commonly used orthogonal

coordinate axes.

• The chosen mathematical modcl was presented in Chapter 3. This mathe­

matical description is based on the methodology proposed by Lun [107J, and

Lun and Savage [110], in which the solid' phase is modelled using a theory

similar to the kinetic theory of dense gases. This model is appropriate for

a wide range of concentration and allows a microscopie interpretation of the

solid-phase constitutive equations.

• The various steps in the formulation of the proposed CVFEM were pre~ented

in Chapter 4, with emphasis and discussion of features that are particularly

relevant, or necessary, in the simulation of gas-solid particie flows. The formu­

lation is presented and implemented in a general manner that allows solution

of the mathematical model in two-dimensional planar (Cartesian) and axisym­

metric (cylindrical) coordinate systems.

• The capabilities of the proposed CVFEM [116] with regard to the solution

ofaxisymmetric single-phase flows were demonstrated in Chapter 5. Four

problems were analyzed in this chapter. The first one involved developing

laminar flow in a pipe, and the results were compared with the numerical

solution of Friedmann et al. [60]. In the second problem, laminar flow in a

pipe with a sudden contraction was considered. For this case, the solutions of

the proposed CVFEM were compared with the experimental data of Durst and

Loy [52]. Simulations of laminar natural convection in a cylindrical enclosure

were also presented in this chapter and the results were compared with the

numerical solutions of Liang et al. [103]. Finally, laminar flow in a replica

segment of a coronary artery was illvestigated, and the results were compared

with the experimental results of Back et al. [8] .

• The validity of the proposed CVFEM [114, 115, 117] for the simulation of dilute

gas-solid particie flows was demonstrated in Chapter 6. This demonstration

172



•

•

•

was done in three stages. First, the capability of the proposed CVFEM to

solve a dilute-concentration mathematical model "f gas-solid particle flow was

established by using a specified solution technique. Then the proposed CVFEM

was applied to a problem involving dilute gas-solid particle f10ws in a channel

with a restriction, and the results were compared with the results of Di Giac­

into et al. [44]. The results produced by the CVFEM were also compared with

the results obtained by using a well-established staggered-grid finite-volmne

method [30, 130]. Finally, the proposed CVFEM was used to simulate dilute

gas-solid particle f10ws in an idealized split-f1ow inertia: separator, and the

results were discussed.

• The validity of the proposed CVFEM for the solution of the granular-temperature

model, applied to gas-solid particie f10ws that involve relatively high concen­

tration of the solid phase is presented in Chapter 7. Two test cases based on

the specified solution technique were presented, one using the Cartesian and

another one using the cylindrical coordinate systems. Gas-solid particle flows

in a vertical pipe, an annular shear cell, and a f1uidized bed were also investi­

gated, and comparisons of the CVFEM results with independent numerical and

experimental results were presented. A diJute-conccntration gas-solid particle

f10w in a contraction \Vas simuJated using the general granular-temperature

model, and the results were compared with the solution obtained with the

dilute-concentration model (in Chapter 6). This comparison assessed the ap­

plicability of the general granular-temperature model in the dilute concentra­

tion regime. Finally, gas-solid particie f10ws in a split-flow inertiaJ separator,

identical to that considered in Chapter 6, was analyzed using the granular­

temperature model, and the effects of particlefparticle collisions on such a flow

were discussed.

In summary, the capabilities of the proposed CVFEM have been assessed by

applying it to many test problems and comparing the results with available numer­

ical and experimental results in the literature. These comparisons indicate that the

proposed CVFEM can successfully solve gas-solid particle f10ws in two-dimensional,

planar or axisymmetric, regular or irregular geometries, over a wide range of solid­

phase concentration.
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• 8.2 Contributions of the Thesis

•

•

The main contribution of this thesis is the development of a CVFEM for the solution

of two-fluid models of two-dimensional, planar or axisymmetric, incompressible, gas­

solid particle flows in irregular-shaped geometries. It should also be noted that this

is the first application of CVFEMs to problems involving gas-solid particle flows.

The results are quite encouraging.

The steady-state problems were solved through the use of an unsteady formula­

tion. It was found that this approach is more efficient than the use of a steady for­

mulation and an iterative solution algorithm with an under-relaxation scheme [130],'

since the former ensures similar evolution of the solution of each phase.

The sets of discretized equations for pl and a are derived from the integral

mass conservation equations for the continuous and particulate phases, respectively,

rather than a linear combination of these equations, as is done in sorne available

finite volume methods [30, 170). The reasons for adopting this approach, and the

features of the proposed CVFEM ";hat allow this approach without additional special

treatments, have been discussed in this thesis.

Novel features of the proposed CVFEM vis-a-vis available CVFEMs [13, 14, 83,

100, 135, 149,.156, 157J include the following:

• A formulation that can handle planar or axisymmetric two-dimensional flows.

• Appropriate incorporation of the discretized unsteady terms in the definitions

of û and v.

• A modified MAss-Weighted skew upwind scheme (MAW) for the interpolation

of the volume concentration, a, of the solid phase: this interpolation ensures

that ail coefficients in the discretized equation for a are positive; at each

integration point, the volume concentration of the fluid phase is obtained using

f = 1 - a, thus the sum of the fluid- and solid-phase volume concentrations is

always unity.

• An iterative variable adjustment algorithm in which linearized discretization"

equations for uJ and u', and vI and v', are solved simultaneously, using a
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• line Gauss-Seidel algorithm based on a coupled-equation line solver: it was

found that the simultaneous solution of the fluid- and solid-phase momentum

equations yields a more robust algorit'.m than one based on a completcly

segregated (sequential) solution of these equations. It should be noted that this

algorithm requires appropriate linearization of the fluid-particle interaction

term as discussed in Section 4.5.2 and Appendix C.

8.3 Recommendations for Further Work

•

•

• In order to focus attention on the formulation of the proposed CVFEM, tbe

developments in this thesis were conducted in the context of a two-fluid model

based on the kinetic theory of granular materia!s proposed by Lun and Sav­

age [110, 107]. Reference was made to other available models in the liter­

ature [89, 5, 193, 167, 48, 35, 94], but a comparative evaluation of these

models was not undertaken. However, detailed investigations of the con­

sistency and validity of these mathematical models are needed in order to

establish their inherent advantages and weaknesses, and to propose possi­

ble improvements. The proposed CVFEM could serve as a useful tool in

such comparative evaluations of available two-fluid models ç>f gas-sol id parti­

cle flows [41,42,89,5,193,167,48,35,94].

• The implementation (or computer coding) of the proposed numerical lTlethod

was based on a structured grid. In order to realize the full geometrical flexibil­

ity that the proposed CVFEM allows, implementations on unstructured grids

are needed. Such extensions would necessitate modifications of the overall

solution algorithm, since the line Gauss-Seidel algorithm would not be appro­

priate anymore, and approaches such as point-by-point Gauss-Seidel methods,

or block-by-block direct solution techniques [49] have to be considered.

• Optimization of the overall algorithm is also an important aspect which was

not tackled in this work. Block correction procedures [158J, multigrid tech­

niques [21], and enhance sequential solution algorithms [2] can be included to

improve the convergence rate of the overall solution algorithm.

• The test problems presented involved only laminar flow. This .wa~ done on1y to

focus attention on the testing of the proposed CVFEM, without incorporating

175



•

•

•

the uncertainties involved in available models of turbulent gas-solid particle

flows. The proposed CVFEM has no such limitation in principle. An explicit

demonstration of the capability of this CVFEM to solve available models of

turbulent gas-solid particle flows [42, 79] would be the next logical step towards

the long-term objective of efficient computer simulations of such f1ows .

• The two-fluid model used in this thesis is limited to gas-solid part.icle f10ws

in which the particles are of uniform size. Furthermore, the expressions that

were used to relate the drag coefficient to the particle Reynolds number are

appropriate only for particles of spherical shape. The proposed CVFEM, with

sorne modifications, could serve as a useful tool to test out formulations that

relax these limitations.

• Once sorne of the aforementioned explorations and improvements are corn­

pleted, the proposed CVFEM, along with a suitable mathematical model,

could be used to investigate a wide variety of gas-solid particle f10ws in engi­

neering and the environment.

In conclusion, the author hopes that this thesis will enable, or at least encourage,

other researchers to explore the possibilities offered by CVFEMs in the prediction

of practical gas-solid particle flows, and also other two-phase and multiphase f1ows .
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Appendix A

Ensemble A verages and
Collisional Integrais

A.l Solid-Phase Stress Tensor

A.l.l Kinetic Contribution

The kinetic contribution of the solid-phase stress tensor is -op' (C;Cj). IL is eval­

uated using Eq. (3.17) with the velocity distribution function given by Eq. (3.59).

The result is the fol1owing:

A.l.2 Collisional Contribution

(A.! )

•

The collisional contribution of the solid-phase stress tensor is given by -0; (mPCj )

where:
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• Using the proposed form of the velocity distribution function, this collisional integral

can be evaluated as:

•

, 2 8 2 ,al [1 (8U: 8Ui) 18uk ]
-0; (mPC;) = -4T/90P a Tb;; - 50' 90T/P "2 (2T) 2" 8x; + 8x; -"38Xkb;;

+Ilb~ [(8U: + 8ui) + 8Ukb;;]
5 8x; 8x; 8Xk

where

A.2 Interaction Force Term

The ensemble average of the interaction force is simply given by:

, (FI) (( l ') 8plap ,= DU' - U, - 0'-
J J J 8x'

J

A.3 Solid-Phase Heat Flux Vector

A.3.1 Kinetic Contribution

(A.3)

(A.4)

(A.5)

•

The kiaetic contribution of the solid-phase heat flux vector is ap'~ (CiC]). The

solution is expressed as follo\\":

ap'~ (C;C2) = -ap'~T2 [a2 8T + a3 8n] (A.6)
2 J 2 T 8x; n 8Xi

A.3.2 Collisional Contribution

The collisional contribution of the solid-phase heat flux vector is given by (Ji (~mPCJ),

where:

196



•

•

Using the proposed form of the velocity distribution function, this collisional integral

can be evaluated as:

1

(
1 2) 2, (T)" 8T 12 1 ,5 2 [a2 8T a38n]Il; -mPC· = -41]0 P god - ---ogo1]-op - (2T) -- +-- (A.8)
2 J 1r 8Xi 5 2 4 T 8Xi n 8Xi

A.4 Collisional Dissipation

The collisional dissipation is defined as:

"'le = -X GmPcr) (A.9)

X(~mPcn = m
P
d

2

r _ (c:i+C~-Crl-Cr2)(ë12·k) f(ël1 x-dk, t)f(ë2 , x, t)godkdë1dë22 4 Jë12k> 0

(A.IO)

The collisional integral is evaluated as:

(A.ll)

A.5 Interaction-Force Dissipation

The interaction-force dissipation is given by:

The energy transfer term can be obtaineà by using the expression of Bij given in

Eq. (3.25):

•

op' (FI Ci) = -30P'(DT

A.6 Energy Transfer Term

op' (B;joij) = 30p'(DT (1 + aoo~)
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Appendix B

Sorne Details of the
Implementation of the Proposed
CVFEM

B.I Implementation of the MAW Scheme

The MAW scheme described in Section 40404 can be systematical1y implemented by

using the notation proposed in Fig. B.1. Using such a notation, the MAW scheme

is expressed as:

where g = min[max(~, 0), 1] if m"! > 0
mpl r

where f!- = min[max(~, 0), 1) if m"! < 0mpl r

(B.1)

where

fNp3 +(1 - fi),pn3
fi ,pp! + (1 - Ji ),pn2

ftr/>Pl + (1 - g),pn!
fi ,pp2 + (1 - fi),pn3

\vhere 12+ = min[max(~, 0), 1] if m"2 > 0m p'2 ,.

where fi = min[max(~, 0),1] if m"2 < 0mp2 ,..

where Il = min[max(~, 0),1] if m"3 > 0m p3 ,.

where fi = min[max(rilp
" 0),1] if m"3 < 0

mp3 ,.

(B.2)

(B.3)

•
(BA)

iÎpi is the unit normal to the surface 0 - mi, as shown in Fig. B.l. Eqs. (B.1 )-(B.3)

can be cast in a more manageable form by defining the fol1owing switch function:

Wi = max (0, sign(mp;))
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• Using this switch function, the Eqs. (B.l)-(B.3) can he rewritten as:

<PPI = wdNp2 +WI (1 - ft) <Pn2 + (1 - wd fï <Pp3 + (1 - wd (1 - fl-) <Pnl (B.6)

<Pp2 = Wdi</>p3 +W2 (1- Ji) <Pn3 +(l- w2)J2-<PPI + (l-w2) (1- f2-) <Pn2 (B.7)

<PP3 = w3fi</>PI +W3 (1 - ft) <Pnl +(1 - W3) f3 <Pp2 + (1 - W3) (1 - f3-) <Pn3 (B.S)

These three equations contain three unknowns <PpI' tPp2' and tPp3. This system can

he solved to ohtain:

•

where

OET~ = 1 - wdtwdiw3ft - (1 - wdfï(1 - w2)fi(1 - w3)f3-

Efl = 1 - wdi (1 - W3) f3- Ef2 = wdt + (1 - wd fl- (1 - W3) f3-

Ef3 = wdtwdi + (1 - wd fl-

E~2 = 1 - W3ft (1- wd f l- E~3 = wdi + (1 - wd fl- (1 - W2) f 2-

E~I = wdiwdi + (1 - W2) fi

E;3 = 1 - wdt (1 - W2) fi E;I = w3ft + (1 - W2) fi (1 - W3) f3-

E;2 = WdtW3ft + (1 - W3) f3

(B.9)

(B.lO)

(B.II)

(B.12)

(B.13)

Otl = (1 - WI) (1 - fl-)

0;2 = (1 - W2) (1 - fi)

0;3 = (1 - W3) (1 - f3)

Of2 = WI (1 - ft)

0;3 =w2 (1- Ji)
0;1 = W3 (1 - ft)

Ot3 = 0
O~I = 0

0;2 = 0

(B.14)

(B.l.5)

(B.l6)

•

B.2 Implementation of the Modified MAW Scheme

The implementation of the modified MAW scheme for the interpolation of the vol·

ume concentration is very similar to the MAW scheme implementation described

in the previous section. Following the derivation of the previous section, it can be

shown that:

(B.l7)
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• where

DETfJ = 1 - wdtwdiwaft - (1 - wI)fï(l - w2)fi"(1 - wa)fi

Efl = l-wdi (l-wa)f3 Ef2 = wdt +(l- wI)fï (l- wa)f3

Efa = wdtwdi + (1 - wJl fï
E~2 = 1 - waft (1 - wJl f l- E~a = W2g + (1 - wJl f l- (1 - W2) f2-

E~I = wdiwaft + (1 - W2) fi"

Ega = 1 - wdt (1 - W2) f2- EgI = waft + (1 - W2) fi" (1 - wa) fa-

Eg2 = wdtwaft + (1 - wa) fi

(B.l8)

(B.l9)

(B.20)

(B.21)

•

Dfl = (1 - wJl (1 - fï)

Dg2= (1 - W2) (1 - fi")

Dga = (1 -wa) (1- fi)

w; = max (O,sign(Ù;;))

Df2 = WI (1 - ft)
Dga = W2 (1 - Ji)
Dg1 = Wa (1 - ft )

Dfa = °
Dg1 = °
Dg2 = °

(B.22)

(B.23)

(B.24)

(B.25)

(B.26)

+ . [ 111;2 1fI = mm max(-.-,O), 1
M;I

+ . [ Ù;a ]f2 = mm max(-.-, 0), 1
M;2

+ . [ Ji.f;1 1fa =mm max(-.-,O), 1
M;a

(B.2i)

(B.28)

(B.29)

B.3 Element Contribution.of Diffusion Terms

Algebraic approximations to the surface integrals of diffusion i1ux appearing in Eqs.

(4.40) and (4.41) can be cast in the fol1owing general form:

• [mi a
Jo J~' np;271'rds = L CDij<pj

o i=1
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n3

n;, p2"-

--1 o..-;.ç
p3--~ rr

\ p2

v'Î
P1

L
----=:np,~---n2

m1

n1

Figure B.l: Typical triangular element - general notation

This integral represents the integrated diffusion flux across the surface 0 - mi in the

direction of the unit normal npi where i can take the value of 1,2, or 3 (see Fig. B.l) .

CD'j represents the contribution of node j to the integrated-diffusion flux across the

surface 0 - mi. Eq. (4.41) can also be written as:

[mi... ... -ra + rmi
Jo JD · npi2rords = 2ror c 2' [BXmi - AYmi]

where

(B.31)

DET"y = (XnlYn2 + Xn2Yn3 + X n3Yni - YnlXn2 - Yn2Xn3 - Yn3Xnl)

•
yMUL I = Yn3 - Yn2 yMUL2 = Ynl - Yn3

xMUL3 = X n2 - Xnl

yMUL3 = Yn2 - Ynl

(B.32)

(B.33)

(B.34 )

(B.35)

(B.36)

(B.37)
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• The general expression for CDij can be obtained from the preceding equations:

ra + rmi Fe (MUL MUL)CDij = 271" 2 DET
ry

x jXmi + y jYmi (B.38)

B.4 Element Contribution to Convection Terrns

The surface integrals of the convection flux appearing in Eqs.

cast in the following general form:

(4.44)-(4.45) can be

(B.39)

•
The appropriate form for CCij depends on the interpolation function that is used

to approximate the convection of tP.

BA.1 FLO Scheme

Using the FLO scheme, the integrated convection flux across the surface 0 - mi, in

the direction of the unit normal npi, is given by:

•

where

Jc: = pum tP JCr = pvm tP

tP = Ae +BY +C
l 3

A = DET L: YMULjtPj
eY j=l

l 3

B = DET L: eMULjtPjey j=l

l 3

C = DET ' L: eYMULjtPj
el J=l
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(B.43)

(B.44)
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u;;', u;;1, u;::;, v;;', v;;l, and v;::; are computed using linear interpolation of the nodal

mass conserving velocities (see Eqs. (4.93) and (4.97)). (3pi is ca1culated using Eq.

(B.17).

•

•

YMUL1 =Yn3 - Yn2 YMUL2 = Yn1 - Yn3 YMUL3 = Yn2 - Yn1

çYMUL1 = Çn2Yn3 - Çn3Yn2 çYMUL2 = Çn3Ynl - Çnl Yn3

çYMUL3 =ÇnlYn2 - Çn2Ynl

DET(y = (ÇnlYn2 +Çn2Yn3 +Çn3}';,1 - Yn1 Çn2 - Yn2 Çn3 - Yn3Çnl)

This yields:

2rr(3pi .
CCij = 6DET(y [-YMULj.r(Ç) +çMULj.r(y) +çYMULj.r(I)]

where

F(e) = (pU:Toé o+ 4pu;irpiépi + PU:iTmiémi) Ymi

- (pv~roéo +4pv;;irpiépj + PV:iTmiémi) Xmi

(B.46)

(B.4 7)

(B.48)

(B.49)

(B.50)

(B.51 )

B.4.2 MAW Scheme

In the MAW scheme, the integrated convection flux across the surface 0 - mi, in

the direction of the unit normal npi, is simply expressed as:

(B.52)

Using this general equation along with the expression of ,ppi, the following expression

to CCij is obtained:

•
(B.53)
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• B.S Element Contribution to the Mass Flow Rates

The surface integrals of the mass flux, Eqs. (4.94), (4.95), (4.98), and (4.99), are

expressed in .the following general form:

Note that:

. {mi ~mp; = (3p;Mpi = Jo (3pVm . 7Ïp;271"rds

and

(B.55)

(B.5B)

•
u;;" u;;:i' v;;', and v;;:i are computed using linear interpolation on the nodal mass

conserving velocities (see Eq. (4.93) and (4.97)). (3pi is calculated using Eq. (B.17) .

Eq. (B.54) can be expressed in terms of the nodal values of the volume concen­

tration (3n;, or the fluid-phase pressure P~i' in order to derive an equation for (3 or

pl.

B.5.1 Contribution to the Fluid-Phase Pressure Equation

Using the mass conserved velocity interpolation given by Eq. (4.93) along with

the linear interpolation of the fluid-phase pressure (Eq. (4.33)), Eq. (B.54) can be

rewritten as:

•
where

271" p(3 i
CFfj = BDEi

ry
[9(d")xMULjxm i +9(dU )yMULjYm;J

BFP - 271"p(3p; [9(') . - 9(') .Ji - 6 'U Yml V Xml

9(1:) = I:mir;:'; + I:or~
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• B.5.2 Contribution to the Volume Concentration Equa­
tion

Contribution to the volume concentration equation can be computed by using Eq.

(B.17) in Eq. (B.55):

(B.61)

Therefore

(B.62)

B.6 Calculation of Element Volumes

(B.63)

(B.64)

•

•

The evaluation of the volume occupied by a torus element is done by applying the

Pappus theorem. This theorem stipulates that if a planar area is revolved about an

axis, the volume so formed is equal to the product of the area and the length of the

path traced by the centroid of the area.

The volume occupied by the torus control volume is obtained by an element-by­

element procedure. To acheive it, first the torus volumes defined by the rotation of

the surfaces 1aoc, 2boa and 3cob (see Fig. B.2) are caIculated and then assembled

appropriate1y. These three volumes can be obtained using a similar procedure,

therefore only the volume defined by the surface 1aoc, Vlao" will be prcsented in

detai1.

The surface 1aoc can be c!>nsidered as the sum of two triangles, namely 1ao and

loc. This is convenient since the position of the centroid l' of a triangular surface is

simply expressed:

Tl + Ta + Ta
Tlao = "":"'-'---=3:"":'''''':'

Tl+To+Te
Tl oe = 3

The triangular surfaces Alao and A loe are related to the element triangular surface

Am. Since the point 0 is at the centroid of the triangular element 123, and the
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Figure B.2: Typical triangular element - volume ca1culation

points a, band c are the mid-points of the corresponding element sides, it follows

that:• Al23
A lao = A loc = -6-

A _IDETI
123 - 2

DETxy = (XIY2 +X2Y3 + X3Yl - YI X 2 - Y2 X a - Yaxtl

(B.65)

(B.66)

(B.67)

The torus volumes defined by the rotation of the two triangular surfaces lao and

loe are obtained by applying th" Pappus theorem:

The torus volume defined by the rotation of the surface laoc is the sum of Vlao and

VIoc' Finally, the following expression is obtained:

•

Vlao = 2,1"flaoAlao

Vioc = 211"ï'locA loc

IDETI ?
V laoc = 211" 36 (2rl + _ro + ra + r c)
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•

•

Similarly, it can he shown that:

V IDETI (?? )2bo. = 271" 36 _r2 +_ro +r. + rb

IDET[
V3eob = 271" 36 (2r3+2ro+ rb + re)
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Appendix C

Linearization of the Momentum
Coupling Source Term

The linearization of the momentum coupling term needs to be done appropriately

in order to ensure convergence of the proposed algorithm. Several linearizàtions

are possible. In the discussion of the momentum coupling term presented in Sec­

tion 4.5.2, three linearizations were described:

(i)

(SD:)~ = Klu{

(SD:)b = Klu;

(SD:)~ = -KI

(SD:)~ = -KI

(C.I)

(C.2)

(ii)

(SD:)~ = Klu{ (SD:)~ = -KI

(SD:)b = KI (u~ - uO (SD.)~ = 0

(C.3)

(CA)

(iii)

(SDz)~ = KI (u{ - u;)
(SD:)b = KI (u~ - uO

(SD:)~ = 0

(SD:)~ = 0

(C.5)

(C.6)

•
This appendix is intended to give a numerical demonstration of the capabilities and

limitations of these three linearizations. For the sake of the argument, the discretized

momentum equations for the fluid and solid phases in the z-direction are simplified

to:

(C.7)
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• (C.S)

These equations can be solved for u{ and ui using the linearizations (i), (ii) and (iii).

Two different cases will be presented: one typical of low solid-phase concentration;

and the other one corresponding to a larger concentration. For the low concentration

problern, the various pararneters are set to:

ac! = acib = 30• n

aci = aC~b = 20

KVcv = 400

bi = 100

b' = 10

(C.9)

(C.!O)

(C.!l)

•

The parameters corresponding to the high concentration problem are:

ac! = acib = 30 bl = 100• n

aci = aC~b = 200 b' = 100

KVcv = 4000

The boundary conditions for both problem are given by:

U
I - u' - 1nb - nb-

(C.!2)

(C.!3)

(C.14)

(C.15)

C.l Linearization (i)

Using the linearization (i), the resulting discretized equations are:

low concentration problem

430u{ = 30 +400ui +100 420ui = 20 +400u{ + 10

high concentration problem

4030u{ = 30 +4000ui +100 4200ui = 200 +4000u{ +100

(C.!6)

(C.17)

•
Solving the resulting set of two equations yields the exact solutions for this case,

narnely,

low concentration problem u{ = 3.23 ui = 3.!5

high concentration problem u{ = 1.89 ur = 1.87
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• C,2 Linearization (ii)

Using the linearization (ii), the momentum equations reduce to:

low concentration problem

30u{ = 30 +400(ui - ur') +100 420ui = 20 +400u{ +10

high concentration problem

30u{ = 30 +4000(ui - ur') +100 4200ui = 200 +4000u{ + 100

(C.1S)

(C.19)

•

These sets of equations are solved using an iterative process, where u{ is computed

first using the values of ur and u{' from the previous time step (or iteration)j ui.
is then calculated using the newly computed ur. Starting with the initial guesses

ui = 1 and u{' = 1, the results of this iterative processes are

iteration number u! u!• •
0 1.00 1.00
1 4.33 4.20
2 2.53 2.49
3 3.68 3.57

Table C.l: Iterative process for the low concentration problem

iteration number u; u.:
0 1.00 1.00
1 4.33 4.20
2 -12.93 .
3 . -

Table C.2: Iterative process for the high concentration problem

An examination of the values in these tables shows that the iterative process for

the low concentration problem is converging; for the high concentration problem,

the solution is diverging.

Using the linearization (iii), the momentum equations become:

low concentration problem•
C,3 Linearization (iii)

210



200ui = 200 +4000(u{ - ur) + 100 (C.21)

• 30u{ = 30 +400(ui" - ur") +100

high concentration problem

30u{ = 30 +4000(ui" - ur") +100

20ui = 20 +400(u{ - un + 10 (C.20)

•

•

These sets of equations are solved using an iterative process similar to the one

described for the linearization (ii). Starting again with the initial guesses ur = 1

and u{" = 1, the results of this iterative processes are

iteration number u; u!•
0 1.00 1.00
1 4.33 68.17
2 855.44 -
3 - -

Table C.3: Iterative process for the low concentration problem

iteration number u! u!
1

0 1.00 1.00
1 4.33 68.17
2 8515.44 -
3 - -

Table C.4: Iterative process for the high concentration p,roblem

These tables show that the iterative process is diverging for both the low and

high concentration problems.

These computations clearly indicate that the linearization (i) is the most appro·

priate, because it allows simultaneous solution of the fluid- and solid-phase momen­

tum equations. Linearization (ii) is limited to low concentration of the solid phase,

and linearization (iii) is completely inappropriate.
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D.l Dense Concentration - Specified Solution in
a Cartesian Geometry

, _ TT
Uer - lio

•

•

Appendix D

Implied Source Terms of the
Specified Solutions

The proposed dependent-variable fields for the Cartesian geometry are:

, Uo
Ver = 1+ 11.

L

U!r=Uo(f) v!r=O

( x+ L)T.r=To -L-

(D.1)

(D.2)

(D.3)

•

This solution is expressed in term of a (x, y) Cartesian coordinate system. The

corresponding implied source terms are:

(D.5)

(D.6)

212



•

•

(0.8)

(0.9)

(0.10)

(0.1 1)

(D.I 2)

(0.13)

(0.14)

(D.l5)

(0.16)

D.2 Dense Concentration - Specified Solution in
a Cylindrical Geometry

•
The proposed dependent-variable fields for the cylindrical geometry are:

u:r= UO G) v:r= -Uo (;L) Cter = Cto

u!r = UoG) v!r = 0 p!. = Po C~ r)
Ter = To
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•

The corresponding impiied source tenns are:

SI = (1 _ ) Po _ p.!(oo,To)Uo + lS 00p.1 ( 1 _ ')
z 00 L r L d2 Ue• Ue•

1 _ Po Oop.l,
Sr - (1 - (0) T - lS--;:r-ve•

• Po OoP'UJ oop.1 ( l , )
Sz = oOT + L2 z - lS--;:r- U e• - U e•

p, 'U.2 1, 0 OOp 0 00p.,
Sr = OOT + 4L2 r + lS--;:r-ve•

ST = -3p.:(00, To) (~) 2 + le( 00, To) - ao03 ID(00, To)
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(D.23)
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