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ABSTRACT 

The pro blem of ice movement is considered both wi th respect 

to the 1968 Gulf of St. Lawrence Ice Drift Stu~ and from tœ theoretical 

point of view. Gulf' data are analysed to determine the influence 

of tides and windstress. Statistical tests on the data inclnde an 

analysis of the relation bet"ween geostrophic and surface wind, transient 

response and spectral. analysiS.. The Heed and Campbell modal is 

tested and good agreEment found w:i th observed ice speed, though not 

vi th direction. A non-linear inertial ice drift model is studied and 

numerically integrated vi th measured w:ind values. Observed and 

numerica1.ly detennined results are cOlllpared and the affect of different 

parameters considered. Finally, the equations of time-dependent 

motion of water beneath the ice are examined and analytica.lly 

integrated for an arbitrary forcing function te de rive expressions 

for the drag affect of water on ice. Both uniform eddy viscosity 

and boundary layer candi tions are considered. 

Title: Observations on Ice Movement in the Gulf of St. Lawrence 

Author: David Malcolm Farmer 

Submitted: July 1969, McGill University 

Degree: Master of Science, Marine Science Center 



• 

OBSERVATIONS ON ICE MOV»O!NT· IN THE 

GULF OF ST. LAl'ffiENCE 

by 

David Malcolm Farmer 

Being a thesis submitted ta tbe Faculty 

of Graduate Studies and Research, 

McGill University, in partial fulf'illment 

of the requirements for the degree of 

Master of Science. 

Montreal J~ 1969 

-®-c - -David Malcolm Farmer 19701 



• 
ACKNOWLEDGEMENTS 

The author wishes to thank Dr. E.R. Pounder for making it 

possible for bim to undertake this study and for bis helpful. guidance. 

It is also a pl.easure to acknowledge the assistance of 

Dra. K. Hunkins, S. Savage, O. Jobannessen, S. Orvig and K. Tarn for 

contributing many usefuJ. ideas during the course of this study. 

Many of the geostropbic w.i.nd values and~:&ll of the data from 

meteorological stations around the Gulf were ld.n~ supplied by J. 

walmsley. The author:i.s aJ.so indebted ta H.sersonfor providing notes 

on the original collection of data, ta W.seifert for help in translat­

ing German papers, to ReH. Farmer for assistance in devisLng the scheIDe 

gi ven in Appendix 2 and to the staff of the McGill inter-library loan 

service for promptly obtaining numerous periodicals frœn outside the 

University • 

This study liaS financed by the National. Research Council of 

Canada. 



TABlE OF CONTENTS 
Page 

Chapter ~ - Introduction ~ 

Chapter 2 - Manned drifting Ice Station 

2.1 - McGill Ice Studies 4 

2.2 - M.D.S. Logistics, Instrumentation 5 

2.3 - Ice Cbaracteristics 8 

Chapter 3 - Preparation of Data 

3.~ - Naviga tion Data 11 

3.2 - Smoothing and Velocity estimtion 13 

3.3 - Anemometer Data 15 

Cbapter 4 - Tidal. Analysis 

4.1 - Semidi urnal Tide M2 16 

4.2 - Diurnal Tide Kl 20 

4.3 - Residual Curren ts ~ 

4.4 - A Method of Tidal Analysis 22 

4.5 - Analysis of Resulta 25 

Chapter 5 - Analysis of Wind-5tress 

5.1 - Meteorology of the observation period 32 

5.2 - Re1ationship between Geostrophic Veloci ty 
and Surface Stress 34 

5.3 - Analysts of Results 39 

Cbapter 6 - Statistical Analysis of Wind Drift 

6.1 - Transient Response 47 

6.2 - Spectral Analysis 49 

6.3 - A Steady Stata Solution 51 



TABi oE OF OONTENTS (cont' cl. ) Page 

Chapter 7 - The time-dependent motion of Sea Ice 

7.1 - Introduction 58 
7.2 - Simple Inertial Model: Resonant Inter-

action and other properties 63 

7.3 - Application to measured wind-stress -yalues 67 

Chapter 8 - Subsurface Accelerations 

8.1 - Integration of Equations of Motion 

8.2 - Evaluation of Surface Shear 

8.3 - Inclusion of BoUDdar,r Layer 

76 

82 

90 

BIBLIOGRAPHY 98 

APPENDIX l - Flow charts of main computer programmes 104 

2 - Scheme for Generation: Gram Po~omial 
coefficiEllts 107 

3 - Wind Data used in Regression Analysis 110 

4 - (a) Transformation or Acceleration Equations 113 

(b) Transcendental Functions used in 
Chapter 8 114 

5 - Modification to permit non-zero initial 
condi tions in transient model, Chapter 8 115 

NOTATION 116 



LIST OF FIGURES 

Page 

2.CD. - Drift of Manned Ice Sta. tion 6 

4.01 - Tida! Constituent ~ for G~ (Farquharson, 1962) 18 

4.02 - TidaJ. Constituent Kl for Gulf' (Farquharson, 1962) 19 

4.03 - Ellipse Parameters of Tidal Constituent M2 and Kl 26 

Il .. J4 - Orie~tê:.tion and Ellipticity of Constituent M2 28 

4.05 - Drift Veloci ty Before and After Removing TidaJ. 
Component 29 

4.06 - Drift Direction Before and After Removing Tidal 
Component 30 

5.01 - Pressure Map for ~OO hrs Februa:ry 17th Showing 
Movement of Pressure Ridge 33 

5.02 - Scale for Determining Velocit,y of Geostrophic 
Wind from Pressure Maps 35 

5.03 .. Relationsbip Between Geostrophic Wind and Surface 
Stress (Blackadar, 1962) 38 

5.04 - Estima ted Geostrophic Wind Veloci t,y and Smoothed 
Anemometer Data. 40 

5.05 - Estimated Geostrophic Wind Direction and Smoothed 
Anemoœ ter Da ta. hl 

5.06 - Regression of Geostrophic Wind Velocity on % 
Reduction at Surface 44 

6.CD. - Cross-Correlation of Normalised Drift Velocity 
Lagging Normalised Wirid Veloci ty 48 

6.02 - Power S~ctrum of Drift Velocity Data 50 

6.03 - Balance of Forces for Equilibrium Drift 
(Heed & Campbell, 1960) 53 

7.01 - Velocity Hodograph for Step-Function Wind-Stress 
(Reed & Campbell, 1960) 62 

7.02 - Hod.ograph of Ice Velocity Under Step-Function 

e· Wind-Stress, Using Typical Gulf Values 64 



LIsr OF FIGURES (cont1d.) Page 

1.03 - Absolute Drift Velocity (corresponding to Fig. 1.02) 65 

1.04 - Showing A...ftrj ttance of the System Described by 
equations (1.02) 66 

1.05 - Observed Drift and Calculated Drift 10 

1.06 - Variation of AreaJ. Density in Numerical Model 11 

1.(1{ - Variation of Air Drag in Numerical Model 12 

1.08 - Va.l~ tion of Water Drag Coefficient in NumericaJ. 
Model 13 

1.09 - Variation in Current Velocity 14 

8.en. .. Response of water at 5 meters te Unit Impulse 
at Surface 89 

e· 



e· 

2-tn. 

4-OJ. 

5-03. 

LIST OF TABIES 

lce Cbaracteristics in Area of Manned 
Drifting Statiûü 

TidaJ. ClI["rent Measureœnts (Farquharson, 1966) 

Linear Regression Analysis of Wind Data 

Generat.ion oÎ Coei'ï"ic:i.ents i'or Grœ Orthogonal 
Polynomials 

Page 

9 

l7 

43 



1. 

Chapter 1 - Introduction 

This thesis is concerned vith a number of topics relevant to 

the movement of sea-iee, both in conneci;ion vith the drift of a manned 

ice station in the Gulf of St. Lawrence and also wi th the theoretical 

problem~f time dependant motion. 

In seme respects an a....~a such as the Gulf 1s much easier t-o 

study than a vast regLon like the Arctic Ocean. It is closer, better 

sm-veyed and is surrounded by meteorological stations. But i t also 

presents Many difficulties not encountered in the open ocean. The 

tide is no longer simply related to the tidal potential, but is a 

complicated fune tion of the shape of the basin and i t is much stronger 

than oceanic tides. Strong, narrow:q- defined and fillCtuating currents 

are present. Moreover, to be of value, ice drift predictions must be 

much more accurate in the absolute sense on account of the smaller 

scale involved. 

In cboosing the most relevant topics for analysis consideration 

had to be gLven ta the limitations of the data and the local conditions. 

The predominantly wind-dri ven nature of ice drift in the Gulf, and the 

strong tides both suggest the importance of studyiilg these influences. 

On the other band there is very little Imom about surface currents, 

particularly in the winter, and it is difficult at this stage to 

investigate their effect on ice movement w:ith any precision. Part of 

the difficulty lies in the fact tbat with the exception of the Gaspé 

œrrent, the surface movement§ of the Gulf are greatly infiuenced by 

meteorological conditions. The wind drivas tœ ice am the ice drives 
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the water beneath it; but currents can also be set up by variations in 

the a1mospheric pressure distribution around the Gulf. Unfortunately 

attempts to measure current in the study described here were largely 

unsuccessful. 

A further consideration in the choice of topics was the requi.re­

ment of appropriate computer programmes for future ice-drift studies 

at McGill. Thus rather more attention than might otherwi.se seem 

warranted has been paid to numerical l'rocedures in certain cases, such 

as in the discussion of functional approximation for velocity estimation 

from position fixes. Flow diagrams of the more important pro grammes 

are gi ven in Appendix 1. 

Theoretical. investigations of arift have been confined almost 

exclusi vely to steady state problems in which the ice is presumed to 

travel in the sane direction at a constant velocity. But inasmuch as 

the wind itself rarely blows at the same speed in the sarne direction 

for any great length of time, the ice must be constantly changing its 

veleei ty • In discussing the transient motion of sea-ice, Raed and 

Campbell (1960) state that "Accurate prediction of ice displacement will 

never be achieved by smmnation of equilibrium drift Yectors. A more 

precise solution of the prediction problem must be based on integration 

of the complete equations of motion, with acceleration included; and, 

because of the non linear nature of the se equations, the integration 

must be perfozmed by numerical methods. It is not too early to ask 

how such numerical predictions may be carried out in principle and to 

contemplate the obstacles which stand in the vay of their practical 

achievement •••• 

nDespite these difficulties early experiments in numerical 
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prediction are desirable. Drastic assumptions w.ill be necessary. The 

intemal stresses May be neglected, and. the water drag May be handled 

cru.dely. Nevertheless, important insights into complex ice movements 

May be gained and the foundation laid for more realistic approaches tl • 

In this spirit the last tiR:> chapters of this thesis are 

offered. A simple inertial model is used wi th actual wind data. Finally 

the equations of motion are investigated and put into a fom in which 

they can be handled numerically. Unfortunately there bas not been time 

to run test data on the latter model, but it is hoped that it May 

prepare the way for more sophisticated ice-drift ex:periments. 
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Chapter 2 - McGill Ice Drift Station 

2.1 - McGill Ice Studies 

Ice studies in the Gulf of St. Lawrence have been carried out 

by the Marine SciEllces Centre at McGill each winter ainee 1967. 

Ingram (1967) ~ed ice charts issued by Ice Forecasting Central 

in Halifax. Daily movements of individual fioes vere traced and the 

motion was accounted for by a modified fom of the drift theory proposed 

by Raed and Campbell (1960). One result of this work vas the preparation 

of a map of surface residua1 currents that vere assumed to exp1ain the 

difference between the theoretical ice movements and. those actually 

observed. 

In March 1967 a Geodyne toroidal buoy equipped vith a radio 

beacon vas set down on an ice-fioe off the Gaspé coast. During its 

drift to the south-east, seven position fixes vere obtained by the 

Ice Reconnaissance aircraft over a period of tventy clays unti1 the 
-- . 

beacon stopped transmi tting. The Raed and Campbell drift theoz,- vas 

used to est:imate the drift due to wind stress values obtained from the 

pressure maps, the difference betveen observed and predicted results 

providing an indication of surface current. The results suggest that 

aB the fioe approached the Magdalen Islands, internal ice stress 

sloved its progresse A full report of this study is given by Ingram~ 

Johannessen and Pounder (1968). 

The 1967 studJ" had indicated the advantage that might be 

gained by using a manned drifting station. In February 1968 the 

project which is the subject of disC'.l!!sion in this thesis was und.ertaken. 
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A life-raft manned by three persons, Ho Serson, J. Keys and W. Seifert, 

was set dom on an ice-fioe 38 kilometers north of St. Anne des Monts, 

together wi th an instrumented buoy. For six ~ the fioe drifted 

down through the Gaspé Passage (Figure 2.01) under the influence of 

severe weather conditions. Af'ter evacuation of the station the 

instrumented bu.oy continued te drift under the influence of the wind 

unti1 picked up by ice-breaker on February 22nd. 

In February 1969 another ice stuày was céilTied out. On this 

occasion the sealing vesse1 "M/V Po1arfishn vas used and observations 

included the measurement of surface Reynolds stress and f'loe inter­

action, in addition te drift and current. A preliminary account of 

these investigations is given by Johannessen ~,!!:.. (1969). 

2.2 - M.D.S.: Logistics, Instrumentation 

Since a fairly detailed account of the logistics and instrumenta­

t.ion of the 1968 ice study is given in Johannessen !!.!h. (1$168), 

the fOllowing brief description is repeated for completeness o~ and 

reference is made te tœ Preliminary Report far further details. 

A fourteen foot diameter pnemnatic life-raft supported by 

pl.ywood six inches above the ice was used for accommodation. In 

addition a four foot square shel·~'ar was set up for hydrographie verle. 

The equip:1E1l t 2!ld crew were brought in and evacuated by ice­

breaker. Helicopter support was also provided, an S-55 helicopter 

being stationed at St. Anne des Monts. 

Tœ unique aspect of the manned dri.fting station, hereafter 

referred te as HM.D.s.n, was that it inc1.uded navigation equ:ipnent 
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intended to give frequent and accurate position fixes. The Decca 

installation consisted of a Marlt V receiver fed from a 20 foot whip 

antenna, which drove a C.D.S. analog te digital converter. Output 

was provided by a Kellog paper tape printer. The device vas intended 

te give position fixes once every tw minutes. 

Two anemometers vere used, a Lambrecht paper-tape and a 

Geod;yne film-recording model each using 3-cup sensors. The first of 

these prov.ided a continuous record of wind speed and direction. The 

film-recording anemometer, vhich vas set up soon after the paper tape 

model vas in operation, ws adjusted to take twelve wind samples over 

each twenty minute periode It vas mounted on a 9 foot mast attacbed 

to the toroidal buoy. 

Suspended beneath the buoy vas a film recording current meter 

and a telemetering current mater, the latter being connected to a tape­

recorder mounted in a shel ter on the buoy. In addition a surface 

read-out current meter vas used. 

The data collected vas considerab~ less than that origi.nally 

anticipated. Power failures caused b;y the sensitivity of the gellerator­

to severe weather conditions rendered position fixing intermi ttant. 

In addition the output printer behaved erratically in the cold and 

provided unreliable results for much of the observation periode 

The shelter, set up on the buoy to bouse the tape-recorder, caught 

fire; t'le equipment surv.ived bJxt a fault in the tape-recorder prevented 

any information from the telemetering current meter being retained. 

The film-reccrding current meter vas snapped off its cable and lost, 

possibly because of ice rafting. Tb:! only remaining current meter, 
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a Plessey surface read-out device behaved most erratically. Subsequent 

tests (H. Serson, personal conmnmication) showed tba t the stainless 

steel hull containing the current-neter wi th i ts magnetic compass, had 

a residual nagnetism of its O'WIl. The current data will not be considered 

in this thesis. Both aneInOIœters did function, the film. recording 

model continuing to provide output during occupation of the station, but 

it stopped working 22 hol.U"s later. 

In addition, difficulty was encountered in determining the 

position of the radio beacon equip~d buoy. For this reason the 

toroidal. buoy was recovered only 3 days after M.D.S. was evacuated, 

although it bad been planned to leave it out for 172 to 2 montbs. 

2.3 - Ice Characteristics 

M.D.S. vas situated on a larger than average ice-fioe approximately 

3 }an across by 5 km long. A helicopter survey on February loth showed 

the fioe to be surrounded by moving ice of ~10 concentration. Close to 

shore there vas a region of land-fast ice 3-5 kiloneters wide, beyond 

which floated ice-pans of about 5 m. diameter and floes of 20-500 m. 

diameter. Approxima tely 30 kilometers off the south shore there was 

a band of open water with a maximum ice concentration of ~o. The floe 

was oriented in a N.E. - S.W. direction. At the south and west edge 

of the fioe the ice cover vas 1~1O, though not solid, but was ho north 

an d east of the fioe. Farther east ice concentration increased to ~O. 
Deparbnent of Transport ice reconnaissance maps show additional. 

details of the ice coverage for the area in which M.D.S. vas drifting 

for the l3th, 14th, 16th, l7th and 2lst February. These are recorded 

in Table 2-1. M.D.S. appears to ba·{e been situated in a rather large 
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TABLE 2-1 

Ice characteristics in area of manned drifting station, taken from Deparbnent of Transport Iee maps. 
Concentration given in tenths. 

General Classification Details: 
~ 01 Ice In Irea ol R.D.S. Thick ~inter Medium Winter ~ New Other Details 

Feb. l3th 1(0 - o/to YOWlg. Medium .3/(c . "'''0 sized floes or greater. Yto (~o med. W.O med. '/.o 
sized floes) size'd floes) 

Feb. 14th lIo - 'llio YOWlg. Medi.um 'Ao "'1&0 'tA" Ko Ridging 
sized !loes or greater. ( '40 med. ( "!.~med. ~o 'taO' 3f."rafted ice 

sized floes) sized floes) 

Feb. l6th "'0- '\{o Thick Winter. S'la 0 "'10 '1.0 
~o -\;'oRidging 

Medium sized floes or ( 3/10 med. ( 3'\0 med. 0 ctt'O /3now cover 
greater. sized floes) sized noes) 

Feb. 11th 7/io -CCAo Thick Winter. gAo "/1o Open Water South 
Medium sized floes or ( 'Ii" med. ( lItO med. Ilia 0 of Eastern Anticosti 
greater. sized floes) sized floGs) Island. 

Feb. 2lat Severa! loe types in t'to - '3fIORidging on 
the area; thick winter thick winter iee; 
and young predominating. ~o ."ftQ rafting on 
"ho - lo!.ocoverage. new ice. 

'0 
• 
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area of predominantly young and medium winter ice, 46.0 of which vas 

in the form of medium sized floes or 1arger. No ridging vas present on 

the 13th, but 110 vas recorded on the 14th and 5io - 3A.o on the 16th. 

By the 1ôth the M.D.S. area vas classified as predominantly thick 

winter, still vith ?1.0 - ~ coverage. By convention the tenths of 

ridging present refers to the proportion of the surface ice cover on 

which ridging occurs. On the 17th a long tongue of open vater vas 

shown south of eastern Anticosti Island. The next report for this area 

vas not issued until February 21st, by which time several small areas 

of different ice types vere recorded, young aIXi thick winter ice 

predominating. 

Measurements of the ice thickness and tanperature vere taken, 

reference again being made tO Johannessen et al. (1968) for further --
detai1s. The surface topograp~ vas extremely rough, making ice 

thickn.ess measurements difficult, but measurements indicate a gradual 

increase in thickness from 30 cm on February 13th to 50 cm fi ve days 

later. 

The floe rotated anticlockwise through 1300 in the first t1iC 

and a balf da1's of observation, thereafter approDmate1y maintaining 

its orientation. 
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Chapter 3 - Preparation of Data 

3.1 - Navigation Data 

For the purposes of ice-drift analysis two main types of data 

resulted from ~ M.D.S. operation: position fixes and wind data. 

Output from the Decca equipment vas in two forma; tbat prov.i.ded by the 

paper tape printer and that recorded by band at approximately hourly 

intervals from the visual read-out device. Output from neither of these 

sources, of course, vas available at times when the generator failed, 

but the manually recorded data did provide a check on the performance 

of the output printer at other ti.mes. 

The Decca navigation systan consists of one master radio 

transmitter and one or more slave transmitters situated about the reglon 

they serve. Serving the western part of the Gulf of St. Lawrence a 

master transm1tter near Port Menier drives slave stations at Sept Isles, 

Shippegan Island and Natashquan. The recei v.i.ng device uses the signal 

pattern created by any two trananitters ta determine the location. 

Since more than two signals can be received in the Gulf of St. Lawr-ence, 

extra position fixes can be obtained as a check on the first. The 

equipment does not give a position in terms of latitude or longitude, 

but in terms of two numbers, eacb number referring to a certain ~erbola 

centered on the respective transmit ter location. The numbers May then 

be used ta read off positions directly fram a specially prepared map 

on whicb the appropriate intersecting curves, colour coded ta each 

transmit ter, are drawn.. Al ternati vely the numbera May be converted 

numerically into latitude and longitude, facilities for tbis li01K being 

provided by the equipment agency. 
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The equiJlllent manufacturer states that in the area of tœ 

Go.ùf in which M.D.S. vas under observation, absolute errors of Ilf2 

nautical miles at night and less than lf4 mile at day are Wikely at 

the 95% significance level, to be exceeded more tbm one in twenty 

times. In practice, considerably smaller errors méIiY be expected. 

Furthennore, relative errors between closely spaced position fixes 

could be smaller still. 

The effect of cold on the output printer had heen ta make the 

dence stick on one num'ber from ti.me to time, am also to jump 

nlanes", that is, to add some constant tD the number being printed. To 

eliminate as Many of these errors as pos sible the numbers were themselves 

plotted at ten minute intervals. This procedure clearly indicated 

lane jumps which could be corrected. Numerons discontinu! ties and 

other affects due to mal.functioning of the equipment vere also noticed. 

Where possible these vere corrected by reference to tœ mamm11y: 

recorded position mnnbers; elsewhere the data wa.s discarded. Another 

problem that continual.Jy plagued the navigation equiJlllen t was lane drift. 

This resulted in an error, increasing apparently linearly vith time, 

until the device automatically corrected itself before repeating the 

drift in the same vay. Again i t vas generally possible to correct 

this provided the rate of error accumulation could be determined by 

reference to the manually recorded figures, but scmetimes it vas 

necessary to àiscard àata for this reason also. 

After making these preliminary corrections th~ data vere 

numerically converted into Latitude and Longitude. T~.is. vas dons in 

two sets: at ten-minute intervals througlx>ut the period of observation 



for which reliable data vas available, and at t'WC-minute intervals for 

two 2-hour periods during which the equilJlllent appeared to have 

oper~d without mishap. 

Since equidistant data is much easier to bandle than une~ 

spaced data, interpolation was carried out to ob tain lO-minute intervals 

throughout. Interpolation was done using the Aitken-Lagrange scheme. 

This procedure uses a method of successive approximations and does 

not surfer the disadvantage of the Lagrangian method in that it is not 

necessary to decide the best order of the interpolating polynCani:a1 

in advance (Hildebrand, 1956 & I.B.H., 1968). 

After interpolation the data was again plotted by computer, 

and a few remajning irregularities that must have been caused by 

instrument malfunction were removad. 

3.2 - artoothing and velo ci V estimation 

It is well known (Ralston, 1965) that derivatives are very 

hard to estimate accurately by nmnerical procedures. Various differenti.a.­

ting formulae are available, but tœy protide no flexibility and mq 

seriously distort results wherever the data is subject to randam 

fluctuations. An alternative procedure is '00 use some fom of functional 

approximation and then te determine the derivative by analytic differen­

tiation of the function. Both procedures imply some sort of smoothing, 

but the latter offers much greater fiex:i.bility. 

The method used in this case vas '00 approximate short sections 

of the data with Gram orthogonal polynomials using the least squares 

cri terion. The most appropriate least squares polynomial must meet 

two requirements: it must be of high enough degree SC) that it protides 
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a good approx:ima.tion to the true function, but it must not be of so 

high a degree that it fits the observed data too c10sely in the sense 

that noise, or inaccuracies are retained in the approximation. 

Data sets of various 1engths wera t",..Lsd Uo..Lng different criteria 

for establishing the best fit. These indicated than an appI"Op!'iate 

degree of smoothing vas obtained using 19 points at a time and 

testing the fit for approximations of successively higher degree until 

the ratio of the sum of the squared devia tions ta tœ nmnber of degrees 

of freedom ceased ta decline significantly (RalaIDn, 1965). Tbis 

generally occurred with polynomials of degree two to five. The 

derivative of the midd1e point vas than found by analytic differentiation 

in the usua]..way. The next data set vas shifted one t:ime intervaJ. 

forward and the derivative of the mid-point again found, the process 

being iterated in this way througmut the data series. The first and 

1ast fitted 9 points of the series vere detemined from the first and 

last fitted polynomials respective1y. A scheme for generating the Gran 

polynomial coefficients is given in Appendix 2. 

In order to reduce round-off errors, only the 1ast four signifi-

cant digits of the lat! tude am longitude data were used, the appropriate 

constant being added back after the computation. After determining the 

deri vati ves conversion of the ve10ci ty values from spherical te O&rtesian 

co-ordinates was made using the relationship 

U ;-f\e Cos 8 !! 
Il.t 

where U," ... x., ~ ccmponents of velo city 

Re = radius of tœ earth 

Lati -rude and longitude 
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3.3 - Anemometer Data. 

Wind measurements were taken bo th by a paper-tape recording 

anemometer and by a film recording Geod;yne model. The film reco rd from 

the Geodyne anemometer is processed by the manufacturer, by digital 

computer. Twel ve samples are taken over each 20 minute period in order 

to .7~61d. ~"'1 average value for the interval. 

The paper-tape anemometer produced a continuous trace on a 

slovly moving tape. On account of the fiuctua+"...ions in the wind and 

the slow movemen t of the p aper the output is general~ in the f om 

of a broad band. Output from the Geeqne model was used exclusive1y 

in preference te the p~er-tape output except for the first 16 heurs 

iri. ïihich only the paper-tape anemometer vas in operation. The 'Wind 

data. were collected over the period from 0000 beurs on Febmary l5th, 

to 2310 hours on February 19th. 

Processing of film output from the Gee dyne model automatical~ 

included correction for azimuth changes, but this correction vas made 

separately for data from the paper-tape anemometer. Correction vas 

made te both sets of data for deviation of Magnetic North from tme 

North, and the data vere interpolated at ten-minute intervals to 

correspond wi th the ve10ci ty data. 

Because of the large amotmt of position and wind information 

collected during this st1:~, the data. haB not been reproduced in this 

thesis except in graphic fom (Figures 4.05 and 4.CX5). Both rav 

and processed data are on file at the Marine Sciences Center, McGill 

University. 
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Chapter 4 - Tidal Analysis 

4.1 - Semidiurnal Tide M2 

In the Gulf of St. Lawrence tides are propagated principal~ 

through Cabot Strait. By far tœ oost important tiàe is the lunar 

semi-diurnal constituent M2. A cotidal. chart of M2 as given by 

Farquharson (1962) for the Gulf' of St. Lawrence is ShOliIl in Figure 4.01. 

The time taken for a progressive wave to travel from Cabot 

Strait to the main reflecting barrier in the St. Lawrence estuary is 

approximately equal to one tbird of the period of the M2 constituent. 

For this reason the amphidromic point, at which the nodal lines of 

transverse and longitudinal sani-diurnal oscillation intersect, lies 

wi tbin the Gulf'. 

Figl1re 4.01 shows that the range of M2 decreases eastwards, 

down the Gaspé Passage, towards the amphidromic point. A path snch 

as tbat taken byM.D.S. therefore moves through a region of decreasing 

tidal range, but fair~ constant phaselag, only starting to cut across 

the cotidal lines sharp~ in the area south of Southwest Point on 

Anticosti Island. 

Few measurementa bave been carried out; to determine the extent 

of the horizontal components of M2. Farquharson (1966) bas given surface 

current measurements taken at the stations shown in Figure 2.01, and 

these are recorded in Table 4-1. From this it is seen that the direction 

of the major axis of the tidal ellipse is fairly constant across the 

Gaspé Passage, being about 2960 at the station past which M.D.S. 

drifted most close1y. Farther west the major axis lies at 2500 to 2700
• 

The data is sparse, but it seems reasonab1y clear that the orientation 
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-_ 
TABLE 4-1 

Tidal current measurements at 13 m. depth in the Gaspé Passage and 

St. Lawrence Estuazy, from Farquharson (1966). Location numbers refer 

to Figure 2.01. 

H2 KI 
Location Direction Phase Amplitude Direction Phase Amplitude 

1ag (mean) lag 

1 3210 3510 .36 knots 3210 1460 .05 knots 

2 3120 3460 .41 ft 3120 l430 .05 ft 

3 3080 
351

0 
.46 n 308

0 
148

0 
.05 ft 

4 2820 0030 .32 n 28~ 13SO .03 n 

0 
356

0 
lD2° 5 296 .34 n 2960 .05 ft 

6 2850 009
0 

.35 1. 285
0 

126
0 

.03 ft 

1 3080 0020 
.38 ft 3080 1)60 .06 .. 

8 2510 0220 .28 n 251
0 

143
0 

.04 ft 

9 2520 02f .32 Il 2520 1420 
.C'~ ft 

10 2730 0220 .62 n 2130 151
0 

.10 n 
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of the major axis followsthat of the south coast through Gaspé Passage. 

The miner componen t is in ge:leral very weal! = Farquharson 

(1962) gives respective amplitude ratios of 1:4 and 1:7 for minor 

to major components at two stations in the Gaspé Passage. 

4.2 - Diurnal Tide K1 

Figure 4.02 shows the cotidal and co-range lines for the diurnal 

oscillation K1' as given by Farquharson (1962). Since the period of 

th~ tide is Mce that of the semi-diurnal, the time required for a 

progressive wave ta trave1 from Cabot Strait to the reflecting 

barrier is J;6 that of the diurnal periode The amphidromic point in 

this case must lie weil to seaward of Cabot Strait and it is therefore 

reasonable t.o expect tœ influence of this tide to be fair~ uniform 

througmut the Gulf. 

Details of the tidal stream. measurements for K1 are given in 

Table 4-1. Again the orientation of the ellipse follows the Gaspé 

coast, but the amplitudes in this case are in general bare~ one 

seventh that of the semi-diumal tide. Farquharson (1962) considera 

the minor component of the K
1 

constituent to be so smal1 that it is 

of no significance. 

ether tidal components include MSf of 14.8 c:lqs period, Mf 

(13.6 clays) and Mm (27.6 days). Although these tides are insignificant 

in the open oce~"l, they m~ be amplified ;'1 shallow or semi-enc1osed 

regions. In this case they are important inasmuch as they augment or 

decrease the tide vi th which they are associated. MSf is associated 

vith ~, Mr vith K1 • 
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Farquharson (1966) considers the net affect of the tidal 

variations on the daily flows will be that the outgoing tidal strean 

will be grea test 4 dqs after DeV and full moon. Since full moon 

occurred on February 12th, va should on this basis eJq>ect a maximum 

ingoing tidal strean on Februar,y 16th. 

4.3 - Residual Currents 

Little is known about the surface residual currents in the 

Gaspé Passage. The Gaspé current is the Most significant feature of 

the are a, setting eastvard and close ta the south shore at an aver-age 

rate of appraximately 1.7 knots. The extent to which the Gaspé current 

spreads across the Passage varies wi th astronomical and meteorological 

condi tions. In the nortœm part of the Passage a weak: counter current 

setting north-west appears to existe Farquharson (1966) found that 

currents measured at station 5 past vhich M.D.S. drifted on the 16th 

Febru.ary, varied betveen .2 knots seavard and .1 knots upstrean, the 

downstream current predaninating. 

Since full Moon occurred on Febru.ary 12th, in the absence of 

meteorological effects ve might Eapect a veàt ingoing current at the 

time M.D.S. drifted past station 5. However, the strong vesterly 

winds must have considerably influenced the surface current. 

In the 1968 pilot study (Ingran, Johannessen and Pounder, 1968) 

great variation of current vectors vas encountered. The instrmented 

buoy passed a little closer to the coast than M.D.S., but vben it vas 

in a position rougbly corresponding ta M.D.S. on the l6th February a 

current tovards the E.N.E. at just over one knot vas found. A littla 

furtber to the east there appeared to be no current at all. 



22. 

4.4 - A method o~ tidal analysis 

Any attanpt to analyse the infiuence of tidal" streams ~or a 

short period on a moving ice floe nms intD considerable difficulties. 

Since the ~loe is constantly drifting under the influence o~ vind and 

current, the phaselags and amplitudes of the tidal. streams affecting 

the floe are also changing. The more general prob1em associa.ted vith 

harmonic analysis of short tenD. observations is that created by back­

ground noise. In the case under consideration this was particularly 

severe cine to the presence of a strong meteorological disturbance. 

The tidal analysis undertakEll in this stud;y will follow that 

given by Fje1dstad (1964) and is a method particu1arly suited to short­

tenn observations. Fjeldstad originall7 deve10ped the procedure for 

stud;ring tide-generated internal RYeS, but the !I1ethod is a general 

one and applicable in the present cas~. After smoothing the original. 

data, three lunar-hour first order di.f~erences are ta1œn. The process 

is repeated to arrive at second order dif~erences which include an 

amplification factor tbat must be taken into acccunt in the computation. 

We assume that the observed current May be represented by 

•••• (4.01) 

where the second degree polyncmdal represents the non-tidal CO!!pOnent 

and g represents the randem fluctuations which are neglected after 

SIIOothing. cr and <p are the angular frequency and phase1ag 

respectively and R., is the tidal amplitude. First order 3 bour 

differences give 

~u:: u lt"'l) - Ult.-l) •••• (4.02) 



Repeating the process va obtain 

à,1.U : Il. l \J (~~:~) - \J (t -~l} 

: U (t+t) -lut + U(t-t.) 

•••• (4.03) 

and substitution of (4.01) into (4.03) yields 

u •• (4.04) 

The polynomial. part is thus removed and the periodic part bas been 

mul tiplied by a factDr of 4Sin~ ~ ~ ~) • For diurnal analysis 

Fje1dstad recamnends taking 6 hour~ differences, that is, 12 beur 

second order differences, 1unar time. 

Since va perform the anaJ.ysis on data reso1ved into two orthogonal 

components, we obtain tœ two periodic currents 

U:: Mtos cs-t + N SincS't 

\1 :. ~ c.os .. t + Q Swust 

(East compone nt) 

(Norll component) •••• (4.05) 

It can be shown (Fje1dstad, 1964) that the coefficien ta M, NI P, Q 

determine the axes and orientation of the curren t ellipse. Let ?( 

be the orientation of the major axis with respect tD the x. or East 

coordinate, then 

4X= 
O(+@ 

2-

where 

0(= Tc .1 (~) 
""" "'. Q 



The maximum velocity then occurs at time ~fftCU given by 

/1..-0( -2 

Fina11 y, if 

1 r ] Yz. A = ï '- (MtQ)'+ (P-tlt 

•••• (4.06) 

then the value of the ma.x:i.mum velocity is detennined by A -t B and 

the mjnimum by A-f, • 

Suppose M-:N = , = ~ ,then A = B and (4.05) would descr:ibe 

simple harmonic motion along one plane with a maximmn veloci ty of .1 A 

and zero minimum velocity. Nov suppose M:s. Q and p:& N ,but 

IMI ) INI . This sets A > B and (4.05) describes anti-

clockwise motion. Finally consid~!" M: Q and P : N ,but wi th 

1 NI') IMI , 50 tha t f, ") A ; then (4.05) descri bes clockwise 

motion. In general, using the conventions defined in (4.05) a 

negative value of 1\-5 defines clockwise mtion, a positive value 

defines anti-cloCkwise motion. 

The assumption made in representing the data by (4.01) place 

corresponding restrictions on the result. The phase angle must be 

constant during the period of observation and the non-tidal component 

must be of a fOIm that can be adequately described by a second degree 

polynomial. It should be noted that M.D.S. during its drift south of 

Anticosti Island met these restrictions only very approximately at best. 

Since the floe vas moving thro ughout the period of observation 

the analysis for each tide vas l:iJnited to successive sets of data 



analysed over a time equal to t.bree tidal periods. The tidal. ellipse 

vas then found and used to determiœ the tidal component at the centre 

of the period analysed. The entire proced1lre was iterated at intervals 

of 10 minutes corresponding to the spacing of the original data, the 

tidal component being deducted from the data at the mid-point, for 

each step. Tidal components at the tlio ends of the series were computed 

directly from the first and last tiidal ellipse. Since the data vas 

spaced in uni ta of sidereal time, lunar beur differences vere determined 

by weigbting, in the ~ casef hourq values fran a table of length 37 

sidere al hours. 

4.5 - Analysis of Results 

Amplitudes of the major and mino~ axes of the tidal ellipse 

computed for M2 and KI are show in Figure 4.03. Since the relationship 

betveen the co-tidal and co-range curves and the tidal stream can oIlly 

be calculated in tiB simplest of examples (Defant, 1960), we cannat 

expect to predict the tidal streans from charts such as those shown in 

Figures 4.01 and 4.92. However, from considerations of water transports 

implied by the co-range lines, it would sean reasonable to expect snall 

tidal streams close to the amphidromic point and close to the reflecting 

barrier of the St. Lawrence Es tuaI)'" , vith a maximum sanewhere between. 

If that is the case, then the major axis of M2 shawn in Figure 4.03 would 

appear to bear this out, the maximum being located mid-vay betveen 

Southwest Point and the Gaspé coast. 

Anotber feature of the M2 major axis, is the unsteady behaviour 

over the l6th and 17th of February. This effect is undoubtedl.y a 

consequence of the rapid change in direction and velocity during the 

l7th. The decrease in magnitude of the major aXis during the last part 
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of the observed drift must also be attributed in part to the fact that 

the noe was cutting the co-tidal lines at this time. Inasnuch as the 

different contributions to the computed ellipse were not in phase, 

the axes of the ellipse must be corresponcli..."lgly reduced. 

The major axis varies between .4 and .8 knots, somewhat higher 

than the Mean value of .34 given by Farquharson (1966) for station 5, 

Figure 2.01, which M.D.S. passed at about 1200 hours on the 16th. 

Between 0000 hours on February 15th and 1200 hours on the 17th the minor 

~ axis is less than .1 knots. The transverse component of the 

oscillation only becomes significant outside the narrowest part of 

the Passage. Since negative values resu1t for the minor axis, a clock­

wise rotation is determined for the M2 constituent. Farquharson (1962) 

gives two values of major te minor axis ratios for the Passage: 

.36 and .19. The ratios detennined for M.D.S. vary between .25 and .14. 

The horizontal diurnal constituent is barely one fifth of the 

sem.i-diumal tide which conforms te expectationa based on Farquharson's 

resu1ts, Table 4-1. The axes are too S!!lall for variations to be 

considered meaningful in view of the length of the observations but it 

is c1ear that the minor axis is negligible. 

The orientation of the tidal ellipse for the ~ constituent 

is given for various points along the drift path in Figure 4.04. The 

tidal effect appears to be oriented along the coast until the floe moved 
/ / 1 

past therpé ~SUlt when the ellipse takes on a N.E.-S.W. 

orientation. However, part of this effect must again be ascribed to 

the rapid changes in ve10city undergone by the floe on February 17th. 
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A further complication that will not be considered here is 

the effect that tide-generated internal wves might have on the ice 

motion. The velocity data before and after deduction of the tidal 

component by the method outlined above is given in Figures 4.05 am 

4.06. In Chapter 6 spectral. analysis of the drift data is discussed 

and tœ resul ta of this are shown in Figure 6.02, in which the 

peaks caused by tidal. motion are clear~ visible. A si mi 1 ar calculation 

on the data after the removal. of the tidal component yielded a peak 

at the ~ frequency of approximately one fifth the Bize of that SOOlm 

in Figo.re 6.02. 
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Chapter 5 - Analysis of Wind-stress 

5.1 - Meteorology of observation period 

The meteol'Ological conditions over the Gulf of St. Lawrence 

during the drift of M.D.S. may be l'Oughly divided into two parts. The 

first of these ex"tended from February l2th until early on the 17th. 

During this time the wind vas from tœ west, increasing slowly but 

without abrupt changes. Two 10w pressure areas stradàl.ed the Golf, one 

over New.foundland., the other over Quebec CiV. Doring the l5th 

another 10w moved north towards NewfolIDdland disp1aci.ng the first, but 

conditions changed little over the Gulf. 

The second period was one of marked variation. Late on the 

16th a pressure ridge began to develop west of the Gulf. Doring the 

day the ridge became more pronounced and travelled eastwards over the 

St. Lawrence Estuary and out acl'OSS the Gulf. Between 0600 hours and 

0900 hours the ridge passed over M.D.S. '!'he pressure distribution at 

that time is shawn in Figure 5.01. When this happened the surface wind 

droppe d, then swung round anti:-e1ockwi.se thl'Ough 1000 • At tœ sane time 

another lov started moving in from the west. Throughout tœ rest of 

the 17th the wind increased in velo city 'blrning still further in the 

same direction un til early on February lBth. By this time the 10w tllat 

had moved in fl'Om the west stood over the western end of the Gulf. 

During the lBth it moved north over Anticosti Island towards Labrador 

where it stqed throughout the 19th and 20th leaving stl'Ong westerlies 

in its wake, vith estimated geostrophic velocities exceecling 100 

knots on one occasion. FiM]Jy, during the 2lst and 22nd the lev 

over Labrador moveti west spreading out over the Gulf' as i t travelled. 



e 

~{elf8~r..rf.doe 
Fm. 16th. 

1/ , , , , , , , 

1 
1 
1 
1 QUEBEC 

1 . ., 
"sltlon ; 
'of Ice 1 
floe r , , , 

1 ,-

''''Pressure rldge at 
06 G.M. T. Feb.l7th 
1968 

50 1600 

1004mb 

Figure 5.01- Pressure Map for 0600 hrs February 17th 
Showina MoVement of Pressure Ridge. 
11=l'1"\rY\ r\" T ~ •• .,4,...",L'l ~"'''' •• .,._ 1"1-.._ ...... \ 

e 

\JJ 
\JJ 
• 



34. 

5.2 - The relationship between geostrophic wind and surface stress 

Any ~-to-~ attempt to predict the movement of ice over a 

large region must utilise data from synoptic pressure maps in order 

to estimate surface wind-stress. From the recorded pressure distribution 

it is possible to determine the veloci ty of the frictionless geostrophic 

w:i.nd, which always tends to blow along the isobars at a velocity 

determi ned by the equation 

, ôi 
\J~ a - 1.5 .~ 
,,= ..!- .'oe 
:l !.§ ~ 

where , are the geostrophic velocities in the 

~ 
():;IL is the air density, direction'respective~, 

the ~ and j components of the horizontal atmospheric pressure 

gradient, and f is the Coriolis parame ter defined by i · 2. n~ 9 , 

.n. being the angular velocity of the earth. In the event of significant 

centripetal acceleration occurring due to the curvature of the isobare 

the equations cease to be valide Approximations ruitable for such 

situations have been developed by Haurwitz (1936). 

In practice meteorologists use standard sc ales for reading the 

geostrophic wind direct from the pressure maps. These scales must be 

prepared for the type of chart on which the curves are draw, including 

a correction for the map distortion factor, and are calibrated for 

latitude and the distance between successive pressure curves. A scale 

calculated for the typical Gulf latitude of 490
, for use vith a 

o 
1:5,000,000 polar stereographie projection true at 60 North vith 

pressure lines 4 mb spart is gi ven in. Figure 5 .. 02. The direction of 



e 

~ 
0 z 
~ 

Q 

~ 
~ 

u 
~ a... 
0 
~., 

CI) , 

0 
UJ 
(!) 

i 
10 

Conversion scale to flnd aeostrophlc 
wlnd veloclty from surface pressure 
chart. Calculated for 1:5,000,000 
pOlar stereographie proj ectlon true at 
60° N for pressure curves drawn at 
4mb spaclngs, for lat. 49°. 

1 2 3 4 5 6 7 8 9 . 10 
DISTANCE IN CM BETWEEN 4mb PRESSURE 

CURVES 

Figure 5.02 - Scale for Determing\élocity, 
of Geostrop~ic Winâ trom 
Pressure Maps. , 

e 

~ 
• 



36 •. 

the geostrophic wind is taken to be along the isobar at tœ point 

measured, to the right in the Northem hemisphere for a negative 

pressure gradient. It is also possible to use fini te differencing 

techniques such as that given by Bladtford and Tsang (1964); 

however, it is perhaps questionable llbether such a method actually 

gives mOre precise values over an area like the Gulf of st. Lawrence 

ltilere pressure curves must be estimated from. stations some distance 

from the point at which the gradient is required. 

Estimating the surface stress fl'Om the geostrophic wind is a 

much harder prob1em. It ia necessar,y to integrate the equations of 

motion from the surface to the geostrophic wind 1eve1. If the pressure 

gradient is constant with height and the wind ia unaccelerated, the 

surface Yi.nd. stress exactly balances the Coriolis force so that the 

1inearised equations become 

•••• (5.01) 

are the X, ~ components of wind ve10city at 

height ~ and KIVl is the kinematic edd;y viscosity at this height. 

Integration of equations (5.01) requires knowledge or the vertical 

distribution of eddy viscosity. The problem has been attacked mlder 

various assumptions. ban (1905) and Tqlor (1915) took KW\ 
to be uniform wi th height, Kohler (1933) asalllled i t to mcresse by some 

power of tœ height and Roasby and Montgomery (1935) combined a 
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a Prandtl-type boundary layer wi th a logarithmic spiral solution. 

Ellison (1956) asslDlled Kft\ '00 be ot the torm 

K. : ){. u* !. 
where U· is the surtace triction velocity and ko the 

von Kaman constant. 

The MOSt satistac'OOry analysis appears '00. be tliat given by 

Blackadar (1962). Following a suggestion ot Heisenberg (1948) he 

assumed 

K = f ~ l"~ 
'" 

where t is a typical eddy length and € is the rate ot 

dissipation ot turbulent energy defined by 

USing the results ot Lettau (1950) and Panotsky and McCormick (1$60), 

he assumed l to be re1ated to height by the relationship 

{: Ro! (\ .. \(.~/À) 

where ~ is the value ot t in the free atmosphere. In a 

neutral atmosphere À is related '00 the Surface Rossby ·Humber 

~ It and empirical studies show that 

ID.ackadar integrated (5.01) numerically using these relationships 

and obtained a curve relating U·/V, to 

curve relating the cross-isobar wind angle 0(. 

V, ~fo and also a 

to ~ /tZo , where 

to is the surface roughness parameter. The concept of a roughness 

parameter is wide1y used in discussions of the frictional coupling 
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between fiuid and solid surface. Its value is generally determined 

by its effect on the fluid's ve10city profile rather tban direct 

measurement, but in general it appears to ha~ a value of approximate1l" 

lf.J) that of representative features on the solid surface. Both of 

tœ curves found bl" Blackadar are sholm in Figure 5.03. 

The variation cf cross-isobar angle oCo with stability has 

been discussed bl" Frost (1948) who found that 

l' n 
0<.0 = ~ . ï 

where p occurs in the expression Frost had assumed for the 

distribution of ecicW viscosiW-: 

He found that ~ varied between 1t2 tor high stability snd ~ for 

low stability, giving cross-isobar angles of .300 and 80 respectively. 

5.03 - Analysis of results 

Surface and geo strophic wind veloci ties and direction over 

:M.D.S. are shown in Figures 5.04 and 5.05. The geostl'ophic wind data 

was scal.ed directly from 1:5,000,000 Department of Transport atmOSpheric 

pressure maps. Geostrophic wind values from February 19th must be 

considered wi th caution sinee no position data was tben available. 

Posi tions were linear1l" interpo1ated between the 19th and the pick-up 

date, February 22nd. The author is indebted to J. Walmsl.el" who ld.ndll" 

supplied nearly one balf of the geostrophic values shown. 

In order to compare the anemometer read1ngs with the geostrophic 

values smoothing of the surface w1nd data were required. The 

procedure used was to fit the data vith the orthogonal. polynomials 

described earlier using least squares criteria. 12-bour periods vere 



40 
30 

20 
K 10 

N 128 

o ID 

100 

T 90 

S 80 

70 

60 

50 

40 

30 

20 

---10 

0 

e 

A ;\ --, '~, ..... " \ \ / " " ... , , " ...... , l ,xl 
\' --\ L " ,,'" ~ 

\ " .......... , ~ 
\./ GEOSTROPHC ANEMOMETER 

VELOC ITY VELOCITY 
FEB. 14th 

1 
ft 
1\ 

AI' 

l5th 

l , , , 
l , , , 1 

1 \ l , Il 
" , , " l , ," " l , , ' l' 1 V' " l , , \ ," , " " 

1 6th 1 7th 

1 \ ", \ " " 1 \ __ " , ,l, " 1 ,\ 
1 \ 1 \: \l , l' 1\ 

l ': \, \ l , l' l , 
l 'z:_." l , 1 \ 1 1 l , l , 

1 vQ CALCULA-I/ \ l...... \ " 
___ TED FROM \ / '--' 

~ ,. ESTIMATED', 1 

POSITIONS AFTER "\ ,.....- ... _-\ " 
FEB. 18th. \,' \-... , " 

\, 

18th 1 1 9th 120th 121st 1 22nd ~ l23rd 
Figure 5.04 - Estimated Geostrophic Wind \kbcity and 

Srnoothed Aneniometer \klocity Data. 

e 

~ 
• 



e 

WIND DIRECTION (To) IN DEGREES GEOSTR>PHIC 
FROM THE NOR1J", / ....... -.. .. ~ ..... \ DIRECTION " \ -.. ' '''"'-..--.. ~ . 1 \.... " ' ... -..,.., .,. , __ ." __ _ 

l' ", ...... ' .. --,," •• ~ 
l ' , , 1 V 

~ ... '----~--------

14th 15th 16th 

• 
--- , -- '. , , ,..-- . , . '-~ 

, 

18th 19th 20th 21at 22nd 

SMOOTHED 
-.. , ANEMOMETER 

\ DIRECTION 
\ , , 
• , 
\ '--, " .... , 

\ 
\ 

23 rd 

Figure 5.05 - Estimated Geostrophic Wm Directim and 
Smoothed Anemometer Direction Data 

4 

e 

f:; 
• 



42. 

taken in 6-hour~ :incranents vi th a 3-hourll'" overlap at each end., 

polynomials of œximum degree 3 being fitted for each periode 

It is clear from Figures 5.04 and 5.05 that the surface w:illd 

does follow the estimated geostrophic velocity and direction to some 

extent. In general the anrface wirrl deviates to the right of the 

geostrophic WJ.lld and the surface ve10city is smaller, though this 

does not hold in all cases. The rather poor agreement over the 19th 

mal'" be part~ due T.o an incorrect estimate of the position. It must 

also be pointed out that since the anemometer stopped worldng before 

being picked up there is no check on the accuracl'" of the timi ng 

mechaniam. 

The relationship between surface and geostrophic velocity and 

direction obtained from the anemometer and pressure maps vas analysed 

statistic~. Theae results are given in Table 5-01. They show that 

a very much higher correlation exists between ctirections than between 

ve1ocities. However, the correlation between Geostrophic ve10city 

and angle of devia tion, denoted '" 0 , is negligibl.e. The man 

surface deviation was 400 to the left of the geostrophic direction vith 

a standard devia tion of 290
• A linear regression between the geostrophic 

velocity and the percent reduction in velocity represented by the 

surface vind and denoted bl'" .. vas made and the result is given in 

Figure 5.06. 

In an attempt to obtain more meaningfu1 re1ationships a 

statistical ana.lysis vas made of 95 on-shore winds measured at 

meteorological stations 8l'01md the Gulf during tœ period that M.D.S. 

was under observation. The standard meteoro1ogical station measuring 

height is la me te ra • The autihor is again indebted to J. Walmsley for 
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TABLE ,-01 

LINEAR REGRESSION ANALYsrS OF WIND DATA. 

1. Geostrophic & Surface Winds (3 m. ht.) over M.D.S. 

Dependent Varia.ble 

Geostrophic 
Velocity 

Geostrophic 
Velocity 

Geostrophic 
Direction 

Geas trophic 
Velocity 

IndependEll t 
Variable 

Anemometer Velo­
city 

R (% Reduc­
tion) 

Anemometer Direc­
tion 

0(0 (Deviation) 

Correlation 
% 

,3 

,3 

92 

4 

Hull 
B;ypothesis 

)10 

2. Geostrophic & Surface Winds (10 m. ht.) from Met. Stations 

Dependent Variable Independent 
Variable 

Geostrophic Anemometer Velo-
Velocit,y city 

Geostrophic R 
Ve10city 

Geostrophic 
Veloci ty 0(0 

Geostrophic·. Anemometer Velo-
Velocity(only values cit.y 

20 knots 
considered) 

Gao strophie 
Velocity (ft) 

R 

Geostrophie 4némometer Velo-
Ve1ocity(only values cit.y 

30 knots 
considered) 

Geostrophic 
Velocity (ft) 

Correla tion Hull * % Hypotbesis 

67 < ., 

,1 <. ., 

27 2., 

43 < ., 

1 

31 , 

28 10 

* % Significance level at which ve may reject the b;ypothesis tbat 
the variance accounted for by regression is more tban could 
reasonably be accounted for if a1l true regreasion coefficients vere zero. 
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supp~ the data. The pmpose in selecting on-shore ldnds vas to 

reduce local topographie effects; it vas further hoped that the 

frictional effects of the ice-surface on the geostrophic 1d.nd might 

be fairly representative of that 'surrounding M.D.S. The limitations 

of this sort of analysis are appreciated, but it should be EIIlphaaized 

that attempts to predict ice motion in this area must always rely 

heavily on data collected from stations al'Ound the Gulf, and it is 

therefore important to learn how to use tbis data. 

The intention in this analysis vas to seek simple, empirical 

relationships be'tween the geostrophic speed and the tllO parameters 

necessary to deduce surface wind.: the deviation angle and the percent 

reduction in veloci~. Regression vas limited to first degree sinee 

there seemed little point in fitting second or higher degree curves to 

such scattered and limited data. The results are given in Table 5-01. 

Reasonable . correlation vas found between the geo strophic veleei ty and 

percent reduction at the surface but the direction data is too scattered 

to provide a useful relationship betweE11 geostrophic veloci ty and 

deviation. Attempts to obtain better correlations by neg1ecting lower 

velocities, vhich are harder to estimate accurately from the pressure 

maps, were not successful. 

The regression curve relating geostrophic velcei ty and percent 

reduction is plot ted in Figure 5.06 together vith 95% population 

confidence limita for the standard error of estimate. That the slope 

is almost identical to that found for the fioe data. can only be 

regarded as coincidental. However, i t is perhaps lIIOrth noting 

that the meteorologicaJ. station curve is shifted upwards froll the fioe 

data regression 1ine, that is, towards higher values of R fOl" 

each geostrophic velocity. This resul:t mq be explained by tœ 
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topographie al influence near the meteorological stations. Even 

though the analysis wa.s restricted to on-shore winds, many of the 

stations are si mated saveral miles inland and local topogt-apb;y can 

be e::xpected to decrease the surface wind despite the slightly gt-eater 

beight at which i t is measured, thus shifting tœ regression curve 

upwards. 

Using the curves given in Figure 5.03 by Black:adar (1962), we 

May consider the following example. Let the geostrophic wind ", 

be 60 knots, the latitude 490 and tœ upper ice surface roughness lo 
be .02 cm corresponding to the value given by Untersteiner and 

Badgley (1965). Tbm 

\~ [ft] 
ao 

:: lOCI lltlJ' 10'1 -=. q.IS 
~.o 

If va assume neutral. stability and use Figu.re 5.03 va obtain 

\Lit : '01.~ 
V, 

. Bnt since 

where Ro =.4 is von Karman's constant and Z =300 an is the 

H.D.S. anemometer height va have 

This represents a geostrophic to surface velocity reduction of 45% 

which is not too far off the 40% given by the regression curve in 

Figure 5.06. The data were too scattered to permit a comparison of 

predicted and measured cross-isobar angle. 

Finally, an antocorrelation an~s:ts perfonned on the surface 

wind data showed that there vas no dominant frequency of wind gusts. 
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Chapter 6 - Statistical Analysis of Wind Drift 

6.1 - Transient Response 

The drif't velo ci ty and direction is sho'Wll in Figures 3.05 and 

3.06. Apart fram the tidal component and a fluctuation shortly befora 

Februa17 l5th, M.D.S. drifted at a graduallJ' increasing speed until 

the 16th. Ear1y on the 17th the wind dropped and shifted. The abrupt 

change in direction is c1early indicated in Figure 3.06. On the 18th 

the fioe drifted E.S.E. again at a rapidly increasing veleei ty. 

The strongly transient characteristics of the drift pattem 

provide an opportunity for determining the response of the ice to a 

change in the wind-stress. Wind ve10cities vere compared throughout 

the drift period with drift velo ci ties for different 1ag times in 

steps of ten minutes. Drift veloci ties after dechction of the tidal 

component vere used; both wind and drift ve1eei ties were nomalised 

before comparison. Normalisation vas carried out by using the 

transformation: 

where 

X• _w 
t ·-Ift 

S·,))· 

~ = the Mean of the series 

~.1).= the Standard Deviation 

and the prime denotes the transforme d variable. Thus the standard 

deviation of each series is set equal te unit y, and the means coincide. 

The carrela tion vas sought for successive lag steps using the 

re1ationship given by Blackman and Tukey (1959): 
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where, 

'J = cross-correlation for lag j. 

ft, = number of observations in each series 
. 

J = 0, 1, 2, 3, ••• represents 1ag steps of 0, l, 2, ••• etc • 
• /Ji. 

W~ • Dt = c.. absolute value of wind and drift veIocities 
respectively. 

The results of this analysis are given in Figure 6.01. From 

this it is seen that a 76% cross-correlation is achieved in less than 

two hours. The rapid decrease af'ter this point must be attributed 

to the continual variation of the wind. Since the w.ind rarely blows 

in the sarne direction and at the same speed for very long, the fIoe 

drift can oIlly be corre1ated w.i. th recent wind conditions. 

6.2 - Spectral Analysis 

If the drift ve10ci ty is transformed into the frequency domaj D 

i t is pos sible to investig ate the dominant drift componen ts at different 

frequencies. The transformation is nonnally performed on the auto­

correlation fmction of the data for successive 1ags (Blackman and 

Tukey, 1959) and this technique was used in the fo1lowing an~is. 

A 'l'ukey window vas used a.l'ld in order to analyse a wide r~e of 

frequencies vith maximum resolution the data vere processed in four 

sets using a maximum of 30 lags in each set. Minimum lag times were 

5, 3 and 1 hours; for examining high frequency noise the two-minute 

unsmoothed. data were used. 

No significant peak occurred in the high frequency spectrum, 

which is not smwn here. The 5 and 3 beur data. hovever, clearly 

indicate the tidal conat! tuent M2' (Figure 6.02). The constituent 
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KI is not sharp~ defined, but the 5 mur data do show a well-defiœd 

peak at the inertial period, marked l.P. in Figure 6.02, of 16 bours. 

This peak <bes not c1early show up in the spectrum of 3 bour data, a 

fact which emphasises the importance of using different decimation 

ratios for examining.different fre~encies. 

Energy den si ty is p10tted on a logari tbmic scala since tbis 

permi ts us te represent tœ confidence interval for the spectrum by a 

constant interval about the spectral est:ima.te (Jenldns an::l Watts, 1968). 

The confidence limita on a logari tbmic scale are gi ven by 

where cl.t. is the number of degrees of free<bm appropriate to the 

-spectral. window anp1oyed, L (t) is the value of tœ autospectra 

at fre~ency f , 100 (,_ 0'.) is the percent confidence 

required and ~d.f is the probability distribution for the given 

number of degrees of free<bm. Given .l.f. and OC f the 1imits each 

-side of (.'1'\ can be found by reference to appropriate tables or 

graph:: (Jenkins and l'latts, 1968). 

In interpreting the peaks shmm in Figure 6.02 the confidence 

interva1. must a1~ be considered. The inertial period is close to the 

mjnimum frequency tbat can be satisfacte~ reso1ved w.i.th the length of 

data series used here. 

6.3 - A Steady State Solution 

Although the drift of M.D.S. was strong~ time-dependent for 

MOSt of the period in which wind ve10ci ty and ice-motion were observed, 

from 0000 bours te 1200 hours on February 16th May be considered a 



t:ime of sufficiently steaqy conditions for an equilibrium solution 

to be tested. 

The theory ilSed in the follow:ing a.nal.ysis is that gi ven by 

Reed and Campbell (1960). In this model tbree forces are considered: 

wind-stress, water-drag and the Coriolis force. The balance of 

these forces is sho~ in Figure 6.03. 

In this case the wind-stress will be determined assuming a 

Prandtl-type boundary layer: 

•••• (6.02) 
-... 

where W~ is the air veloci t'y vector at the anemometer height 

~, and ~o is the upper surface roughness paraneter discussed 

earlier. 

The Coriolis force is a "pseudo-force" arising from the use 

of a rotating co-ordinate system and the horizontal component is given 

.... -7 oP' '\1 .. _ le .. = J.. n; 'J V te. 

•••• (6.03) 

is the unit vector pOinting libere f ~ 1. n ~'"" (J 

upwards 1 and 1 h, is the prodllct of ice density and thickness. 

The unusual aspect of the Reed and Campbell model is the 

formulation of water-stress. The theory takes account of a Prandtl-type 

bOllDdary layer in which the Coriolis force is neglected and in which the 

vertical shear is assumed to be uniforme At the interface between 
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the boundary' layer and the subsurface water on which the Coriolis 
o 

force acts, a 4, deviation in the direction of flow, to the right 

in the Nortbern hemisphere, is tàcen, analogous to the deflection 

given by han IS wind-driven current tbeory at the air-water interface 

(Eblan, 1965). Within the boundary ~er the ed~ viscosity is 

taken to increase linearly from the surface matching tœ edd;y viscosi ty 

of the spiral layer at the interface, beneath which it is assumed 

to be constant. 

The water-stress may be put in a form analogons te (6.02) 

if the relative velocity vecter between the ice and the top of the 

spiral layer, r is used: 

•••• (6.04) 

where Z. is now the rougbness paraneter for the lower surface 

of the ice. 

If these forces are now resolved into '" and!l components 

and the assomptions made earlier concerning edqy viscosi ty are used, the 

f'ollowing equations are obtained: 

•••• (6.05) 

•... (6.~) 

•••• (6.07) 

•••• (6.08) 



wbere •••• (6.09) 

and 

1 

~w = drag coefficient of water and is defined by 

~~~ R: [~(~)] -1 

"'t = thickness of boundary layer beneath ice 

" .. = ice thickness 

Ji. = ice densi"for 

f3 = angle between 

ol = angle between 

and r 
-7 

and V· • 
Heed and Canpbell (1962) found solutions by substi tnting a 

range of values for '" into equations (6.œ) and (6.07) in order to 

find the relation of r to ~t and ~ • Substituting these 

values into equation (6.08) gives r as a f\mction of ~ • 

Finally, Il and ~jJ. are substituted into (6.05) and 0( is 

found by trial. and error. 

Since the trial. and errer method of solution is very cumbersome 

attempts were made to solve (6.05) to (6.09) by one of the standard 

methods for non-linear equations; in this case the Wegstein meth:>d was 

tried (I.B.H., 1968 and Wegstein, 1960). However, the attempt was 

unsuccessful on account of the prox:imity of imaginary l'Oots to the real 

solution. This difficul~ emphasises oœ of the disadvantages of this 

model: it is not readily put into a fom appropriate for application 

to large amollllts of data. 

As before we make the assumption that the upper ice l'Oughness 

parameter is .02 cm conforming vith that given by Untersteiner and 

Badgley (1965). A typical ice thickness for tœ time under consideration 

is 50 cm. Tm lower roughness parameter and the boundary ~r thickness 
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are harder to estimate. The current measurements close to the ice are 

inconclusive, partly on acCOlmt of tœ uncertainty over the operation 

of the current meter. Johannessen, Potmder ~.!l. (1968) suggest a 

lover rouglmess paraneter of 4.9 an lihich seems large compared with 

the 2.0 cm given by Untersteiner and~ey for arctic ice, in spite 

of the rather rough appearance of the ice around M.D.S. The same 

report suggests a bounda.r:Y layer thickness of between 20 and 70 an. 

In view of the uncertainty of the data and the difficulty in estimating 

these parameters, the follOlliDg calculation must be considered with 

caution. 

If we talce the representative wind velocity am direction on 

FebroBry l6th between 0000 hours and 1200 hours as 1200 and 32 knots 

respecti vely, and accept- the following parameters, 

~ (upper) = .02 cm 

Z. (lover) = 4.0 cm 

Ht = 70 an 

!~ = 50 gr&'!IIaj am,2 

$. = 1.2 x 10-3 grams/cm3 

L= 1.02 grams/cm3 

tben, using trial and error methods a solution to equations (6.05) 

to (6.09) yields the values 

\l, = 75 cm! sec 

0( = 38.70 

correBpClnding to a relative velocity ~ of 17.0 cm/sec. 
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Average values observed during this period are 

'" = 80 cm/sec 

0( = lSO 
It is possible that internal ice stress accounts for the much smaller 

deviation angle recorded. A weak upstream current may also have 

been present, though this would seem unlikely in view of 't:œ sustained 

westerly winds prior to the l6th. It is more probable that the 

parazœters chosen are not truly representative for this case. Never­

theless, surprisingly good agreement wi th the drift velocity is 

obtained. Accurate estimation of the deviation 0( hasalways 

been a difficult problem and no ice-drift theory has yet been able to 

bandle i t very sa tisfactorily • 
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Chapter 7 - The Time Dependent Motion of Sea Ice 

7.1 - Introduction 

The drift of sea ice has occupied the attention of oceanographers 

ever since the remarkab1e Fram expedition in tœ late 19th centll27. 

Ear1y interest in this pro blem 1~ in the f act that the angle between 

drift and 'Wind vectors is much less than that predicted by hants 

theory. 

The first mdels such as that given by Nansen (1902) concentrated 

on the solution of an equation rel.a.ting the forces of wind-stress, 

water-stress and the Coriolis force. Sverdrup (1928) attempted to 

exp1ain the discrepancy wi th hants theory by including an internal 

ice-stress which he took to be proportional and opposite in direction 

to tœ ice ve10ci ty, but this required h:im to postu1ate much higher 

wind-stress values than actua.11y existe Rossby and Montgomery (1935) 

vere the first to realise tœ importance of a boundary layer next to 

the ice, a concept used also by Slmleikin (1938). More recently the 

empirical models of Zubov (1943) and Gordienko (1958) May be mentioned, 

and the solution of Fukutomi (1958) appropriate to enclosed regions .. 

Fel'zenbaum (1958) included water currents but neglected the boundary 

layers at the ice interfaces, a deficiency made good in the Raed and 

Campbell (1960) model discussed earlier. A significant departure fl'Om 

pretioua methods ia that given by Campbell (1S'S4), in Which two­

dimansional partial differential equations are numerica~ integrated 

on a vast scale, pemitting theinc1.uaion of surface ice interaction 

which Campbell represented by the Laplacian of the ice velocity. 

A1l these theories applied to the steac\r-state or llquasi­

equilibriumll pl'Ob1em in which the forces vere hel.d on average to be 



in balance and the ice drifted at cons tan t veloci ty in the same 

direction. There have, however, been a few attempts to analyse the 

problan of time-dependent motion. In Sverdrup's discussion of the 

steady-state drift of ice, there is also included an an~s:is of 

transient motion in which he integrated bis equations under a few 

s:imple assumptions regarding the wind-stress. His purpose in doing 

th:is was to est:imate the average effect of a wind tba t was gradually 

changing in veloci ty or direction. The equations investigated by 

Sverdrup vere 

du - ~ clt 

•••• (7.01) 

vhere W}C and Wy are the X and ~ components of the 

tœ-dependent wind-stress and c.. and c~ are constants defining 

the relation between w:ind velo city and wind-stress and between ice 

velo city and the resistance to motion due to intemal ice stress. 

Sverdrup based h:is assumption that the resistance to motion vas 

dominated by internal stresses and that the water drag could be neglected 

on bis observations of the sharp densiv discontinuity at 30 m. during 

w:inter months over the North Siberian Shelf. He believed tbis to imply 

a very lov vertical edctr viscosity at the discontinuity so that the ice 

and upper water layer would slip over the lower layer as a solid mass, 

vi thout friction. Moreover, the extensive ridging suggested the 

importance of ice-stresses. 

Shuleikin (1938) also discussed transient ice motion. He 
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limited bis analysis to a simple step-function type of wind-stress and 

considered two cases: a low i.ce ve10city at which the water resistance 

could be neglected, and a high ice ve10city at wbich the Coriolis 

force could be neglected in comparison to the water resistance. Shulei.kin 

used tbese mode1s to estimate that tœ ice li:>uld reach 85% of its 

terminal ve10ci ty wi thin one hour of such a wind-stress beginning. 

In 1930 Fje1dstad put forward a theory in which he inc1uded 

the resistance to motion offered by tœ water in addition to internal 

ice-stress (Fjeldstad, 1930). In this rather complicated mathematical 

treatment the linearised equations of motion are integrated vertic~ 

in order to determine the surface ve10ci ty. Fjeldstad inc1uded the 

internal ice-stress terms as they appear in equations (7.01), but 

negle\:ted the maas of the ice. He thus treated the ice-water system 

as a homogeneous fluid, acted on by a surface wind-stress, but also 

subject to a surface skin resistance. 

Fje1dstad' s neg1ect of the ice mass might be justifiable if 

the viscosi'tir is invariant vi th depth and if the accelerations are 

relative1y smal1, for then the solid surface acta merely to transmit the 

stresses to the water beneath, which at smal1 depth moves at a 

velocity nearly equal to the ice. The theory ceases to be useful if 

we accept the findings of Rossby and Montganery (1935) and include a 

sharp change in the vertical eddy vis co si ty close to the surface, 

for then the behaviour of the ice and surface layers .1.11 be very 

different to the slightly deeper water. Fje1dstad' s paper is nevertheless 

important in that it is the only time-dependent ice drift tœory to date 

that has ~"lc1uded the vertically integrated equations of motion; 

moreover, i t provided a sat:if:factory matœmatical derivation of 
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Fredholm's solution for wind-driven currents (Ekman, 1905), it was 

the first model te allow for the affects of fini te depth of the 

ocean and it alse laid the foundation far the significant contribution 

of Hidaka (1932) which will be discussed later, and of Nomitsu (1933) 

and Defant (1940). 

More recently Brown and Crary (1958) considered the effect of 

movihg air systems over an ice field and were able te measure the tilt 

of the surface using a sensitive bubble level. Current measurements at 

150 m. in the same study suggested the existence of a counter-current 

tending te balance the depression. Hunkins (1967) used equations (7.0l) 

te investigate inertial oscillations of the arctic ice-island T-3 and 

integrated them analytically for the case of a step-function wind-stress. 

Hunkins was interested in summer ice conditions ri th loose pack-ice 

and he therefore used the terms C~" and c,z.V in (7 .01) te 

describe the water-drag effects. 

Reed and Campbell (1960) took the non-linear equations 

A... _" 1 ~ •• l l'_ li :: '-, 'NI( - ~ V + TV 

•• •• (7.02) 

and integrated the.m numerically under a step-function wind-stress. 

The resul t is sholm in Figure 7 .01. 

Until very recently the q'llali ~ of navigation data has not 

permi tted the s tudy of accelerations on the scale enccuntered in ice 

studies. Another problem has been tœ labonous computation necessa..~ 

in the use of the more complicated solutions, likely te arise in the 
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in the study of time-dependent motion. Improved navigation techniques 

and the availabili~ of high-speed computers now permit us w analyse 

such modela vith observed data as input, rather than integrate 

simplified equations under the most stringent and artificial. assumptions. 

1.2 - Simple inertial model: Resonant Interaction and other properties 

Any large water mass bas certain natural periods of oscillation. 

In the Gulf of St. Lawrence we may expect to find a characteristic seiche 

frequency and also an inertial frequency determined by the latitude. 

Evidence of inertial. motion is suggested in Figure 6.02, but even if 

this vere not observed the forces involved are well-known and under 

certain circumstalJces may beCOlœ very important. 

In examin;ng the oscillations of T-3, Hankins (1961) found that 

the transient, terms in bis solution to (1.01) describe rotar,y motion 

vith the inertial period, agreeing in general form with bis observations. 

Rather than use (1.01) we sball consider the non-linear fom (7.02) 

which we m~ rewrite as 

Kw }w u"'" K.,..Î. 
... 

(lu = t" - + w' - Je 
cl~ ~ \\" .f. \-.. 

" " 
~" ~ -ju - 1<011 fw ,,1- 'St. t,. W2. -dL f\.~ 

.. ft '-', y 
•••• (7.03) 

vhere Kw and \(~ are the water and air drag coefficients, and 

the product of ice dansi ty and ice thickness. Figure 7 .01 

soovs tbat vben plotted in the u," plane the ice velocity spirals 

into the equilibrimn value. This is more obvious in the under-

damped case SOO'Wll in Figure 7.02, for a lover wind velocity and for 

parameters found to be realistic in the Gulf of, St. Lawrence. In 
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order to show more clearly the behaviour of solutions to (7.03) the 

abso1ute ve10ci ties for the case shown in Figure 7.02 are shom in 

Figure 7.03. 

Since the system described by (7.03) bas a characteristic 

periodicity, it is natural to examine its behaviour under forcing 

functions of different frequencies. The aànittance mIIY" be estimated 

numerically by applying a periodic forcing functicn am. wai. ting for the 

system to reach a state of uniform oscillation. This vas done using 

a sine vave input and finding the amplitude of oscillation after 

severaI cycles for a range of frequencies. Figure 7 .04 shows the 

curve detennined in this vay. Close to the inertial period the solution 

becomes unbounded. 

It is c1ear from Figure 7.04 that if changes in the wind-stress 

over the Gulf are of the order of the inertiaI period, the inertial 

period at Lat. 490 ls 16 heurs, i t is not unlikely that changes in 

the liind-stress cou1d 1ead to amplifications in the ice-water system. 

Although equations (7.03) do net al10w for seiche frequencies, 

resonant interaction could occur œre also. FiDa 'ly, i t siDuld be 

noted tbat wind-stress changes in phase vith the tides,can also 

result in amplification of the surface motion. 

7.3 - Application to measured w.i.nd-stress values 

The facili V w.i. th which equations such as (7.02) can be 

integrated suggest tb.eir use with measured 'Wind-stress data over an 

extended periode In order to compare the resu1t w.i.th the actual 

position fixes for M.D.S. the following systan of equations ~.waa used: 



g: u ... (." 
dt 

l~ : " ... C'j 
(l,t 

where '. and c., 

68. 

•••• (7.04) 

are the geostrophic current components for the 

area 1.mder consideration, upon which the ice motion due to other causes 

is superimposed. 

The system vas solved simultaneous~ to obtain.x and 'J 
at IG-minute time steps corresponding to the standard data spacings. 

The origin was taken at the point where wind measurements were beglm 

(figure 3.01), and the solution compared using different parameters 

wi th the original. position fixes. A predictor corrector method 

(Hamming, 1962) was first used to solve equatiol1S (7.04), but it was 

subsequently found that essential.ly the sane results vere obtained with 

less computation using the fourth order Runge-Kutta procedure. 

It became immediately obvious tba t in solving (7.04) it was 

not possible to attach the usual meaning to the water-drag coefficient. 

Realistic drift velocities could only be obtained by using a drag coefficient 

at least an order of magnitude less than that appropriate to the Reed 

and Campbell model. Variations of the different parameters vere tried 

in an attempt to determine which values Most nearly duplicated the 

shape and dimensions of the curve describing; the different floe 

posi tions. Moderate agreement was established using an areal. densi ty 

m. . of 300 grBms/cm.2, a water-drag coefficient of .002, an 



air-drag coefficient of .0025 and a cu.rrent velocity of 4 c:m/sec 

(ex = 3.5, ''J = -1.9). The respective curves are shown in Figure 7.05. 

In choosing an areal dansi ty of 300 grams/ an 2 ve are really 

implying tba t for some 250 cm. beneath the ice, the water moves with 

the ice masse This is of course a great simplification, but rather 

poor results are obtained if we take an areal dan si ty of only 

50 grams/cm2
• The result of choosing different densities is àlown 

in Figure 7.06. Both the shape of the curve and tœ orientation are 

affected by changing the mass. The increased deflection with greater 

mass is presumably a consequence of the larger Coriolis tenn. 

Variation of tœ coefficient of air-drag is shom in 

Figure 7.07. Since there appears to be fair agreement on this parameter 

it was held at the average value of .0025 in the tests to determine a 

best fit. Changes in the water-drag are given in Figure 7.C8. 

Finally, variations in the current are àl own in Figure 1 .09. 

Since there vas inadequate knowledge of the surface currents in the 

area a unifonn current in tœ general direction of drift had been assumed. 

Since the floe travelled some 150 kilometers over four ~s it is 

hard1y surprising tbat the tw curves shown in Figure 1.05 do ,not match 

more closely. The current is weak in this area, but is kno'WIl to be .. 
very variable witb. changing meteorological conditions. Moreover, it 

will not be alwa;ys in the sane direction at all points along the 

drift path. A still closer fit could bave been obtained if we bad 

taken a more rapid current over the 1.6tb. February, and sli>sequently a 

srnaJ..ler value than actua.lly used in Figure 1.05. In general it would 

seem advisable to set the current components, ex , 'y to be 

equal to simple functions of the .x., ~ co -ordinates, the function 
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parameters being determined from current da ta. as tœy become available. 

No attempt was made to àllow far tœ possibility of internal 

ice stress. The model described by (7.04) can be modified to include 

Sverdrup-type internàl resistanee by adding terms of tbe form. 

-NI a -rv 

on the right-hand side of the first t'Wo equations, mere '" is tœ 

stress coef1"icient. The presence of ridging on the ice surrounding 

M.D.S. indicates the possibili141 of internal stresses, tbrough the 

open water south of Anticosti Island and. the general agreement of the 

observations wi th the simple modal giveü above suggests tha. t this is 

not an important factor in the case studied bere. Sverdrup (192tl) 

bas shown how tidal motion can create ridging on an ice COYer. 

The model appears to frovide a reasonable Iœans of estimating 

iee drift. Application to 11.D.S. data. indicates that SOIœ 250 cm 

of water beneath the ice must be assumed to move vith the surface 

caver, and tbat a water-drag coefficient appropriate to this 

assumption is .002. 
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Chapter 8 - Subsurface Accelerations 

8.1 - Integration of Equations of Motion: uniform eddy vis co si ty 

The limitation of models such as that considered in Chapter 7 

is that they do not allow for the integrated effects of pretioua events 

on the water motion, arxi hence on the drag exerted by tœ water on 

the ice. The only theoI7 that ~ok tbis into account vas Fjeldstad 1 s, 

but aince Fjeldstad neglected the mass of the ice he was not concemed 

wi th the water drag, bo. t only ld th the velocity at the top of the 

water column. 

The stress exerted by water on a mov.ing sheet of ice will be 

the product of the (eddy) v.i.scosity and the surface velocity shear of 

the water. The velocity sbear in turn wilJ. be some function of the 

ice velocity at the t:ime considere d, together with the integrated affects 

of prev.i.ous ice motion on the water masse In order to analyse the 

surface shear we must therefore consider the equations of motion goveming 

the water beneath the ice. In this analysis we neg1ect the curvature 

of the earth; we assume the surface stress to be distributed uniformly 

over an area great enough so that horizontal pressure gradients will 

not influence the result w.i thin the ti.me periods of interest, and 

also tba. t there is no vertical advection of water great enough to affect 

the result, except in the sense :iJnplied by the use of a coefficient 

of eddy viscosi ty, J'e . 
Under these conditions the Navier-Stokes equations reduce to 

•••• (8.01) 
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is the vertical kinematic eddy viscosity. 

Assuming tbat the no-slip condition bo1ds at the sea-bed and also at 

the ice-water interface, va obtain the boundary and initial conditions: 

1. u l~,Ol .: r(~) , ,,(,~,O): b(~) where F(~ and &(1.) 

are functions defining the ve10city distribution at 

time t":O • 

iI"here v. (,tl and Vo (t\ 

are the ve10city components of the ice at time taO. 

The last boundary condition couples the partial differential 

equations (8.01) describing water motion, to the ordinary differential 

equations describing the ice motion: 

,,.. 0"" •••• lO. ~} 

where .,... ~~ and 1'~y are the lt and 'j components of 

wind-stress. These equations will bave to be integrated numerically 

under the specific in:Iiii.al conditions and wind-stress. This may he 

done in exactly the sane way as was done in Chàpter 7. It is the 

purpose of this chapter te detive expressions for the surface shear: 

and 

for substitution into equations (8.02). 
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If va use the transformation suggested by Fje1dstad (1930): 

•••• (8.03) 

it can be shawn (Appendix 4) that and must satisf'y 

•••• (8.04) 

Our conditions now become: 

1. Cp(lo,o):. F(~) 1 

2. ~ (~o., :. G-h:}, 

ft", a known function of e 

Gcv a known function of i. 

3. qJ(M,tl ~"\e>\H;t)-;.o 

4. <9 (o/t) ~ft + Vlo"tl l.",!t :'Vo 

5. -'() (O/~) ~ '''' t\: .. V ~o/t) Cas !t :. '4 
Sol ving (8.05) -4 and -5 gi. ves : 

\J (0, t) .. U. ~i", ft .,. Vo (Qs ft 

•••• (8.05) 

••••• (8.06) 

Hi.i3aka (1932) has shown how these equations (under ratber 

different boundary condi. tions) can be solved using Stoke13 1 Method of 

Integration. &wever" this method relies on the expansion of 'f 
and \,J in tems of eigenfunctions arising fram an ord:inar;y 

differential equation which includes the fonction ~~(~l. This 

author bas not been able to solve this equation for a viscosi ty 
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-
distribution appropria te to the situation described herej it appears 

that the solutions are likely to be very complicated. 

As a first step in examining this problan we shall consider 

the case of uniform ed<tr viscosity where \C""", 

is held to be constant. In this case the method of Laplace Trarui>rms 

yields a solution more readily tban Stokes 1 Integration Methode We 

make the simplifying assumption that the depth is infinite and that 

the water is motionless at time t = 0 • Since contributions to 

the solution decay exponentiallY with depth the effect of the former 

asswnption will be negligible for ordinary ocean depths. If the 

initial conditions are non-zero the solution can still be obtained 

by use of the Green 1 s Ftm,ction (Appendix 5). The boundary conditions 

are now: 

1. ~(~,o) os 'tH "1:,0) os 0 

2. "lo/t.,:. Vo (0, Ctt.) - \/0 iift (~t) 

3. "'\1 lo, t) :: \>0 Si" ft "" v. Cos ft 

and equations (8.04) May be rewritten 

•••• (8.07) 

•••• (8.08) 
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Applying the Laplace Transfomation 00 equations (8.08) we obtain 

0"" 

where the prime denotes the transformed function. For zero velo ci ty 

initial conditions we have 

Since and hence V 

of the two solutions 00 (8.09) 

-l~ 
A.e 

we must use only 

•••• (8.09) 

must be bounded as 

At the surface ë:- =0 we have condi tion (8.07)-2. Using 

the abbreviation 

thi.s becomes on transfonnation 

The solution of equation (8.09) which has this value at 
, , -tA-

is finite as l -') ()Q is Cf' = X, (p) e 
~ =0 and 
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New using the Superposition Theorem 

and the inverse transfozm of 

solution 

-~f~ 
e , we obtain the 

•••• (8.10) 

To obtain the shear at tœ surface we must take the limit 

as of the deriv2.tive wi th respect to of our 

solution (8.10). We may then substitute and l ('" into 
'fo#~ 

the shear equations: 

•••• (8.ll) 

where the subscript ~ denotes partial differentiation with 

respect to ~ • 
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8.2 - Evaluation of the Shear 

Taking the derivative of equation (8.10) yields, as ~ ... 0 

,,~ t~ 
- i'" 0 1.fait.. 

} 
We cannot evaJ..uate this ]jmit as 1." 0 dire c tly , since there is 

a singulari ty at ~ = t. , and in general the function is not 

defined an~tically. 

Suppose, however, that 

exists some 0. close to 

'X,(~) behaves such that there 

t , O(o..<t ,so that for 

. . 

, ~~= constant = 1l., . Then we could break 

the solution (8.10) intD two parts: 

•••• (8.12) 

Considering firat the second integral. on the R.H.S. of (8.12), we . 

use the transformation 

where U is the transfonned variable, am obtain 



-u 
e 

This is tœ incomplete Gamma function, 

which may be rewri tten: 

Finally, using the relationship (Appendix 4) 

J; erf l:IL) = 'Y <. I~ J ~a.) 

we have, 

so that equation (8.10) may be rewri tten 

•••• (8.13) 
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At this point we May note that :if we take '~Cf (~it) we 
,z-to 

obtain the previously defined surface value 'X'f. 
We wish to detennine the velocity shear at the surface, that 

is, we require liM ~ • Taking the derivative vith respect to 
~ .. o~ 

'i!: of the first term on the R.H.S. of equation (8.13) gives: 

, 
'. 

which in the limitas ~ ... 0 becomes 

•••• (8.14) 

Next using 

we take the derivative of the second term on the R.H.S. of (8.13) 

to obtain 

which in the 1imi t as 1;. ~ 0 becomes 

•••• (8.15) 
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Nov combining (8.14) and (8.15) we obtain 

(;tw\ 'aCP - 1 1" -*. - L 
""0 Ji - ~J .. IC.. 0 ~(~ l~/r) cL--l - ~., /Jtr-"--C-~-Q-) 

•••• (8.16) 

which is the required expression for surface shear~ 

If the ice had moved at a constant ve10city from time t::.O , 
ve wuld obtain 

which is exact for al.1 ~}o • A singularity occurs here at 

t =0, the physical significance of this being that the shear is 

infinite at that time due te the impulsive motion defined for the ice. 

In evaluating (8.16) numerically 0. would be taken as one 

time step prior ta t. • Since the time steps are chosen te be sma11 

enough in compar:i..son wi th the acceleration of the ice tha. t there vould 

be negligible change in ~(~ over one tiJile s~-p, the errera 

incurred by the restriction~.that (8.16) implies will be within those 

norma1.1y accepted when using numerical integration procedures. 

De~ equation (8.16) for V 

•••• (8.17) 

If ve let ')(" :'X.,lt) and X", :'X ... ({:) and substitute (8.16) and 

(8.17) inta (8.11) we obtain 
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(Uol~)~.~"t o\"ol"'()~~)S\ .. it 1lt~)~ cl~ -

.rI< ~(t.-o) llu.t t\C"'ft -1I.t~~l .. fl: ) Cc,t .llJ,tt)s,"* -1/.&) c...~) ti~ ttl 
... ~; i"~ r UVol~)C::U.~ -".l~)S. .. t~)(-<;';~~) • 

(~(~) ~"'~~ ~ 'Jo l~) ~~~) ~1 (t.·1:)-~d'( -

which simplifies to 

\ 
V : 

l l.~ft'w.. 

•••• (8.18) 

which ma:y be integrated nmœrically. The surface drag terms are given 

by the product of the sbear (8.18) and the eddy viscosity, the ordinaI7 

differential equation for the ice then being integrated in exactly 

the same wa:y as in the previous chapter. 

The integration of equations (8.D2) using (8.18) requires 

a complete integration of (8.18) at each time-step in the integration 

of (8.02). In practiee it would ~ be necessary to integrate 

back to t =0 each tilœ, sinee contributions are ~ighted by the 
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factor 
-\i. (t.--r) so that two or three hours would probably 

suffice. Having evaluated t:œ ice motion over a certain period it 

is then possible to use our solution (8.10), together with its 

analogous form in 'JI , to determine the water veloci ty at different 

times and depths: 

•••• (8.19) 

which mq be integrated numerically for all depths grea ter than 0 and 

ail times up to t • 

Equations (8.19) show that provided ~ is sufficiently 

far from t , tœ exponential term will not dominate the integrand 

for a specifie Z • The greater the depth, the greater must be the 

value (t,-'l: ) for the exponential tenn to disappear. This 

suggests a useful procedure for estimating the value of Km, since 

this parameter detennines the rate at which sur~ace velocity fluctuations 

diffuse dolmwards through the water. 

Consider an ice water system, initially motionless, which at 

time t =0 receives a surface impulse of the Dirac delta type 

such that: 
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a.t t =F 0 

OIJ Joo J U.lt)cl.t. ".lt)~:\ 
-tp -f/P 

In this case we may solve the velocity equations (8.19) to obtain 

•••• (8.20) 

The absolute velocit,y will then be 

Figure 8.01 shows absolute velocities attained at a depth of 

, meters with eddy viscosities of 7, and 100 (c.g.s.) respectively. 

It is seen that the viscosi ty not only changes the elapsed time for 

maximum velo city , but aIso the general shape of the:::curve. In practice 

and v.: ('t) will be continuously changing, and the 

velocity at any depth will then be simply a superposition of solutions 

of the type (8.20). By numerically integrating (8.19) with different 

values of ~ , correlation wi th the observed velocity may be used 

to obtain an average value of the eddy viscosity. 
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8.3 - Inclusion of the boundary layer 

A satisfactory evaluation of the drag exerted by the water 

on the ice must include an integration of the equations of motion 

w:i. th a depth-dependent eddy viscosi. ty. In partic'Ular, if lie accept 

that a Prandtl type of boundary layer exi.sts close to the ice, this 

implies a linear increase m eddy viscosi ty from the iee to the base 

of the boundary layer. Beneath the boundary léJ3'er the eddy viscosity 

is general1y assumed te be constant, though there appears to be li ttle 

evidence te support eitlEr this or a.rry alternative distribution. 

However, since changes in the eddy viscosity of the deeper layers 

infl. uence the solution to an extent exponentially decreasing with 

depth, a uniform value beneath the boundary layer is a reasonable 

assumption. 

Heed and Campbell (1960) matched equations under tbese 
- 0 

assumptions, but allowed a 45 direction shear at the interface. 

Hunkins (1967) obtained a good agreement between current profiles 

measured beneath the Aretic ice and tbat predicted by the boundary and 

spiral layer model proposed by ban (1928). l~mne:rous other lq-potheses 

bave been put fo rward. for the variation of eddy visco si. ty vi th depth: 

the prob1em is similar to that enccuntered in the case of air motion 

in Chàpter 5. Kozlov (1962) bas discussed the effect of variations 

in the viscosit,y coefficient in terms of power functions; Jeffreys (1923) 

considered the possibility that the coefficient was proportional to 

the square of the veloci ty shear. In Hidaka 1 s analysis of time­

dependent drift currents (1932), a solution was found for the expression 
I-~ 

KM = ~ (\- ~/S) 
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wbere A, B and C are chosen for the appropriate condi. tions. bever, 

tbis expression cannot describe the ai tuation in which the turbulence 

ia suppreased close te the surface. Fjeldstad (1930) suggested the 

use of eigen function expansions te express the variation of eddy 

viscosity w.i.th depth.j but unfortunately gave no examples. Hidaka's 

model can he solved for the case of a linearly increasing viscoaity, 

appropriate te the boundary layer, by transforming the ordinary 

differen tial equation occurring in bis de ri vation, inte Bessel 1 s 

equation. However, the boundary la;yer is generally considered te be 

very thin, perhaps less than one ne ter, and such a solution is likely 

te gi ve misleading results. 

An alternative approach is te consider the boundary layer te 

be of uniform, though smaller edqy- vis co si ty, overlying a deeper 

layer also of uniform eddy Viscosity. Such an approach implies a 

discontinuity in the mixing length at the interface, but does not 

:imply a velo city or direction discontinuity. Uaing the procedure 

outlined in the previous section tiro or more equations can be matched 

under the assumption of a pointwi.se continuous stress and velocity 

distribution in the neighbcurhood of the respective interfaces. T'ne 

prob1em has an analogr in the conduc tion of heat thrcugh composite 

slabs; under different boundary conditions it has been discussed in 

the Most general case by Sakai (1922), and aIso by Carslawand 

Jaegar (1952). Part of this analysis, in particular that of the 

ateady state part of the solution, fo11o'WS their discussion. 

~ consider a tiro-layer system in which an upper layer of 

eddy Viscosi ty l<_. , occupying the region - t <l: ~ 0 ove rlie s 

an infinitely deep layer of viscosity \("" in the regLon 0<-7: 
). • 
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The subscript will denote quantities in the upper layer, the 

subscript 2. those in the lower layer. At the interface 'WB match 

tœ stress 

at ~~o, -1:.)0 •••• (8.21) 

and impo se a fini te ve10ci ty shear 

V, '" V~ at l.=o 1 t>o •••• (8.22) 

Under the transfomation (8.03) we obtain from (8.21) 

•••• (8.23) 

which reduces to 

at 2.::. 0 •••• (8.24) 
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Under the same transfonnation, (8.22) yie1ds 

. giving 

Lf. = lf. , 1. 

at 2 ... 0 •••• (8.25) 

Wi tbin each layer the equations of motion take the sane form 

as in the previous section; i.e. af'ter taking Laplace transforms, 

•••• (8.26) 

2-)0 
•••• (8.21) 

with the new conditions 

at i=O •••• (8.28) 

•••• (8.29) 

.. t I=-t •••• (8.30) 

, 
'fa. -+0 •••• (8.31) 
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Similar equations and conditions 'WOuld be defined for the variable 'tJ • 

A solution of (8.26) vhich satisfies (8.30) is 

where we use the abbreviation 

A solution of (8.27) satisfyi.ng (8.31) is 

-I~ 'I!':. Se 1 

•••• (8.32) 

•••• (8.33) 

Nov substituting (8.32) and (8.33) into (8.28) and (8.29) to eliminate 

A and 8 we obtain 

and 

'Pa': -X~l,) lGsl..f,! -", Si"'!. il 
[ c:.s", {t +11, Si",-! L 1 

•••• (8.34) 

•••• (8.35) 

We will only consider (8.34) Binee we are chiefly interested 

in the surface shear; may be developed in a similar fashion. 

Since (8.34) vas not found. in tables of inverse Laplace transforms, 

we use the method of expansion in negative powers of e , 
(Carslawand Jaegar, 1963): 



where 

Now using the Binomial theorem we obtam 

.... (8.36) 

We are now in a position ta take inverse Laplace transfonns, so that 

using again the Superposition theorem we obtain: 

The surface shear is then given by 

•••• (8.37) 

Again we find that numerical integration will not be possible 

without imposing a restriction on -X" ('t) for an arbitrarily small 

period prior ta 't'-i: • Considering now, only this short interval 
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-
in which 'X.(~) = X" ' a constant, we obtain 

the new bo undazy condi tian replacing (8.30): 

1 -tf. = 'X\f! 

" 
o.t ~s-t 

The wo solutions corresponding to (8.32) and (8.33) are then 

Eliminating A and 'B ,lie have 

4> 1 = 
• 

x. [~k i, f. -11. SM IfJ 
~ [Cos,", 1. l + 'ri.. Si-\~ J-t J 

Expanding as before in negative powers of e., gives 

and taking inverse Laplace transforma gives: 



91. 

The derivative at the surface correspond:ing to (3.15) is then 

- ,...'V 1 + 1.. V-ft e k-.lt-a.) N \ I- ~~ } 
JU'K-.ltoQ) .=1 

•••• (8.38) 

The expression (8.38) together ritil the non-steactY" part (8.37) 

vhich is integra ted over the interval , are 

equivalent to the expression (8.16) for the case of uniform eddy 

viscosity, and give the surface sœar in tenns of and fJJ for 

the boundary layer model. Substitution into (8.11) and multiplication 

by the surface eddy viscosity will then give.the required drag on the 

ice. Using this drag tenn the ordinary differential equation for ice 

drift :riIa:j. then be integrated numerical.ly as in Chapter 7. 

Equation (8.31) shows that th:! time integration must be 8UJDII1ed 

until convergence occurs. This greatly increases the required 

computation ti.me. Convergence of the series will be more rapid for 

smaller tillle intervals; provided ve are ma:i.n1y concerned ri th the 

more rapid accelerations associated wi th ice-drift, integration of 

these equations should be practicable on a modern digital computer. 
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APPENDIX 1 - F1O'W Charts of main computer pro grammes. 

EYAu.HIn'& ""'f 
>-.... --1 ç. to\N 

(i) Smoothing and Velocity Estimation 
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(ii) Tidal An~sis 
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(111) Spectral Analysis (iv) Nmœrical Model for Time­
Dependen t Motion 
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APPENDIX 2 - Scheme for Generating Gram Polynomial Coefficients 

Ralston (1965) describes a procedure for using Gram Orthogonal 

PolynoMials in :fu.!t...ctional approximations. Wben used vi. th equidistant 

data great accuracy, speed and flexibility may be obtained. The 

standard method in this case is to detennine each functionally 

approximated point ~M (:K) using orthogonal polynomials up to 

degree m. It is convenient to take an odd number of points, ft , 
and to let zero be the mid-point of the range of the abscis-3as. T'nus 

the points are zero centered and extend to '!:. Leach side of the 

O=! 
origin where L.= 1. • ~ let ~ be the translated value 

of .x ; then, 

'" 

where 

':LU) = j?, ~ '\ ( S,~l •••• (A-2.01) 

\.. = t. w'- ! .. P. <.S. , ... l J ,,~. J 

t w .. [~ l~.L)12 
t..=' 

W" = a weighting value 

i. .nt = '" original data point , 

R~L)= the orthogonal. polynomial of order 
. 

l ) J 
evaluated at ~~ , L • 

The polynomials ~ (S.~) 

(Ralston, 1965): 

are generated from the definition 

. 
J 

~ (S,L) ,. L (-J\" .. j 
1(:.0 

c»l 
{j+ld 

(k!)1. 

(Je) 

. (L..,.s) 
(2L) (le) 

•••• (A-2.02) 
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where 

X!/(x_ ft)! , the factorial function. 

These polynomials have been tabulated by De Lury (1950) for a range of 

~ , j and L • However, tbis method doss not permit us to 

detemine deri vati ves • For tbis lie need to sep arate out fram 

(A-2.02) the coefficients of S • A series of these coefficients 

was calculated and generalised; a recursive relationship was then 

found which permits the coefficients U> be rapidl.y calculated by 

machine. Table A-2.01 shows the gene!"ating schema. Mooh computation 

time may be saved by making use of the .Îact that alternate coefficients 

are zero; i t is possible to store the coefficients in a tliO-di.mensional 

vector to save memory space. 

To obtain the coefficients of the approximating polynomial, 

Go (l ...... Q ,we use the expression (A-2.0l) and equate 
o. " ~ III 

coefficients for each power of 

M 

(10 = 1- L CO~Jo 
.J=o ., 

lA 

(l, ~ l ~ ("j 
J=o 

• • #fA 

~ : [ b; ( ... ,Jo 
-"", J=O 

S • Thus 

The author is indebted to R.H. Farmer for assistance in 

devising this' scheme and for finding the recursive relationsbips 

given in Table A-2.0l. 
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TABLE A-2.01 

For generating coefficients c. pJ of nmnber f and polynomial 

order j • 
..1 

No. Of CotJl/"e,t Q,~ 
pso , 2. 3 ~ ... p 

() 1 -:; 
tt., 

0 ,,., , ...., 

-, ~ 
'cJ~ 

Q 
ta.,~ 

~ 
0 ' ... 0 C .... 0 ~.J 'i 

~~ c.
1
.,. 0 C.a, .. 0 C .. ,., 

0 

""' 
c.,j C'd Ca.d C,.; ' .. ~ C .. ..; 

Recursive Relationships: 

Each coefficient is composed of severd elemen ta. 

t '" let the element of c.'Jj be denoted by square brackets 

(0,0 = 1 ; ail other coefficients in the first 

colwnn are then found from 

The coefficients of the last colmnn in each row are found from 

C Lo - ] (",j-l.) • 
rJj = J-', J-'~ 1 j · (1. ..... j-~ 

Ali remaining coefficients are determined by 
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APPENDIX 3 - Wind Data Used in Regression Analysis 

On-shore winds se1ected for meteoro1ogical stations around the Gulf 

fram Februar,y 13th to 18th. These data vere kindly supplied by 

J. Walms1ey. 

Geos. S)ed Geos. Dir1n Surface S)eed Surface Dir1n 
(Knots (From. deg) (!nots (From. deg) 

Port Menier 

10 315 10 270 
12 285 10 247 
10 320 10 247 
19 360 15 270 
29 320 15 247 
18 320 15 270 
32 180 15 135 

Mont Joli 

10 290 10 180 
10 320 10 180 
13 295 10 225 
14 340 10 225 
18 315 20 202 
19 325 10 225 
28 330 15 225 
32 330 15 315 
29 325 20 292 
47 330 10 292 
35 325 15 315 
19 315 15 0 
20 230 15 180 
40 195 15 157 
55 330 30 270 
80 330 30 292 
55 160 20 270 
55 335 25 315 

Seven Islands 

20 275 1 67 
11 300 5 180 
19 225 10 67 
34 175 15 112 
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Geos. Speed Geos. Dir1n Surface Speed Surface Dir1n 
(Knots) (From. deg) (Knots) (From. deg) 

Danie11 s Harbour 

22 275 20 225 
23 255 15 225 
5 275 5 202 
5 15 5 292 
5 3L.5 5 270 

70 315 25 270 
53 295 40 247 
29 270 30 225 
22 245 30 225 
17 250 20 225 
16 285 25 270 
13 300 20 270 
18 335 15 292 
14 315 15 270 
10 270 15 225 
45 255 40 225 

Fox River 

10 330 10 315 
31 300 20 292 
35 320 25 315 
42 150 10 135 
70 300 10 292 

Natashquan 

50 295 15 270 
43 245 25 225 

Cape Whittle 

28 280 15 247 
25 260 10 225 
il 270 5:' 270 
45 285 25 225 
10 245 1 202 
30 220 30 225 
27 230 20 202 
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Geos. Speed Geos. Dir1n Surface Speed Surface Dir1n 
(Knots) (From. deg) (Knots) (From. deg) 

Grindstone Island 

1 325 1 247 
10 15 10 45 
10 15 10 45 
27 10 15 337 
40 5 20 0 
33 5 20 0 
38 340 25 337 
30 335 15 315 
40 310 20 315 
35 300 20 315 
36 270 25 270 
30 290 20 315 
28 300 15 315 
25 305 15 315 
35 305 15 315 
23 305 15 270 
28 315 10 315 
21 275 10 292 
17 220 15 202 
50 185 45 180 
60 280 35 270 
47 270 35 292 
70 270 35 292 
55 295 35 315 

Miscon Island 

5 355 5 45 
40 195 20 180 

Port-aux-Basques 

10 15 5 135 
33 300 30 270 
38 290 25 270 
18 270 20 270 
25 290 25 270 
19 300 15 270 
40 195 15 202 
45 205 35 225 
40 290 35 270 
45 270 35 . 247 



APPENDII 4 - (a) Transformation of Acceleration Equations 

(b) Transcendental. Functions used in Cbapter 8 

Ca) Transformation of Acceleration Equations: 

To show that equations (8.01) and (8.0) imply (8.04): 

First substitute (8.0) into (8.01) to obtain 

Ci) Cpt (O~ ft" -f tp S\f\j t '" ~ ~,~ st ~ :S-~Cos~~ +"'f>~\"'tt - J ~ Cos lr~ 

\\(~ ~l.)l c.o,!-t + t~ lv~ Ji ~\I\ft 

(ii) - (.pt ~\". tt -, ~ Cw jt ~ ~t Cos ft - f~ S'''ft + t <pCos §-t 0\0 t ",t,~ it ~ 

- ('i- 'E'l: )~ ~~tt + <.\('~ ~tt) Co) ~t 

Now nmltiply (i) by Cos ft' and (ii) by ~\\I\ st 

(iii) ~t. Co~ "ft + ~ S.il"~t Co~tt -:; (\(-4J.).(Ps\,tt It(~~\ s~~ (~ft 

Adding (iii) and (iv) gives 

and subtracting (iv) from (iii) gives 

(vi) {.ft C (~_ ~)" 

Substituting (vi) into (v) gives 

as required. 
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(b) Transcendental Functions used in Chapter 8: 

(i) Gamma Function: 
(or; -t 1."-' 

1" (x) = Jo e ~ dt 
(ii) Incomplete Gamma Function: 

(iii) 

(iv) 

(v) 

(vi) 

(vii) 

r(OC,x) =J; e -ttoc
., ett 

This ma;y be written 

r (cC,)C.) : r CoL) - 7't., x.\ 

where -y rClC,~) i5 the complementary part of r (ct, X) : 

(~ -t tete' ?' (ot,'X) : Jo e lAt 

r (Js.>: G 

Errar Function 

]. -" 1'" ... \, 
erf ~,.) =- G 0 e dt 

Complementary Error Function 

eri~(1) c \ - erf('x.) 

Ji er.t(~): ?Il ~)'X~) 
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APPENDIX 5 - Modification to permit non-zero initial conditions in 

transient model Chap. 8. 

If we choose te consider non-zero initial conditions, we have: 

Cf t\.o) & \J(1,0) 

'" t~t» ~ \I~.~> 

where \X1.0) , "(~O) are t}; known initial veloci ties. For instance, 

we might assume that at tiIœ ~1.0 we have a. sœady state Ekma.n t.ype of fiow C'.:.::: 

with ice travelling at velocity 'Jo in the \J -direction. Solvi~ the 

Ekma.n equations under these conditions would give: 
-[~]~ \\. 

(i) Cf (t 0') : - "- e. l,\ewo 1. r (l!-~ 1 
" \..Os 2.\(.. 1"", ~) 

To obtain the actual value of ce(~,t) , ~(~t) due te the 

instantaneous plane source at CP(!~ ~) , ~ ~:t' ) we must find the 

Green's function of equations (8.04). This ùs gi.ven (Carslaw & Jaegar, 1959) 
1 

by: 

The modified value of c"t-.,t) , y (""f) i5 tœn obtained by integrating 

the product of (iii) vith (i) and (iii) with (ii) respectively, over depth, 

and adding the result te the solution determined for zero initial conditions: 

(iv) \ ~ \DO '1 -("t-f)" • (':+f)1.1 
<.p{lrt)· ld\1\(Wlt LJ~f·~)te.~-t .. e ~~ d.t + 

Z .C:·X\f<''')e "'~/", .. tt~~t-~~cl't' 
wbere cptt 0) is defined by (i). The initial condition part of (iv) rapi~ 
becomes small compa.red to the other part, and ma.y then be dropped from the 
05,,1,,+';,..,., _ 
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NOTATION 

In order of use; applicable except where otherwise indicated in the 
texte . 

Symbol 

, 
; 

• 
t 

b 

E 

t 

Meaning 

"', !I componen ts of ice veloci ty 

Latitude 

Longitude 

radi us of the earth 

amplitude of tidal oscillation 

angular frequency of tide 

phaselag of tide 

tirœ 

random fluctuations 

arder difference 

orientation of tidal ellipse 

tirœ of maximum tidal velocity 

~, ~ components of geostrophic wind 

Coriolis Parameter = ~.n. ~' .. 9 

angular velo ci ty of earth 

a tmospheric pressure 

den si ty of air 

.x., ~ components of velocity at height. 

kinematic eddy viscosi ty 

von Karmàn constàxrt. 

surface friction velo city 

rate of dissipation of turbulent energy 

typical eddy' length 

wJ.ue of t in the free atmospbere 

Page where 
first. used 

22 

22 

22 

22 

22 

22 

23 

24 

34 

34 

34 

34 

34 

:P 

36 

37 

37 

37 

37 

37 
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NOTATION (cont'd.) 

Symbol 

z. 

P 
R 

s:t) . 

C; 

117. 

Mea:cing Page mere 
first used 

surface rouglmess parameter 37 

cross-isobar ~d-angle 37 

constants defining viscosity distribution 39 

% reduction from geostrophic to surface wind 42 

absolute value of wind veloci ty 46 

mean of data series 47 

standard deviation of data series 47 

cross-correlation for hg j . 47 
.n; 

" absolute value of ice drift veloci ty 47 

autospectra a t frequency f 51 

degrees of freedom 51 

variable used te define % confidence~ ,o0 (\-cc,) 51 

probabi.1ity distribution 51 

~~ ~ components of wind-stress 52 

Coriolis force = m&.lS.J.~'Jl i 52 

ice density 52 

ice thickness 52 

unit orthog. vectars, il pointing vertically up 52 

drag coefficient of water (Prandtl boundary 
lqer) 

ice veloci ty vector 

relative velocity between 10e and top of 
spiral. layer 

boundary lé\V8r thickness - .., angle between \{ and t 

54 

54 

54 

54 

54 



U8. 

HOTATIŒ (c:ont·d.) 

Meaning 

angle between ~ and V" 
densityof water 

constants defining drag per unit mass 

7-.~ components of surface 'Wind velocity 

water drag coefficient (nUIœrical model) 

air àrag coefficient (nUIœrical model) 

~, ~ componeniB of geostrophic curren t 

areaJ. c:lensity 

coefficient of eddy viscosi ty 

Laplace Transfcmna. tion of t \ 
the constant value of X..l~), ~~ t"l') 

t=" • EJ, (p. \tJ a ~,"X" are used as function names 

Ail ti.mes are given in G.J.!.T. unle~s otherwise indicated 

n-
1. Pendulum Hour = ,~.n.Sift9 

1. Knot = 51..48 cm/sec 

Page where 
first used 
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68 

68 

76 

80 

82 


