ABSTRACT

‘The problem of ice movement is considered both with respect
to the 1968 Gulf of St. Lawrence Ice Drift Study and from the theoretical
point of view., Gulf data are analysed to determine the influence
of tides and windstress, Statistical tests on the data include an
analysis of the relation between geostrophic and surface wind, transient
response and spectral analysis. The Reed and Campbell model is
tested and good agreement found with observed ice speed, though not
with direction.. A non-linear inertial ice drift model is studied and
mumerically integrated with measured wind values. Observed and
numerically determined results are compared and the effect of different
parameters considered, Finally, the equations of time-dependent
motion of water beneath the ice are examined and analytically
integrated for an arbitrary forcing function to derive expressions
for the drag effect of water on ice. Both uniform eddy viscosity

and boundary layer conditions are considered.
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Chapter 1 - Introduction

This thesis is concerned with a number of topics relevant to
the movement of sea~ice, both in connection with the drift of a manned
ice station in the Gulf of St. Lawrence and also with the theoretical
problem of time dependent motion.

In soms respects an ares such as the Culf is much ecasier to
study than a vast region like the Arctic Ocean. It is closer, better
surveyed and is surrounded by me'beorol_ogical stations. But it also
presents many difficulties not encountered in the open ocean. The
tide is no longer simply related to the tidal potential, but is a
complicated function of the shape of the basin and it is much stronger
than oceanic tides. Strong, narrowly defined and fluctuating currents
are present. Moreover, to be of value, ice drift predictions must be
much more accurate in the absolute sense on account of the smaller
scale involved.

In choosing the most relevant topics for analysis consideration
had to be given to the limitations of the data and the local conditions.
The predominantly wind-driven nature of ice drift in the Guif, and the
. strong tides both suggest the importance of studying these influences.
On the other hand there is very little known about surface currents,
particularly in the winter, and it is difficult at this stage to
investigate their effect on ice movement with any precision. Part of
the difficulty lies in the fact that with the exception of the Gaspé
airrent, the surface movementsof the Gulf are greatly influenced by

meteorological conditions. The wind drives the ice and the ice drives
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the water beneath it; but currents can also be set up by variations in
the atmospheric pressure distribution around the Gulf. Unfortunately
attempts to measure current in the study described here were largely
unsuccessful,

A further consideration in the choice of topics was the require-
ment of appropriate computer programmes for future ice-drift studies
at McGill. Thus rather more attention than might otherwise seem
warranted has been paid to numerical procedures in certain cases, such
as in the discussion of functional approximation for velocity estimation
from position fixes. Flow diagrams of the more important programmes
are given in Appendix 1,

Theoretical investigations of arift have been confined almost
exclﬁsively to steady state problems in which the ice is presumed to
travel in the same direction at a constant velocity. But inasmuch as
the wind itself rarely blows at the same speed in the same direction
for any great length of time, the ice must be constantly changing its
velocity., In discussing the transient motion of sea~ice, Reed and
Campbell (1960) state that "Accurate prediction of ice displacement will
never be achieved by summation of equilibrium drift vectors. A more
precise solution of the predictiori problem must be based on integration
of the complete equations of motion, with acceleration included; and,
because of the non linear nature of these equations, the integration
must be performed by numerical methods, It is not too early to ask
how such numerical predictions may be carried out in principle and to
contemplate the obstacles which stand in the way of their practical
achievement....

"Despite these difficulties early experiments in numerical
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prediction are desirable, Drastic assumptions will be necessary. The
internal stresses may be neglected, and the water drag may be handled
crudely. Nevertheless, important insights into complex ice movements
may be gained and the foundation laid for more realistic approaches®,

In this spirit the last two chapters of this thesis are
offered. A simple inertial model is used with actual wind data., Findlly
the equations of motion are investigated and put into a form in which
they can be handled numerically. Unfortunately there has not been time
to run test data on the latter model, but it is hoped that it may

prepare the way for more sophisticated ice-drift experiments.
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Chapter 2 - McGill Ice Drift Station
2.1 ~ McGill Ice Studies

Ice studies in the Gulf of St. Lawrence have been carried out

by the Marine Sciences Centre at McGill each winter since 1967,

Ingram (1967) examined ice charts issued by Ice Forecasting Central

in Halifax, baily'movaments of individual floes were traced and the
motion was accounted for by a modified form of the drift theory proposed
by Reed and Campbell (1960). Ome result of this work was the preparation
of a map of surface residual currents that were assumed to explain the
difference between the theoretical ice movements and those actually
observed.

In March 1967 a Geodyne toroidal buoy equipped with a radio
beacon was set down on an ice-floe off the Gaspé coast. During its
drift to the south-east, seven position fixes were obtained by the
Ice Reconnaissance aircraft over a period of twenty days until the
beacon stopped transmitting. The Reed and Campbell drift theory was
used to estimate the drift due to wind stress values obtained from the
pressure maps, the difference between observed and predicted results
providing an indication of surface current. The results suggest that
as the floe epproached the Magdalen Islands, internal ice stress
slowed its progress. A full report of this study is given by Ingram,
Johannessen and Pounder (1968).

The 1967 study had indicated the advantage that might be
gained by using a manned drifting station. In February 1968 the

project which is the subject of discugsion in this thesis was undertaken.
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A life-raft manned by three persons, H, Serson, J. Keys and W. Seifert,
was set down on an ice-floe 38 kilometers north of St., Amne des Monts,
together with an instrumented buoy. For six days the floe drifted
down through the Gaspé Passage (Figure 2.0l) under the influence of
severe weather conditions, After evacuation of the station the
instrumented buoy continued to drift under the influence of the wind
until picked up by ice-breaker on February 22nd.

In February 1969 another ice study was carried out. On this
occasion the sealing vessel "M/V Polarfish" was used and observations
included the measurement of surface Reynolds stress and floe inter-
action, in addition to drift and current. A preliminary account of

these investigations is given by Johannessen &t al. (1969).

2.2 = M, DS,z Logistics, Instrumentation

Since a fairly detailed account of the logistics and instrumenta-
tion of the 1968 ice study is given in Johannessen et al. (1968),
the following brief description is repeated for completeness only and
reference is made to the Preliminary Report for further details.

A fourteen foot diameter pneumatic life-raft supported by
plywood six inches above the ice was used for accommodation. In
addition a four foot square shelisr was set up for hydrographic work.

The equipment end crew were brought in and evacuated by ice-
breaker. Helicopter support was also provided, an S-55 helicopter
being stationed at St. Anne des Monts.

The unique aspect of the manned drifting station, hereafter

referred to as "M,D.S.", was that it included navigation equipment
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intended to give frequent and accurate position fixes, The Decca
installation consisted of a Mark V receiver fed from a 20 fool whip
antenna, which drove a C.D.6. analog to digital converter. Output
was provided by a Kellog paper tape printer. The device was intended
to give position fixes once every two minutes.

Two anemometers were used, a Lambrecht paper-tape and a
Geodyne film-recording model each using 3-cup sensors. The first of
these provided a continuous record of wind speed and direction. The
film-recording anemometer, which was set up soon after the paper tape
model was in operation, was adjusted to take twelve wind samples over
each twenty minute period. It was mounted on a 9 foot mast attached
to the toroidal buoy.

Suspended beneath the buoy was a film recording current meter
and a telemetering current meter, the latter being connected to a tape~-
recorder mounted in a shelter on the buoy. In addition a surface
read-out current meter was used.

The data collected was considerably less than that originally
anticipated. Power failures caused by the sensitivity of the generator
to severe weather conditions rendered position fixing intermittant.

In addition the output printer behaved erratically in the cold and
provided unreliable results for much of the observation period.

The shelter, set up on the buoy to house the tape-recorder, caught

fire; +the equipment survived but a fault in the tape~recorder prevented
any information from the telemetering current meter being retained.

The film-recording current meter was smapped off its cable and lost,

possibly because of ice rafting. The only remaining current meter,




a Plessey surface read-out device behaved most erratically. Subsequent

tests (H. Serson, personal commmicaticn) showed that the stainless

steel hull containing the current-meter with its magnetic compass, had

a residual magnetism of its own. The current data will not be considered

in this thesis., Both anemometers did function, the film recording

model continuing to provide output during occupation of the station, but

it stopped working 22 hours later. .
in addition, difficulty was encountered in determining the

position of the radio beacon equipred buoy. For this reason the

toroidal buoy was recovered only 3 days after M.D.S. was evacuated,

although it had been planned to leave it out for l]/2 to 2 months,

2¢3 = Ice Characteristics
M.D.,S, was situated on a larger than average ice~floe approximately
3 knm across by 5 km long. A helicopter survey on February 10th showed
the flce to be surrounded by moving ice of 910 concentration. Close to
shore there was a region of land-fast ice 3-5 kilometers wide, beyond
which floated ice=-pans of about 5 m. diameter and floes of 20-500 k.
diameter. Approximately 30 kilometers off the south shore there was
a band of open water with a maximum ice concentration of ;10. The floe
was oriented in a N.,E, - S,W. direction, At the south and west edge
of the floe the ice cover was l910, though not solid, but was %.0 north
and east of the floe. Farther east ice concentration increased to %.O.
Department of Transport ice reconnaissance maps show additional
details of the ice coverage for the area in which M,D.S. was drifting
for the 13th, lhth, 16th, 17th and 2lst February. These are recorded

in Table 2-1l. M.D.S. appears to have been situated in a rather large



TABLE 2-1

Ice characteristics in area of manned drifting station, taken from Department of Transport Ice maps.
Concentration given in tenths.

Date

Feb. 13th

Feb. 14th

Feb, 16th

Feb., 17th

Feb . 21st

General Classification Details:
of Ice in Area of M.D.S, Thick Winter Medium Winter
%o - %o Young., Medium . Yo
sized floes or greater. 7o ( %o med.
sized floes)
Yo - Yo Young. Medium Yio “/o
sized floea or greater. ( %, med.
sized floes)
o~ Yo Thick Winter, 5/o &0
Medium sized floes or ( 30 med. ( 3n0 med.
greater. sized floes) sized floes)
Tho -9Yo Thick Winter. o 4/0
Medium sized floes or ( %o med. ( 2700 med.

greater,

Several ice types in
the area; thick winter
and young predominating.
Tho ~ 'Y oCOVerage,

sized floes)

sized floes)

Young New Other Details
. %o
WO_ med., Yo
sized floes)
'tAO ‘ XQ R.idging
( %omed. fo vy rafted ice
sized floes)
|/ 240 ~Y%oRidging
10 0 q,,, Bnow cover
Open Water South
'/m 0 of Eastern Anticosti

Island,

Yo~ #oRidging on
thick winter ice;
% -¥o rafting on
new ice,

*6
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area of predominantly young and medium winter ice, h’{LO of which was

in the form of medium sized floes or larger. No ridging was present on
the 13th, but %was recorded on the lhith and 740 - 710 on the 16th.

By the 16th the M.D.S. area was classified as predominantly thick
winter, still with AO - 710 coverage. By convention the tenths of
ridging present refers to the proportion of the surface ice cover on
which ridging occurs. On the 17th a long tongue of open water was
shown south of eastern Anticosti Island. The next report for this area
was not issued until February 21st, by which time several small areas
of different ice types were recorded, young and thick winter ice
predominating.

Measurements of the ice thickness and tenperafure were taken,
reference again being made to Johannessen et al. (1968) for further
details. The surface topography was extremely rough, making ice
thickness measurements difficult, but measurements indicate a gradnal
increase in thickness from 30 cm on February 13th to 50 em five days
later.

The floe rotated anticlockwise through 13C° in the first two
end a half dagys of observation, thereafter approximately maintaining

its orientation.



Chapter 3 - Preparation of Data
3.1 - Navigation Data

For the purposes of ice-drift analysis two main types of data
resulted from the M,D.S. operation: position fixes and wind data.
Output from the Decca equipment was in two forms; that provided by the
paper tape printer and that recorded by hand at approximately hLourly
intervals from the visual read-out device., Output from neither of these
sources, of course, was available at times when the generator failed,
but the manually recorded data did provide a check on the performance
of the output printer at other times.

';'_h_e Decca navigation system consists of one master radio
transmitter and one or more slave tranamitters simat.ed about the region
they serve. Serving the western part of the Guif of St., Lawrence a
master transmitter near Port Menier drives slave stations at Sept Isles,
Shippegan Island and Natashquan. The receiving device uses the signal
pattern created by any two tranamitters to determine the location.
Since more than two signals can be received in the Gulf of St. Lawrence,
extra position fixes can be obtained as a check on the first. The
equipment does not give a position in terms of latitude or longitude,
but in terms of two numbers, each number referring to a certain hyperbola
centered on the respective transmitter location. The numbers may then
be used to read off positions directly from a specially prepared map
on which the gppropriate intersecting curves, colour coded to each
transmitter, are drasm. Alternatively the numbers may be converted
mmerically into latitude and longitude, facilities for this work being

provided by the equipment agency.



The equipment manufacturer states that in the area of the
Gulf in which M.D.S, was under observation, absolute errors of 1¥2
nautical miles at night and less than ¥j mile at day are unlikely at
the 95% significance level, to be exceeded more than one in twenty
times. In practice, considerably smaller errors may be expected,
Farthemore, relative errors between closely spaced position fixes
could be smaller still.,

The effect of cold on the output printer had been 1o make the
device stick on one number from time to time, and also to jump
"lanes", that is, to add some constant to the number being printed. To
eliminate as many of these errors as possible the numbers were themselves
plotted at ten minute intervals. This procedure clearly indicated
lane jumps which could be corrected, Numerous discontinuities and
other effects due to malfunctioning of the equipment were also noticed.
Where possible these were corrected by reference to the manually
recorded position mumbers; elsewhere the data was discarded, Another
problem that continually plagued the navigation equipment was lane drift.
This resulted in an error, increasing apparently linearly with time,
until the device automatically corrected itself before repeating the
drift in the same way. Again it was generally possible to correct
this provided the rate of error accumulation could be determined by
reference to the manually recorded figures, but sometimes it was
necessary to discard data for this reason also.

After making these preliminery corrections the data were
numerically converted into Latitude and lLongitude., This was done in

two sets: at ten-minute intervals throughout the period of observation
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for which reliable data was available, and at two-minute interwvals for
two 2-hour periods during whlch the equipment appeared to have
operaked without mishap.

Since equidistant data is much easier to handle than unevenly
spaced data, interpolation was carried out to obtain 10-minute intervals
throughout, Interpolation was done using the Aitken-Lagrange scheme.
This procedure uses a method of successive approximations and does
not suffer the disadvantage of the Lagrangian method in that it is not
necessary to decide the best order of the interpolating polynomial
in advance (Hildebrand, 1956 & I.B.M., 1968).

After interpolation the data was again plotted by computer,
and a few remaining irregularities that must have been caused by

instrument malfunction were removed.

3.2 - Smoothing and velocity estimation

It is well known (Ralston, 1965) that derivatives are very
hard to estimate accurately by numerical procedures. Various differentia-
ting formulae are available, but they provide no flexibility ard may
seriously distort results wherever the data is subject to random
fluctuations. An alternative procedure is to use some form of functional
approximation and then to determine the derivative by analytic differen-
tiation of the function. Both procedures imply some sort of smoothing,
but the latter offers much greater flexibility.

The method used in this case was to approximate short sections
of the data with Gram orthogonal polynomials using the least squares
criterion. The most appropriate least squares polynomial must meet

two requirements: it must be of high enough degree so that it provides



a good approximation to the true function, but it must not be of so
high a degree that it fits the observed data too clesely in the sense
that noise, or inaccuracies are retained in the spproximation.

Data sets of various lengths were trisd using different criteria
for establishing the best fit., These indicated than an apprepriate
degree of smoothing was obtained using 19 points at a time and
testing the fit for approximations of successively higher degree until
the ratio of the sum of the squared deviations to the number of degrees
of freedom ceased to decline significantly (Ralsbn, 1965). This
generally occurred with polynomials of degree two to five, The
derivative of the middle point was than found by analytic differentiation
in the usual way. The next data set was shifted one time interval
forward and the derivative of the mid-point again found, the process
being iterated in this way throughout the data series, The first and
last fitted 9 points of the series were determined from the first and
last fitted polynomials respectively. A scheme for generating the Gram
polynomial coefficients is given in Appendix 2.

In order to reduce round-off errors, only the last four signifi-
cant digits of the latitude and longitude data were used, the appropriate
constant being added back after the computation. After determining the

derivatives conversion of the velocity values from spherical to Gartesian
co-ordinates was made using the relationship
V) =‘Re Cos 8 M

dat
%9
\VAE"
Re t
waere VU,V = X,Y components of velocity
Re= radius of the earth

6.4 - Latitude and Longitude
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3.3 = Anemometer Data

Wind measurements were taken both by a paper-tape recording
anemometer and by a film recording Geodyne model. The film record from
the Geodyne anemometer is processed by the manufacturer, by digital
computer, Twelve samples are taken over each 20 minute period in order
% 7isid an average value for the interval.

The paper-tape anemometer produced a continuous trace on a

slowly moving tape. On account of the fluctuations in the wind and

ct

hic 5low movement of the paper the output is generally in the fom
of a broad band. Output from the Geodyne model was used exclusively
in preference to the paper-tape output except for the first 16 hours
in which only the paper-tape anemometer was in operation. The wind
data were collected over the period from 0000 hours on February 15th,
to 2310 hours on February 19th.

Processing of film output from the Geodyne model automatically
included correction for azimuth changes, but this correction was made
separately for data from the paper-tape anemometer. Correction was
made to both sets of data for deviation of Magnetic North from true
North, and the data were interpolated at ten-minute intervals to
correspond with the velocity data. |

Because of the large amount of position and wind information
collected during this siudy, the data has not been reproduced in this
thesis except in graphic form (Figures 4.05 and 4.06). Both raw
and processed data are on file at the Marine Sciences Center, McGill

University.
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Chapter L - Tidal Analysis

4,1 - Semidiurnal Tide Mp

In the Gulf of St. Lawrence tides are propagated principally
through Cabot Strait., By far the most important tide is the lurnar
semi-diurnal constituent Mp. A cotidal chart of M, as given by
Farquharson (1962) for the Gu.l.f of St. Lawrence is shown in Figure 4.0l.

The time taken for a progressive wave to travel from Csbot
Strait to the main reflecting barrier in the St. Lawrence estuary is
approximately equal to one third of the period of the My constituent.
For this reason the amphidromic point, at which the nodal lines of
transverse and longitudinal semi-diurnal oscillation intersect, lies
within the Guif,

Figure 4.0l shows that the r;;:ge of M, decreases eastwards,
down the Gaspé Passage, towards the amphidromic point. A path such
as that taken by M.D.S. therefore moves through a region of decreasing
tidal range, but fairly constant phaselag, only starting to cut across
the cotidal lines sharply in the area south of Southwest Point on
Anticosti Island.

Few measurement3 have been carried out to determine the extent
of the horizontal components of My, Farquharson (1966) has given surface
current measurements taken at the stations shown in Figure 2,01, and
these are recorded in Table L-1. From this it is seen that the direction
of the major axis of the tidal ellipse is fairly constant across the
Gaspé Passage, being about 296° at the station past which M.D.S.
drifted most closely, Farther west the major axis lies at 250° to 270°,

The data is sparse, but it seems reasonably clear that the orientation
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TABLE L-1

Tidal current measurements at 13 m. depth in the Gaspé Passage and

St. Lawrence Estuary, from Farquharson (1966).

tO ngre 2.010
Mp

Location Direction Phase

321°
312°
308°
282°
296°
285°
308°
251°
252°
213°

v O NN O W NN M

=
o

lag

351°
346°
357°
003°
356°

009°

002°

022°

025°

022

Amplitude
(mean)

36 knots

Ky

-f-irection Phase

321°
312°
308°
2820
2960
285°
308°
251°
252°

273°

lag

6°
mo
18°
135°
162
126
136°
13
w2°
151

Iocation numbers refer

Amplitude

.05 knots
L6
N6 °
03 7
05
03 "
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of the major axis followsthat of the south coast through Gaspé Passage.
The minor component is in general very weak. Farquharson
(1962) gives respective amplitude ratios of 1l:4 and 1:7 for minor

to major components at two stations in the Gaspé Passage.

L.2 - Diurnal Tide K3

Figure 4,02 shows the cotidal and co-range lines for the diurnal
oscillation XK;, as given by Farquharson (1962). Since the period of
the tide is twice that of the semi~-diurnal, the time required for a
progressive wave to travel from Cabot Strait to the reflecting
barrier is ¥6 that of the diurnal period. The amphidromic point in
this case must lie well to seaward of Cabot Strait and it is therefore
reasonable to expect the influence of this tide to be fairly uniform
throughout the Gulf.

Details of the tidal stream measurements for Kj are given in
Table L-1l. Again the orientation of the ellipse follows the Gaspé
coast, but the amplitudes in this case are in general barely one
seventh that of the semi~-diurnal tide. Farquharson (1962) considers
the minor component of the Kl constituent to be so small that it is
of no significance,

Other tidal components include MSy of 14.8 days period, Mg
(13,6 days) and Mm (27.6 days). Although these tides are insignificant
in the open ocean, they may be amplified in shallow or semi-enclosed
regions, In this case they are important inasmuch as they augment or
decrease the tide with which they are associated. MSs is associated

with My, My with ;.
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Farquharson (1966) considers the net effect of the tidal
variations on the daily flows will be that the outgoing tidal stream
will be greatest 4 days after new and full moon. Since full moon
occurred on February 12th, we should on this basis expect a maximum

ingoing tidal stream on February 16th.

L3 - Residual Currents

Iittle is known about the surface residual currents in the
Gaspé Passage. The Gaspé current is the most significant feature of
the area, setting eastward and close to the south shore at an average
rate of approximately 1.7 knots., The extent to which the Gaspé current
spreads across the Passage varies with astronomical and meteorological
conditions, In the northem part of the Passage a weak counter current
setting north-west appears to exist. Farquharson (1966) found that
currents measured at station 5 past which M.D.S. drifted on the 16th
February, varied between .2 knots seaward and .l knots upstream, the
downstream current predominating.

Since full moon occurred on February 12th, in the absence of
meteorological effects we might expect a weak ingoing current at the
time M.D.S, drifted past station 5. However, the strong westerly
winds must have considerably influenced the surface current.

In the 1968 pilot study (Ingram, Johannessen and Pounder, 1968)
great variation of current vectors was encountered. The instrumented
buoy passed a little closer to the coast than M,D.S., but when it was
in a position roughly corresponding to M.D.S. on the 16th February a
current towards the E.N.E. at just over one knot was found. A littls

further to the east there appeared to be no current at all.
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oy - A method of tidal analysis

Any attempt to analyse the influence of tidal streams for a
short period on a moving ice floe runs into considerable difficulties,
Since the floe is constantly drifting under the influence of wind and
current, the phaselags and amplitudes of the tidal streams affecting
the floe are also changing. The more general problem associated with ‘
harmonic snalysis of short temm observations is that created by back-
ground noise., In the case under consideration this was particularly
severe due to the presence of a strong meteorological disturbance.

The tidal analysis undertaken in this study will follow that
given by Fjeldstad (196L) and is a method particularly suited to short-
term observations. Fjeldstad origirally developed the procedure for
studying tide-generated internal waves, but the method is a general
one and applicable in the present case. After smoothing the original
data, three lunar-hour first order differemces are taken. The process
is repeated to arrive at second order differences which include an
amplification factor that must be taken into acccunt in the computation.

We assume that the observed current may be represented by

U= A+BL+Ct +RCus (ct-ip) + & oo (5a01)
where the second degree polynomial represents the non-tidal component
and g represents the random fluctuations which are neglected after
smoothing, & and (p are the angular frequency and phaselag
respectively and Ry is the tidal amplitude. First order 3 hour

differences give

AV = u(t+3) -vu(t-d) coee (b02)



23.

Repeating the process we obtain
KV = A {ules) - ux-d)})

V(tet) -2Vt $u(t-e)
ecee (4.03)

and substitution of (L,01) into (4.03) yields

A'v = 72€ - &R Sid (36) . Cos (6t - ) es (LoOL)
The polynomial part is thus removed and the periodic part has been
multiplied by a factor of 4Sm* (36 ) . For diurnal analysis
Fjeldstad recormends taking 6 hourly differences, that is, 12 hour
second order differences, lunar time.
Since we perform the analysis on data resolved into two orthogonal

components, we obtain the two periodic currents

U=MGaset + NSnst (East component)

v:"PcCosel + QSnst (Nert component ) eees (4405)
It can be shown (Fjeldstad, 196l) that the coefficients ™M,N,P Q
determine the axes and orientation of the current ellipse. let %X
be the orientation of the major axis with respect to the X or East
coordinaté, then

X +
x- 3£

where
- ( P-N

A= Tan (25
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The maximum velocity then occurs at time ‘fm given by

B-x
2

Finally, if

A=3 [(M+Q)"+ (P-N)"] %

B: 2 [(M-aQV+ (eeny)*
oeee (4.06)
then the value of the maximum velocity is determined by A *8 and
the minimm by A-B .

Suppose M=N:zP:=GQ , then A=D and (4.05) would describe
simple harmonic motion along one plane with a maximum velocity of 2 A
and zero minimum velocity. Now suppose M2 Q and P2 N , but
,M' > IN, . This sets A)B and (4.05) describes anti-
clockwise motion. Finally considc> M=(Q and P =N , but with
INT > JM| > so that B)A ;5 then (L.05) describes clockwise
motion. In general, using the conventions defined in (4.05) a
negative value of A-B  defines clockwise motion, a positive value
defines anti-clockwise motion.

The assumption made in representing the data by (4.0l) place
corresponding restrictions on the result. The phase angle must be
constant during the period of observation and the non-tidal component
must be of a form that can be adequately described by a second degree
polynomial. It should be noted that M.D.S., during its drift south of
Anticosti Island met these restrictions onliy very approximately at best.

Since the floe was moving throughout the period of observation

the analysis for each tide was limited to successive sets of data
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analysed over a time equal to three tidal periods., The tidal ellipse
was then fcund and used to determire the tidal component at the centre
of the period analysed. The entire procedure was iterated at intervals
of 10 minutes corresponding to the spacing of the original data, the
tidal component being deducted from the data at the mid-point, for

each step. Tidal components at the two ends of the series were computed
directly from the first and last #idal ellipse. Since the data was
spaced in units of sidereal time, lunar hour differences were determined
by weighting, in the M2 case, hourly values from a table of length 37

sidereal hours.

L.S - Analysis of Results

Amplitudes of the major and minor axes of the tidal ellipse
computed for M, and Ky are shown in Figure 4.03. Since the relationship
between the co-tidal and co-range curves and the tidal stream can only
be calculated in the simplest of examples (Defant, 1960), we cannot
expect to predict the tidal streams from charts such as those shown in
Figures 4.0l and 4.62., However, from considerations of water transports
implied by the co-range lines, it would seem reasonable to expect amall
tidal streams close to the amphidromic point and close to the reflecting
barrier of the St, Lawrence Estuary, with a maximum scmewhere between.
If that is the case, then the major axis of M, shown in Figure 4.03 would
appear to bear this out, the maximum being located mid-way between
Southwest Point and the Gaspé coast.

Another feature of the M major axis, is the unsteady behaviour -
over the léth_ and 17th of February. This effect is undoubtedly a
consequence of the rapid change in direction and velocity during the
17th. The decrease in magnitude of the major axis during the last part
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of the observed drift must also be attributed in part to the fact that
the floe was cutting the co~tidal lines at this time. Inasmuch as the
different contributions to the computed ellipse were not in phase,
the axes of the ellipse must be correspendingly reduced.

The major axis varies between .L and .8 knots, somewhat higher
than the mean value of .34 given by Farquharson (1966) for station S,
Figure 2,01, which M.D.S. passed at about 1200 hours on the 1l6th.
Between 0000 hours on February 15th and 1200 hours on the 17th the minor
M2 axis is less than .l knots. The transverse component of the
oscillation only becomes significant outside the narrowest part of
the Passage. Since negative values result for the minor axis, a clock=-
wise rotation is determined for the M, constituent. Farquharson (1962)
gives two values of major to minor axis ratios for the Passage:
.36 and .19, The ratios detemined for M,D.S. vary between .25 and .li.

The horizontal diurnal constituent is barely one fifth of the
semi-diurnal tide which conforms to expectations based on Farquharson's
results, Table L-1., The axes are too small for variations to be
considered meaningful in view of the length of the observations but it
is clear that the minor axis is negligible.

The orientation of the tidal ellipse for the M2 constituent
is given for various points along the drift path in Figure L.Oh. The
tidal effect appears to be oriented along the coast until the floe moved
past the Pdspé I;ﬁx/insul / when the ellipse takes on a N.E.-S.W.
orientation. However, part of this effect must again be ascribed to

the rapid changes in velocity undergone by the floe on February 1l7th.
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A further complication that will not be considered here is
the effect that tide-generated internal waves might have on the ice
motion. The velocity data before and after deduction of the tidal
component by the method outlined above is given in Figares 4.05 and
4,06. In Chapter 6 spectral analysis of the drift data is discussed
and the results of this are shown in Figure 6,02, in which the
peaks caused by tidal motion are clearly visible. A similar calculation
on the data after the removal of the tidal component yielded a pesk
at the M, frequency of approximately one fifth the size of that shown

in Figure 6.02.



Chapter 5 - Analysis of Wind-Stress
5.1 - Meteorology of cbservation period

The meteorological conditions over the Gulf of St. Lawrence
during the drift of M.D.S. may be roughly divided into two parts., Tke
first of these extended from February 12th until early on the 17th.
During this time the wind was from the west, increasing slowly but
without abrupt changes., Two low pressure areas straddled the Gulf, one
over Newfoundland, the other over Quebec City. During the 15th
another low moved north towards Newfoundland displacing the first, but
conditions changed little over the Gulf.

The second period was one of marked variation. Late on the
16th a pressure ridge began to develop west of the Gulf. During the
day the ridge became more pronocunced and travelled eastwards over the
St. Lawrence Estuary and out across the Gulf. Between 0600 hours and
0900 hours the ridge passed over M.D.S, The pressure distribution at
that time is shown in Figure 5.01. When this happened the surface wind
dropped, then swung round anti-clockwise through 100°., At the same time
another low started moving in fr.om the west, Throughout the rest of
the 17th the wind increased in velocity tarning still further in the
same direction until early on February 18th, By this time the low that
* had moved in from the west stood over the western end of the Gulf.
During the 18th it moved north over Anticosti Island towards Labrador
where it stayed throughout the 19th and 20th leaving strong westerlies
in its wake, with estimated geostrophic velocities exceeding 100
knots on one occasion. Finally, during the 21st and 22nd the low

over Labrador moved west spreading out over the Gulf as it travelled.
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5.2 = The relationship between geostrophic wind and surface stress

Any day-to-day attempt to predict the movement of ice over a
large region must utilise data from synoptic pressure maps in order
to estimate surface wind-stress. From the recorded pressure distribution
it is possible to determine the velocity of the frictionless geostrophic
wind, which always tends to blow along the isobars at a velocity

determined by the equation

Uq:z = L . ‘ﬁ-
J
Oy
i U
‘ T Lf o=
where Vs \g are the geostrophic velocities in the %, \j
directiont respectively, £  is the air demsity, %I_l; and E-E-

the 2 and v components of the horizontal atmospheric pressure
gradient,and #§ is the Coriolis parameter defined by = 2028 @ |
Ll being the angular velocity of the earth. In the event of significant
centripetal acceleration occurring due to the curvature of the isobars

the equations cease to be valid. Approximations suitable for such
situations have been developed by Haurwitz (1936).

In practice meteorologists use standard scales for reading the
geostrophic wind direct from the pressure maps. These scales must be
prepared for the type of chart on which the curves are drawn, including
a correction for the map distortion factor, and are calibrated for
latitude and the distance between successive pressure curves. A scale
calculated for the typical Gulf latitude of h9° , for use with a
1:5,000,000 polar stereographic projection true at 60O North with

pressure lines L mb apart is given in Figure 5.02. The direction of
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the geostrophic wind is taken to be along the isobar at the point
measured, to the right in the Northern hemisphere for a negative
pressure gradient., It is also possible to use finjte differencing
techniques such as that given by Blackford and Tsang (196L);
however, it is perhaps questionable whether such a method actually
gives more precise values over an area like the Gulf of St. Lawrence
where pressure curves must be estimated from stations some distance
from the point at which the gradient is required.,

Estimating the surface stress from the geostrophic wind is a
much harder problem. It is necessary to integrate the equations of
motion from the surface to the geostrophic wind level. If the pressure
gradient is constant with height and the wind is unaccelerated, the
surface wind stress exactly balances the Coriolis force so that the

linearised equations become

f(vi-va) ! i”;[K" %‘t (U%‘Uj)] =0

FICSINEE -4 [SR-ACRY) B

eee. (5.01)
where U, Vi are the X, components of wind velocity at
height 2 and K, is the kinematic eddy viscosity at this height.
Integration of equations (5.01) requires knowledge of the vertical
distribution of eddy viscosity. The problem has been attacked under
various assumptions. Hman (1905) and Taylor (1915) took Km
to be uniform with height, Kohler (1933) assumed it to increase by some

power of the height and Rossby and Montgomery (1935) combined a
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a Prandtl-type boundary layer with a logarithmic spiral solution.

Ellison (1956) assumed Km to be of the form

- ¥
Kw\ = ho v £
where U* is the surface friction velocity and R, the
von Karman constant.

The most satisfactory analysis appears to be that given by
Blackadar (1962). Following a suggestion of Heisenberg (1948) he
assumed

Ya 244
K. =€ 1
where l is a typical eddy length and € is the rate of

dissipation of turbulent energy defined by

€= K [(52) + (%]

Using the results of Lettau (1950) and Panofsky and McCormick (1960),
he assumed {, to be related to height by the relationship

- ko2 (v+kz/A)
where A is the value of l in the free atmosphere. In a

neutral atmosphere A is related to the Surface Rossby Number
\/S / j- and empirical studies show that

A= 'oooz.'l%'

Blackadar integrated (5.01) numerically using these relationships
and obtained a curve relating  U'/ Vy o Vg /42, and also a
curve relating the cross-isobar wind angle “, to \/,/fz, s Wwhere
%o is the surface roughness parameter. The concept of a roughness

parameter is widely used in discussions of the frictional coupling
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between fluid and solid surface, Its value is generally determined
by its effect on the fluid's velocity profile rather than direct
measurement, but in general it appears to have a value of approximately
]/3) that of representative features on the solid surface. Both of
the curves found by Blackadar are shown in Figure 5.03,

The variation of cross-isobar angle €Xg with stability has

been discussed by Frost (1948) who found that
P . &
Xo = pel 2
where | occurs in the expression Frost had assumed for the

distribution of eddy viscosity:
‘-
Kaw < bE

He found that P varied between 7b for high stability =nd ¥p for

P

low stability, giving cross-isobar angles of 30° and 8° respectively.

5.03 - Analysis of results

Surface and geostrophic wind velocities and direction over
M.D.S, are shown in Figures 5,04 and 5.05. The geostrophic wind data
was scaled directly from 1:5,000,000 Department of Transport atmospheric
pressure maps. Geostrophic wind values from February 19th must be
considered with caution since nmo position data was then available,
Positions were linearly interpolated between the 19th and the pick-up
date, February 22nd. The author is indebted to J. Walmsley who kindly
supplied nearly one half of the geostrophic vaiues shown,

In order to compare the anemometer readings with the geostrophic
values smoothing of the surface wind data were required. The

procedure used was to fit the data with the orthogonal polynomials

described earlier using least squares criteria. 12-hour periods were
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taken in 6-hourly increments with a 3-hourly overlap at each end,
polynomials of mximum degree 3 being fitted for each period.

It is clear from Figures 5.04 and 5.05 that the surface wind
does follow the estimated geostrophic velocity and direction to some
extent. In general the smrface wind deviates to the right of the
geostrophic wind and the surface velocity is smaller, though this
does not hold in all cases, The rather poor agreement over the 19th
may be partly due t0 an incorrect estimate of the position. It must
also be pointed out that since the anemometer stopped working before
being picked up there is no check on the accuracy of the timing
mechanism,

The relationship between surface and geostrophic wvelocity and
direction obtained from the anemometer and pressure maps was analysed
statistically. These results are given in Table 5-01, They show that
a very much higher correlation exists between directions than between
velocities. However, the correlation between Geostrophic velocity
and angle of deviation, denoted O, , is negligible. The mean
surface deviation was h0° to the left of the geostrophic direction with
a standard deviation of 29°. A linear regression between the geostrophic
velocity and the percent reduction in velocity represented by the
surface wind and denoted by R was made and the result is given in
Figure 5.06.

In an attempt to obtain more meaningful relationships a
statistical analysis was made of 95 on-shore winds measured at
meteorclogical stations around the Gulf during the period that M.D.S.
was under observation. The standard meteorological station measuring
height is 10 meters, The author is again indebted to J. Walmsley for
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TABLE 5-01
LINEAR REGRESSION ANALYSIS OF WIND DATA

1., Geostrophic & Surface Winds (3 m. ht.) over M,D.S.

Dependent Variable Independent Correlation Null *
Variable y 4 Hypothesis

Geostrophic Anemometer Velo- 53 5

Velocity city

Geostrophic R (% Reduc- 53 5

Velocity tion)

Geostrophic Anemometer Direc- 92 .5

Direction tion

Geostrophic o, (Deviation) L »10

Velocity

2, Geostrophic & Surface Winds (1C m. ht.) from Met, Stations

Dependent Variable Independent Correlation Null *
Variable 4 Hypothesis

Geostrophic Anemameter Velo- 67 .5
Velocity city
Geostrophic R 51 {5
Velocity
Geostrophic 27 2.5
Velocity X,
Geostrophic . . Anemometer Velo- L3 .5
Velocity(only values city

20 knots

considered)
Geostrophic R 36 1
Velocity (")
Geostrophic Anémome ter Velo- 31 5
Velocity(only values city

30 knots

considered)
Geostrophic R 28 10

Velocity (")

* ¢ Significance level at which we may reject the hypothesis that
the variance accounted for by regression is more than could
reascnably be accounted for if all true regression coefficienbés were zero.
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supplying the data, The purpose in selecting on-shore winds was to
reduce local topographic effects; it was further hoped that the
frictional effects of the ice~surface on the geostrophic wind might
be fairly representative of that 'sm-roundiné M.D.S. The limitations
of this sort of analysis are appreciated, but it should be emphasized
that attempts to predict ice motion in this area must always rely
heavily on data collected from stations around the Gulf, and it is
therefore important to learn how to use this data.

" The intention in this analysis was to seek simple, empirical
relationships between the geostrophic speed and the two parameters
necessary to deduce surface wind: the deviatioﬁ angle and the percent
reduction in velocity. Regression was limited to first degree since
there seemed little point in fitti.ng. second or higher degree curves to
such scattered and limited data. The results are given in Table 5-01.
Reasonable correlation was fo_und between the geostrophic wvelocity and
percent reduction at the surface but the direction data is too scattered
to provide a useful relationship between geo’-strophic velocity and
deviation. Attempts to obtain better correlations by neglecting lower
velocities, which are harder to estimate accurately from the pressure
maps, were not successful.

The regression curve relating geostrophic velocity and percent
reduction is plotted in Figure 5.06 together with $5% population
confidence limits for the standard error of estimate. That the slope
is almost identical to that found for the floe data can only be
regarded as coincidental, However, it is perh;ps worth noting
that the metecrological station curve is shifted upwards from the floe
data regression line, that is, towards higher values of K.  for

each geostrophic velocity. This result msy be explained by tie
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topographical influence near the meteorological stations, Even
though the analysis was restricted to on-shore winds, many of the
stations are situated several miles inland and local topography can
be expected to decrease the surface wind despite the slightly greater
height at which it is measured, thus shifting the regression curve
upwards,

Using the curves given in Figure 5.03 by Blackadar (1962), we
may consider the following example. Let the geostrophic wind \/S
be 60 knots, the latitude 49° and the upper ice swrface roughness Z,

be .02 cm corresponding to the value given by Untersteiner and

Badgley (1965). Then
\99 [B-.] = |o3 LMKI0 = 415

If we assume neutral stability and use Figure 5.03 we obtain

x
V' - ;s
Vs
. But since
Z+
u¥ - h,w/ {n [’Eb
where R, = .} is von Kaman's constant and Z =300 cm is the

M.D.S. anemometer height we have

W= -023x71- esxwox in (32 ) =700 cm/fsec o 33 Knols .
This represents a geostrophic to surface velocity reduction of L5%
»which is not too far off the LOF given by the regression curve in
Figure 5,06. The data were too scattered to permit a comparison of
predicted and measured cress-isobar angle.

Finally, an antocorrelation analysis perfomed on the surface

wind data showed that there was no dominant frequency of wind gusts.,
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Chapter 6 - Statistical Analysis of Wind Drift
6.1 - Transient Response

The drift velocity and direction is shown in Figures 3.05 and
3.06. Apart from the tidal component and a fluctuation shortly before
February 15th, M.D.S. drifted at a gradually increasing speed until
the 16th. Early on the 17th the wind dropped and shifted, The abrupt
change in direction is clearly indicated in Figure 3,06, On the 18th
the floe drifted E.S.E. again at a rapidly increasing velocity.

The strongly transient characteristics of the drift pattem
provide an opportunity for determining the response of the ice to a
change in the wind=-stress. Wind velocities were compared throughout
the drift period with drift velocities for different lag times in
steps of ten minutes., Drift velocities after deduction of the tidal
component were used; both wind and drift velocities were normalised

before comparison. Nommalisation was carried out by using the

transformation:
xl, = u—"-
i S.D.
where M, = the Mean of the series

5D.= the Standard Deviation
and the prime denotes the transformed variable, Thus thc standard
deviation of each series is set equal to unity, and the means coincide,
The correlation was sought for successive lag steps using the

relationship given by Blackman and Tukey (1959):

Ci= a5 ;(M- '&‘g;-wa)‘baq -42.D)

5 -



4 > FrmM D D O O g

zZ o -

758 —
75.6—

75.4—
75.2-
750
T48—
74.6—
744

74.2-

740~ |

738~
73.6™

732
730

726—

722
720

L8,

1 1T|T|Fll||
I0 20 30 40 50 I0 20 30 40 50

0] minutes | minutes 2

hour LAG hours

Figure 6,01- Cross-Correlation of
Normalised Drift Velocity
Lagging Normalised Wind
Velocity.



LS.

where,

= cross-correlation for lag j-

number of observations in each series

G
n
J O, 1, 2, 3, ... represents lag steps of 0, 1, 2,... etc.

. IR
L absolute value of wind and drift velocities
respectively.

W,

[ 4]

The results of this analysis are given in Figure 6.0l. From
this it is seen that a 76% cross-correlation is achieved in less than
two hours. The rapid decrease after this point must be attributed
to the continual variation of the wind. Since the wind rarely blows
in the same direction and at the same speed for very long, the floe

drift can only be correlated with recent wind conditions.

6.2 - Spectral Analysis

If thé drift velocity is transformed into the frequency domain
it is possible to investigate the dominant drift components at different
frequencies. The transformation is normally performed on the auto-
correlation function of the data for successive lags (Blackman and
Tukey, 1959) and this technique was used in the following analysis.
A Tukey window was used and in order to analyse a wide range of
frequencies with maximum resolution the data were processed in four
gsets using a maximum of 30 lags in each set., Minimum lag times were
5, 3 and 1 hours; for examining high frequency noise the two-minute
unsmoothed data were used.

No significant peak occurred in the high frequency spectrum,
which is not shown here. Thc S and 3 hour data however, clearly

indicate the tidal constituent Mp, (Figure 6.02). The constituent
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Kl is not sharply defined, but the 5 hour data do show a well-defined
peak at the inertial period, marked I.P. in Figure 6.02, of 16 hours,
This peak des not clearly show up in the spectrum of 3 hour data, a
fact which emphasises the importance of using different decimation
ratios for examining .dif ferent frequencies.

Energy density is plotted on a logarithmic scale since this
permits us to represent the confidence interval for the spectrum by a
constant interval about the spectral estimate (Jenkins and Watts, 1968).

The confidence limits on a logarithmic scale are given by

C _ds
oy T+ g5 > Myl Wz fay

where d..j. is the number of degrees of freedom appropriate to the
spectral window employed, E(f) is the value of the autospectra
at frequency j- » too (1~ g‘,) is the percent confidence
required and X A is the probability distribution for the given
number of degrees of freedom. Given d.§. and O, the limits each
side of E(ﬂ can be found by reference to appropriate tables or
graphc {Jenkins and Watts, 1968).

In interpreting the peaks shown in Figure 6.02 the confidence
interval must always be considered. The inertial period is close to the
minimum frequency that can be satisfactorily resolved with the length of

data series used here.

6.3 - A Steady State Solution
Although the drift of M,D.S. was strongly time-dependent for
most of the period in which wind velocity and ice-motion were observed,

from 0000 hours to 1200 hours on February 16th may be considered a
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time of sufficiently steady conditions for an equilibrium solution
to be tested,

The theory used in the following analysis is that given by
Reed and Campbell (1960). In this model three forces are considered:
wind-stress, water-drag and the Coriolis force. The balance of
these forces is shown in Figure 6,03,

In this case the wind-stress will be determined assuming a

Prandtl-type boundary layer:

TR A N (N L) N TV

eees (6.02)

q
where Wz. is the air velocity vector at the anemometer height
2 4 ad 2, is the upper surface roughness parameter discussed

earlier,

The Coriolis force is a "pseudo-force™ arising from the use
of a rotating co-ordinate system and the horizontal component is given
by

cese (6.03)
where £ :200Sin 8 md R is the unit vector pointing
upwards, and £h; is the product of ice density and thickness.

The unusual aspect of the Reed and Campbell model is the
formulation of water-stress., The theory takes account of a Prandtl-type
boundary layer in which the Coriolis force is neglected and in which the

vertical shear is assumed to be uniform., At the interface between
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X

Ta : WIND STRESS

Kw : WATER DRAG

o : ANGLE BETWEEN WIND AND ICE VELOCITY
VECTCRS

B : ANGLE BETWEEN ICE AND RELATIVE VELOCITY
VECTORS

Vi : ICE VELOCITY

Vo: VELOCITY OF WATER AT BASE OF BOUNDARY LAYER

g

RELATIVE MOTION BETWEEN ICE AND WATER AT
THE BASE OF BOUNDARY LAYER

Va: WIND VELOCITY
D : CORIOLIS FORCE

Figure 6.03 - Balance of Forces for

Equilibrium Drift, (Reed &
Campbell, 1960).



Sk,

the boundary layer and the subsurface water on which the Coriolis
force acts, a hso deviation in the direction of flow, to the right
in the Northern hemisphere, is taken, analogous to the deflection
given by Hman's wind-driven current theory at the air-water interface
(Exman, 1965). Within the boundary layer the eddy viscosity is
taken to increase linearly from the surface matching the eddy viscosity
of the spiral layer at the interface, beneath which it is assumed
to be constant.

The water-stress may be put in a form analogous to (6.02)

if the relative velocity vector between the ice and the top of the

spiral layer, Cof is used:
T, Lk [LE]TIF T
eeee (6.04)
where 2, is now the roughness parameter for the lower surface
of the ice.
: If these forces are now resolved into % and §  components

and the assumptions made earlier concerning eddy viscosity are used, the

following equations are obtained:

J285hS
Tan k= Tanp+ 5058 {5’3’(‘(3#] eere (6.05)

VAT S ger® . g eeee (6406)
A Br"‘
5'"\/3 [ue*n.m??*'] - N, eeee (6.07)

12' ¢ 2 12
B rte2ph $ 8 SV E  (LWfV) =T e.on)
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wee BRDMRNILE2)] T
x.,: = drag coefficient of water and is defined by

$)- ' [u(’-"-;%)]’z
and “}
he
£ = ice density

thickness of boundary layer beneath ice

ice thickness

,3 = angle between -;"; and —r'
A= angle between —‘t’; and _V';

Reed and Campbell (1962) found solutions by substituting a
range of values for ¥ into equations {6.05) and (6.07) in order to
find the relationof ¢ to ¥ and £ . Substituting these
values into equation (6.,08) gives ¢ as a function of Ta .
Finally, B and 7, are substituted into (6.05) and X is
found by trial and error.

Since the trial and error method of solution is very cumbersome
attempts were made to solve (6.05) to (6.09) by one of the standard
methods for non-linear equations; in this case the Wegstein method was
- tried (I.B.M., 1968 and Wegstein, 1960). However, the attempt was
wnsuccessful on account of the proximity of imaginary roots to the real
solution., This difficulty emphasises one of the disadvantages of this
model: it is not readily put into a form appropriate for application
to large amounts of data,

As before we make the assumption that the upper ice roughness
parameter is .02 an conforming with that given by Untersteiner and
Badgley (1965). A typical ice thickness for the time under consideration

is 50 cm. The lower roughness parameter and the boundary layer thickness
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are harder to estimate. The current measurements close to the ice are
inconclusive, partly on account of the uncertainty over the operation
of the current meter. Johannessen, Pounder et al. (1968) suggest a
lower roughness parameter of 4.9 cm which seems large compared with
the 2,C cm given by Untersteiner andBadgley for arctic ice, in spite
of the rather rough appearance of the ice around M.D.S. The same
report suggests a boundary layer thickness of between 20 and 70 cm.
In view of the uncertainty of the data and the difficulty in estimating
these parameters, the following calculation must be considered with
caution,

If we take the representative wind velocity and direction on
February 16th between 0000 hours and 1200 hours as 120° and 32 knots

respectively, and accept the following parameters,

Zo (upper) = .02 cm
Zo (lower) = L4 Ocm
Hy = 70
£ = 50 grams/em® .

$ = 1.2x 1073 grams/en’
$o = 1.02 grams/an3
then, using trial and error methods a solution to equations (6.05)
to (6.09) yields the values
Vi

«

75 cm/sec
38.7°

corresponding to a relative velocity ¢ of 17.0 cm/sec.
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Average values observed during this period are

V: = 80 cm/sec

K =15°
It is possible that intermal ice stress accounts for the much smaller
deviation angle recorded. A weak upstream current may also have
been present, though this would seem unlikely in view of the sustained
westerly winds prior to the 16th. It is more probable that the
parameters chosen are not truly representat.ive for this case. Never=-
theless, surprisingly good agreement with the drift velocity is
obtained, Accurate estimation of the deviation X has always
been a difficult problem and no ice-drift theory has yet been able to

handle it very satisfactorily.
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Chapter 7 - The Time Dependent Motion of Sea Ice
7.1 = Introduction

The drift of sea ice has occupied the attention of oceanographers
ever since the remarkable Fram expedition in the late 19th century.
Early interest in this problem lay in the fact that the angle between
drift and wind vectors is much less than that predicted by Ekman's
theory.

The first models such as that given by Nansen (1902) concentrated
on the solution of an equation relating the forces of wind-stress,
water-stress and the Coriolis force. Sverdrup (1928) attempted to
explain the discrepancy with Ekman's theory by including an internal
ice~stress which he took to be proportional and opposite in direction
to the ice velocity, but this required him to postulate much higher
wind-stress values than actually exist. Rossby and Montgomery (1935)
were the first to realise the importance of a boundary layer next to
the ice, a concept used also by Shuleikin (1938). More recently the
empirical models of Zubov (1943) and Gordienko (1958) may be mentioned,
and the solution of Fukutomi (1958) appropriate to enclosed regions.
Fel'zenbaum (1958) included water currents but neglected the boundary
layers at the ice interfaces, a deficiency made good in the Reed and
Campbell (1960) model discussed earlier, A significant departure from
previous methods is that given by Campbell (196L), in which two=
dimensional partial differential equations are numerically integrated
on a vast scale, permitting theinclusion of surface ice interaction
which Campbell represented by the Laplacian of the ice velocity.

A1l these theories applied to the steady-state or "quasi-

equilibrium” problem in which the forces were held on average to be
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in balance and the ice drifted at constant velocity in the same
direction. There have, however, been a few attempts to analyse the
problem of time-dependent motion. In Sverdrup's discussion of the
steady-state drift of ice, there is aiso included an analysis of
transient motion in which he integrated his equations under a few
simple assumptions regarding the wind-stress, His purpose in doing
this was to estimate the average effect of a wind that was gradually
changing in velocity or direction. The equations investigated by
Sverdrup were

%——: = ¢W, - Qu +§v

d"—'v = c| wr —C,_V "f\)

dt

eees (7.01)
where Wy and Wy are the X and Y  components of the
time-dependent wind-stress and ¢, and €, are constants defining
the relation between wind velocity and wind-stress and between ice
velocity and the resistance to motion due to intermal ice stress,
Sverdrup based his assumption that the resistence to motion was
dominated by internal stresses and that the water drag could be neglected
on his observations of the sharp density discontinuity at 30 m. during
winter months over the North Siberian Shelf, He believed this to imply
a very low vertical eddy viscosity at the discontinuity so that the ice
and upper water layer would slip over the lower layer as a solid mass,
without friction. Moreover, the extensive ridging suggested the
importance of ice-stresses.

Shuleikin (1938) also discussed transient ice motion. He



60.

limited his analysis to a simple step-function type of wind-stress and
consid;ared two cases: a low ice velocity at which the water resistance
could be neglected, and a high ice velocity at which the Coriolis
force could be neglected in comparison to the water resistance. Shuleikin
used these models to estimate that the ice would reach 85% of its
terminal velocity within one hour of such a wind-stress beginning.

In 1930 Fjeldstad put forward a theory in which he included
the resistance to motion offered by the water in addition to intermal
ice-stress (Fjeldstad, 1930). In this rather complicated mathematical
treatment the linearised equations of motion are integrated vertically
in order to determine the surface velocity. Fjeldstad included the
internal ice-stress terms as they appear in equations (7.01), but
neglected the mass of the ice. He thus treated the ice-water system
as a homogeneous fluid, acted on by a surface wind-stress, but also
subject to a surface skin resistance.

Fjeldstad's neglect of the ice mass might be justifiable if
the viscosity is invariant with depth and if the accelerations are
relatively small, for then the solid surface acts merely to transmit the
stresses to the water beneath, which at small depth moves at a
velocity nearly equal to the ice., The theory ceases to be useful if
we accept the findings of Rossby and Montgomery (1935) and include a
sharp change in the vertical eddy viscosity close to the surface,
for then the behaviour of the ice and swrface layers will be very
different to the slightly deeper water., Fjeldstad's paper is nevertheless
important in that it is the only time-dependent ice drift thecry to date
that has included the vertically integrated equations of motionj;

moreover, it provided a saticfactory mathematical derivation of
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Fredholm's solution for wind-driven currents (Ekman, 1905), it was
the first model to allow for the effects of finite depth of the

ocean and it alsc laid the foundation for the significant contribution
of Hidaka (1932) which will be discussed later, and of Nomitsu (1$33)
and Defant (1940).

More recently Brown and Crary (1958) considered the effect of
moving air systems over an ice field and were able to measure the tilt
of the surface using a sensitive bubble level. Current measurements at
150 m. in the same study suggested the existence of a counter-current
tending to balance the depression. Hunkins (1967) used equations (7.01)
to investigate inertial oscillations of the arctic ice-island T-3 and
integrated them analytically for the case of a step-function wind-stress.
Hunkins was interested in summer ice conditions with loose pack-ice
and he therefore used the terms C.V and €V in (7.01) to
describe the water-drag effects.

Reed and Campbell (1960) took the non-linear equations

eese (7.02)
and integrated them numerically under a step~-function wind-stress.
The result is shown in Figure 7.01.
Until very recently the quality of navigation data has not
permitted the study of accelerations on the scale enccuntered in ice
studies, Another problem has been the laborious computation necessary

in the use of the more complicated solutions, likely to arise in the
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in the study of time-dependent motion. Improved navigation techniques
and the availability of high-speed computers now permit us to analyse
such models with observed data as input, rather than integrate

simplified equations under the most stringent and artificial assumptions.

7.2 = Simple inertial model: Resonant Interaction and other properties

Any large water mass has certain natural periods of oscillation,
In the Gulf of St. Lawrence we may expect to find a characteristic seiche
frequency and also an inertial frequency determined by the latitude.
Evidence of inertial motion is suggested in Figure 6.02, but even if
this were not observed the forces inmvolved are well-known and under
certain circumstances may become very important.

In examining the oscillations of T-3, Hunkins (1967) found that
the transient terms in his solution to (7.01) describe rotary motion
with the inertial period, agreeing in general form with his observations.
Rather than use (7.01) we shall consider the non-linear form (7.02)

which we may rewrite as

d___\l_ = S—V" K___.}-'”)a u" 4+ K"‘———f‘ \h’:-

at 3w f¢ \'\:.

eees (7.03)
where Kw and W, are the water and air drag coefficients, and

fi h; the product of ice density and ice thickness. Figure 7.01
shows that when plotted in the w , V piane the ice velocity spirals
into the equilibrium value. This is more obvious in the under-

damped case shown in Figure 7.02, for a lower wind velocity and for

parameters found to be realistic in the Gulf of St. Lawrence. In
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order to show more clearly the behaviour of solutions to (7.03) the
absolute velocities for the case shown in Figure 7.02 are shown in
Figure 7.03.

Since the system described by (7.03) has a characteristic
periodicity, it is natural to examine its behaviour under forcing
functions of different frequencies. The admittance may be estimated
numerically by applying a periodic forcing functicn and waiting for the
system to reach a state of uniform oscillation. This was done using
a sine wave input amd finding the amplitude of oscillation after
several cycles for a range of frequencies. Figure 7.0h4 shows the
curve determined in this way., Close to the inertial period the sclution
becomes unbounded.

It is clear from Figure 7.0l that if changes in the wind-stress
over the Gulf are of the order of the inertial period, the inertial
period at Lat. 49° is 16 hours, it is not unlikely that changes in
the wind-stress could lead to amplifications in the ice-water system.

Although equations (7.03) do not allow for seiche frequencies,
resonant interaction coulid occur here aiso. Finaliy, it shouid be
noted that wind-stress changes in phase with the tides.can also

result in amplification of the surface motion.

7.3 - Application to measured wind-stress values

The facility with which equations such as (7.02) can be
integrated suggest their use with measured wind-stress data over an
extended period. In order to compare the result with the actual

position fixes for M,D.S. the following system of equations *.was used:
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™m - x
b X
e e (oo -\
%: UaCx
ay _
(gt VY@ eeee (7.04)

where Cx and Cy  are the geostrophic current components for the
area under consideration, upon which the ice motion due to other causes
is superimposed,

The system was solved simultaneously to obtain X and ’
at 10-minute time steps corresponding to the standard data spacings.
The origin was taken at the point where wind measurements were begun
(Figure 3.01), and the solution compared using different parameters
with the original position fixes. A predictor corrector method
(Hamming, 1962) was first used to solve equations (7.Ch), but it was
subsequently found that essentially the same results were obtained with
iess computation using the fourth order R;mge-}{utta procedure.

It became immediately obvious tkat in solving (7.0L) it was
not possible to attach the usual meaning to the water-drag coefficient.
Realistic drift velocities could only be obtained by using a drag coefficient
at least an order of magnitude less than that gppropriate to the Reed
and Campbell model. Variations of the different parameters were tried
in an attempt to determine which values most nearly duplicated the
shape and dimensions of the curve describing the different floe
positions. Moderate agreement was established using an areal density

M of 300 grams/ana, a water-drag coefficient of .002, an
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air-drag coefficient of .0025 and a current velocity of 4 cm/sec
(Cx = 3.5, ¢4 = -1.9). The respective curves are shown in Figure 7.05.
In choosing an areal density of 300 grams/c:n2 we are really
implying that for some 250 cm beneath the ice, the water moves with
the ice mass, This is of course a great simplification, but rather
poor results are obtained if we take an areal density of only
50 grams/cmz. The result of choosing different densities is shown
in Figure 7.06. Both the shape of the curve and the orientation are
affected by changing the mass. The increased deflection with greater
mass is presumably a consequence of the larger Coriolis temm.
Variation of the coefficient of air-drag is shown in
Figure 7.07. Since there appears to be fair agreement on this parameter
it was held at the average value of .0025 in the tests to determine a
best fit. Changes in the water-drag are given in Figure 7.C8.
Finally, variations in the current are shown in Figure 7.09.
Since there was inadequate knowledge of the surface currents in the
area a uniform current in the gengral direction of drift had béen assumed.
Since the floe travelled some 150 kilometers over four days it is
hardly surprising that the two curves shown in Figure 7.C5 do.not match
more closely. The current is weak in this area, but is known to be
very variable with changing meteorological conditions. Moreover, it
will not be always in the same direction at all peints along the
drift path. A still closer fit could have been obtained if we had
taken a more rapid current over the 16th February, and subsequently a
smaller value than actually used in Figure 7.05. In general it would
seem advisable to set the current components C€x , Cy to be

equal to simple functions of the X , ﬂ co-ordinates, the function
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parameters being determined from current data as they become available,
No attempt was made to allow far the possibility of intermal
ice stress. The mcdei described by (7.0L4) can be modified to include

Sverdrup-type internal resistance by adding terms of the form
-rv, -tV

on the right-hand side of the first two equations, where v is tte
stress coefticient. The presence of ridging on the ice surrounding
M.D.S. indicates the possibility of internal stresses, through the
open water south of Anticosti Island and the general agreement of the
observations with the simple model given above suggests that this is
n.ot an important factor in the case studied here., Sverdrup (1928)
has shown how tidal motion can create ridging on an ice cover.

The model appears to mrovide a reasonable means of estimating
ice drift. Application to M.D.S. data indicates that some 250 cm
of water beneath the ice must be assumed to move with the surface
cover, and that a water-drag coefficient appropriate to this

assumption is ,002,
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Chapter 8 - Subsurface Accelerations
8.1 - Integration of Equations of Motion: uniform eddy viscosity

The limitation of models such as that considered in Chapter 7
is that they do not allow for the integrated effects of previous events
on the water motion, and hence on the drag exerted by the water on
the ice. The only theory that ok this into account was Fjeldstad's,
but since Fjeldstad neglected the mass of the ice he was not concerned
with the water drag, but only with the velocity at the top of the
water column,

The stress exerted by water on a moving sheet of ice will be
the product of the (eddy) viscosity and the surface velocity shear of
the water. The velocity shear in turn will be some function of the
ice velocity at the time considered, together with the integrated effects
of previous ice motion on the water mass. In order to analyse the
surface shear we must therefore consider the equations of motion goverming
the water beneath the ice, In this analysis we neglect the curvature
of the earth; we assume the surface stress to be distributed uniformly
over an area great enough so that horizontal pressure gradients will
not influence the result within the time periods of interest, and
also that there is no vertical advection of water great enough to affect
the result, except in the sense implied by the use of a coefficient

of eddy viscosity, )Je .

Under these conditions the Navier-Stokes equations reduce to
ag 3 [ )\I]
ot 5 (13 K.) %

v
ae * 8 2 3 [na ) |
eeece (8001
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where K= ye/f., is the vertical kinematic eddy viscosity.
Assuming that the no-slip condition holds at the sea~bed and also at
the ice-water interface, we obtain the boundary and initial conditions:
1. UR0)=Fi), VE@0=26) where F(® and Gy
are functions defining the velocity distribution at
time t=0 .

2. V(H)=V(Wt)-=0

3, Ulek)= U,(x), Vlo)=V,ity  “here Uo ) and W, (&)

are the velocity components of the ice at time t=o .
The last boundary condition couples the partial differential
equations (8,01) describing water motion, to the ordinary differential
equations describing the ice motion:

d_go_ Vv ______l__. ° —.—
dt f L, K ()‘_ \-25°]+£ht T“

x

i—\é’*}"":"i‘}- K. \__o] + Ty
eess (8402)
where T‘;x and T., are the x and Y components of
wind-stress. These equations will have to be integrated numerically
under the specific inikial conditions and wind~stress. This may be
done in exactly the same way as was done in Chapter 7. It is the

purpose of this chapter to derive expressions for the surface shear:
W v |_
2 Lyeo and 9z Lz-0o

for substitution into equations (8.02).
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If we use the transformation suggested by Fjeldstad (1930):

U= QzOCosft + Wiz t)Swmit

V== P@ROSn{ + Yize) Gos ¢t
[ X N J (8.03)

it can be shown (Appendix L) that €@ and 4  must satisfy
a® . 2 [K 3¢ 7’\’3[ w]
2t 2z 02 Ky %
[ X N X} (8.0)4)
Our conditions now become:
1. Plr0) = F(®, € 3 known function of &
2. @0 =6, G a known function of Z

3¢ @ML) = PIHA) =0

Le @(ot) Cas§t + YWCOA) Sinfk =,

5. ~@ (0,4) Sinft + Y (o) Cosft =\ eese (8.05)
Solving (8.C5)-4 and -5 gives:

Plot) = U, st -\, Sin§t

Ye,t)=V, Singt + Vo Gos ft reeen (8.06)
Hidaka (1932) has shown how these equations (under rather

different boundary conditions) can be solved using Stokes' Method of

Integration. However, this method relies on the expansion of (@

and 'L,) in temms of eigenfunctions arising from an ordinary

differential equation which includes the function Kwm(?) . This

anthor has not been able to solve this equation for a viscosity
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distribution appropriate to the situation described here; it appears
that the solutions are likely to be very complicated.
As a first step in examining this problem we shall consider

the case of uniform eddy viscosity Knta) = K. where W

’
is held to be constant. In this case the method of Laplace Transdbrms
yields a solution more readily than Stokes' Integration method. We
make the simplifying assumption that the depth is infinite and that
the water is motionless at time € =© . Since contributions to
the solution decay exponentially with depth the effect of the former
assumption will be negligible for ordinary ocean depths., If the
initial conditions are non-zero the solution can still be obtained
by use of the Green's Function (Appendix 5). The boundary conditions
are nows:

1. @z,0) = YWiz0=0

2, @ ok) = U, Cos (§t) -V, Sia (§8)

3. Wlo )= U, Sin gt 4 U Cos ft

Lo @) = YY) P° o5 2o eeee (8.07)

n

and equations (8.04) may be rewritten

. ¥
ot K, o

FL VN,
k™3 veee (8.08)
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Applying the Laplace Transformation to equations (8.08) we obtain

(=]

® -pt .
j e Wa _K. rert)l!’cltzo
ot A ¢

 of 2 Vs
° d*p ‘E“P -~ L Yir -0
dl" . KM
where the prime denotes the transformed function. For zero velocity
initial conditions we have
d¢' ¥ ¢’ -0
z Ken
eees (8.09)
Since @  and hence W  must be bounded as Z 200 s
of the two solutions to (8.09)

ﬁ‘_r.. 11’7&.

Ae:z ama De

-2\
A e Yie.

we must use only

LJ

At the surface & =0 we have condition (8.07)-2. Using

the abbreviation

Q ‘%t\ = x'@ (t) N U \°,t) = 'Xq )

this becomes on transfommation

@’ - e ¥ ol =0

The solution of equation (8.09) which has this valu'g at £ =0 and
’ ’ -2 (%
is finite as Z-» 00 is (o= xrme A
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Now using the Superposition Theorem

L {5, U-)} L[f (t)} J §,00) § (&%) a"c}

‘if&-

and the inverse transfom of c , we obtain the

solution

l

3
Zz -4 W)
Pzt) - N S 'X\Pm({—'r) e At

eees (8.10)

To obtain the shear at the surface we must take the limit

as 2 —0 of the derivative with respect to = of our
solution (8.10). We may then substitute cg and LS, into

the shear equations:
UZ 2 Q% Cosft & Di Sin §t

v, = -(pa Sinft + VY, (os gt

[ XX X (8.11)
where the subscript Z denotes partial differentiation with

respect to & .
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8.2 = Evaluation of the Shear

Taking the derivative of equation (8.10) yields, as 2 O :

~ 2/ ()

t
Lim 29 . b l_‘_. S K@) € 4
Z-: (X3 F Y 2JeK., o (-0 T
t - %/“““(t_,‘,)
- 2 S Koy e &
8K {7 T ke

We cannot evaluate this limit as ¥ © directly, since there is
a singularity at =4 , and in general the function is not
defined analytically.

Suppose, however, that 'X,f(‘t) behaves such that there

exists some O closeto t , ola <t , so that for

astst ’ K@= constant = R¢ ., Then we could break
the solution (8.10) into two parts:

kS
a -
‘= - Z ( .. -X e (£-Y)
L B % 4 4 4 &<
= L Xg ) (&%) e A

2 - te-f'l{w.. &) ).'sh
— (9 I\ ¢
¥ ZEi 7 O X‘p o
eoee (8.12)
Considering first the second integral on the R.H.S. of (8.12), we -

use the transfomation

v= 2. (D), 47 « (Tuw V) dv

where is the transfommed variable, and obtain
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- [
Z‘_‘f J vk
C v W
" ;_}.
¥ (t-a)

This is the incomplete Gamma function,

r(‘ qu (t-A))

which may be rewritten:

ke

&p { ' - ) = -G
= M) -y (%, Tkt ))]

Finally, using the relationship (Appendix L)
Jooerfix) = Y (%,%)

we have,

- 1
[ (h) - 7 ers (¥ ea) )

iR

so that equation (8.10) may be rewritten

a e—*‘/m(t-'o
Qe i X o v

v T 1 ers @ RECTD))

. (8.13)
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At this point we may note that if we take ;\m PGt we
obtain the previously defined surface value ‘)-(,_' .

We wish to determine the velocity shear at the surface, that
is, we require \lim 9 o Taking the derivative with respect to

T+0 P
) of the first termm on the R.H.S, of equation (8.13) gives:

=

1 -
T ) Keoente i

-2‘/““~(t'~‘ )

¥ lb,ﬁu‘;;:,; ’ Kt v ee) e dx

which in the limit as Z-»©O becomes

(r) 4-vY %
ﬂ_. j Kl
eeee (8.14)
Next using
d -t
= lergGo) - 2

we take the derivative of the second term on the R.,H.S. of (8.13)

T tta) v
‘-r e ]j\\-K..(k-cx) XQ

which in the limit as %0 becomes

to obtain

-
-

1}
A —

P
= K PRI
I\._‘: w uK~(£-“) o e (8 .15)
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Now combining (8.1h) and (8.15) we obtain

lim a—e _ _._- ( ";9.. -
0 0z arﬂa.,[, Kot &) ot - X e

eees (8.16)
which is the required expression for surface shear.
If the ice had moved at a constant velocity from time t=o s
we would obtain

um ‘2_(_0 = - &
Z2s0 02 '“’K.u‘t

which is exact for all ¥ 70 . A singularity occurs here at
t =0, the physical significance of this being tﬁat the shear is
infinite at that time due to the impulsive motion defined for the ice,
In evaluating (8.16) numerically O would be taken as one
time step prior to ¥ . Since the time steps are chosen to be small
enough in comparison with the acceleration of the ice that there would
be negligible change in x'\u over one Utime Step, the errors
incurred by the restriction:that (8.16) implies will be within those
normally accepted when using numerical integration procedures.

Deriwrg equation (8.16) for W&

bm W, o iy et e - Ry
30 z]w < Iﬁ?"f;

Xyl (8017)
If we let  Ke:Xy® md Xy =Xylt) and substitute (8.16) and

(8,17) into (8.11) we obtain
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Y, = ff_:}"'z f\(u,m&yc-v.m&ns’ﬁ)ust .
¥
(VottISiag » Vo) Cacfrt Sinst | (403 e -
A
e [(u.ctw.v.ce)sa.;t) Cospk + (Vs tE)Singt +%o) Ca k) Sin ;t]

Ve i",r’i'"{: 3: L(u,ce\ (¥ =Vo ve)Swﬂ\ ('S‘*Sﬂ +

(A Singe + Vo () Cs4%) Cang | ety ™ -

APORTIR) ‘, (U () Cost - Va6 S-'wst)&.\,t (WSt N-U’)(os}'&)(:g:jt]

which simplifies to

XA

___._—

Sy — L [\u ) Cosg £2) +\l°(»e>smst£-'¢)l(ﬂ3 ¢ [k

ST Lo Vo (8
\"%t T S L (I\ '\’i\gini(.:-’t\)"\',oﬁ‘e\l ‘S'({QA(F‘)‘{ i 'lm

eeee (8.18)
which may be integrated numerically. The surface drag terms are given
by the product of the shear (8.18) and the eddy viscosity, the ordinary
differential equation for the ice _’chen being integrated in exactly ‘
the same way as in the previous chapter.

The integration of equations (8.D2) using (8.18) requires
a complete integration of (8.18) at each time-step in the integration
of (8.02). In practice it would hardly be necessary to integrate

back to € =0 each time, since contributions are weighted by the
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factor (t-’t’)-% so that two or three hours would probably
suffice., Having evaluated the ice motion over a certain period it

is then possible to use our solution (8.,10), together with its
analogous form in \}f s to determine the water velocity at different
times and depths:

z t -Za(f-‘l) -,
2dnK.. j [Uo(")(osr(t-‘t) Wolinpenf€  (¢-7) MdT

ulzt)=

v(zt) - —E= l ¢ w0
T 2 ek [U,&’).Sh} (e-T) - VL) s ft) ]C (g."c)'%d’*{

eees (8.19)
which may be integrated numerically for all depths greater than O and
all times up to t o

Equations (8.19) show that provided ¥ is sufficiently
far from T , the exponential term will not dominate the integrand
for a specific Z . The greater the depth, the greater must be the
value {t-x) for the exponential termm to disappear., This
suggests a useful procedure for estimating the value of Km, since
this parameter detemmines the rate at which surface velocity fluctuations
diffuse downwards through the water.

Consider an ice water system, initially motionless, which at
time T =0 receives a surface impulse of the Dirac delta type
such that:
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U ®):=V,(t):0 « t #o0

J L, ()dt - Jvou)ax =1

In this case we may solve the velocity equations (8.19) to obtain

'?’%»K..t -3
vzt) = == [1] (gt e T
- -z'/"l'(mt -3
Ves) = Z2—-[1] Swjt € t
..o (8.20)
The absolute velocity will then be
z Tt %
e, € t

Figure 8,01 shows absolute velocities attained at a depth of
5 meters with eddy viscosities of 75 and 100 (c.g.s.) respectively.
It is seen that the viscosity not only changes the elapsed time for
maximum velocity, but also the general shape of theccurve., In practice
U, () and V ("C) will be continuously changing, and the
velocity at any depth will then be simply a superposition of solutions
of the type (8.20). By mmerically integrating (8.19) with different
values of [, correlation with the observed velocity may be used

to obtain an average value of the eddy viscosity.
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8.3 - Inclusion of the boundary layer

A satisfactory evaluation of the drag exerted by the water
on the ice must include an integration of the equations of motion
with a depth-dependent eddy viscosity. In particular, if we accept
that a Prandtl type of boundary layer exists close to the ice, this
implies a linear increase in eddy viscosity from the ice to the base
of the boundary layer., Beneath the boundary layer the eddy viscosity
is generally assumed to be constant, though there appears to be little
evidence to support either this or any alternative distribution.
However, since changes in the eddy viscosity of the deeper layers
influence the solution to an extent exponentially decreasing with
depth, a2 uniform value beneath the boundary layer is a reasonable
assumption.

Reed and Campbell (1960) matched equations under these
assumptions, but allowed a hSo direction shear at the interface,
HBmkins (1967) obtained a good agreement between current profiles
measured beneath the Arctic ice and that predicted by the boundary and
spiral layer model proposed by Ekman (1528). Numerous other hypotheses
have been put forward for the variation of eddy viscosity with depth:
the problem is similar to that emccuntered in the case of air motion
in Chapter 5. Kozlov (1962) has discussed the effect of variations
in the viscosity coefficient in terms of power functions; Jeffreys (1923)
considered the possibility that the coefficient was proportional to
the square of the velocity shear, In Hidaka's analysis of time-

dependent drift currents (1932), a solution was found for the expression

K= AG-%g)
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where A, B and C are chosen for the appropriate conditions. However,
this expression cannot describe the situation in which the turbulence
is suppressed close to the surface, Fjeldstad (1930) suggested the
use of eigen function expansions to express the wvariation of eddy
viscosity with depth; but unfortunately gave no examples, Hidaka's
model can be solved for the case of a linearly increasing viscosity,
appropriate to the boundary layer, by transforming the ordinary
differential equation occurring in his derivation, into Bessel'ls
equation., However, the boundary layer is generally considered to be
very thin, perhaps less than one reter, and such a solution is likely
to give misleading results.

An alternative approach is to consider the boundary layer to
be of uniform, though smaller eddy viscosity, overlying a deeper
layer also of uniform eddy viscosity. Such an approach implies a
discontinuity in the mixing length at the interface, but does not
imply a velocity or direction discontinuity. Using the procedure
outlined in the previous section two or more equations can be matched
under the assumption of a pointwise continuous stress and velocity
distribution in the neighbourhood of the respective interfaces., The
problem has an analogy in the conduction of heat thrcugh composite
slabs; under different boundary conditions it has been discussed in
the most general case by Sakai (1922), and also by Carslaw and
Jaegar (1952). Part of this analysis, in particular that of the
steady state part of the solution, follows their discussion.

We consider a two-layer system in which an upper layer of
eddy viscosity K., , occupying the region -{1<z<o overlies

an infinitely deep layer of viscosity K’*; in the region o<%
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The subscript | will denote quantities in the upper layer, the

those in the lower layer. At the interface we match

subscript 2

the stress

oV 3,
K"‘- 0z K"‘zi—z-

Km’ é_'& = K.“ /bt

a-t Z.'—O, 't)O cosce (8.21)

and impose a finite velocity shear

U=,

V.=V, at z:0, tro eeee (8.22)

Under the transformation (8.03) we obtain from (8.21)

")U
K,., 2z Losft + K., .Su.jt K., BT‘_’:‘Q:ft + K, %‘L/%S;.ft

which reduces to

K. 5= k. 2%

)% 1 D2
3‘4’ - AR
k ‘dE K"‘“'-"S?
seee (8.2h)
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Under the same transfomation, (8.22) yields

CP' Cosgt + \e Sinft

(P‘.(csit +4 S ft

“P Sinft + Wlosgt = - Singt + Y, Cosgt

. giving

"

1

¥ -y
* at Z2-=0

eece (8'25)

Within each layer the equations of motion take the same form

as in the previous section; i.e. after taking Laplace transforms,

L

B2l e

with the new conditions

ka% l‘;a??:, at 2:0

/
LP. s ‘ﬁ/ at -0

@ =Xp ot 2:-t

2 ~»o & Z2Hoo

e (8026)

eeee (8427)

[N X ] (8.28)

eees (8429)

eeee (8.30)

eees (8431)
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Similar equations and conditions would be defined for the variable G .

A solution of (8.26) which satisfies (8.30) is

®= X, Cost § LEs2] *ASian 3 Lt

. (8.32)

where we use the abbreviation
. {z . jE . =
s‘ K'l > .52 - K‘L 3 'L i} K‘:

A solution of (8.27) satisfying (8.31) is

/ "Si
® -8e™ veee (8.33)

Now substituting (8.32) and (8.33) into (8.28) and (8.29) to eliminate
A and B we obtain

[ka{l. 1, Sink
j ” eere (843L)
and
’_ Y -1 -f}
@, = Xe® [Gsuf,t + g Shft] € cees (8.35)
We will only consider (8.3l) since we are chiefly interested
in the surface shear; (& ’ may be developed in a similar fashion.

Since (8.3L4) was not found in tables of inverse Laplace transforms,
we use the method of expansion in negative powers of e ,

(Carslaw and Jaegar, 1963):

Sz
cp X.,(P) [e" +ef -nc ,ne'{]

[elt ft’ ne.fq
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, -5, (2+0) f@t)
[ + 42 o728t

Now using the Binomial theorem we obtain

s 16313 £.z4) . -5tn
‘P 'Xv‘ﬂ e +ve ]Z(‘l 1
eees (8436)

We are now in a position to take inverse Laplace transforms, so that

using again the Superposition theorem we obtain:
= {(2nn) L«tzk

€ - J X.,,mi GRS [ “"%%’5; g W= (+)

(u +)i-2 ) -—-———lt‘;" ")(:':,
JJR Ko, () C - X ¥

The surface shear is then given by

——__—-
1. K., (t-7)

t
0% - Jﬁ
;D—; ll:'{ B Jo X“:t’ﬂz i “1); { K“ “'t’ e

-{nly

eeee (8437)
Again we find that numerical integration will not be possible

without imposing a restriction on ‘K¢ (¥) for an arbitrarily small

period prior to ¥t . Considering now, only this short interval




asrst in which Xgl¥)=Xy , a constant, we obtain
the new boundary condition replacing (8.30):
;=
Ql = %& o.t %3—(

The two solutions corresponding to (8.32) and (8.33) are then
q’.’= 2%'. Cosh f. [[fz] » A Swh f‘ U.fil

‘{,,= %e‘f;i

Eliminating A and B , we have

(.Pl - ﬁv [Coskg‘i "nSMh{lJ
P Lot 0 + nSibf(]

Expanding as before in negative powers of e s gives
0
X -5, Lzaa) L +2) -5 L@nalt-2
‘?{‘éfz V“{e -ve ]}
n:0

and taking.inverse Laplace transforms gives:

(anydlez

3 )
@ - x"‘?;,‘} {"""zm -

\F er§c Qe+t }
2K, (£-2)
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The derivative at the surface corresponding to (3.15) is then

JII’K.., -a)

C -a*¢
A < it + I_Z v—nc /K-“.lt"ﬂ

eees (8.38)
The expression (8.38) together with the non-steady part (8.37)
which is integrated over the interval ©0&Y¥ § o s are
equivalent to the expression (8.16) for the case of uniform eddy
viscosity, and give the surface shear in terms of (@ and W for
the boundary layer model., Substitution into (8.11) and multiplication
by the surface eddy viscosity will then give.the required drag on the
ice. Using this drag tem the ordinary differential equation for ice
drift :may then be integrated numerically as in Chapter 7.

Equation (8.37) shows that the time integration must be summed
until convergence occurs, This greatly increases the required
computation time. Convergence of the series will be more rapid for
smaller time intervals; provided we are mainly concerned with the
more rapid accelerations associated with ice-drift, integration of

these equations should be practicable on a modern digital computer.
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APPENDIX 1 - Flow Charts of main cdmputer programmes.,
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(ii) Tidal Analysis
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(iii) Spectral Analysis (iv) Numerical Model for Time-
Dependent Motion
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APPENDIX 2 - Scheme for Generating Gram Polynomial Coefficients

Ralston (1965) describes a procedure for using Gram Orthogonal
Polynomials in functional approximations. When used with equidistant
data great accuracy, speed and flexibility may be obtained, The
standard method in this case is to determine each functionally
approximated point ‘jm"‘) using orthogonal polynomials up to
degree m. It is convenient to take an odd number of points, @& ,
and to let zero be the mid-point of the range of the abscissas., Thus
the points are zero centered and extend to * &  each side of the
origin where W= gz_:" o Welet S be the translated value

of X 3 then,

9.9 - Z b, ?3(5,0 ceee (2-2,01)
where j=°
b - é w: & P (si )
——
LW ALY \-)]
W; = weighting value

-t
L original data point

uh‘
H

the orthogonal polynomial of order )
evaluated at S, L -
3

P,(s.

The polynomials PJ (s,v) are generated from the definition

(Ralston, 1965):
(2k) 5

RGO = kej U#R)  (i+s)
Z 0 () (20)'®

esee (A=2,02)
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where

]
n X!
X = /t (x- n)! » the factorial function.,

These polynomials have been tabulated by De Lury (1950) for a range of

S, J and L. . However, this method does not permit us to
determine derivatives. For this we need to separate out from
(A-2.02) the coefficients of S . A series of these coefficients
was calculated and generalised; a recursive relationship was then
found which permits the coefficients to be rapidly calculated by
machine., Table A-2,01 shows the generating scheme. Much computation
time may be saved by making use of the ract that alternate coefficients
are zero; it is possible to store the coefficients in a two-dimensional
vector to save memory space,

To obtain the coefficients of the approximating polynomial,

Qo , &, - ,Q,, » We use the expression (A-2.61) and equate

coefficients for each power of 8§ . Thus

a,- ZE ‘b C;,j
J=0

~m
e, = / bj cl,j
J=e
Ve
o, - 15 Cod

The author is indebted to R.H. Farmer for assistance in
devising this scheme and for finding the recursive relationships

given in Table A-2,01,
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TABLE A~-2,01
For generating coefficients CP'J of number P and polynomial

order )} .
7

No. of coetficient a,,

Pz O 4 2 3 ¢--- P
o1

S

©

\p‘ o cl,l

8

fe, o

3 02 Ga

;9 ° C %G,

\

Y”’c"* o C‘c“ ° c“"

Q

e G Gy G Gy G

Recursive Relationships:

Each coefficient CP'J is composed of several elements,
let the T~ element of Cp, ,j  be denoted by square brackets
L pjit ] . Coo =1 5 all other coefficients in the first

column are then found from

G .
Coj* {-[oine] - £ ['J €] G~ Lodie]
The 'coefficients of the last column in each row are found from

i) D -
Cpyj = Limin ] 257 65

A1l remaining coefficients are determined by

Co.j :Z Jites [S J-5 f] . _ {[5-\ J-l,J-SA]EQ.Jﬂ)lS,J’ .ys-c]}

2L—J+a
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APPENDIX 3 - Wind Data Used in Regression Analysis

On-shore winds selected for meteorological stations around the Gulf
from February 13th to 18th. These data were kindly supplied by
J. Walmsley.

Geos, Speed Geos, Dir'n Surface Speed Surface Dir'n
(Knots?e (Fram. deg) (Enots (From. deg)

Port Menier

10 315 10 270
12 285 10 L7
10 320 10 27
19 360 15 270
29 320 _ 15 247
18 320 15 270
32 180 15 135
Mont Joli
10 290 10 180
10 320 10 180
13 295 10 225
p 340 10 225
18 315 20 202
19 325 10 225
28 330 15 225
32 330 15 315
29 325 20 292
L7 330 10 292
35 325 15 315
19 315 15 0
20 230 15 180
Lo 195 15 157
55 330 30 270
80 330 30 292
55 160 20 270
55 335 25 315
Seven Islands
20 275 1 67
11 300 5 180
19 225 10 67

3k 175 15 12



Geos. Speed Geos, Dir'n Surface Speed Surface Dir'n
(Knots) (From. deg) (Knots) (From. deg)

Daniel's Harbour

22 2715 20 225
23 255 15 225
[ 275 5 202
5 15 5 292
5 345 5 270
70 315 25 270
53 295 L0 27
29 270 30 225
22 2l5 30 225
17 250 20 225
16 285 25 270
13 300 20 270
18 335 15 292
1 315 15 270
10 270 15 225
45 255 Lo 225
Fox River
10 330 10 315
31 300 20 292
35 320 25 315
42 150 10 135
70 300 10 292
Natashquan
50 295 15 270
43 245 25 225
Cape Whittle
28 280 15 247
25 260 10 225
11 270 42 270
L5 285 25 225
10 215 1 202
30 220 30 225

27 230 20 202
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Geos, Speed Geos, Dir'n Surface Speed Surface Dir'n
(Knots) (From. deg) (Knots) (From. deg)

Grindstone Island

1 325 1 247
10 15 10 45
10 15 10 LS
27 10 15 337
L0 5 20 0
33 5 20 0
38 3ko 25 337
30 335 15 315
ko 310 20 315
35 300 20 315
38 270 25 270
30 290 20 315
28 300 15 315
25 305 15 315
35 305 15 315
23 305 15 270
28 315 10 315
21 275 10 292
17 220 15 202
50 185 45 180
60 280 35 270
47 270 35 292
70 270 35 292
55 295 35 315

Miscou Island

5 355 5 45

Lo 195 20 180

Port-aux-Basques

10 15 5 | 135

33 300 30 270
38 290 25 270
18 270 20 270
25 290 25 270
19 300 15 270
Lo 195 15 202
Ls 205 32 225
Lo 290 35 270

L5 270 35 27
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APPENDIX )} = (a) Transformation of Acceleration Equations
(b) Transcendental Functions used in Chapter 8

(2) Transformation of Acceleration Equations:
To show that equations (8.0L) and (8.03) imply (8.0L):

First substitute (8.03) into (8.0l) to obtain
(1) @, Cor §¥ - $1P SmFt + W) SingT & SiyCosqt + £9Simet - W asit=
K @), Cos 3t + (Kl ), Singt
(11)- Sia gt - J@Cos 3t * W, los £t - £WSingt + § (PCos Gt + § W SingE =
- (K @)y Singt + (K W) Cos dt
Now miltiply (i) by Ces$t and (ii) by Siagt

(344) Cet Cos ‘;‘t + \& Sin&k (gsft = (_K.. CQ.)*CDS"-“ ] (metls'tk COSft

@)-@ St + W Singk Cosgl = - (K@), Simrgt o (Kl Gn St st

Adding (iii) and (iv) gives

(v § Ge25t + W Singk Costtx (Ku(p), Gs2st + 20K W), SiagbCos £

and subtracting (iv) from (iii) gives
(vi)
@ = (K- ®),

Substituting (vi) into (v) gives

Utg (K 1')&)-;

as required,
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(b) Transcendental Functions used in Chapter 8:

(1) Gamma Functions
P [T et dt

(ii) Incomplete Gamma Function:

e _~t &
M(x.x) .Le t  dt
This may be written

[xe) = [Tty = 77t %)

where ¥ (,X) 1is the complementary part of P (e, x)

x - -l
yam: [ et at
11 Py fF

(iv) Error Function
® _t'l.

1
eft»:== ), € &
(v) Complementary Error Function
erft(xy=\~-erf(x)

(v2) In eF() = (% >%)

(vii) j_i\ Crf(!) . (_I‘hﬂ 3:— o e,,e-

.ﬁfx
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APPENDIX 5 - Modification to permit non-zero initial conditions in

transient model Chap. 8.

If we choose to consider non-zero initial conditions, we have:

P o). U(3,0)
W @) V@,0)

where o) » V(R0) are the known initial velocities. For imstance,

we might assume that at time %20 we have a steady state Ekman type of flow --.%

with ice travelling at velocity V, in the \) -direction. Solving the

Ekman equations under these conditions would give:
- w
1) C . .l $8, 1"
| ®Reo): -\ e C“(‘_Z\C. ;+"'/,")

- ‘f%..]i 208 L7
1) Yee) =¥ e Sin ([7-“*']*- + A’)

To obtain the actual value of @(,&) , Y(x¢) due to the
instantaneous plane source at CP(&ft\ s WCRE) we must find the

Green's function of equations (8.04). This is given (Carslaw & Jaegar, 1959)
by:

(1ii)

! { = (22 )/ () - R ()
2. &t = c

The modified value of Pz, k) , W (%€ is then cbtained by integrating
the product of (iii) with (i) and (iii) with (ii) respectively, over depth,

and adding the result to the solution dgtermined for zero initial conditions:
V) \ ® -h  -f)
Pla) - 2Jovat lj'*(f.‘\{e%‘ - e Wt af +

z (MK g Tty e

where P(5,°) is defined by (i) The initial condition part of (iv) rapidly
becomes small compared to the other part, and may then be dropped from the

antnéSm
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NOTATION

applicable except where otherwise indicated in the

Meaning

x,Y components of ice velocity

Latitude

Longitude

radius of the earth

amplitude of tidal oscillation

angular frequency of tide

phaselag of tide

time

random fluctuations

L‘“ order dif ference

orientation of tidal ellipse

time of maximum tidal velocity

x,Y components of geostrophic wind
Coriclis Parameter = 2 S Sw @

angular velocity of earth

atmospheric pressure

density of air

x, 5 components of velocity at h.eight?;
kinematic eddy viscosity

von Karmin constint

surface friction velocity

rate of dissipation of turbulent energy
typical eddy length

value of c in the free atmosphere

Page where
first used

1y
1
i
1
22
22
22
22
22
22
23
2k
3L
3
3L
3
3L
36
36
37
37
3
37
31
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NOTATION (cont'd.)

Meaning

surface roughness parameter

cross-isobar wind-angle

constants defining viscosity distribution

% reduction from geostrophic to surface wind
absolute vzlue of wind wvelocity

mean of data series

standard deviation of data series
cross-correlation for lag j .

i.“ absolute value of ice drift velocity
autospectra at frequency 4

degrees of freedom

variable used to define ¥ confidence: 100 (\~¢y)

probability distribution

ET AN components of wind-stress
Coriolis force = Massx $a¥; xR
ice density

ice thickness

Fage where
first used

37
37
39
L2
L6
L7
L7
L7
47
51
51
51
51
52
52
52
52

unit orthog. vectars, R pointing vertically up 52

drag coefficient of water (Prandtl boundary
layer)

ice velocity vector

relative velocity between ice and top of
spiral layer

boundary layer thickness
q

angle between W

q
R and ¢

Sk
Sh

5k
Sk
Sk
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NOTATION (cont'd.)

Symbol

5o

G

W o,
Ko
K
Cx.Cy

Ne
(N 1

e, X

Meaning

angle between % and v;

density of water

constants defining drag per unit mass
x,4 components of surface wind velocity
water drag coefficient (numerical model)
air drag coefficient (numerical model)
;,3 components of geostrophic current
areal density

coefficient of eddy viscosity

Laplace Transfarmation of i l

the constant value of K*W), 5]

¥,6, (@.W, %, K, are used as function names

All times are given in G.M.T. unless otherwise indicated

L1

1 Pendulum Hour = @aniSiag

1 Knot = 51.48 cm/sec

Page where
first used

54
sk
59
59
63
63
68
68
76
80
8



