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ABSTRACT

This thesis presents the design and application of the flexible printed chipless

radio frequency identification tag (RFID). Specifically, the insertion loss based tech-

nique is followed in this work. Firstly, it explores the challenges in the printed trans-

mission line design, particularly, microstrip line and coplanar waveguide (CPW).

Secondly, with these two transmission line topology as the skeleton, different ultra-

wideband (UWB) antenna and resonator circuit designs are studied and compared.

Thirdly, the reader antennas are designed using a novel methodology proposed in a

research paper. In the end, a fully inkjet-printed flexible CPW chipless RFID tag

shows promising performance. The chipless RFID tag comes with a CPW transmis-

sion line that is coupled to the multiresonator circuit to encode the information in

the frequency domain. Two cross-polarized UWB antennas connected to the CPW

receive and transmit the signals. As a proof-of-concept, three spiral resonators are

used to encode a 3-bit signature, which can be easily expanded to more bits by adding

more resonators. It will be shown that by shorting resonators, one has the freedom

to encode different frequency signatures. The RFID tag is used for the concentration

measurements of different binary liquid mixtures by characterizing the frequency re-

sponse of the sensor, in both wired and wireless experiments. A capillary tube is

placed on one of the resonators to allow the interaction between the sensor and the

solutions. Correlations between the concentration and the frequency response are

extracted from the change of the insertion loss at the resonant frequency |∆S21|, the

half-power 3-dB bandwidth ∆BW , and the shift of the resonant frequency |∆fres|.
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In addition, the sensor is applied for the concentration measurement of acetic acid

vapor, varied from 20 to 120 ppm. The applications of this chipless RFID include

but are not limited to logistic tracking, chemical and biomedical sensing, and envi-

ronment monitoring.
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ABRÉGÉ

Ce rapport présente la conception et les applications d’étiquettes de radio-

identification (sigle RFID en anglais). Plus spécifiquement, ce travail se concentre sur

la technique de pertes par insertion. Une introduction examine les défis que posent

la conception de lignes de transmission imprimées, particulièrement les lignes mi-

crorubans et les guides d’ondes coplanaires (GOC). Dans une deuxième partie, en se

basant sur la topologie de ces deux lignes de transmissions, différentes conceptions de

circuits d’antennes et résonateurs ultras large bande (ULB) seront étudiées et com-

parées. La section suivante traite de la conception de lecteur d’antennes RFID en

s’appuyant sur une nouvelle méthodologie issue d’un article scientifique. Finalement,

les performances prometteuses d’une architecture flexible imprimée par jet d’encre

RFID à GOC sont démontrées. Le RFID sans puce s’accompagne d’une ligne de

transmission GOC couplée à un circuit multirésonateur qui encode l’information en

domaine fréquentiel. Deux antennes ULB à polarisation croisée sont connectées au

GOC pour la réception et transmission des signaux. Comme preuve de concept, trois

résonateurs en spirale sont utilisés pour encoder une signature 3 bits qui peut facile-

ment s’étendre à plus de bits en ajoutant d’avantages de résonateurs. On démontre

que la mise en court-circuit des résonateurs permet à l’un d’entre eux d’encoder

des signatures à différentes fréquences. Le RFID est utilisé pour des mesures de

concentration de différents mélanges binaires liquides en caractérisant la réponse

fréquentielle du capteur, des expériences à la fois câblées ou sans fil sont réalisées.

Un tube capillaire est placé dans l’un des résonateurs pour permettre une interaction
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entre le capteur et les solutions tests. Des corrélations entre la concentration et la

réponse fréquentielle sont extraites en relevant la modification des pertes par inser-

tion à la fréquence de résonance |∆S21|, la bande passante à la puissance moitié -3

dB ∆BW et le décalage de la fréquence de résonance |∆fres|. De plus, le capteur est

employé pour des mesures de concentration de vapeur d’acide acétique sur une plage

de 20 à 120 ppm. Les applications de cette étiquette RFID inclus également le suivi

logistique, la détection chimique et biomédicale et la surveillance environnementale

sans exclure d’autres utilisations possibles.
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CHAPTER 1
Introduction

1.1 Background and Research Scope

Radio frequency identification (RFID) is a contactless communication technol-

ogy that has been used widely used in many applications such as logistics tagging

and tracking, security surveillance, database management, environment monitoring,

internet-of-things (IoT) , as well as chemical and biological sensing. With its versa-

tility in many fields, it is no surprise that the RFID market has already surpassed

$10 billion [1]. The idea of RFID technology was conceptualized in the 1950s and

became matured in 1980s due to the development of application-specific-integrated-

circuits (ASIC) that would store the identification information. The smaller size and

lower power-consumption ASICs dominant the manufacturing of RFID tags that en-

sure them better compactness and durability. Nevertheless, the presence of ASICs

inevitably rises up the fabrication cost during the manufacturing process considering

massive productions. A reasonably estimated cost of a passive RFID tag is 5 cents

that give them unavoidable high cost compared to some other optical recognition

methods such as the barcode technology [2]. It is shown that the absence of silicon

chips on the RFID tag could potentially lower down its cost to around 0.1 cents

if they are directly printed on the targeted item. Therefore, the major obstacle to

stopping the RFID technology from popularizing is its cost, and the best way to

lower it down is to remove chips or namely chipless RFID tag.
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Figure 1–1: Block diagram of the chipless RFID system.

Unlike traditional RFID tags, the chipless RFID tag has no discrete integrated

circuit components on it. Operating through the energy harvesting of RF signals,

it has the advantages of low-cost, high durability, and compatibility with flexible

substrates and printing technologies. Fig. 1–1 shows a complete block diagram

of the chipless RFID system, where the interrogating signal is sent from the RFID

reader to the chipless RFID tag. The manipulation of the amplitude in the frequency

spectrum is a way to encode the information. Afterward, the tag will transmit the

encoded signal back to the reader for further information processing. It is noted that

the antennas on both primary and secondary side are cross-polarized, which is for

providing a good isolation between the transmitting and receiving signals [3].

A very important application of the chipless RFID tag is sensing [1]. This could

be for sensing liquid solutions and gas concentrations [4, 5] as they are found to be

significant in the fields of food, medicine manufacturing, environment monitoring,
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and biomedical engineering. In this research, with different approaches attempted,

a fully inkjet-printed flexible chipless RFID tag will be presented. It is based on a

coplanar waveguide (CPW) coupled with multiresonators to encode the information

in the frequency domain. Two cross-polarized ultra-wideband (UWB) antennas con-

nected to the CPW receive and transmit the signals. As a proof-of-concept, three

spiral resonators are used to encode a 3-bit signature, which can be easily expanded

to more bits by adding more resonators. Later on, it is applied for sensing different

liquids and gases concentrations. The scope of the research can be summarized in

the following:

• Fabrication and testing of flexible printed chipless RFID tag.

• Design of RFID tag UWB antennas for transmitting and receiving signals from

the reader.

• Design of UWB antennas at the reader end for transmitting and receiving

signals from the chipless RFID tag.

• Concentration measurements of liquid solutions using the design chipless RFID

tag.

• Concentration measurements of gases using the design chipless RFID tag.

1.2 Motivations of the Research

To approach the design of chipless RFID, the selection of topology is critical.

The research on chipless RFID have progressed marvelously, and chipless RFIDs

have been applied to many applications such as item tracking and wireless sensing.

So far the only commercial chipless RFID system available is based on the surface

acoustic wave (SAW) [6] that encodes the information in the time domain. Frequency
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domain solutions such as [2, 7] are based on the radar cross section (RCS) , and [3,

8] are based on the insertion loss response by the use of microwave multiresonator

circuits. Between these two different approaches, only RCS based ones have been

reported to be fully printed and flexible [9, 7, 10, 11, 12]. Although an insertion loss

response based rigid-flexible chipless RFID tag is reported in [13], it is manufactured

on a laminated board using the traditional printed circuit board (PCB) fabrication

method. Some flexible printed microwave multiresonator circuits are reported in [14]

to create insertion loss signatures, but they are not able to operate wirelessly.

Compared to RCS based RFID tags, insertion loss based ones are believed to

have less mutual coupling effects, more possible bit numbers, and easier information

encoding methods [3]. It has been shown that shorting and opening a resonator can

correspondingly encode ”0” and ”1” in the insertion loss response. Therefore, the

insertion loss based design is followed in this thesis. It will be shown later that, it is

so far the only reported flexible printed insertion loss based chipless RFID tag among

literature. The tag will have three parts, the multiresonator circuit for generating

the frequency signature, the planar transmission line to couple the resonators, and

the cross-polarized antennas to transmit and receive the interrogation signal from the

RFID reader. The insertion loss based chipless RFID tag is found to be compatible

with the printing technology, making them cheap and fast to fabricate.

1.2.1 Overview on Inkjet Printing Technology

Printing technologies have been successfully applied in the RFID technology

[15], and there are major reasons behind. First, most printing methods are additive
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(a) (b)

Figure 1–2: (a) Continuous inkjet printing (CIJ) and (b) drop-on-demand (DOD) printing.

processes, which only deposit material on wanted areas, thereby saving more mate-

rial and lowering the cost. Second, due to the absence of solid-state electronics, the

passive chipless RFID tag is fully printable, making it ideal for instant mass pro-

duction. Third, printing technologies are generally compatible with a wide variety

of flexible substrate, making them an ideal candidate for flexible electronic fabrica-

tions. The flexible chipless RFID tag has the advantage of attaching it to various

shape of items, making them suitable for embedded applications. These benefits

make printing technologies more advantageous than the PCB fabrication.

Inkjet printing is a type of fast and accurate printing process. An inkjet printer

will first interpret the prepared circuit design layout by converting it to the monochrome

bitmap format, which is usually the image file type used in the inkjet printer. The

pixels in the bitmap file will then represent the deposition areas of the ink. By the
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way of ink deposition, inkjet printing can be sorted as the continuous inkjet print-

ing (CIJ) and the drop-on-demand inkjet printing (DOD) . It is noted that in both

methods, the printer does not contact the printed area, thus enabling patterning on

rigid and flexible substrates [16].

Fig. 1–2 shows the mechanisms behind these two inkjet printing methods. For

CIJ, the ink will continuously flow, and the ink droplets will be charged by the charge

electrode, which enables the deflector to select the droplets. The image signal will be

applied to the deflector, and the unwanted droplets will be deflected to the recycling

gutter for reuse, decreasing the waste of the ink. The DOD method, on the other

hand, will only drop the liquid on the substrate if the nozzle is switched on. The pulse

voltage will be applied on the piezoelectric transducer to convert the electric signal

to mechanical on and off signal. Usually, either the substrate or the printing nozzle

would move to complete the printing process. Due to its compatibility with various

flexible substrates, the inkjet printing technology has been widely used in fabricating

flexible electronics such as flexible displays, solar cells, sensors, and actuators [17].

Primarily, there are two types of printing ink for electronics, organic and in-

organic. The organic inks have the advantage of flexibility and better printability,

whereas the disadvantages are poor environmental stability and low charge mobility.

The inorganic inks have opposite features. Therefore, there is a trade-off in between

the selection of ink, which also depends on the compatibility of the printer. Inks can

also be categorized as conductor, semiconductor, and insulator based on their con-

ductivity. It is noted that for inorganic metal nanoparticle-based conductive ink, to

obtain a reasonable viscosity and continuity so that the ink is printable, nanoparticles
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are covered by the surfactants to prevent their agglomeration. After the deposition of

the nanoparticle-based conductive ink, the circuit has to be baked in a high-enough

temperature environment so that the solvent and the surfactant in the ink can be

evaporated, and a continuous film is formed. This process is called sintering. It can

be concluded that the process of inkjet printing includes: preparation of the circuit

layout −→ bitmap file formation −→ compatible ink selection −→ ink deposition

−→ sintering −→ performance testing.

1.2.2 Microwave Techniques for Sensing Liquid Solutions

Microwave techniques for sensing liquid solutions have been studied numerously

for the applications such as food, beverage, medicine manufacturing and even oil

industry due to their prompt and accurate response, fine accuracy, non-invasive

and non-destructive natures [18, 19, 20, 21]. Primarily, the microwave resonant-

type sensors are dominant the sensing of liquid compounds. The variation of the

concentration produces a change of the resonant frequency and quality factor (Q-

factor), which provides an easy approach to analyze the liquid solutions. Specifically,

the change of the insertion loss at the resonant frequency |∆S21|, the change half-

power 3-dB bandwidth ∆BW , and the shift of the resonant frequency |∆fres| are

usually the choices for information extractions.

Several liquid compound sensors based on the microwave resonators have been

reported in various literature. The rectangular-waveguide resonator designed in [21]

using TE 101 mode has achieved a very high sensitivity for both water/sodium chlo-

ride (NaCl) and water/sucrose binary solutions. However, the structure of the rect-

angular waveguide is bulky and its fabrication method is not suitable for massive
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production. The cylindrical resonator using TE 010 mode has been studied in [22],

which relies on the return loss response to measure the concentrations for different

binary liquid solutions. Planar microwave resonator structure is another popular

choice for liquid sensing. In [23], a microstrip line coupled with a complementary

split-ring resonator (CSRR) is employed to sense the water/ethanol solution with

different concentrations. The solutions are passed through the polydimethylsiloxane

(PDMS) microfluidic channel on one edge of the CSRR, and the flow will directly

contact the resonator. In [24] the testing liquid sample has to be placed in a cavity

on the resonator. This makes the system inappropriate for monitoring continuous

liquid flow, and the inevitable residual liquid within the cavity will cause the drift-

ing error. Other planar structure sensors are reported in [25, 26], where the sensor

microfabrication in the former leads to a higher cost in the prototyping process. So

far, it seems only the liquid sensor in [27] has been reported to be fully printed

and flexible. Nevertheless, all above-mentioned sensors require a wired connection

to a data readout unit, making them unsuitable for embedded applications. Some

designs utilize active components to further improve the accuracy and sensitivity of

the sensors. In [4] an active feedback loop with an amplifier is employed to enhance

the Q-factor of the sensor; in [28] a voltage-controlled oscillator with a very high Q-

factor is used to analyze organic liquids by monitoring the shift of resonant frequency.

Active sensors demonstrate better accuracy and sensitivity. However, the require-

ment of power supply leads to the necessity of battery replacement, not ideal for the

long-term and embedded monitoring. With all previous-mentioned microwave liquid
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sensors discussed, a fully passive low-cost and wireless sensor is the ideal solution to

the above issues. It is the motivation of this work.

1.2.3 Acetic Acid Vapor Sensing

Detection of volatile organic compounds (VOCs) receives enormous attention

due to its significance in the environment and health monitoring [29, 30]. Many

designs have been proposed for detecting VOCs, such as using polymer-coated can-

tilevers, thin-films, fibrous or nanostructured chemoresistive sensors, and vertical-

cavity surface emitting laser vertical-cavity surface emitting lasers (VCSELs) [31,

32, 33, 34] . Recently, [5] shows the method of coating a thin PDMS on a microwave

resonator to detect different concentrations of acetone gases by utilizing the swelling

effect, obtaining promising results. The absorption of acetone molecules changes the

insertion loss and resonant frequency of the resonator, thereby rendering a correla-

tion with respect to the acetone gas concentration. This approach not only solves

the temperature requirement for those chemoresistive sensors but also drastically

lowers down the power consumption in contrast to VCSELs. Inspired by this ap-

proach, a thin PDMS layer will be coated on one of the resonators on the proposed

printed flexible RFID, and it will be employed for the acetic acid vapor concentra-

tion measurement. Due to the lack of some experimental equipment, only the wired

measurements will be conducted.

1.3 Fabrications, Simulations and Measurements

In this research work, the flexible substrate used is a 127 µm thickness Dupton

Kapton polyimide (PI) with excellent electrical properties (εr = 3.4 and tanδ =

0.0026). The flexible silver nanoparticle conductive ink (σ = 1×106 S/m), as well as
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Table 1–1: Major design resources in this work

Simulation
Flexible
substrate

Printing
technology

VNA

ANSYS HFSS
Kapton polyimide (PI)

(εr = 3.4, tanδ = 0.0026)
Inkjet printing Keysight E5063A

the inkjet printer, are from Voltera that supports DOD mode. The printer supports

up to 200 µm feature size and 50 µm deposition thickness. All simulations are done

using ANSYS HFSS , and S-parameters are measured by the vector network analyzer

(VNA , Keysight E5063A). Table 1–1 lists basic design resources used in this work.

1.4 Thesis Structure

This thesis consists of eight chapters. Chapter 1 is the background introduction

of this thesis. Chapter 2 will address the transmission line theory and introduce

two different printed transmission line designs: microstrip line and CPW. Chapter

3 will present microstrip based and CPW based UWB antennas. Chapter 4 will

discuss printed microstrip based and CPW based multiresonator circuits. Chapter

5 will introduce the design of the reader antenna. Chapter 6 will present the final

flexible printed chipless RFID design and its application in liquid concentration mea-

surements. Chapter 7 will present the acetic acid measurement using the proposed

printed flexible multiresonator circuits. Finally, Chapter 8 will conclude this thesis

and discuss future work.
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CHAPTER 2
Printed Transmission Line Design

2.1 Review on Transmission Line Theory

2.1.1 Lumped Element Model Analysis

As mentioned before, the transmission line is required to excite the coupled

resonators so that the desired frequency signature is obtained. Therefore, it is a

benefit to briefly review some transmission line theory before moving onto the actual

transmission line structures. Many of the following formulas can be found and derived

from [35].

A transmission line is a guided wave structure that would consist of two or

more separate conductors. Common transmission line structures include but are not

limited to coaxial cables, microstrip lines and striplines on circuit boards. Usually,

two-conductor transmission lines are used, where one conductor is for the signal

propagation, and another is the signal ground so that the structure is closed-loop.

When analyzing a two-conductor transmission line, it is convenient to treat it as

the lumped element model, rather than from the aspect of electromagnetic fields.

Particularly, it will be narrowed down to the situation of transverse electromagnetic

wave propagation or TEM as it is a simple wave that consists of only one electric

field Ē and magnetic field component H̄, orthogonal to each other. It is the simplest

way to wave propagation and it is dominantly appearing in different transmission
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Figure 2–1: (a) A infinitesimal length transmission line ∆z, (b) equivalent lumped element
model that supports TEM mode.

line structure, therefore the lumped element model in the following will represent

the TEM mode only.

Fig. 2–1 shows an infinitesimal length transmission line section ∆z with its

lumped element model, where

• R: the series resistance of the transmission line per unit length Ω/m

• L: the series inductance of the transmission line per unit length H/m

• C: the shunt capacitance between two conductors per unit length F/m

• G: the shunt conductance between two conductors per unit length H/m

It is easy to understand the contributions of these lumped elements. The resis-

tance R is due to the finite conductivity of the conductors; the inductance L is due to
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the self-inductance of two conductors; the capacitance C is caused by the proximity

of two conductors, analogy to a parallel plate capacitor; and the conductance G is

caused by the dielectric losses between two conductors. It is noted that it is possible

for a transmission line with uneven R, L, C and G, therefore the model in Fig. 2–1 is

also called distributed lumped element model, which means it is spatial-dependent.

The goal is to find out how the wave travels within this infinitesimal length trans-

mission line. The analysis is started by writing down the Kirchoff’s Voltage Law

(KVL) and Kirchoff’s Current Law (KCL) at loop 1 and node A in Fig. 2–1(b),

respectively, which leads to

v(z + ∆z, t)− v(z, t)

∆z
= −Ri(z, t)− L∂i(z, t)

∂t
(2.1)

i(z + ∆z, t)− i(z, t)
∆z

= −Gv(z + ∆z, t)− C∂v(z + ∆z, t)

∂t
(2.2)

By taking the limit as ∆z −→ 0 of above two equations, it leads to the Telegrapher’s

Equations

∂v(z, t)

∂z
= −Ri(z, t)− L∂i(z, t)

∂t
(2.3)

∂i(z, t)

∂z
= −Gv(z, t)− C∂v(z, t)

∂t
(2.4)

By taking the differentiation with respect to z of Eq. 2.3

∂2v(z, t)

∂2z
= −R∂i(z, t)

∂z
− L∂

2i(z, t)

∂z∂t
(2.5)
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Taking the differentiation with respect to t of Eq. 2.4

∂2i(z, t)

∂z∂t
= −G∂v(z, t)

∂t
− C∂

2v(z, t)

∂2t
(2.6)

Substitute Eq. 2.6 to Eq. 2.5 for ∂2i(z,t)
∂z∂t

∂2v(z, t)

∂2z
= −R∂i(z, t)

∂z
+ LG

∂v(z, t)

∂t
+ LC

∂2v(z, t)

∂2t
(2.7)

Substitute Eq. 2.4 to Eq. 2.7 for ∂i(z,t)
∂z

so that it is a fuction of only one variable

v(z, t)

∂2v(z, t)

∂2z
= RGv(z, t) + (RC + LG)

∂v(z, t)

∂t
+ LG

∂v(z, t)

∂t
+ LC

∂2v(z, t)

∂2t
(2.8)

Eq. 2.8 is the wave equation of the voltage within the transmission line with spatial

and time variations. For simplicity purposes, which is also valid in the actual appli-

cations, we could neglect the losses of the transmission line (R = 0 and G = 0). So

the above equation can be simplified as

∂2v(z, t)

∂2z
− LC∂

2v(z, t)

∂2t
= 0 (2.9)

By comparing to one dimensional plane wave equation, the phase velocity vp is

defined as

vp =
1√
LC

(2.10)
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Looking back to Eq. 2.9, which is a linear homogeneous second-order partial differ-

ential equation, whose solution form is well-known as

v(z, t) = af1(t−
z

vp
) + bf2(t+

z

vp
) (2.11)

where a and b are some arbitrary amplitude scaling constant, and f1 and f2 are some

functions, representing the forward and backward wave, respectively. The current

direction in Fig. 2–1 is defined as the forward. It is noted that the forward and

backward wave does not need to be the same shape or the same amplitude. The

solution of the current i(z, t) can be found by taking the integral of both sides of Eq.

2.3 assuming it is lossless (R = 0), then substituting Eq. 2.11 for v(z, t), which leads

to

i(z, t) =
a

Lvp
f1(t−

z

vp
)− b

Lvp
f2(t+

z

vp
) (2.12)

The ratio between either forward voltage and current, or backward voltage and cur-

rent, is defined as characteristic impedance Z0. For instance, if the forward voltage

and current are used for this definition

Z0 =

√
L

C
(2.13)

Going back to Eq. 2.8, if the steady-state response is under the interest, the

time-harmonic analysis can be used. So follow the similar procedure, by substituting

v(z, t) = Re[V (z)ejwt] to Eq. 2.8
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∂2V (z)

∂2z
− (R + jωL)(G+ jωC)V (z) = 0 (2.14)

The propagation constant γ is defined as

γ =
√

(R + jωL)(G+ jωC) = α + jβ (2.15)

where α is defined as the attenuation constant, and β is defined as the phase constant.

Further expanding the expression for γ

γ = jω
√
LC(1 +

R

jωL
)0.5(1 +

G

jω
C)0.5 (2.16)

Applying binomial series approximation, and expanding the last two terms, it can

be shown that

γ ≈
√
LC

2

RC + LG

LC
+ jω

√
LC (2.17)

Substitute Eq. 2.17 to Eq. 2.15, α and β can be found as

α =

√
LC

2

RC + LG

LC
(2.18)

β = ω
√
LC (2.19)

When the transmission line is lossless, there will be no physical attenuation (α = 0),

therefore
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γ = jβ = jω
√
LC (2.20)

It is noted that from the physical meaning of phase constant β, it is defined as how

the phase changes per unit length. Therefore, β is also defined as

β =
2π

λ
(2.21)

where λ is the wavelength, and since it is well-known that λ = vpf where f is the

frequency of the wave, the phase velocity is then correlated to β by

vp =
2πf

β
(2.22)

Finally, using the propagation constant for the expression of Eq. 2.14

∂2V (z)

∂2z
− γ2V (z) = 0 (2.23)

In analogy to the voltage, by substitute i(z, t) = Re[I(z)ejwt] and following the

similar derivation from Eq. 2.3 to Eq. 2.8, one would arrive at

∂2I(z)

∂2z
− γ2I(z) = 0 (2.24)

Eq. 2.23 and 2.24 are similar to one dimensional Helmholtz equation, whose solution

form is known as

V (z) = V +
z e
−γz + V −z e

γz (2.25)
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I(z) = I+z e
−γz − I−z eγz (2.26)

In which the positive and negative sign represents the wave propagation is either

forward or backward, respectively. Therefore, it is concluded that the voltage at any

location on a transmission line at one time instant, is equal to the summation of both

forward and backward voltage waves. The current, on the other hand, is equal to

the subtraction of both forward and backward current waves. Alternatively, one can

also use the characteristic impedance Z0 to relate Eq. 2.25 and 2.26. For instance,

Eq. 2.26 can be rewritten as

I(z) =
V +
z

Z0

e−γz − V −z
Z0

eγz (2.27)

With the wave solutions Eq. 2.25 and 2.26 found, the characteristic impedance

can also be found by the time-harmonic analysis. Substituting v(z, t) = Re[V (z)ejwt]

and i(z, t) = Re[I(z)ejwt] to Eq. 2.3 and 2.4, respectively

∂V (z)

∂z
= −(R + jωL)I(z) (2.28)

∂I(z)

∂z
= −(G+ jωC)V (z) (2.29)

Substituting Eq. 2.25 to the right-hand-side of Eq. 2.28 and solve for I(z)

Iz =
γ

R + jωL
(V +

z e
−γz − V −z eγz) (2.30)

Equating Eq. 2.26 and 2.30 and the expression for I+z and I−z can be found as
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I+z = V +
z

γ

R + jωL
(2.31)

I−z = V −z
γ

R + jωL
(2.32)

With the definition of the characteristic impedance introduced before, and the ex-

pression of γ in Eq. 2.15

Z0 =
R + jωL

γ
=

√
R + jωL

G+ jωC
(2.33)

When the transmission line is lossless, Z0 =
√

L
C

, which is identical to Eq. 2.13.

The phase velocity for a lossy transmission line is worth analyzing under a special

case, which is given as

R

L
=
G

C
(2.34)

Discovered by Oliver Heaviside, under this condition the transmission line will have

no dispersion, and the phase velocity will be the same as a lossless transmission line.

This can be easily justified by substituting Eq. 2.34 to Eq. 2.17, finding out the

expression for β and then solving vp using Eq. 2.22.

With all the above analysis, Table 2–1 summarizes the expressions for Z0, vp, γ,

α, and β for both lossy and lossless transmission line.

2.1.2 Terminated Transmission Line

Consider a transmission with length a and Z0, terminated with an arbitrary load

ZL, as shown in Fig. 2–2. The arrow indicates the conventional positive direction
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Table 2–1: Summary of some important transmission line parameters

Z0 vp γ α β

Lossless
√

L
C

1√
LC

ω
√
LC 0 ω

√
LC

Lossy
√

R+jωL
G+jωC

1√
LC

when R
L

= G
C

jω
√
LC(1 + R

jωL
)0.5·

(1 + G
jω
C)0.5

√
LC
2

RC+LG
LC

ω
√
LC

IL

+

−

VL ZL

-a 0 z

Z0

Figure 2–2: A transmission line terminated with an arbitrary load ZL.

for the wave propagation. Therefore, z = −a is the input of the transmission line,

and z = 0 is the output.

Refer to Eq. 2.25, the reflection coefficient Γ at the load ZL is defined as the

ratio between the backward wave and forward wave at z = 0

ΓL =
V −z e

γ(0)

V +
z e
−γ(0) =

V −z
V +
z

(2.35)

The load impedance can be easily found by Ohm’s Law at z = 0

ZL =
V (z = 0)

I(z = 0)
(2.36)

By substituting Eq. 2.25 and 2.27 to the above equation, ZL can be rewritten as
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ZL =
V +
z + V −z
V +
z − V −z

(2.37)

Substituting Eq. 2.35 to Eq. 2.37, ZL can be expressed as

ZL = Z0
1 + ΓL
1− ΓL

(2.38)

A more practical expression is found for ΓL as

ΓL =
ZL − Z0

ZL + Z0

(2.39)

When ΓL is zero, namely ZL = Z0, it is said that the load impedance is matched to

the input as there is no reflected waves from the terminal.

Refer to Eq. 2.25 and 2.35, the load impedance at z = −a is found by taking

the ratio of the backward and forward wave at the point

Γz=−a =
V −z e

γ(−a)

V +
z e
−γ(−a) = ΓLe

−j2γa (2.40)

From Eq. 2.40, it can be seen that seeing from the load, an a long transmission line

would cause a 2γa phase difference from the termination to the input.

Similar to Eq. 2.36, the input impedance at z = −a is found as

Zin|z=−a =
V (z = −a)

I(z = −a)
= Z0

ZL + jZ0tan(γa)

Z0 + jZLtan(γa)
(2.41)

When the termination is short, namely V (z = 0) = 0 at z = 0 Therefore from Eq.

2.25
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V +
z e
−γ(0) + V −z e

γ(0) = V +
z + V −z = 0 (2.42)

ΓL =
V −z
V +
z

= −1 (2.43)

The input impedance at z = −a can be easily found by making ZL = 0 in Eq. 2.41,

which gives

Zshort|z=−a = jZ0tan(γa) (2.44)

When the termination is open, namely I(z = 0) = 0 at z = 0. Therefore from Eq.

2.27

V +
z

Z0

− V −z
Z0

= 0 (2.45)

ΓL =
V −z
V +
z

= 1 (2.46)

The input impedance at z = −a can be easily found by making ZL =∞ in Eq. 2.41,

which gives

Zopen|z=−a = −jZ0cot(γa) (2.47)

When the transmission line is with a quarter length of the wavelength a = λ
4

with

a termination ZL, the transmission line is called a quarter-wave transformer. Let

a = λ
4

in Eq. 2.41, the input impedance is
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Zquarter|z=−a =
Z2

0

ZL
(2.48)

which is very useful for the impedance matching and biasing for microwave circuits.

The quarter-wave transformer is also called impedance inverter, which will take the

reciprocal of the load impedance. For example, when a DC voltage source is used for

biasing an active component, it ideally has zero output impedance, which means it

presents a short circuit and it is not useful to connect a short circuit directly across

a transmission line. However, a quarter-wave transformer will invert a short circuit

into an open circuit that has no effect on the signals on the line [36].

2.1.3 Scatter Parameters

In high-frequency domain, since the voltage and current are spatial and time

variant, as shown in Eq. 2.11 and 2.12, it becomes almost impossible for measuring

the voltage and current of a high-frequency system. Therefore, it is more convenient

to analyze a high-frequency network from the concept of the wave, as the wave at

any point is the summation of all forward and backward waves, which is easier for the

measurement in the steady state condition. It introduces the terminology of Scatter

Parameters or S-parameters.

Fig. 2–3 presents a two-port network the voltage waves as an example. The

dashed lines are the reference planes where the analysis is conducted. S-parameters

are defined as following

V −1
V −2

 =

S11 S12

S21 S22


V +

1

V +
2

 (2.49)
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V +
1

V −1 V −2

V +
2

Load

f1 f2

port1 port2

Figure 2–3: A two-port network, the dashed lines represent the reference planes, and the
characteristic impedance of the transmission line is Z0.

where S11, S12, S21, and S22 the S-parameters. V +
1 and V +

2 are the incident waves

to the load, and V −1 and V −2 are the reflected waves. S-parameters can be measured

by matching a specific port then measuring the transmitted and reflected waves at

the same port, or other ports if it is a multi-port network. To illustrate this, from

Eq. 2.49

V −1 = S11V
+
1 + S12V

+
2

V −2 = S21V
+
1 + S22V

+
2

(2.50)

By matching the load at port 2, namely making ZL2 = Z0, the reflected wave V +
2

from port 2 (incident wave to the load from port 2) is, therefore, zero by Eq. 2.39

S−11|V +
2 =0 =

V −1
V +
1

for S−21|V +
2 =0 =

V −2
V +
1

(2.51)

Similarly, by terminating port 1 with a matched load ZL1 = Z0, the reflected wave

V +
1 from port 1 (incident wave to the load from port 1) is therefore zero
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S−12|V +
1 =0 =

V −1
V +
2

for S−22|V +
1 =0 =

V −2
V +
2

(2.52)

S21 is also referred to as the gain of the load if it is active, or the insertion loss of

the load if it is passive. S11 is sometimes also called the return loss.

It is worth mentioning the reciprocity property of a network. Considering apply

a voltage V1 at port 1 and a voltage V2 is obtained at port 2. If then a voltage V2 is

applied at port 2 and a voltage V1 is found at port 1, we conclude that this network

is reciprocal, namely

S11 = S22 for S12 = S21 (2.53)

2.2 Microstrip Line

2.2.1 Characteristic Impedance of Microstrip Line

The microstrip line is the most popular transmission line design due to its fab-

rication simplicity and its possible compatibility with the inkjet printing technology.

Fig. 2–4 shows the cross-section view of a microstrip line and its field lines. W is

the width of the conductive trace, d is the thickness of the dielectric substrate, and

εr is the dielectric constant of the dielectric material.

It is desirable to use the TEM transmission line model to analyze the microstrip

line due to simplicity. Nevertheless, the microstrip line does not support the pure

TEM mode. The TEM wave consists of only one electric field component Ē and

one magnetic field component H̄, and their cross product is called Poynting vector

S̄ [W/m2] that indicate the direction of the energy flow. In this case, defining the
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(a) (b)

Figure 2–4: Microstrip line with geometry (a) and field lines (b).

waves in Fig. 2–4 will be guided along the z direction, which is the same direction

as the energy flow, therefore

S̄ = Ē × H̄ (2.54)

is also pointing along the z direction, with Ē in y direction and H̄ in x direction.

The TEM wave is the simplest type of propagating wave that can transmit the

energy that consists of only two orthogonal field components. One requirement for

this condition to be valid is that the waves have to travel within a homogeneous

media. Without showing the math, it is known from the analogy of the sound that

wave travels with different speed within different media. This is also true for electro-

magnetic waves, and it only travels in the speed of light in the vacuum environment.

Without the derivation of the phase velocity from the perspective of electromagnetic

waves for the sake of simplicity, it is defined as
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vp =
c
√
εe

(2.55)

and

c =
1

√
µ0ε0

(2.56)

where c is the speed of light, µ0 = 4π × 10−7 H/m is the absolute permeability

constant, ε0 = 8.854× 10−12 F/m is the absolute permittivity constant, and εe is the

effective dielectric constant of the microstrip line since some of the field lines are in

the dielectric region (grey area in Fig. 2–4) and some are in the air (white area in

Fig. 2–4)

εe =
εr + 1

2
+
εr − 1

2

1√
1 + 12 d

W

(2.57)

Therefore, the waves in the air and in the dielectric region travel at different speed,

and the microstrip line does not support the pure TEM mode. It is also true for

the coplanar waveguide (CPW) that will be introduced later. But in reality, the

dielectric substrates are usually very thin (d� λ), and the situation is approximated

as the quasi-TEM mode that can be solved in the static case (DC), which neglect

difference of the phase velocity in different media. Thus, the characteristic impedance

is frequency independent (neglect the frequency variation of εr).
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Figure 2–5: Printed microstrip line cross section view.

Z0 =


60
√
εe
ln(

8d

W
+
W

4d
) for W/d ≤ 1

120π
√
εeW/d+ 1.393 + 0.667ln(W/d+ 1.444)

for W/d ≥ 1

(2.58)

2.2.2 Printed Microstrip Line Design

With the synthesis equation for the characteristic impedance given, Fig. 2–

5 shows the geometry of the printed microstrip line design. Table 2–2 shows the

dimension of the microstrip line with a 50 Ω characteristic impedance. The S21 sim-

ulation and measurement results are plotted together in Fig. 2–6. A huge deviation

between two results has been observed. This is primarily caused by the discontinuity

between the soldering joint of the SMA connectors to the microstrip line, as shown

in Fig. 2–7(a) highlighted in the red box. The SMA connector is with a 0.76 mm

diameter pin, cold soldered by the silver epoxy to the microstrip line. Based on the

dimension, this silver epoxy joint has been approximated by a 2 × 2 mm2 conductive

pad in HFSS, shown in Fig. 2–7(b).

The simulated S21 shows harmonics with a period of 3 GHz approximately, which

is due to the periodically short and open of the transmission line, as shown in Eq.
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Table 2–2: Dimension of printed microstrip line

W T d

250 µm 50 µm 127 µm

Figure 2–6: S21 simulation versus measurement without considering the silver epoxy joint.

2.41. This silver epoxy pad does not totally capture the impedance mismatch due to

the discontinuity in the simulation, but a similar trend has been shown. The signif-

icance behind this is since the information is encoded as the notches created by the

microwave resonators in the insertion loss response unless very large S21 attenuation

is achieved, those resonances will be easily buried by the measured S21 in Fig. 2–6.

The information will then be not recognizable. This is exactly what happened in

[37]: a screen-printed microstrip line is coupled to several spiral resonators to create

a frequency signature, and the tag is solder to the SMA connectors, which does not

show any intended response. Therefore, it is reasonable to conclude that by removing

this discontinuity, a smooth transition from the SMA connector to the microstrip line
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(a) (b)

Figure 2–7: (a) SMA connectors with the printed microstrip line. (b) S21 simulation versus
measurement with the silver epoxy joint modeled

should reduce the loss. Nevertheless, the pin size of the SMA connector is 3 times

as the microstrip line that will create a discontinuity step. It is only possible to

greatly solve this issue by using connectors whose size is even smaller than the mi-

crostrip line. This could be achievable by using end-launch connectors that do not

even require any soldering as the connection is achieved by the mechanical coupling.

However, as it will be presented later, the biggest challenge is the coupling between

the resonators and the microstrip line. Since 250 µm is almost the finest resolution

supported by the printer, the uniformity of the printing process is questionable as it

is always better to leave some margin to ensure the printing accuracy.

2.3 Coplanar Waveguide (CPW)

2.3.1 Characteristic Impedance of CPW

As noted in the previous section, to achieve a 50 Ω characteristic impedance

system, a flexible printed microstrip line will have a very fine resolution requirement
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(a) (b)

Figure 2–8: (a) Geometry of CPW. (b) Electromagnetic field distribution.

for the printer that makes the printing accuracy questionable [38], which motivates

us to use the CPW structure. CPW is first proposed by Wen [39] as a coplanar

transmission line topology, which has been successfully applied in multiresonator

based chipless RFID [13] tags through PCB fabrication techniques. Fig. 2–8 shows

the geometry and field distributions of a CPW. The CPW consists of two slots

and each is with W that isolate the signal path S to the ground. As noted that

CPW is not a waveguide but a transmission line topology since it is a two-conductor

structure, and the dominant mode is quasi-TEM, which is because of the same reason

as the microstrip line: waves travel within two different media, with Ē and H̄ fields

orthogonal to each other.

The derivation of the CPW characteristic impedance in [39] using the conformal

mapping assumes the substrate and the conductor thickness to be infinitely thick

and thin, respectively. When the conductor thickness (metallization) is comparable

to the substrate (t = 50 µm and h = 127 µm in Fig. 2–8(a)), it is necessary to
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revise the formulation for the CPW characteristic impedance. This is because it

has been observed that the increase of the metallization would cause a decrease of

the effective dielectric constant εe and the characteristic impedance Z0. This can be

intuitively explained from the observation that a higher metallization thickness gives

rise to an additional concentration of the electric field between the slots [40, 41, 42].

Considering a conventional CPW transmission line on a dielectric substrate with a

finite thickness, its characteristic impedance can be derived as [43]:

Z0 =
30π
√
εe

K
′
(k1)

K(k1)
(2.59)

εe = 1 +
(εr − 1)

2

K(k2)

K ′(k2)

K
′
(k1)

K(k1)
(2.60)

An accurate expression of the ration K(k)/K
′
(k) [44]

K(k)

K ′(k)
=



π

ln(
2(1 +

√
k′)

1−
√
k′

)

for 0 ≤ k ≤ 0.707

1

π
ln

2(1 +
√
k)

1−
√
k

for 0.707 ≤ k ≤ 1

(2.61)

k1 =
W
′

W ′ + 2G′
for k

′

1 =
√

1− k1 (2.62)

k2 =
sinh(πW

′
/4H)

sinh(π(W ′ + 2G′)/4H)
for k

′

2 =
√

1− k2 (2.63)

where εr is the dielectric constant of the substrate, εeff is the effective dielectric

constant, and K(k) represents the complete elliptic integral to the corresponding
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Figure 2–9: Printed CPW cross section view

modulus k. W
′

and G
′

are the modified width and gap after taking the effect of

finite metallization thickness into account [45].

W
′
= W + ∆ for G

′
= G−∆ (2.64)

∆

T
=

1

π

(
4.089 +

(
0.9536 + 3.864× 10−3(

b

T
)
)
ln(

4πG

T
)

)
(2.65)

2.3.2 Printed CPW Design

Fig. 2–9 shows the cross-section view of the CPW transmission line used in our

design, with its dimension summarized in 2–3. It can be seen that the signal path

has a width of 5 mm, which is way above the supported printing resolution of the

printer and therefore it could further ensure the printing accuracy compared with the

printed microstrip line. Also, since its width is larger than the SMA connector epoxy

joint, it does not suffer from the impedance mismatch issue. Moreover, in contrast

to the microstrip line that the ground plane locates on another side of the substrate,

noticing that the ground planes are aside from the signal path, which means that it

does not require double-sided printing process, and therefore saving time and ink.
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Table 2–3: Dimension of printed CPW

W G T H

5 mm 0.3 mm 50 µm 127 µm

Figure 2–10: Simulated and Measured S21 response of the printed CPW deisgn.

The theoretical calculated Z0 based on the dimensions in Table 2–3 is around 53

Ω at 4 GHz. To do so, since the two-port CPW line is reciprocal, it can be derived

that [46] for a 50 Ω system

Zchar = Z0

√
(1 + S11)(1 + S22)− S12S21

(1− S11)(1− S22)− S12S21

(2.66)

Fig. 2–10 shows the simulated and measured S21 response of the printed CPW

design. An average characteristic impedance of about 45 Ω has been achieved across

the bandwidth of interest in both results, which slightly deviates to the analytic
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calculation. Besides the inaccurate printing process, since the vendor-provided elec-

trical properties of the substrate and the conductive ink are both measured in low

frequency, it is reasonable to see some tolerable deviations. With the advantages of

CPW mentioned in this section, it is therefore concluded that CPW is more printing-

friendly than the microstrip line.

2.3.3 Printed Modified CPW Bend Design

To integrate two UWB antennas in a cross-polarized fashion on the tag later,

the CPW bend is required. A common but not optimized method is the right-angle

bend used in [13]. However, unlike the regular copper cladding, the lossy conductive

ink and the thick conductive layer lead to a lot of losses in the simulations with this

structure. This is primarily caused be the slotline mode excitations within the CPW

bend due to the unequal traveling distances of the waves. To mitigate this issue, the

90o circular bend with a novel slow-wave compensation structure [47] is applied in the

design to decrease the losses, which does not need extra components and materials

like other compensation methods such as wire-bond techniques or dielectric overlay

techniques.

Three common CPW bend structures are shown in Fig. 2–11. The dashed

squares outline the region of interest for the analysis. In each structure, the outer

and inner slots are denoted as L1 and L2, respectively. To maximally mitigate the

slotline mode excitations, it is desirable to make the outer/inner slot length ration

to approach to the unity, namely L1/L2 → 1. In contrast to right-angle bend, it is

well-known that the 90o circular bend does provide a smaller slot length ratio and

thereby has a better suppression on the slot-line mode than the right-angle bend.

35



(a) (b)

(c)

Figure 2–11: (a) Right-angle bend. (b) 90o circular bend. (c) 90o circular bend with slow-
wave compensation D = 2.65 mm used in the design. The dimensions of the transmission
line are the same as in Fig. 2–5. For (b) and (c), the outer and inner radius are R1 = 9.615
mm and R2 = 15.15 mm, respectively, calculated as the effective radius.

This has been validated through the HFSS simulation, presented in Fig. Fig. 2–12

in terms of the insertion loss response. To further suppress the slotline mode, we

add a small step discontinuity D = 2.65 mm on the inner side on the circular bend

to increase the length of L2 and thereby lowering down the slot length ration. The

simulation result justifies the improvement from the pure 90o circular bend structure

to this slow-wave compensation structure. The slow-wave compensation structure
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Figure 2–12: Simulated insertion loss response of three different CPW bends.

Figure 2–13: Total loss of three different CPW bends.

does not generate any resonance in the S21 response. This is also illustrated in Fig.

2–13, where the total loss is defined as

Total Loss = 1− |S11|2 − |S21|2 (2.67)
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which is in the linear scale rather than dB. As anticipated, the slow-wave compen-

sation also does provide a very small total loss compared to others.
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CHAPTER 3
Printed Ultra-Wideband (UWB) Antenna

3.1 Microstrip Line UWB Antenna

The encoded frequency signature may occupy a large bandwidth that requires

a UWB antenna to transmit the signal with a low loss. It is also desirable to have

an omnidirectional antenna so that the reader antennas can more easily receive the

signal from the tag. Therefore, the monopole UWB antenna is preferable. Recall the

SMA connector issue with the microstrip line in Chapter 2 due to the silver epoxy

joint, this will also cause the deviation between the simulation and measurement

of the return loss. Fig. 3–1 shows the geometry of the printed circular monopole

microstrip UWB antenna. It should be noted that the ground plane, colored in light

grey, locates on the back of the substrate, and the dark grey color represents the top

layer. Gant is the gap between the background plane and the top circular patch, and

the feed-line length is therefore equal to the sum of Gant and Lground. The ultra-wide

bandwidth is achieved by optimizing Gant and Rant. Particularly, to achieve the

optimized Gant in the actual printing process, it is required to align the top layer

and bottom ground plane with the aid of via that is the reference (not shown).

The via will be first mechanically drilled on the substrate that is similar to the

idea of origin. The printer will ask the user to input the coordinate of the via by

manually moving the printing nozzle to its location. The program will store it to the

memory and then start printing. When the top layer is completed, the substrate has
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Figure 3–1: Geometry of the printed microstrip monopole UWB antenna. Colored in light
grey is the ground plane that locates on the back of the substrate, and the dark grey color
represents the top layer.

Table 3–1: Specifications of printed microstrip UWB Antenna

Wground Lground Gant Rant Bandwidth

40 mm 18.3 mm 0.4 mm 32.6 mm 4 GHz

to be flipped manually, and the same procedure as the top plane will be repeated.

Afterward, the backplane will be aligned to the top plane.

Table 3–2 lists the optimized specifications of the printed microstrip UWB an-

tenna. The above process involves many steps that would introduce inaccuracy.

When using the nozzle to manually locate the position of the via, its precision com-

pletely depends on the eyeballs, leading to an inevitable offset. After flipping the

substrate, the same procedure will be replicated, accumulating the same error. It

will lead to an inaccurate Gant that is simulated to be only 0.4 mm in this design.

What is worse, with the silver epoxy at the connector considered, the S11 will deviate

to the simulation result greatly.
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Figure 3–2: Simulated and measured return loss of the microstrip UWB antenna.

Table 3–2: Specifications of printed CPW UWB antenna

Wellipse Lellipse Gant Want Lant Bandwidth

24 mm 35.6 mm 0.5 mm 15 mm 40.6 mm 4 GHz

Fig. 3–2 justifies this concern. Similar to Fig. 2–6, the silver epoxy is modeled

by a 2 × 2 mm2 pad at the input. This does not fully capture the mismatch effect

as the joint is with an irregular shape and an uneven thickness. Somewhat, it shows

that the epoxy joint destroys the S11 response and only a narrow bandwidth is below

-10 dB around 3.3 GHz. In the measurement also a notch is found around 2.1 GHz,

with a frequency shift compared with the estimated model. Nevertheless, it shows

the idea of how the mismatch at the connector influences the measurement result.

Again, with the end-launch connector with a smaller pin size might solve this issue,

which is something the lab does not have at this moment.
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Figure 3–3: Geometry of the printed ellipse UWB antenna.

Figure 3–4: Parametric sweep of Gant in millimeter.

3.2 CPW UWB Antenna

3.2.1 Design, Simulation and Measurement

Flexible printed CPW UWB antennas have been studied in [38]. It is shown that

the ellipse-shaped planar structure has a better return loss response. In this design,

the antenna aims at a 4 GHz bandwidth from 2 GHz to 6 GHz. Fig. 3–3 presents the
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Figure 3–5: Simulated and measured return loss of the UWB antenna.

(a) (b)

Figure 3–6: Measured co-polar and cross-polar far-field radiation patterns of the UWB
antenna at 4 GHz in the (a) XZ and (b) Y Z plane.

layout of the inkjet-printed flexible UWB antenna design with its dimensions listed

in Table 3–2.
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It is remarked that the CPW UWB antenna is not only printing friendly since

only one side of the substrate requires the ink deposition, but also provides better

accuracy and consistency as it does not need the ground plane alignment as the mi-

crostrip line UWB antenna does. Also, it is very insensitive to the process variation,

particularly the gap between the monopole and the ground plane. Fig. 3–4 shows

the parametric sweep of Gant while keeping other parameters the same. It can be

seen that the return loss of the antenna, from Gant = 0.25 mm to 0.75 mm, are

consistently below the -10 dB rule of thumb [48].

The simulated and measured return loss of the antenna is shown in Fig. 3–5.

Both plots are below the -10 dB rule of thumb across the bandwidth of interest. A

simulated return loss notch is found around 2 GHz that is outside the bandwidth

of interests and therefore not totally shown. Thus, the deviation is majorly a fre-

quency shift caused by similar reasons happen in the printed CPW design. Fig. 3–6

shows the simulated far-field radiation patterns of the UWB antenna at the central

frequency 4 GHz, in both Y Z and XZ planes. The UWB antenna demonstrates uni-

directional radiation patterns in both planes, with a reasonable polarization purity

as the cross-polar levels in both planes are greatly smaller than the co-polar levels.

3.2.2 Flexibility Test

It would be also important to measure the insertion loss of the printed flexible

antenna to verify its performance when it is bent [49, 50]. Fig. 3–7 shows two types

of bending tests in this measurement. The antenna is attached to a plastic cylinder

with a radius of 21 mm. The bending direction is based on the coordinate system

associated with the antenna in Fig. 3–3. Fig. 3–8 presents the S11 of the antenna
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(a) (b)

Figure 3–7: Bending test of the printed flexible CPW UWB antenna; (a) bending along
the Z-axis and (b) bending along the X-axis.

Figure 3–8: S11 of the printed flexible CPW UWB antenna in the bending test.

that experiences bending. As one can see, the bandwidth of the antenna does not

alter hugely when it is bend, either along Z-axis or X-axis. A |S11| < −10 dB has

been almost achieved in both tests in the bandwidth of interest. In Fig. 3–7(a)

the antenna suffers from more deformation than (b) that leads to a slightly smaller

usable bandwidth, whose insertion loss is above -10 dB after 5.5 GHz. From the
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perspective of system integrity, this degrading is not significant. First, it will be a

rare situation for the antenna to experience a great bending as 3–7(a). Second, since

the UWB antennas will be connected to the multiresonator circuit, as long as the

designed resonators do not generate any resonance beyond 5.5 GHz, the bending will

not result in any critical issue.
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CHAPTER 4
Printed Multiresonator Design

4.1 Microstrip Line Coupled Resonator

4.1.1 Microstrip Open-Loop Resonator

Inspired by [3], a microstrip line coupled to three square open-loop resonators

is attempted. Fig. 4–1 shows the top layer of this design where all resonators are

coupled to the microstrip line through a gap S, and all the line width is the same

as W = 250 µm in Fig. 2–4. The design dimensions are given in Table 4–2. It has

been shown in [51], [52] that the open-loop resonator is essentially a λ/2 open-circuit

resonator whose miniaturization is achieved bending it to an open-loop fashion.

From Eq. 2.55, the resonant frequency of an open-loop resonator is determined

as

f =
c

2l
√
εe

(4.1)

where l = λ/2 is the total length of the open-loop resonator and εe is the effective

dielectric constant in Eq. 2.55. Hamerstad and Bekkadal [53] point out that by

bending the half-wave resonator to the open-loop topology, two open-ended discon-

tinuities will form that contribute to an additional line length ∆l at each end. This

is because of the extra capacitance at the open end. The expression of ∆l is [54]
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Figure 4–1: Microstrip line coupled open-loop resonators.

Table 4–1: Dimensions of printed open-loop resonators (all lengths are in millimeter)

L1 L2 L3 G1 G2 G3 S

9 7 6 3.5 1.5 1 0.05

∆l

d
= 0.412

εe + 0.3

εe − 0.258

W/d+ 0.264

W/d+ 0.8
(4.2)

where T and d can be found in Table 2–2. Therefore

l = 4L−G+ 2∆l (4.3)

Equivalently, a λ/2 resonator is a parallel RLC circuit with the conduction loss

taken into the consideration. To calculate the resistance, it is first required to define

the surface resistivity as [35]

Rs =

√
πfµ0

σ
(4.4)
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where σ is the conductivity of the ink. The attenuation factor αc due to the conduc-

tion loss is

αc =
Rs

Z0W
(4.5)

where W is the width of the microstrip line. The wave number in the vacuum k0 is

defined as

k0 = 2πf
√
µ0ε0 (4.6)

where W is the width of the microstrip line. By relating Eq. 2.22 and 2.55, the

relation between k0 and β can be found as

β =
√
εek0 (4.7)

The attenuation factor due to the dielectric loss (tanδ) is

αd =
k0εr(εe − 1)tanδ

2
√
εe(εr − 1)

(4.8)

The attenuation due to both conduction and dielectric loss is

α = αc + αd (4.9)

The resistance is therefore

R =
Z0

αl
(4.10)

And the conductance as well as the inductance
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Cg

Cf Cf

Figure 4–2: π network representation of the capacitance in the coupled microstrip line.

C =
1

4fZ0

(4.11)

L =
1

4π2f 2C
(4.12)

It is noted that, to fully extract the equivalent circuit in Fig. 4–1 is nontrivial

if the coupled microstrip line segments are taken into account. Each open-loop

resonator has one edge that is coupled to the microstrip line, and it will contribute

to the gap capacitance and inductance. It can be found that the inductance in

the coupled line structure, in this case, is negligible in the equivalent circuit model

analysis due to its small value [55]. First, a π circuit representation of the capacitance

in the coupled line structure is given in Fig. 4–2 that represents the E field coupling

where Cf represent the fringing capacitance between the microstrip line and ground,

and Cg is the capacitance between two coupled microstrip lines [55].

It is shown in [45] that for the analysis of coupled microstrip lines, even and odd

mode capacitance are evaluated that relate to two impedance modes. Even-mode

means two coupled microstrip lines are driven by the common-mode signal, whereas
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odd-mode suggest that two coupled microstrip lines are driven by the differential-

mode signal. The superposition of these two modes will deliver a precious analysis

on the capacitance. The even-mode capacitance is given as

Ceven = Cp + Cf + C
′

f
(4.13)

where Cp is capacitance formed by the coupled lines with the ground plane. Cf is

the fringing capacitance at the outer edge of the strip. C
′

f is the modified fringing

capacitance of one strip with the appearance of another one. Cp can be analyzed in

analogy to the parallel plate capacitor

Cp =
ε0εrW

d
(4.14)

Cf and is C
′

f are defined as

Cf =

√
εe/cZ0 − Cp

2
(4.15)


C
′

f =
Cf

1 + A(d/S)tanh(10S/d)

A = exp(−0.1e2.33−2.53S/d)

(4.16)

The odd-mode capacitance Codd is defined as [36]

Codd = Ceven + Cgd + Cga (4.17)

where Cgd is the capacitance between two microstrip lines in the differential mode,

and Cga is the capacitance of the gap capacitance in the air between these two lines.
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Cgd =
ε0εr
π
ln(coth(

π

4

S

d
)) + 0.65Cf (0.02

√
εr

S/d
+ 1− 1

ε2r
) (4.18)

Cga = ε0
K(k

′
)

K(k)
(4.19)

where K(k
′
)/K(k) can be found in Eq. 2.59. The total gap capacitance Cg for a

length ∆l combining even and the odd mode is [55]

Cg = −Ceven − Codd
2

∆l (4.20)

With all the value calculated, Fig. 4–3 shows the entire approximated equivalent

circuit with a characteristic impedance Z0 = 50 Ω. The Q-factor, or the unloaded

Q-factor Q0 for each parallel RLC circuit is

Q0 =
Rn

2πfL
=

β

2α
(4.21)

where fn is the resonant frequency of each resonator. In Fig. 4–3, the load of the

equivalent circuit has been ideally modeled as Rs = RL = Z0 = 50Ω. Neglect the

coupled microstrip line gap capacitance Cg and fringing capacitance Cf , the loaded

Q-factor QL is defined as

QL =
Z0

2πfL
(4.22)

To critically couple the resonators to the transmission line, it is required that

R = Z0 (4.23)
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The coupling coefficient is defined as

g =
Q0

QL

(4.24)

The resonator is said to be critically coupled to the transmission line if g = 1. For

illustration simplicity, if only the gap capacitance Cg is taken into account, then the

input impedance for each coupled open-loop λ/2 resonator is

Zin = −j( 1

2πfCg
+ Z0cotβl) (4.25)

It has been shown that [35] when the resonance occurs, a gap coupled λ/2 resonator

has an input resistance

R =
Z0π

2Q0b2c
(4.26)

where bc = Z02πfCg is the normalized susceptance of Cg. For critical coupling, since

R = Z0

bc =

√
π

2Q0
(4.27)

And the required Cg to achieve the critical coupling is

Cg =
bc

2πfZ0

(4.28)

For example, for the first resonator in Fig. 4–3, Q0 is around 37.67, bc is 0.2, and Cg

is calculated around 0.254 pF, very close to the Cg value in Table 4–2 with the fact
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RS Z0 Z0 Z0 Z0

RL

Cg1

L1

Cg2

L2

Cg3

L3

Cf1 Cf2 Cf3

Cf1 Cf2 Cf3

C1 R1 C2 R2 C3 R3

Figure 4–3: Equivalent circuit model of the open-loop resonator circuit in Fig. 4–1.

Table 4–2: Equivalent circuit value of printed open-loop resonators

Rs RL Cg1 Cg2 Cg3 Cf1 Cf2 Cf3

50 Ω 50 Ω 0.187 pF 0.145 pF 0.125 pF 0.28 pF 0.22 pF 0.19 pF

C1 C2 C3 L1 L2 L3

1.77 pF 1.44 pF 1.25 pF 1.79 nH 1.46 nH 1.27 nH

R1 R2 R3

1060 Ω 1163 Ω 1241 Ω

that Cf is neglected in this analysis. This would ensure the resonator could couple

to the transmission line properly and maintain a high Q-factor.

It is noted that with the current inkjet printer, it is not achievable to print two

lines with a gap S = 50 µm. The aerosol jet printing facility at the University of Mon-

treal supports up to 10 µ m feature size with a minimum spacing of 40µm between
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Figure 4–4: Insertion loss of the microstrip open-loop resonator circuit.

printed features. The conductive ink of the aerosol jet printer is found by the 4-point

measurement with σ = 1.25×106 S/m, surprisingly close to the one from Voltera.

However, since the aerosol jet printing is a thin-film process (measured thickness is

around 5 µm), this has to be taken into account when the simulation is conducted.

To solve the SMA connector epoxy joint issue brought up in Chapter 2, the design

has been tested in the RF/Microwave facility affiliated to CMC Microsystems at the

University of Manitoba, where they have the probe station capable for measuring

very small dimension microstrip lines.

Fig. 4–4 shows the S21 plots from the HFSS simulation, probe station measure-

ment, and Advanced Design Studio (ADS) equivalent circuit simulation. It can be

seen that the full-wave simulation result slightly deviates to the equivalent circuit

model with an about 100 MHz frequency shift in the second and third resonances
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due to the coupling capacitance. The full-wave simulation also shows a deeper at-

tenuation in all three notches. The depth of the notch is dependent on the resistance

of each open-loop resonator. In the HFSS simulation, the resonators demonstrate

higher resistance than the equivalent circuit model as it also captures other losses

such as the fringing fields. Also as noted before, the electrical properties provided

by the vendors on the conductive ink and flexible substrate are only measured at

the low frequency, and the closed-form equations provided on the equivalent cou-

pled microstrip lines circuit modal are approximations in a certain degree [45], [55].

Therefore, the equivalent circuit could fairly reflect the behavior of the printed open-

loop resonator circuit in terms of the resonant frequency. Nevertheless, the measured

result is hugely distinct to the other two plots. It is shown in [13] that the printed

microstrip resonators show a poor coupling to the transmission line compared with

printed CPW resonators in the measurement. Thus, the resonances are barely no-

ticeable. However, the reason behind the frequency shift in the measurement is not

very clear. This might be due to the aerosol jet printing process.

4.1.2 Microstrip Complementary Split-Ring Resonator (CSRR)

One of the primary problems happens in the microstrip open-loop resonator

design, is the gap between the transmission line and coupled open-loop resonators,

as shown in Fig. 4–1. As the excitation requirement, this gap S is made to be very

small so that the resonator could be coupled to the transmission line better, which

requires a higher resolution printing process such as the aerosol jet printing, which

is very expensive and time consuming compared to the inkjet printing. The solution

could be if the resonators do not couple to the microstrip line through the gap but
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(a) (b)

L/2 L/2

C

Lc Cc Rc

(c)

Figure 4–5: Dimensions of the proposed design. The white colour represents the substrate
and the grey colour represents the conductive layer; (a) the top plane, where the trans-
mission line is aligned with the CSRRs at the ground plane in the center (the light grey
colour shows the ground plane conductive layer); (b) the ground plane with the CSRRs;
(c) equivalent circuit model for each CSRR.
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Figure 4–6: Insertion loss of the microstrip CSRR resonator circuit.

through the substrate, then the printing issue would be solved. Motivated by this

thought, the complementary split-ring resonator CSRR topology is attempted.

As opposite to gap-coupled resonators, the CSRR is on the ground plane where

an open-loop ring conductor is ”etched” away, which suggests the term ”complemen-

tary”. The CSRR is a metamaterial element that has a negative effective permittiv-

ity. It has been found that by coupling CSRRs to the transmission line, stopbands

at different resonant frequencies can be achieved [56]. The CSRR has been used in

the liquid sensing in [23] where a microfluidic channel passes through one edge of

the resonator. Since the microstrip line and resonators are now coupled through the

substrate by the fringing field, the printing resolution requirement is relaxed.

Fig. 4–5(a) and (b) show the top and bottom planes of the printed CSRR circuit

design, respectively. Two CSRRs with different size are aligned to the microstrip

line to create two stopbands in the S21 plot [57]. The equivalent circuit model for
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the CSRR loaded microstrip line structure is in Fig. 4–5(c). L and C are the

inductance and capacitance of the microstrip line, respectively. Lc is the inductance

of the CSRR coming from the conductive path at the gap of CSRR. Cc is the gap

capacitance caused by the ”etched-away” ring-shape slot of the CSRR. Rc accounts

for the equivalent CSRR loss [58]. The resonant frequency is

f =
1

2π
√
Lc(C + Cc)

(4.29)

The quality factor of the resonance is

Q = R

√
C + Cc
Lc

(4.30)

Fig. 4–6 shows the simulated and measured insertion loss plots of the CSRR

circuit. Unlike the open-loop resonator S21 plot in Fig. 4–4, the simulation and

measurement results match to each other quite well. Moreover, the mismatch issue

with the SMA connector is not observed in this case. This is because the CSRR

creates a very deep attenuation at the stopband that conceals the loss due to the

silver epoxy. However, since the conductive loss of the silver ink is the dominant cause

of such a low Q-factor (as opposed to the open-loop resonator), two resonances occupy

a very large bandwidth. It will be more beneficial to encode more information within

a smaller bandwidth, this not only improves the efficiency of bandwidth utilization

but also relaxes the design specifications of the UWB antennas at the primary and

secondary sides.
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4.2 CPW Coupled Resonator

4.2.1 Design, Simulation, and Measurement

In [8, 13], CPW with spiral resonators shows a good insertion loss response with

a high Q-factor. Therefore, in contrast to the microstrip line coupled resonators, it

is possible to encode more information within a certain bandwidth. As a result, it

is also used in this study due to its printing easiness. Fig. 4–7 presents the layout

of the resonator design with dimensions in Table 4–3. Three spiral resonators locate

within the CPW transmission line to create a 3-bit spectrum signature. ADS is used

to extract its equivalent circuit model from the HFSS simulation result based on the

3rd order Chebyshev low pass filter prototype that is shown in Fig. 4–8 [59]. Its

insertion loss response is plotted together with the HFSS simulation result and VNA

measurement of the printed prototype design in Fig. 4–9. The resonances of the

equivalent circuit can be calculated by

ωres =
1√
L′nC

′
n

for n = 1, 2, 3. (4.31)

Depending on the topology (series and shunt) of the inductor and capacitor, the

Q-factor of each resonance is [35]

Qseries = R0

√
C ′n
L′n

for n = 1, 3. (4.32)

Qshunt = R0

√
L′n
C ′n

for n = 2. (4.33)

where
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(a)

(b)

Figure 4–7: (a) Spiral resonator design, where the grey area is the conductive layer. (b)
Layout of the multiresonator circuit. All resonators (”res 1”, ”res 2” and ”res 3”) are
centered within the CPW. From left to right, the resonators are simulated to resonate at
5.1, 4.4 and 3.5 GHz, respectively.

L
′

n =
R0

ωn∆Cn
and C

′

n =
∆Cn
ωnR0

for n = 1, 3. (4.34)

L
′

n =
∆LnR0

ωn
and C

′

n =
1

ωn∆LnR0

for n = 2. (4.35)

For a 50 Ω system, R0 = R4 = 50 Ω; ωn is the resonant frequency created by

each corresponding LC circuit; ∆ is the fractional bandwidth of the stopband; and
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Table 4–3: Dimensions of printed CPW spiral resonators (all lengths are in millimeter)

Lres1 Lres2 Lres3 Sres1 Sres2 Sres3 Wres Dres Gres

5.5 6.5 8 1 1.3 1.5 3.4 0.5 0.5

L1 L2 Ltot Wtot

17.4 45 68.2 40.6

R0

L
′
1

C
′
1

L
′
2

C
′
2

L
′
3

C
′
3

R4

Figure 4–8: Equivalent lossless circuit model of the CPW coupled to the three resonators.

Table 4–4: Element values for maximally flat low-pass filter prototype

Order N g0 g1 g2 g3 g4

3 1 1 2 1 1

Table 4–5: Equivalent circuit value of printed CPW spiral resonators

R0 R4 L
′
1 C

′
1 L

′
2 C

′
2 L

′
3 C

′
3

50 Ω 50 Ω 132 nH 15.3 fF 89.8 pH 14.43 pF 113.7 nH 8.7 fF

the values for Ln and Cn are the Chebyshev coefficients that can be found in [60],

presented in Table 4–4, where
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Figure 4–9: Insertion loss of the CPW coupled to the three resonators.

g0 =


generator resistance for voltage source

generator conductance for current source

gk =


inductance for series inductors

capacitance for shunt capacitors

for k = 1 to N.

gN+1 =


load resistance if gN is a shunt capacitor

load conductance if gN is a series inductor

(4.36)

The values for each equivalent circuit component are summarized in Table 4–5.

It can be seen that three plots are matching to each other properly, with some

degree of deviations, with some tolerable deviations primarily caused by the imperfect

printing process. The insertion loss of the equivalent circuit is very close to the HFSS

simulation result, with generally higher Q-factors in the resonances as the loss is
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(a) (b)

Figure 4–10: Bending tests for the flexible printed CPW multiresonator circuit. (a) Bend-
ing along Ltot. (b) Bending along Wtot

neglected in the equivalent circuit model in Fig. 4–8 for the purpose of simplicity.

The VNA measurement result deviates from the rest two plots obviously, with an

about 200 MHz shift towards the higher frequency for each resonance. This is due

to the imperfect printing process. When the ink is deposited on the substrate, it

tends to spread to the blank area. Therefore, the Dres from Fig. 4–7 (a) will appear

smaller on the printed tag than the designed value, leading to a resonance occurs

at a slightly higher frequency. Three notches around 3.6, 4.5 and 5.3 GHz have

been observed from the measurement that is generated by ”res 3”, ”res 2” and ”res

1”, respectively. Therefore, the resonant frequency increases with the dimension

shrinkage of the resonator. Three resonances render a 3-bit spectrum signature. In

contrast to microstrip resonators, CPW resonators show a higher Q-factor with great

compatibility to the Voltera inkjet printer.
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Figure 4–11: Insertion loss of the flexible printed CPW multiresonator circuit that experi-
ences two different bending tests.

4.2.2 Flexibility Test

Similar to the bending tests for the CPW UWB antenna, the flexible printed

CPW multiresonator circuit is bent along two directions, with respect to Ltot and

Wtot, shown in Fig. 4–10. The multiresonator circuit is attached to the same plastic

cylinder whose radius is 21 mm. The measured S21 plots are presented in Fig. 4–

11. Two kinds of bending slightly cause the shift of the resonant frequencies due

to the deformation of spiral resonators. Nevertheless, since the spiral resonators do

not deform greatly in these two tests, their equivalent capacitance and inductance

are not altered a lot. Resonances around 3.5, 4.3 and 5.4 GHz are observed. As

noted before, all resonances are designed below 5.5 GHz, therefore the CPW UWB

antennas will ensure the information transmission efficiency even when they are bent

as Fig. 3–8(a).

65



CHAPTER 5
Reader Antenna Design

It is beneficial to choose directional high gain antennas for the reader so that it

could interrogate the RFID tag in the ambient environment. A very wide antenna

bandwidth is another requirement as the encoded information occupies a fairly large

interval in the frequency domain, as can be seen in Fig. 4–9. In this design, the

Vivaldi antenna is selected due to its high directional gain, wide bandwidth, and

fabrication simplicity. The antenna substrate board is Rogers 3206 with εr = 6.15,

tanδ =0.0027, a dielectric thickness H = 1.27 mm, and a copper cladding T = 17

µm.

The proposed tapered slot antenna design methodology in [61] is adapted in

this work. For a Vivaldi antenna, its size and desired bandwidth are correlated to

the formula of the exponential taper, characterized by the Chebyshev multi-section

matching transformer. Each transformer is denoted as xn where n ∈ [0, N ] and N+1

is the number of transformers that will be used in the design to achieve the desired

bandwidth. The width of each transformer is Wn. Fig. 5–1(a) shows the top plane

of the Vivaldi antenna modeled by Chebyshev transformers. D is the circular cavity

that improves the matching of the antenna [62], and Ls is recommended to be around

Ls =
1

4
λ0 (5.1)
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(a)

(b)

Figure 5–1: (a) Top plane of Vivaldi antenna modeled by Chebyshev transformers. (b)
Cross-section view of each transformer, which is the slotline. εr = 6.15, H = 1.27 mm, and
T = 17 µm

where λ0 is the wavelength of the centered frequency favg. Essentially, each trans-

former is a section of slotline, as shown in 5–1(b). The following design prcedure will

be followed. First, assuming the desired bandwidth of the antenna is [flo, fhi], so the

center frequency favg is

favg =
fhi + flo

2
(5.2)

The length of the initial transformer x0 is calculated by solving the following equation
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flo = 0.647favgcos
−1(

1

x0
) (5.3)

Assuming Γm is the minimum tolerable reflection coefficient for each transformer (0.1

for instance), the Chebyshev polynomial is founded as

TN(x0) =
ZL − Z0

ZL + Z0

1

Γm
(5.4)

where TN(x0) is the N-th order Chebyshev polynomial. In practice it is reasonable

to assume the load impedance ZL � Z0 [61]. The value of N is then calculated by

solving

x0 = cosh(
1

N
cosh−1(TN)) (5.5)

and

xn = cos((2n− 1)
π

2N
) for n = 1, 2, ..., N. (5.6)

To find out the width of each transformer, it is required to calculate the characteristic

impedance of each. First, the nth transformer phase is

φn = −2cos−1(
xn
x0

) for n = 1, 2, ..., N. (5.7)

and

ωn = ejφn for n = 1, 2, ..., N. (5.8)

ωn is used to solve the following two equations simultaneously
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

N∑
n=0

Γnω
n = Γn

N∏
n=1

(ω − ωn)

N−1∑
n=0

Γn = 1

(5.9)

The first one is a polynomial equation of ω, and Γn can be solved by matching

the coefficient of ωn on both sides, together with the second equation. Finally, the

characteristic impedance of each transformer is

Z
′

n+1 =
1 + Γn
1− Γn

Z
′

n for n = 0, 1, 2, ..., N − 1. (5.10)

Therefore, once Z
′
0 is calculated, the impedance for all transformers can be solved

recursively. Z0 is frequency dependent, and since it is the first transformer that

is also the transition from the microstrip line feed on the bottom plane to other

Chebyshev transformers on the top plane, it is, therefore, bandwidth dependent [63].

To determine the value of Z
′
0, first a term called -0.97 dB bandwidth v is calculated

by solving

BW =
π − tan−1 1

1.272v

tan−1
1

1.272v

(5.11)

where BW is the bandwidth of interest. For a system with a characteristic impedance

Z0

Z
′

0 = Z0v (5.12)
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With the first slotline impedance Z
′
0 calculated, Eq. 5.11 can be solved iteratively.

Finally, by using the closed-form equations of the slotline in [63], the width of each

transformer Wn can be found by solving the following equation

Z
′

n = 73.6− 2.15εr + (638.9− 31.37εr)(
Wn

λ0
)0.6

+(36.23
√
ε2r + 41− 225)

Wn/H

W/H + 0.876εr − 2

+0.51(εr + 2.12)(
Wn

H
)ln(100

H

λ 0
)− 0.753εr

H/λ0√
Wn/λ0

for n = 0, 1, 2, ..., N.

(5.13)

The next step is to calculate the length of each transformer L. In this design, all

transformer lengths are identical, namely L1 = L2 = ... = LN = L. Therefore, it

is only necessary to calculate the length of the initial transformer L0 even though it

has emerged as a part of Ls, shown in Fig. 5–1(a). This is also because the initial

transformer is the transition from the feedline to the antenna, which dominantly

determines the frequency response of the design. The normalized wavelength λ
′
/λ0

is defined as

λ
′

λ0
= 0.9217− 0.277lnεr + 0.0322

W0

H
(

εr
W0/H + 0.435

)0.5

−0.01ln(
H

λ0
)(4.6− 3.65

ε2r
√
W0/λ0(9.06− 100W0/λ0)

)

(5.14)

where λ
′

is the slotline guide wavelength for the slotline width before the first trans-

former L1. Finally, the length for each transformer is

L =
λ
′

4
(5.15)
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Figure 5–2: Exponential taper to smooth the Chebyshev transformers.

The total minimum required length of the antenna is therefore

Ltotal =
λ
′

4
N + Ls (5.16)

With a 4 GHz bandwidth of interest spanning from 2 to 6 GHz, W and L can be

calculated for all transformers. Table 5–1 summarizes all critical calculated param-

eters in this design by following the above methodology. By smoothing the above

Chebyshev transformers using the exponential curve equation, Fig. 5–2 shows the

approximated exponential taper that smooths the Chebyshev transformers, where

the exponential function is calculated as

y = 0.4913e0.0425x − 0.0413 (5.17)

With the exponential taper found, Fig. 5–3(a) shows the layout of the top plane of

the design Vivaldi antenna.
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Table 5–1: Summary of some critical parameters from the Vivaldi antenna design method-
ology

Eq. Values

5.3 x0 = 1.062
5.5 N = 9

5.6
x1 = 0.9848, x2 = 0.866, x3 = 0.6428, x4 = 0.342, x5 = 0,

x6 = 0.342, x7 = -0.6428, x8 = -0.866, x9 = -0.9848

5.7
φ1 = -0.7674, φ2 = -1.2346, φ3 = -1.8414, φ4 = -2.4858,

φ5 = -3.1416, φ6 = -3.7974, φ7 = -4.4417, φ8 = -5.0486, φ9 = -5.5158

5.9
Γ0 = 0.0790, Γ1 = 0.0807, Γ2 = 0.1081, Γ3 = 0.1298, Γ4 = 0.1419
Γ5 = 0.1419, Γ6 = 0.1298, Γ7 = 0.1081, Γ8 = 0.0807, Γ9 = 0.0790

5.10
5.12

Z
′
0 = 107.9 Ω, Z

′
1 = 126.53 Ω, Z

′
2 = 148.735 Ω,

Z
′
3 = 184.78 Ω, Z

′
4 = 239.94 Ω, Z

′
5 = 319.28 Ω,

Z
′
6 = 424.86 Ω, Z

′
7 = 551.66 Ω, Z

′
8 = 685.39 Ω, Z

′
9 = 805.65 Ω

The next step is to design the microstrip-to-slotline transition to feed the signal

to the antenna. Since the impedance of the slot line Z
′
0 has been calculated, the goal

is to first find the characteristic impedance of the transition microstrip line Zmic.

Defining J , K, M and N parameters [64]



J =

√
εr − (

λ0
λ′

)2

K =

√
(
λ0
λ′

)2 − 1

M =
2πJH

λ0
+ atan(

J

K
)

N = cos(
2πJH

λ0
)− cot(M)sin(

2πJH

λ0
)

(5.18)

where H is the height of the dielectric. Zmic is calculated by

Zmic = N2Z
′

0
(5.19)
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Table 5–2: Equivalent circuit value of printed CPW spiral resonators (all lengths are in
millimeter)

Wvivaldi Lvivaldi Svivaldi Dvivaldi Rvivaldi

80 110 16 1.85 3

Wbottom L1 L2 L3 L4 W1 W2 W3 Rstub α β

58.52 14 3.24 10 11.2 1.88 1.08 0.31 6.33 90o 70o

which is the characteristic impedance corresponding to the section L4 is Fig. 5–3(b).

The next section will be a quater-wave transformer that transform a 50 Ω input to

the microstrip-to-slotline transition. Its characteristic impedance Zquarter (L2 and L3

in Fig. 5–3(b)) can be easily calculated by Eq. 2.48

Zquarter =
Z2

0

ZL
(5.20)

Finally, a short section of Z0 = 50 Ω microstrip line L1 completes the matching of

the feedline. In addition, a 90-degree radial stub is used to conduct a broadband

matching to decrease the loss [62]. Fig. 5–3(b) shows the feedline design of the

antenna located on the backplane, and Table 5–2 lists all dimensions in Fig. 5–3.

Some post-optimization have been done after the calculation to further improve the

frequency response and accommodate the fabrication process, so the values in the

table may slightly deviate to the above results.

Fig. 5–4 shows the measured co-planar and cross-polar radiation patterns of

the designed Vivaldi antenna at 4 GHz. A near 30-dB gain difference has been

achieved in the Z direction, allowing a good polarization purity and directivity. Fig.

5–5 shows the return loss and gain of the antenna along the Z direction across the
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(a)

(b)

Figure 5–3: (a) Top plane of the Vivaldi antenna. (b) Bottom plane of the antenna with
the microstrip-to slotline transition

bandwidth of interest. A more than 6 dB average gain and a return loss smaller than

-10 dB have been achieved from 2 - 6 GHz.

Another metric to look at is the voltage standing wave ratio (VSWR) of the

antenna, which is defined as
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(a) (b)

Figure 5–4: Measured co-polar and cross-polar far-field radiation patterns of the Vivaldi
antenna at 4 GHz in the (a) XZ and (b) Y Z plane.

Figure 5–5: Measured return loss and gain of Vivaldi reader antenna.

V SWR =
1 + |Γ|
1− |Γ| (5.21)
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Figure 5–6: Simulated and measured VSWR of vivaldi antenna.

where Γ is the reflection coefficient at the port, and it is essentially the return loss

S11. A tolerable reflection coefficient has been selected as Γm = 0.1 at the beginning,

which leads to an around 1.22 VSWR. Fig. 5–6 shows the simulated and measured

VSWR of the designed Vivaldi antenna. In the simulation result, an average of

1.35 VSWR has been achieved across the bandwidth of interest that is very close

to Γm. For the measurement result, however, an average of 2 VSWR is obtained

from 2 - 6 GHz, with a more than 2.5 VSWR at the lower and higher bound of the

bandwidth of interest. VSWR is the ratio of the peak amplitude of a standing wave

to the minimum amplitude of a standing wave, and when the transmission line is

not perfectly matched to the load, the transmitted power will be reflected back to

the source. A VSWR = 2 is around 11.1 % power reflection. The RF power at the

VNA is calibrated to -5 dBm and a maximum allowed power handling is 26 dBm.

Therefore, it is important to maintain a lower VSWR value to protect the power
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source and transmission line. This deviation from the simulation result is hugely

contributed by the fabrication progress. In this design, the antenna is fabricated

using the mechanical milling process. The milling tip that the machine shop has,

does not support a feature size that is smaller than 1 mm. As a result, W3 has been

measured as around 0.9 mm, which is 74 Ω. The characteristic impedance at the

microstrip-to-slotline transition is very critical. Hence, a finer fabrication process

will absolutely improve the VSWR of the antenna.
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CHAPTER 6
CPW Flexible Printed Chipless RFID Tag and Concentration

Measurements of Liquid Solutions

6.1 CPW Flexible Printed Chipless RFID Tag

The completed proposed printed chipless RFID tag is shown in Fig. 6–2. The

size of the tag is not optimally compact but is adequate for some applications, such

as logistic tracking and freshness sensing in food packages. To further shrink down

the size of the tag, one can decrease the size of the resonators and UWB antennas to

shift the bandwidth of the tag to the upper-frequency range. Additionally, one can

decrease the area of the ground plane to an optimal size that does not change the

resonances the tag.

The chipless RFID tag is tested in the ambient environment. Fig. 6–3 shows

the testing setup. Two cross-polarized Vivaldi antennas are used to interrogate

the tag that is distanced 5 cm away. The transmitting Vivaldi antenna is facing

the receiving UWB CPW antenna on the tag, and the transmitting tag antenna

sends back the encoded information to the receiving Vivaldi antenna. The insertion

loss plot is generated and analyzed in the VNA, that is connected to two Vivaldi

antennas. Fig. 6–1 shows the port-to-port isolation of two cross-polarized Vivaldi

antennas. Usually, an about -40 dB insertion loss would ensure a good cross-polar
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Figure 6–1: Port-to-port isolation between two cross-polarized Vivaldi antennas.

suppression that results in a good reading results [3]. It can be seen that two cross-

polarized Vivaldi antennas achieve a more than 45 dB isolation across the bandwidth

of interest.

The wireless measurement results of the tag are presented in Fig. 6–4. All plots

are generated after subtracting the insertion loss response of the reference tag that is

printed out separately without any resonators. The insertion loss of the reference tag

is first registered in the memory of the VNA, then it is removed from the attached

form board. The printed RFID is placed at the exact location where the reference tag

was located, and the subtraction is done by the VNA. Therefore, the net insertion

loss response is mostly contributed by the resonators. Resonators ”res 3”, ”res 2”

and ”res 1” excite three notches around 3.6, 4.4, and 5.3 GHz, respectively, which

are encoded as ”bit 0”, ”bit 1” and ”bit 2”.
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Table 6–1: Wireless characterization of the printed flexible chipless RFID in 5 cm

Name fres S21 (dB)

res 1 3.6 -1.5
res 2 4.4 -4.5
res 3 5.3 -4.2

To further verify the correspondences between resonators and notches, a copper

tape is used to cover one resonator at a time. Initially, all resonators are uncovered,

followed by covering the resonator ”res 1”, and then resonator ”res 3”. It can be

seen that when ”res 1” is covered (shorted), the resonance at 5.3 GHz disappears,

whereas the rest two resonances retained at their frequencies. The same phenomena

is observed with ”res 3” covered: the resonance at 3.6 GHz vanishes while the rest two

retain. With this idea, one has the freedom of encoding different 3-bit messages based

on the appearance of notches. It should be noted that the net insertion responses

of the resonators are above 0 dB at some frequencies, which is due to the imperfect

subtraction from the reference tag that does not physically contribute to any gain.

Table 6–1 summarizes the wireless characterization results of the printed flexible

chipless RFID in 5 cm.

It is worth mentioning that since the tag is characterized in the ambient envi-

ronment, and its conductive layer is lossier than the regular copper cladding used

in microwave circuit boards. The tag is believed to demonstrate a longer reading

range and a higher Q-factor with the resonance in the anechoic chamber. Compared

with the RFID systems proposed in [3], this design in the ambient environment has

demonstrated an adequate ability for information recognition in the same distance.
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(a) (b)

Figure 6–2: (a) Geometry of the RFID tag with WRFID = 87.1 mm, LRFID = 119.7 mm.
(b) The inkjet-printed flexible chipless RFID tag.

Figure 6–3: Wireless experiment setup for the chipless RFID tag at 5 cm.

When the distance is increased over 10 cm, the information in the insertion loss am-

plitude is not usable due to the impedance mismatch between reader antennas and
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Figure 6–4: Insertion loss response of the tag at 5 cm in distance to the Tx and Rx antennas
in the ambient environment, with and without resonators covered.

UWB antennas on the tag. However, it has been shown that [3] the phase of the

tag still preserve the information in a greater distance that is more insensitive to the

noises. This could be done in the future work.

6.2 Wired Measurements

Before conducting the wireless liquid concentration measurements, it is beneficial

to do the wired measurement first using the CPW multiresonator circuit designed

in Chapter 4. This is because the wired measurement does not suffer from the

ambient noise, thus demonstrating a clearer correlation between the concentration

and sensor’s frequency response. The extracted relationship can be referred to as

the reference to cross-check the wireless response from the sensor. The experiment

is conducted in room temperature.
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Figure 6–5: Wired liquid concentration measurement set up.

Fig. 6–5 shows the experiment set up for the wired concentration measurements.

The silver epoxy is used to cold solder the SMA connectors to the circuit. The whole

circuit is with a 70 × 40 mm2 dimension, where a capillary tube with an inner

diameter 0.75 mm is centered on the top of the resonator ”res 3” to achieve a better

sensitivity [22]. In this measurement, two different binary liquid mixtures are tested,

water/sodium chloride (NaCl) and water/sucrose. The capillary tube is drained and

filled the tube with a syringe. The water/NaCl concentration is varied in the range

[0, 100] µg/ml with an increment of 10 µg/ml per sample, and the water/sucrose

concentration is varied in the range [0, 500] µg/ml with an increment of 50 µg/ml

per sample.

Primarily, the appearance of the liquid solutions alter the capacitance C
′
3 of the

resonator ”res 3” in Fig. 4–8. As discussed in [23], C
′
3 can be approximated as
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Figure 6–6: Wired measured insertion loss response of the resonator ”res 3” versus various
water/NaCl solutions with different concentrations in room temperature.

Figure 6–7: Wired measured |∆S21| variation with NaCl concentrations in the range [0,
100] µg/ml with an increment of 10 µg/ml per sample.

C
′

3 = C0 + εsolutionsCtube (6.1)

84



Figure 6–8: Wired measured ∆BW variation with NaCl concentrations in the range [0,
100] µg/ml with an increment of 10 µg/ml per sample.

Figure 6–9: Wired measured insertion loss response of the resonator ”res 3” versus various
water/sucrose solutions with different concentrations in room temperature.

where C0 is the capacitance of the ”res 3” excluding the capillary channel, and Ctube

is the capacitance contributed by the solution-filled capillary channel. The complex

dielectric constant of the liquid solution is
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Figure 6–10: Wired measured |∆S21| variation with sucrose concentrations in the range [0,
100] µg/ml with an increment of 10 µg/ml per sample.

Figure 6–11: Wired measured |∆fres| variation with sucrose concentrations in the range
[0, 500] µg/ml with an increment of 50 µg/ml per sample.

εsolutions = ε
′

solutions + jε
′′

solutions
(6.2)
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From Eq. 4.31 - Eq. 4.33 and Eq. 7.1 - 7.2, it can be seen that the Q-

factor as well as the resonant frequency are related to the dielectric property of the

liquid samples. It is shown in the same literature that ε
′

solutions and ε
′′

solutions have

different contributions on the change of the Q-factor and the resonant frequency,

respectively. Also, for different solutions, the increase of the concentration will cause

different degree of change of ε
′

solutions and ε
′′

solutions. Therefore, it is convenient to use

the parameter that varies noticeably as the concentration of the solution changes.

As presented in [21], the water/NaCl solutions produce a dominant change on the

Q-factor, and the water/sucrose solutions generate a change on both Q-factor and

resonant frequency. This is because the complex permittivity of different liquids

has a different impact on these two parameters [23]. To extract the correlation

between the concentration variation and the corresponding insertion loss response

of two different binary mixtures, the amplitude change of the insertion loss at the

resonant frequency |∆S21| and the half-power 3-dB bandwidth ∆BW are analyzed

for the water/NaCl samples. For the water/sucrose solutions, in addition to |∆S21|,

the resonant frequency shift |∆fres| will be analyzed. The definitions of |∆S21| and

|∆fres| are defined mathematically as


|∆S21| = |S21,liquid − S21,water|

|∆fres| = |fliquid − fwater|
(6.3)

where S21,liquid and fliquid represent the insertion loss at the resonant frequency and

resonant frequency of different concentration liquid samples, respectively. S21,water
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and fwater are the insertion loss at the resonant frequency and resonant frequency of

pure water.

Fig. 6–6 shows the insertion loss response of ”res 3” with different NaCl con-

centrations, where a noticeable Q-factor degeneration is caused by the increase of

the concentration, and thus a higher conductivity loss. The change of the insertion

loss at the resonant frequency |∆S21| is plotted in Fig. 6–7, together with a second-

order curve fitting. |∆S21| monotonically increases within the testing concentration

range, showing a good linear correlation before 60 µg/ml, after which the sensitivity

starts to degrade. The 3-dB bandwidth change ∆BW is another metric to reflect the

change of liquid concentrations. Fig. 6–8 presents the change of ∆BW that mono-

tonically increases with the concentrations. It demonstrates a better linearity than

the |∆S21| plot across the whole concentration range, with very small bandwidth

change for each concentration increment. Across the testing concentration range,

the second-order regression result for |∆S21| in Fig. 6–7 is

y = −185.2253x2 + 36.222x+ 0.0023 (6.4)

and for ∆BW in Fig. 6–8 is

y = −1.7405x2 + 0.9498x+ 0.3278 (6.5)

Fig. 6–9 shows the insertion loss response of ”res 3” with different sucrose

concentrations, where a non-obvious Q-factor degeneration is observed due to the

increase of the concentration. The change of |∆S21| is plotted in Fig. 6–10, together

with a second-order curve fitting. It is observed that the sensor has a lower sensitivity
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to the sucrose concentrations in terms of the Q-factor variation. Nevertheless, |∆S21|

in Fig. 6–10 shows a more linear fitting result than the NaCl |∆S21| plot in Fig. 6–7.

The resonant frequency shift |∆fres| is plotted in Fig. 6–11 which monotonically

increases within the testing concentration range, showing an exponential correlation

with respect to the concentration increment. When the sucrose concentration is low,

particularly under 0.2 mg/ml, |∆fres| almost remains unchanged with the supported

VNA resolution division. The same phenomena observed from 0.2 mg/ml to 0.35

mg/ml where the concentration increment does not lead to a noticeable |∆fres| vari-

ation. In other research works [23], [22], the microwave resonator demonstrates a 10

to 100 times worse sensitivity to sucrose solutions than NaCl, which confirms the

observations found here. This could be because the sucrose solutions introduce less

conduction loss than the NaCl. The second-order regression result for |∆S21| in Fig.

6–10 is

y = −0.8485x2 + 1.6388x− 0.0055 (6.6)

and for ∆fres in Fig. 6–11 is

y = 0.0438x2 − 0.0019x− 0.0001 (6.7)

The performance of the sensor on these two solutions are summarized in Table

6–2. It can be seen that the sensor does have a better sensitivity on the concen-

tration variation of NaCl than sucrose. It is noted that the sensor’s sensitivity is

approximately calculated from the linear region of each plot. From the results, it
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Table 6–2: Wired concentration measurements on NaCl and sucrose solutions

Solutions Concentration Increment Sensitivity

water/NaCl [0, 100] µg/ml 10 µg/ml

in [0, 60] µg/ml:
|∆S21|: 0.03 dB/(µg/ml)

in [0, 100] µg/ml:
|∆BW |: 1 MHz/(µg/ml)

water/sucrose [0, 500] µg/ml 50 µg/ml

in [0, 500] µg/ml:
|∆S21|: 0.002dB/(µg/ml)

in [150, 500] µg/ml:
|∆fres|: 20KHz/(µg/ml)

seems the sensor demonstrates a very high sensitivity on both solutions when the

concentrations are low.

6.3 Wireless Measurements

For the proof-of-concept, two different liquid mixtures are prepared for the

wireless concentration measurement, the water/NaCl and water/isopropanol solu-

tions. The water/sucrose mixtures do not give usable results, which will be discussed

shortly. The NaCl concentration is varied in the range [0, 100] µg/ml with an incre-

ment of 10 µg/ml per sample. The isopropanol concentration is varied in the range

of [0, 99] vol% in terms of volume fraction, with an increment of 20 vol% per sample.

Fig. 6–12 shows the experiment setup. Similar to Fig. 6–3, two cross-polarized

Vivaldi antennas interrogate the RFID tag that is place 5 cm away in the ambient

environment, where a capillary tube with an inner radius rc = 0.75 mm is centered

on the top of the resonator ”res 2” to achieve a better sensitivity. ”res 2” is selected

for the wireless measurement, because it shows a higher Q-factor than ”res 1” and

”res 3” in Fig. 6–4. The tube is filled and drained with different liquid samples by a
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Figure 6–12: Wireless measurement setup for the solutions with various concentrations.
The capillary tube is place on the top the resonator ”res 2”.

Figure 6–13: Wireless measured insertion loss response of the resonator ”res 2” versus
various water/NaCl solutions with different concentrations in room temperature.

syringe to avoid air bubbles, and the data are collected by the VNA. The experiments

are operated in room temperature.
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Figure 6–14: Wireless measured |∆S21| variation with NaCl concentrations in the range
[0, 100] µg/ml with an increment of 10 µg/ml per sample.

Figure 6–15: Wireless measured ∆BW variation with NaCl concentrations in the range [0,
100] µg/ml with an increment of 10 µg/ml per sample.

Fig. 6–13 shows the insertion loss response of the resonator ”res 2” with the

water/NaCl samples. Similar to Fig. 6–6, it is noticed that the concentration vari-

ation mainly contributes to the change of the Q-factor. |∆S21| and ∆BW versus
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different NaCl concentrations from the frequency response are plotted in Fig. 6–14

and 6–15, respectively, together with the second-order polynomial fitting result. In

Fig. 6–14, the sensor demonstrates a better sensitivity and linearity when the NaCl

concentrations are low. The linearity degrades when the concentration is above

60 µg/ml. Within [0, 60] µg/ml, |∆S21| response is with an average sensitivity of

0.03 dB/(µg/ml). It is interesting to note that ∆BW in Fig. 6–15 shows a very

good linearity across the whole concentration range, with an average sensitivity of

1 MHz/(µg/ml). The shift of resonant frequency is not noticeable in the wireless

measurement. As explained before, the water/NaCl mixture has a more dominant

influence on the Q-factor rather than the resonant frequency. To magnify the sensi-

tivity for the shift of resonant frequency, it is advisable to increase the inner diameter

of the capillary. The trade-off, however, would be a higher possibility of introducing

air bubbles in the tube that would destroy the homogeneity of the liquid mixtures

[21]. Across the whole testing concentration range, the second-order regression result

for |∆S21| in Fig. 6–14 is

y = −90.5594x2 + 21.3923x− 0.0199 (6.8)

and for ∆BW in Fig. 6–15 is

y = 0.9596x2 − 1.0193x+ 0.1983 (6.9)

As anticipated, plots in Fig. 6–7 and 6–14 have a very similar trend, whereas

Fig. 6–8 and 6–14 imply two totally different correlations. The factor causes this

huge deviation might be the resonant frequency. Not obvious, but in Fig. 6–6 there
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is still a very small resonant frequency shift with the concentration increment. This

is shown in Fig. 6–16. The complex permittivity has a very small effect on |∆fres|

[21] that is still detected by the microwave resonator in the wired experiment. An

approximated 5 MHz frequency shift is caused by each NaCl concentration increment.

As opposite, in Fig. 6–13 the resonant frequency nearly remains unchanged across

the testing concentration range. Shown in Fig. 6–17, |∆fres| only fluctuates around

a rough average frequency of 138 MHz. The perturbation of |∆fres| is primarily

caused by the ambient noises. As a result, in Fig. 6–13 the S21 amplitudes at the

half-power point on the right-hand side of the resonant frequency gradually shift

toward the lower frequencies, whereas the S21 amplitudes on the left-hand side of

the resonant frequency are almost unvaried. Therefore, it leads to an increase of the

Q-factor. The shift of resonant frequency has been found to be strongly dependent

on the diameter of the capillary tube. Particularly, the sensitivity of the |∆fres| will

improve with the increase of the tube size [21]. In future work, it will be beneficial

to repeat the same experiment with different capillaries.

Fig. 6–18 shows the insertion loss response of water/isopropanol samples mea-

sured by the same resonator. Noted that both Q-factor and resonant frequency

change noticeably for this mixture. |∆S21| and |∆fres| response versus different iso-

propanol concentrations are shown in Fig. 6–19 and 6–20, respectively, together with

the second-order polynomial fitting result. When the isopropanol concentration is

low, neither |∆S21| nor |∆fres| changes obviously. When the concentration of iso-

propanol is above 20 vol%, both |∆S21| and |∆fres| increase monotonically with the

increase of the concentration. In Fig. 6–19, |∆S21| plot shows a good linearity within
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Figure 6–16: Wired measured |∆fres| variation with NaCl concentrations in the range [0,
100] µg/ml with an increment of 10 µg/ml per sample.

Figure 6–17: Wireless measured |∆fres| variation with NaCl concentrations in the range
[0, 100] µg/ml with an increment of 10 µg/ml per sample.

[20, 80] vol% concentration range with a sensitivity of 0.3 dB/(vol 20%). |∆fres| plot

in Fig. 6–20 shows a good linearity within [40, 99] vol% concentration range with
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Figure 6–18: Insertion loss response of the resonator ”res 2” versus various wa-
ter/isopropanol solutions with different concentrations in the room temperature.

Figure 6–19: Measured |∆S21| variation with isopropanol concentrations in the range [0,
99] vol% with an increment of 20 vol% per sample.

an average sensitivity of 30 MHz/(20 vol%). Across the whole testing concentration

range, the second-order regression result for |∆S21| in Fig. 6–19 is
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Figure 6–20: Measured |∆fres| variation with NaCl concentrations in the range [0, 99] vol%
with an increment of 20 vol% per sample.

y = 2.0334x2 − 0.453x+ 0.0286 (6.10)

and for ∆BW in Fig. 6–20 is

y = 0.0794x2 + 0.0124x− 0.002 (6.11)

Regarding the water/sucrose wireless measurements, no usable data has been

collected from the sensor within the testing concentration range ([0, 500] µg/ml) due

to sensor’s poor sensitivity to sucrose in the wireless environment. |∆S21| changes

less than 0.1 dB in the wired measurement with a 50 µg/ml concentration increment

at the low concentration range, implying a more than 15 times worse sensitivity com-

pared to the NaCl measurements. This tiny |∆S21| variation can be easily distorted

97



Table 6–3: performance summary of the sensor at 5 cm in room temperature

Solution
Concentration

Range
Measured

Parameters
Applicable

Range
Sensitivity

water/NaCl [0, 100] µg/ml
|∆S21|
∆BW

[0, 60] µg/ml
[0, 100] µg/ml

0.03 dB/(µg/ml)
1 MHz/(µg/ml)

water/isopropanol [0, 99] vol%
|∆S21|
|∆fres|

[20, 80] vol%
[40, 99] vol%

0.3 dB/(20 vol%)
30 MHz/(20 vol%)

by the ambient noises, destroying the frequency response. Either |∆S21| or |∆fres|

do not show any promising correlations compared to the wired experiments.

Table 6–3 summarizes the performance of the sensor in concentration measure-

ments of liquid solutions. It can be seen that for one kind of liquid solution, different

ways of data extraction could lead to different linearity and sensitivity. It should be

remarked that in contrast to the designs in [21, 22, 23, 24, 25, 26, 27, 4, 28], the

proposed sensor operates wirelessly in the ambient environment, and it is strongly

subjected to ambient noises. Therefore, the sensitivity of the sensor is drastically de-

generated, showing a limited linear range for the concentration measurements. The

inevitable air bubbles in the capillary tube also cause the error due to the inhomo-

geneity of the liquid, which can be mitigated by using a smaller diameter capillary

tube. Nevertheless, it will degrade the evaluation of ∆BW [21]. The lossy conduc-

tive ink used for the sensor is another factor for decaying its accuracy. With all these

issues addressed, it is still interesting to see that within the linear response region,

the sensor has a good sensitivity over a low concentration range of NaCl solutions, in

contrast to [21, 22, 27]. Furthermore, to demonstrate its applicability for measuring

other liquids, the sensor is used for measuring the isopropanol solutions with different

concentrations, generating usable results with a coarse concentration increment. It
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is reasonable to believe that our sensor will achieve a better sensitivity when it is

operated in the wired mode.
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CHAPTER 7
Acetic Acid Vapor Sensing

7.1 Raoult’s Law

Motivated by [5], the proposed multiresonator circuit in Chapter 4 can also

be used for the detection of volatile organic compounds (VOCs) with the aid of

polydimethylsiloxane (PDMS). It has been shown that by coating a thin PDMS

layer on the top of a microwave resonator, the capacitance of the PDMS will change

with the appearance of VOCs, therefore alternating the Q-factor and the resonant

frequency of the resonator. The swelling effect of PDMS will absorb VOCs that

cause the thickness and dielectric constant of the PDMS layer changed. Roughly

speaking, the increase of the concentration of VOCs will lead to an increase of the

PDMS thickness, as well as the increase of effective permittivity [5].

For the proof-of-concept, a thin 1 mg layer of PDMS is coated on the resonator

”res 3”, and the whole multiresonator circuit is put inside a small chamber whose

volume is 170 ml. The targeted VOC for the test is the acetic acid (CH3COOH),

a common VOC found in vinegar. Fig. 7–1 shows the experiment setup. The

vinegar with different acetic acid concentration will be deposited within the chamber

once at a time. When the test starts, the chamber will be sealed by a lid and the

concentration measurement begins.

Raoult’s law is applied here for calculating the concentration of the acetic acid

within the chamber. It establishes the correlation between the molar fraction of
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Figure 7–1: Gas chamber for acetic acid concentration measurement. A thin PDMS layer
is coated on the resonator ”res3”. All tests are conducted in room temperature.

the liquid solution and the molar fraction of vapor in a sealed environment. In the

following context, T is in Celsius, and pressure P is in Torr. First, the molar fraction

of acetic acid and water of the solution is

%molsolution,acid =
nCH3COOH

nCH3COOH + nH2O
(7.1)

%molsolution,water =
nH2O

nCH3COOH + nH2O
(7.2)

Where nCH3COOH is the molar number of acetic acid, and nwater is the molar number

of water. Second, the acetic acid vapor pressure is calculated by [65]

Pacid = 107.80307−1651.2/(225+T ) (7.3)

And the water vapor pressure:
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Pwater = e20.386−5132/(T+273.15) (7.4)

It is also required to calculate the air pressure in a sealed container so that the

total vapor pressure of the environment can be obtained. This can be done by using

the ideal gas law. Primarily, the air consists of 78.9% nitrogen (N2) and 20.95%

oxygen (O2), which contribute most of the air pressure inside the sealed chamber.

The air pressure is calculated by

Pair =
0.00750062nairR(T + 273.15)

Vcont
(7.5)

where Vcont is the container size, and

nair = nN2 + nO2
(7.6)

where nair is the summation of the molar number of nitrogen nN2 and oxygen nO2 .

The total vapor pressure is therefore

Ptot = Pacidmolsolution,frac,acid + Pwatermolsolution,frac,water + Pair (7.7)

From Eq. 8.1 - 8.4 and 8.7, the molar fraction of acetic acid and water of the vapor

can be found by

%molvapor,acid =
%molsolution,acidPacid

Ptot
(7.8)

%molvapor,water =
%molsolution,acidPwater

Ptot
(7.9)
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Table 7–1: Correspondences between different concentrations of acetic acid solutions and
acetic acid vapor concentration in the chamber

liquid acetic acid concentration (vol) 5% 4% 3% 2% 1%
acetic acid vapor concentration (ppm) 120 95 70 45 20

The purchased vinegar has an acetic acid volume fraction of 5 vol%. By dilution,

a set of solutions with different acetic acid volume fraction varies from 1 to 5 vol% is

obtained. The increment is 1 vol% per sample. Table 7–1 shows the acetic acid vapor

concentration in the chamber from different concentrations of acetic acid solutions

by using Raoult’s law.

7.2 Concentration Test

7.2.1 Fast Cycling between Acetic Acid and Air

There are two experiments carried out in this section. The first experiment is to

see how the sensor responses to fast cycling of air and different concentration acetic

acid vapors. Each cycle lasts for 300 seconds. The sensor will be exposed to one

acetic acid dilution deposited within the gas chamber for 200 seconds with the lid

closed. The next 100 second the lid will be opened, and the sensor will be in contact

with the ambient environment. After one cycle is completed, a syringe is used to

empty the liquid within the chamber, and a new concentration acetic acid solution

will be deposited in the chamber. Since in total there are five different acetic acid

dilutions, five cycles will be conducted. Two parameters will be used to evaluate the

sensor’s behavior to different concentration acetic acid vapors, the insertion loss at

the resonance S21 and the resonant frequency fres. The data of both are recorded

every 10 seconds.
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Figure 7–2: S21 response over the cycling between ambient air and different concentration
acetic acid vapors.

Figure 7–2 shows the S21 response to the cycling between ambient air and dif-

ferent concentration acetic acid vapors. Initially, S21 of ”res 3” is around -3.72 dB.

The first liquid acetic acid solution is with 5 vol%, corresponding to a 120 ppm va-

por concentration. After the deposition of the acetic acid solution, the container is

sealed and the test begins. It can be seen that S21 drastically increases in the first

150 seconds until hitting the time at the 200-second. It stops increases for about 50

seconds, remaining at -3.64 dB. The lid is then opened and S21 rapidly drops back

to -3.68 dB in 100 seconds. The same operations repeated with 95 ppm, 70 ppm,

45 ppm, and 20 ppm acetic acid vapor and similar observations have been found. In

addition, S21 drifts from the original -3.72 dB to around -3.63 dB after all five cycles

are finished, with an average 0.02 dB increment from each cycle. This is because the

diffusion process of acetic acid molecules is governed by the exponential correlation,

explained by the well-known Fick’s second law. It should be expected that both the
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Figure 7–3: fres response over the cycling between ambient air and different concentration
acetic acid vapors.

increase and decrease of S21 should be in an exponential fashion, meaning that the

gradient of S21 decreases with the time. In this experiment, since the time given for

the air exposure is very short, the sensor does not fully recover from the acetic acid

vapor environment as some acetic acid molecules still reside within the PDMS layer.

In this case, it seems the exposures of different concentration acetic acid vapor con-

tribute to a similar magnitude change of S21. Again, since the acetic acid molecules

from the last cycle do not diffuse to the ambient totally, the acetic acid molecules

of the new cycle accumulate with the previous ones, which does not truly reflect the

real S21 change caused by each acetic acid vapor concentration.

Similar phenomena are found in Fig. 7–3 for the resonant frequency of ”res 3”

fres. It starts at 3.472 GHz and promptly decreases with the appearance of acetic

acid. fres stops changing for a while after 200-second. Exposing to the air then shifts

fres back to about 3.468 GHz rapidly within 100 seconds, followed by the next cycle.
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By comparing Fig. 7–2 and Fig. 7–3, it can be seen that two parameters, S21 and

fres, response to the appearance of acetic acid vapor spontaneously but oppositely.

Instead, fres gradually drifts toward lower frequency. The reason has been explained

by the Maxwell Garnett equation [66] and simulations in [5]: the inclusion of higher

concentration VOCs will increase the effective permittivity, thereby decrease the

resonant frequency. Alike S21, since the diffusion process is an exponential relation

with respect to time, the rising and falling of fres should be also exponential pattern.

With both Fig. 7–2 and Fig. 7–3, this experiment, therefore, suggests that to truly

analyze the drift of S21 and fres, enough time should be given to the sensor to be

exposed to the air so that it can come back to its steady state.

7.2.2 Slow Cycling between Acetic Acid and Air

Discussed in [5], the drift of S21 and fres is due to the absorption of acetic acid

molecules by the PDMS layer. Therefore, if enough time is given for the sensor

to react to the acetic acid vapors, it should render different responses with different

concentrations assuming the sensor has robust enough sensitivity. The second exper-

iment is approached in this method: five sub-tests are conducted in this experiment,

and in each test one concentration of the acetic acid solution is deposited within

the chamber, and the observation time changes from 300 seconds to 1800 seconds.

After the one test is completed, the lid is opened and the liquid is withdrawn from

the chamber. The sensor is exposed to the ambient air for one night to ensures it

recovers to its steady state. The next test is carried out afterward.

It is noted that, due to the inevitable drifting of S21 and fres, the collected data

from these five tests will have a different starting point. To normalize all plots, the
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Figure 7–4: ∆S21 of ”res 3” with all five different acetic acid vapor concentrations.

Figure 7–5: ∆S21 curve fitting results of ”res 3” with all five different acetic acid vapor
concentrations.
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starting point of each test (both S21 and fres) will be subtracted from each original

data set that simply gives a better presentation, meaning that all experimental data

are shifted to start from the origin. Fig. 7–4 shows the normalized S21 plot, denoted

as ∆S21 (not the same as Eq. 7.3). The exponential fittings are presented in Fig.

7–5 for each vapor concentration since it should follow Fick’s second law. It can be

seen that the gradient of ∆S21 decreases with time. For each test, after 200 seconds,

∆S21 may remain unchanged for more than 200 seconds before moving onto the next

∆S21 value, which explains the observation in Fig. 7–2. At 1800-second, the curve

fittings suggest that the sensor is able to differentiate 120 and 95 ppm acetic acid

vapor concentration. Whereas 70, 45, and 20 ppm are not distinguishable that are

all about 0.2 dB. The curve fittings in Fig. 7–5 are

y120ppm = 0.1556e6.436×10
−5x − 0.1524e−1.785×10

−3x (7.10)

y95ppm = 0.1826e6.331×10
−5x − 0.1534e−1.884×10

−3x (7.11)

y95ppm = 0.1952e6.854×10
−5x − 0.1643e−2.195×10

−3x (7.12)

y70ppm = 0.1975e5.924×10
−5x − 0.1327e−1.327×10

−3x (7.13)

y45ppm = 0.2082e4.407×10
−5x − 0.1501e−1.754×10

−3x (7.14)
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Figure 7–6: Drifting of S21 in five different tests.

The drifting of S21 is plotted in Fig. 7–6. It is seen that with enough exposure time,

the starting point of S21 for each test does not drift hugely, with an exception at 70

ppm where an 0.13 dB drifting occurs. In total, a 0.11 dB drifting is observed from

120 ppm to 20 ppm.

Fig. 7–7 shows the normalized fres plot, denoted as ∆fres (not the same as Eq.

7.3). The exponential fittings are plotted in Fig. 7–8 for each vapor concentration.

The resonant frequency, as expected from Fig. 7–3, decreasing with the time as the

inclusion of acetic acid molecules increases the effective permittivity, thus lowering

down the resonant frequency. At the time point of 1800-second, the exponential

fittings imply a clear differentiation between 120 ppm and 95 ppm, which are at

-0.024 and -0.027 GHz, respectively. Similar to Fig. 7–7, the ∆fres plots for 70, 45,
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Figure 7–7: ∆fres of ”res 3” with all five different acetic acid vapor concentrations.

Figure 7–8: ∆fres curve fitting results of ”res 3” with all five different acetic acid vapor
concentrations.
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and 20 ppm are not distinguishable either, all are around -0.032 GHz at 1800-second.

The exponential fittings in Fig. 7–8 are

f120ppm = −0.02252e8.463×10
−5x + 0.0206e−1.194×10

−4x (7.15)

f95ppm = −0.02823e8.044×10
−5x + 0.02529e−8.301×10

−4x (7.16)

f95ppm = −0.03821e5.941×10
−5x + 0.03343e−6.458×10

−4x (7.17)

f70ppm = −0.03467e6.806×10
−5x + 0.02915e−8.234×10

−4x (7.18)

f45ppm = −0.03838e4.57×10
−5x + 0.03377e−7.058×10

−4x (7.19)

The drifting of fres is plotted in Fig. 7–9. Again, with enough exposure time, the

starting point of fres for each test does not drift hugely, with an exception at 70 ppm

where an 0.1 GHz drifting occurs. In total, a 0.12 GHz drifting is observed from 120

ppm to 20 ppm.

In conclusion, the sensor does not drift a lot in this experiment if sufficient long

recovery time is given for air exposure. It suggests that the sensor is reusable for

multiple acetic acid vapor experiments. This process is expected to be faster if an

air pump is used. The sensor does have adequate sensitivity for differentiating 120

and 95 ppm acetic acid vapor concentrations, for both ∆S21 and ∆fres. However,

the concentration below 70 ppm becomes indistinguishable for the sensor. In [5], one
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Figure 7–9: Drifting of fres in five different tests.

way to increase the sensitivity is to increase the thickness of PDMS. The trade-off,

however, will be longer response time.

112



CHAPTER 8
Conclusion

8.1 Summary of the Thesis

This thesis studies the design of a flexible printed chipless RFID tag. It is fab-

ricated by the inkjet-printing technology on a flexible Kapton PI substrate. Two

different design approaches are discussed, the microstrip line based and CPW based.

After the comparison, the CPW structure shows better performance and compat-

ibility to the inkjet printing technology. The tag contains three spiral resonators

coupled to the CPW that encode a 3-bit signature in the frequency domain. Two

cross-polarized UWB antennas connect to the CPW to receive and transmit the sig-

nals. To our knowledge, it is the first reported fully inkjet-printed flexible chipless

RFID based on the insertion loss response. Two high-gain UWB cross-polarized

Vivaldi antennas interrogate the RFID tag. Three resonances are achieved in the

insertion loss response, implying a 3-bit message. The user has the freedom to mod-

ify the encoded information by shorting the resonators using copper tape or other

highly conductive materials.

The RFID tag is applied for the wired and wireless concentration measurements

of binary liquid mixtures by characterizing the insertion loss response. A capillary

tube is placed on one of the resonators to allow the interaction between the sensor

and the solutions. Water/NaCl and water/sucrose mixtures with different concen-

trations are measured by the sensor, wired and wirelessly. Different metrics are
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evaluated to analyze the sensitivity of the sensor to different liquids, ∆S21, ∆BW ,

and ∆fres. The sensor shows good performance in the wired measurements for both

NaCl and sucrose solutions. It presents a similar correlation between the concentra-

tion variation and frequency response reported in other literature [21, 22, 27], with a

higher sensitivity in the low concentration region. The sensor shows some reasonable

results in the wireless environment for NaCl, but poor sensitivity for the sucrose.

Thus, the water/isopropanol mixtures with various concentrations are tested wire-

lessly to prove the sensor can wirelessly measure the concentration of other liquid

compounds other than water/NaCl. Different concentrations of isopropanol not only

change the Q-factor but also shift the resonant frequency, showing a good response

with a concentration increment of 20 vol% per sample. Furthermore, the flexible

printer multiresonator circuit proposed in Chapter 4 is used for the concentration

measurement of acetic acid vapor. A thin PDMS layer is coated on the resonator

”res3” to respond to the appearance of acetic acid by the swelling effect. Two pa-

rameters are evaluated, the insertion loss at the resonance S21 and the resonant

frequency fres. The sensor does differentiate different concentrations until 70 ppm,

where the responses below this value become indistinguishable. However, due to the

unavoidable drifting errors, the sensor requires quite a long time to recover to the

steady state by exposing to the air. In nutshell, the sensor shows the potential for

measuring both the concentrations of liquids and gases.

8.2 Future Work

There are many things need to be optimized to improve the sensor’s performance,

including but not limited to
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• First, it will be beneficial to use a higher conductive ink to decrease the con-

duction loss of the tag.

• Second, by improving the impedance matching between reader’s antennas and

tag’s antennas, the interrogation range could be improved.

• Third, instead of encoding the information as the S21 amplitude, the phase

information is more resilient to the ambient noises, therefore the message will

be more usable in a long distance.

• Forth, in the wireless liquid concentration measurements, |∆fres| will be more

noticeable if the capillary tube is with a larger diameter. However, it has

a higher risk of injecting the air bubbles through the tube and causing the

inhomogeneity issue.

• Fifth, a better reader antenna fabrication process will improve the impedance

matching at the micorstrip-to-slotline transition, thereby lowering down VSWR.

• Sixth, the reader unit is a VNA in this work, which is not feasible in the real-

world application. It will be desirable to design a compact dedicated RFID

reader system [67].

• Seventh, the sensor has the potential in other sensing applications such as

monitoring the humidity and classifying more different gases wirelessly, which

requires good collaboration with other facilities.
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