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Abstract

This thesis presents the systematie analysis of azimuthal distributions of identified

eharged particles produeed in Au+Au collisions at 11.5 A·GeVle at the AGS mea­

sured with respect ta the reaction plane. A Fourier expansion is used ta describe

the azimuthal anisotropy in particle production. Direeted flow of protons, deuterons,

rr±. K± and antiprotons is presented as a function of transverse momentum for dif­

ferent particle rapidities and collision centralities. Directed tlow of protons and that

of deuterons are weB described by a simple sideward moving and radially expanding

thermal source model; the observed behavior of the directed flow of rr± indicates the

interplay between shadowing and expansion; direct flow of h:+ and K- is observed

ta be anti-eorrelated ta that of protons at low Ph implying that the role of absorp­

tion and rescattering is significant for kaons in the dense nuclear medium; the first

observation of a large ··antiflow" signal for antiprotons suggests that a strong anni­

hilation process occurs in heavy-ion collisions at the AGS. The experimental results

are compared ta the predictions of the event generator RQMD (version 2.3) in both

the mean-field and cascade modes.
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Résumé

Cette thèse présente une étude systématique de la distribution angulaire relative

au plan de réaction des particules chargées produites dans les collisions Au+Au à

11.5CeVIc à l'ACS. La distribution angulaire des particules produites est décrite en

terme d'un dévelopment de Fourier. Le premier moment de ces distributions pour les

protons. deutérons. 7T'±, (\'± et les antiprotons est présenté en fonction du moment

transverse pour diverses centralités de la réaction et rapidités des particules. Le flot

des rr± nlontre l'intêraction entre les effects de l'absorption et ceux dus à l'expansion

de la boule de feu. On observe qu'à basse valeur du moment transverse le flot des

kaons est de signe opposé à celui des protons, ce qui suggére que le rôle de l'absorption

et de la diffusion multiple dans la matière chaude est important pour ces particules.

On rapporte la première observation d'un fort 44anti-fiot" des antiprotons, observation

qui suggère un effet d'annihilation important dans les collisions d'ions lourds à l'AGS.

Les résultats expérimentaux sont comparés aux prédictions du modèle RQ~ID(version

2.3) dans le mode "cascade" et dans le mode où l'on tient compte de l'effet du champ

nucléaire moyen.
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8tatement of Originality

The systematic study of particle directed flow presented in this thesis has the most

extensive coverage of particle species of aIl experiments performed at the t\GS. l

present the first results on the directed flow of antiprotons at the AGS and the first

confirmation that, as predicted by the theory, these particles present a strong "anti­

fiow" effect (Section ï.4). The re-investigation presented in this thesis of the directed

flow of h·± (Section ï.3) with better statistics and particle identification has clearly

shown a significant negati ve directed flow for both kaons. The first experimental

observation of the difference of the flow signal between A:+ and 1\.- reported here

sheds light on the future theoreticai study of the kaon interaction mechanisms in the

dense nuclear medium. 1 have aiso analyzed the proton and deuteron flow in term of

a hydrodynamical model of a thermal source with a radial expansion and sideward

IT10Vement, and presents a simplification of the model by parameterizing with "'effec­

tive temperature" and sideward moving velocity (Section 7.1). For the first time, l

have shown that the more complicated behavior of deuteron directed flow can be un­

derstood using the same hydrodynamical mode!. AU directed fiow results have been

compared to the predictions of the most widely accepted theoretical model RQMD.

The comparison will provide useful information for the improvement of this model.

On the more technical sicle, 1 designed and constructed a new two-dimensional

beam vertex micro-strip silicon detector for the E877 experiment (Chapter 3). This
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detector was successfully used to provide the experiment the incident beam angular

information during its running period of 1995.

1 have studied various experimentai effects and developed corresponding new cor­

rection methods. These correction methods/techniques have aiso been used in data

analyses by other ES77 collaboration members. 1 have studied the reaction plane

resolution using calorimeter measurements and developed new methods for correct­

ing the systematic error due to nonflow effects (Section 6..5). This work was done

in collaboration with Dr. Jean-Yves Ollitrault. This correction strategy can be gen­

erally applied to other heavy-ion experiments at the AGS and SPS ta improve the

reaction plane estimation. l have also developed a new correction method for recov­

ering the tracking efficiency loss due to the finite spatial resolution of the detectors

(Section 5.3). [have proposed a new calibration procedure for the data analysis of

the time-of-flight measurements, that in particular corrects for the effect of 60Hz

line frequency which was observed ta have significant effects on high-precision time

measurements over a relatively long period of time (Appendix C). This oew calibra­

tion significantly improves the time-of-flight resolution and the particle identification

capability of the E877 spectrometer. 1 have developed a strategy of reconstructing

unbiased transverse energy distributions from the measured ones using the exper­

imental trigger information (Section 4.2). l am also the major contributor of the

redesign and upgrade of the ES77 off-lïne data analysis system software for the 1995

data set (Section 4.1).

•

•

•



•

•

•

Contents

1 Introduction

1.1 The Quark-Gluon Plasma .

1.1.1 The QCD phase transition and the QG?

1.1.2 The QG P signatures .. . . . .

1.2 Collective Flow in Heavy Ion Collisions .

1.2.1 Radial flow .

1.2.2 Directed flow

1.2.3 Elliptic flow

1.3 Outline.......

2 E877 Experimental Setup

2.1 Bearn Definition Detectors

2.2 Calorirneters .

2.2.1 Target Calorimeter

2.2.2 Participant Calorimeter

2.3 Forward Spectrometer .....

2.3.1 Upstream Cathode Pad Chambers. .

2.3.2 Drift Chambers and Multi-wire Proportional Chambers .

2.3.3 Time-Of-Flight System . . . . . . . . . . . . . . . . . . .

xi

1

1

1

4

6

9

Il

16

18

19

20

21

21

22

25

25

27

29



XIl CONTENTS •
2.4 Forward Scintillators and Uranium Calorimeter 30

2.5 Trigger and the Data Acquisition System . 30

3 Two-dimensional Bearn Vertex Detector 33

3.1 Introduction . . . . . . . . . . . . . . . . ......... 33

:3.2 Principle of a Double-sided ~1icrostrip Silicon Detector 34

:3.3 Design of the Two-dimensional Bearn Vertex Detector . 36

:3.:3.1 Double-sided microstri p silicon chip 36

3.3.2 Daughter printing circuit board 39

:3.3.3 Nlounting and bonding .. 39

3.3.4 Bias and leakage current 40

:3.4 Readout Electronics. . 4:3

:3.5 Performance . . . . . . 44 •4 Data Reduction and Event Characterization 51

4.1 Data Reduction . . 51

4.1.1 Strategy .51

4.1.2 Off-Hne software. . 53

4.2 Event Characterization . . . 56

4.2.1 Event characterization by beam definition detectors .56

4.2.2 Event Characterization by the Calorimeters 58

5 Particie Identification 65

5.1 Particle Identification Criteria • 110 ••• 65

5.1.1 Track reconstruction . . . . . 65

5.1.2 ~Iomentum determination 66

5.1.3 l\Jlass resolution and cut criteria 70

5.2 Vertex Chamber Matching . . . . . . . 74 •



• CONTE1VTS

5.3 Occupancy Correction

5,4 y-position Nlatching .

.5.5 Acceptance .. . . .

XlII

77

81

82

6 Flow Analysis Relative to the Reaction Plane

6.1 Introduction.....

6.2 The Reaction Plane.

6.2.1 The sphericity method

6.2.2 The directivity method .

6.2.3 The transverse energy method .

6.3 Flattening the Reaction Plane Distribution .

6.4 Flow Analysis with Respect to the Reaction Plane

6..5 Reaction Plane Resolution and Nonftow Effects

• 6..5.1

6..5.2

6.5.3

6.5.4

The reaction plane resolution .

Nonflow correlations between subevents .

Correction for the nonflow correlations

Combining two'1-windows . .

85

85

86

86

88

91

92

98

101

la l

104

106

11:3

•

7 Directed Flow of Identified Particles

7.1 Directed Flow of Protons and Deuterons

7.1.1 Directed flow of protons ..

7.1.2 Directed flow of deuterons

7.1.3 Comparison with RQMD model

7.2 Directed flow of Charged Pions ..

7.3 Directed Flow of Charged Kaons

7.3.1 Kaon identification

7.3.2 Kaon directed flow

7.3.3 Comparison with RQ~ID model

117

118

118

125

130

137

143

145

147

155



•
ï.4 Directed Flow of Antiprotons 159

7.4.1 Antiproton identification . 160

7.4.2 Antiproton directed flow results and discussion. 162

8 Surnmary and Conclusions 169

A Definitions of Sorne Global Variables 173

B Modified Bessel FUnctions 174

C Performance of the Bearn Detectors and TOFU 175

C.I Cerenkov Bearn Scintillators ..... 176

C.1.l Cerenkov beam scintillators 176

C.1.2 Time-Of- Flight Upgrade electronics li6

C.1.:3 Time calibration of FASTBUS TOCs L77 •C.1.4 Bearn scintillator: pulse height distributions Iii

C.2 Bearn Scintillator: Time Information 182

C.3 Determination of Tirne Start . . . . 186

C.3.1 Bearn scintil1ator calibration . 186

C.3.2 The best Tstart . . .. . . . . ....... 191

CA TOFU Calibration ...... 193

XIV •



•

•

List of Figures

1.1 Phase diagram of nuclear matter 3

1.2 Average transverse flow velocity and freeze-out temperature as a func-

tion of beam energy . . . . . . . . . . . . . . . . . . . . . . . . . . .. 12

1.3 The excitation function of the directed flow calculated by one-fluid

hydrodynamics for Ail+Au at b = 3fm ... 12

lA The excitation function of the directed flow. . . 14

1..5 The observed excitation function of elliptic flow measured by experiments 17

•

2.1 The E877 experimental setup .

2.2 Schernatic view of the Target Calorimeter (TCAL) .

2.3 Schematic view of the Participant Calorimeter (PCA L)

2.4 View of the PCA L cross-section along the beam axis

2.5 Schematic view of the cathode pad chambers layout .

2.6 The cathode pad plane of the VTXs .

2.7 Schematic view of the drift chambers

3.1 Cross section 3D view of the double-sided detector .

3.2 Schernatic layout of n-side of silicon chip

3.3 Daughter printing circuit board . . . . .

3.4 Cross-section view of a silicon chip mounted on a daughter PCB

3.5 Bias scherne for the double-sided microstrip silicon detector .

xv

20

21

23

24

26

26

28

35

37

38

39

40



XVl LIST OF FIGURES

3.6 Totalleakage currents as a function of bias voltages for BVER . . .. 41

3.7 A photo showing one of the two ES77 double-sided microstrip silicon

detectors installed anto the AGS C5 beam line. ... 42

3.8 Readout system of ES77 2D Bearn Vertex Detector 43

3.9 Typical BVER signaIs after preamplifiers . . . . 44

:3.10 Hit patterns on the two detectors of the BVER 45

3.11 Distributions of the cluster size of BVERs .. 46

:J.l2 AGS Au beam profile measured by the BVER 47

:3.13 AGS C.5-line beam trajectories reconstructed using the BVER 49

•

.-1. l Architecture of the ES77 off-lîne data analysis system

4.2 Pulse height distributions of BSCr S2 and S4 . . . . .

~1.:3 Measured PCAL and TCAL ET distributions of various triggers

4.4 Unbiased ET distributions of PCAL and TCAL .

4..5 Centrality function determined from PCAL ET distribution.

4.6 Correlation distribution between UCAL E;ero and PCAL ET

4.7 Unbiased UCAL Euro distribution .

.54

57

.59

60

62

63

64

•
5.1 Bend-plane geometry of a track passing through the ES77 spectrometer 66

5.2 Event display of a typical central Au+Au event measured in the ES77

spectrometer. . . . . . . . . . . . . . 68

5.3 Pulse height distribution in TOFU 69

5.4 The squared-mass distribution for positively charged particles 71

5.5 The resolution of squared-mass as a function of momentum. . 72

5.6 Track matching at vertex chambers . . . . . . . . . . . . 75

5.7 Distributions of two-track separation in OC2 and OC3 77

5.8 Distributions of two-element separation in DC2 and DC3 78

5.9 Recovering of the tracking inefficiency due to occupancy 80 •



• LIST OF FIGURES xvii

•

•

.5.10 The y-position matching at DC2/DC3/TOFU . . . . . . . . . . . .. 83

5.11 The acceptance in rapidity and transverse momentum for protons,

deuterons, rr± and K±. . . . . . . . . . . . . . . . . . . . . . . . . .. 84

6.1 Correlations of the transverse energy directivity components with the

incident beam angle and position ... . . . . . . . . . . . . . .. 93

6.2 The distributions of the transverse energy directivity vector and the

determined reaction plane angle after each step of correction 97

6.3 View of a collision in the transverse plane 98

6.4 Physical meaning of the first two Fourier coefficients VI and V2 100

6.5 The reaction plane resolution for the n-th harmonie of the particle

distribution as a function of X ••••••••••••••••••• 101

6.6 Comparison of Ci} before and after nonflow correlation correction 110

6.7 The calculated reaction plane resolution functions of the four ry-windows

without nonflow correlation correction III

6.8 The ca1culated reaction plane resolution functions of the four windows

after nonflow correction. . . . . . . . . . . . . . . . . . . . . . . L12

6.9 The reaction plane resolution functions of the four 1] windows Il:3

6.10 Reaction plane resolution correction function for Vt of the combined

1J-window 114

6.11 Reaction plane resolution correction function for V2 of the combined

window 116

7.1 The dependence of Vi (pd for protons 120

7.2 Fitted values of the {3;r:/TB ratio of a proton moving thermal source . 121

7.3 Estirnated transverse velocity {3;r: of a proton moving thermal source 121

7.4 The Pt dependence of Vi for deuterons. . . . . . . . . . . . . . . . 126

7.5 Fitted values of /3;r:/TB ratio of a deuteron moving thermal source 127



xviii LIST OF FIGURES •
7.6 Comparison of the measured 13r/TB ratio between a deuteron source

and a proton source. . . . . . . . . . . . . . . . . . . . . . . . . . .. 127

7.7 Comparison of the measured VI for protons with those predicted by

RQ~ID 2.3 mean-field mode . . . . . . . . . . . . . . . . . . . . . .. 131

7.8 Comparison of the measured VI for protons with those predicted by

RQMD 2.3 cascade mode. . . . . . . . . . . . . . . . . . . . . . . .. 1:32

7.9 Comparison of the measured Vz for protons with those predicted by

RQMD 2.3 mean-field mode . . . . . . . . . . . . . . . . . . . . . .. 1:33

7.10 Comparison of the measured V2 for protons with those predicted by

RQMD 2.3 cascade mode. . . . . . . . . . . . . . . . . . . . . . . .. 134

7.11 The Pt dependence of Ut for deuterons and protons predicted by RQ~lD+coalescence

model .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 136

7.12 Comparison of the measured Vt for positive pions with those predicted

by RQMD 2.3 mean-field mode . . . . . . . . . . . . . . . . . . . .. 1:38

7.13 Comparison of the measured Vt for positive pions with those predicted

by RQMD 2.3 cascade mode. . . . . . . . . . . . . . . . . . . . . .. 139

. 7.14 Comparison of the measured Vt for negative pions with those predicted

by RQMD 2.3 mean-field mode . . . . . . .. 140

7.1.5 Comparison of the measured Vt for negative pions with those predicted

by RQMD 2.3 cascade mode . . . . . . . . . . . . . . . . . . . . . .. 141

7.16 Comparison of the Pt dependence of the measured Vt between positive

and negatlve pIons .. . . . . . . . . . . . . . . . . . . . . . . . . .. 142

7.17 The squared-mass distributions for positive and negative kaons with

and without VTX confirmation . . . . . . . . . . . . . . . . . . . .. 148

7.18 Study of the background contribution in the identification of positive

kaons for different momentum ranges . . . . . . . . . . . . . . . . .. 149

•

•



• LIST OF FIGURES XIX

•

7.19 Study of the background contribution in the identification of negative

kaons for different momentum ranges . . . . . . . . . . . . . . . . .. 150

7.20 1\:+ azimuthal angular distributions measured in the forward rapidity

for different centralities . . . . . . . . . . . . . . . . . . . . . . . . .. 152

7.21 h~- azimuthal angular distributions measured in the forward rapidity

for different centralities . l.52

7.22 vdpd for positive kaons l.5:3

7.23 VI (Pt) for negative kaons 154

7.24 Comparison of vl(pd betweeo positive and negative kaons 154

7.2.5 Comparison of vl(pd betweeo the data and RQlVID calculatioos for h~+ 157

7.26 Comparison of Vl(Ptl between the data and RQlVID calculations for [\- 157

7.27 Directed flow ({Pr(Y))) as a function of rapidity for [{+ and [{- pre-

dicted by RQ~[D-2.:1 in Au+Au collisions (b <.5 fm) at 11..5 AGeVfc l.58

7.28 Particle identification of antiprotons for different momenta . . . . .. 161

7.29 Antiproton azimuthal distributions measured in the forward rapidity

for different centralities (both VTXs) . . . . . . . . . . . . . . . . .. 163

7.30 Antiproton azimuthal distributions mea5ured in the forward rapidity

for different centralities (one VTX ooly) 16:3

7.31 The Pt dependence of the directed flow ((C05(4> -,p,.))) for antiprotons 166

7.32 The rapidity dependence of the directed flow ((cos( <P - 1/',.))) for an-

tiprotons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 166

7.33 Directed flow ((Pr(Y))) as a function of rapidity for antiprotons pre-

dicted by RQMD-2.3 in Au+Au collisions (b <5 fm) at 11.0 AGeVIc 167

•
C.I Black diagram of E877 time-of-flight electronics system

C.2 FASTBUS TDC time calibration .

C.3 Pulse height SUffi of four BSCr phototubes

178

179

180



xx LIST OF FIGURES

CA Pedestals of the four BSCr AOCs vs 60Hz phase 0 0 0 0 0 • 0 0 0 • 0 0 181

C.5 Contour plots of correlations between BSCr pulse heights and beam

particle positions . . . . 0 0 0 0 • 0 0 0 0 • • • • • • 181

Co6 Examples of slewing effects in BSeI time signaIs. 183

C.7 Contour plots of the correlations between aSC! time measurements

and beam particle positions 184

C.S Scatter plots of 522 time vs 60Hz phase. 0 • • 18.5

C.g Examples of calibrated aSeI pulse heights vs 60Hz phase 0 • • 187

C.ID Positional effects on time measurement after slewing corrections 188

C.II 60Hz correction functions for BSCr time measurement 0 • 189

C.12 Various BSeI time distributions from FASTBUS TOCs 192

C.13 Evidence for the timing 60Hz in the TOFU 0 195

C.14 Slewing constants for TOFU phototubes 0 0 0 196

C.t.j TOF resolutions estimated by using identified pions 197

•

•

•



•
List of Tables

Average number of c1usters pel' event in the two detectors of the BVER 50

The fit parameters of the squared-mass peak for different particles 7:3

Particle identification criteria for different particle species . 74

Definitions of the four pseudorapidity windows of the ES77 calorimeters 91

The six correction parameters for nonflow correlations between PCAL/TCAL

3.1

.5.1

5.2

5.3

• 6.1

6.2

Parameterization of the width of VTX dx

1J-windows . . . . . . . . . . . . . . . . . . . . . . . . . . . .

76

109

•

7.1 Transverse velocity 13r of a deuteron moving thermal source. . . 129

~ .) Background contamination in the selection of positive kaons 146i ._

7.3 Background contamination in the selection of negative kaons 146

7.4 Results of directed flow parameter Vi of K% for different centralities . 155

7.5 Background contamination in the selection of antiprotons . . . . . . . 160

7.6 Results of directed flow parameter Vi of fi for different centralities 164

C.l Sorne Of Correction Pararneters Used in Eq.( CA) . 190

C.2 Time resolutions of BSCI ............... 194

XXI



XXIl LIST OF TABLES •

•

•



•

•

•

Acknowledgments

1 thank my dear parents for their love and support. Their caring and encouragement

inspired me ta get through each moment of depression and difficulty to reach the

goal of today. 1 am deeply indebted to my eIder brother and younger sister for their

sharing my responsibility of taking care of my parents during the past five years.

This thesis is my dedication ta them.

1 would like to express my sincere gratitude to my thesis supervisor Prof. Jean

Barrette for his financial support during my stay at j\;IcGill. [ am very impressed by

his amazing memory and deep insight into problems. 1 believe that his integrity and

enthusiasm for physics are examples for young physicists today.

[ am grateful to Prof. S. K. ~Iark for his help and encouragement. [ treasure the

friendship with my colleague Dr. R. Lacasse and thanks to him for his help during

my first year in the experiment. [want to thank the other members of our small data

analysis team for the E877 1995 data set: K. Filimonov, Yujin Qi and Thongbay

Vongpaseuth. Thank them for having shared the huge responsibility in the software

construction and data production. 1 keep the memory of lots of pleasant moments

when we worked and traveled together. 1 also want to thank Dr. Vasile Topor Pop

and Francois Vincent for their help during my writing period.

1 feel indebted ta Dr. Jean-Yves Ollitrault. His generous theoretical assistance

has made Chapter 6 of this thesis possible. 1 have obtained a better understanding

XX111



xxiv LIST OF TABLES •
of the flow phenomena in heavy-ion collisions from the numerous discussions with

him. l am also grateful to the McGill technical staff Leo Nikkinen for his heip in the

design and construction of the new double-sided microstrip silicon detector. l aiso

want to thank Steve Kecani for his help in achieving the high precision machining of

the printing circuit boards. l would like ta thank Prof. J. K. P. Lee for his sincere

advice about life. l have benefited a lot from numerous discussions with him. 1 aiso

would like to thank Prof. J. Crawford for his help during my first semester at McGill.

l was particularly impressed by the ES77 spokesman Dr. Peter Braun-~lunzinger

and Prof. Johanna Stachel for their integrity and professionalism in physics. l cherish

the friendship with Nu Xu, S. Voloshin, Yinchao Zhang, W. C. Chang, !vI. Pollack,

S. Panitikin. U. Sonnadara, M. Rosati, C. rvl. Zou. As my final words of this ac­

knowledgrnent, l wouid like ta present the list of the ES77 members as my thanks ta

aIl of them.

The E811 Collaboration: J. Barrette4 , R. Bellwieds , S. Bennett,S, R. Bersch5 , P. Braun-Munzinger5 ,

\V. C. Chang5 , W. E. Cleland6 , M. Clemen6 , J. D. Cole3 , T. M. Cormiers, Y. Dai", G. David l ,

.1. Dee5 • O. Dietzschi , M. W. Drigert3 , K. Filimonov4, A. French8 , J. R. Halls, T. K. Hemmick5 ,

N. Herrmann2 , B. Hong5 , C. L. Jiang5
, S. C. Johnson5 , Y. Kwon5 , R. Lacasse'1, A. Lukaszews ,

Q. LiS. T. W. Ludlam l , S. McCorkle l , S. K. Mark4, R. Matheus8 , D. Miskowiec5 , J. Murgatroyd8 ,

E. O'Brien 1 , S. Panitkin5 , P. Paul5 , T. Piazza5 , M. Pollack5
, C. Pruneau8 , Y. Qi4 , M. N. Raos ,

M. Rosati", N. C. da Silva7 , S. Sedykh5 , J, Sheen8 , U. Sonnadara6, J. Stache15 , N. Starinski'1,

E. M. Takagui7 , M. Trzaska5 , S, Voloshin6 , T. Vongpaseuth5
! G. Wang4, J. P. Wesselss , C. L. Woody 1,

N. Xu5 , Y. Zhang5 , C. Zous

1Brookhaven National Laboratory, Upton, New York 11973

2Gesellschaft für Schwerionenforschung, Darmstadt, Germany

3Idaho National Engineering Laboratory, Idaho Falls, Idaho 83402

4McGill University, Montreal, Canada

5SUNY, Stony Brook, New York 11794

6University of Pittsburgh, Pittsbrugh, Pennsylvania

iUniversity of Sio Paulo, Brazil

8Wayne State University, Detroit, Michigan 48202

•

•



•

•

•

Chapter 1

Introduction

1.1 The Quark-Gluon Plasma

Ultra-relativistic heavy ion physics emerged around 1986 as an interdisciplinary field

from the traditional domains of particle physics and nuclear physics. The primary

goal of the ultra-relativistic heavy ion experiments carried out at the Alternating

Gradient Synchrotron (AGS) of the Brookhaven National Laboratory (BNL) and

the Super Proton Synchrotron (SPS) of CERN, and the future experiments at the

Relativistic Heavy Ion Collider (RHIC, 1999 at BNL) and the Large Hadron Collider

(LHC, -2005 at CERN), is the creation and experimental observation of the Quark­

Gluon Plasma (QGP) in heavy nucleus-nucleus collisions.

1.1.1 The QCD phase transition and the QGP

Quantum chromodynamics (QCD) describes strongly interacting matter as the in­

teraction of quarks through the exchange of gluons[l]. According to the theory of

QCD, at large distances and small momenta q, the effective coupling constant o,,(q2)

is strong. This strong coupling results in that quarks do not appear isolated in na-

1
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ture but only in hadronic bound states as baryons and mesons. This phenomenon

is called quark confinement. The strong coupling aiso brings out chiral symmetry

breaking which is manifested in large, dynamically generated quark masses. At short

distances and large momenta, the effective coupling constant decreases logarithmi­

cally. And at low energies, the QCD vacuum is characterized by vacuum condensates

such as quark condensate and gluon condensate etc.

Normal nuclear matter is made up of protons and neutrons, which are themselves

made up of quarks and gluons. It is known that at low temperatures. nuclear matter

exists in a dense liquid phase. It has been observed in nuclear collisions at inter­

mediate energies that nuclear matter transforms into a dilute gaseous phase when

the temperature becomes higher than 5 MeV [2]. Phenomenologically, the hadronic

gas becomes denser and the interaction distances among quanta become ever shorter

with the increase of the temperature. The long-range interactions between quarks

thus become dynamically screened. As a consequence, quarks break up the bound­

aries of hadrons and become free within a larger volume (quark deconfine1nent). A

new phase of QCD matter, the quark-gluon plasma (QGP), is thus formed. The

transition between the low-temperature (hadronic, chirally broken, confined) and

high-temperature (QGP, chirally symmetric, deconfined) phases of QCD matter is

predicted to exhibit a rapid discontinuity (phase transition). Numerical calculations

of lattice gauge theory indicate that the transition occurs in the vicinity of a critical

temperature Tc "V 150"V160 MeV at zero net baryon density[3]. Up to the present

time, whether the phase transition is first-order, or second-order, or sirnply a rapid

crossover, has not yet been established.

Chiral symmetry restoration is another equally important feature of QCD. Chi­

ral symmetry is the conservation of the helicity of the quarks. Chiral symmetry is

spontaneously broken in QCD vacuum and normal nuclear matter (low temperature),

and is restored at high temperatures. The restoration results in the formation of do-

•
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Figure 1.1: Phase diagram of nudear matter[i]. The horizontal axis represents the baryon

chemical patential J.LB, which is a measure of the baryon density. The two dashed Hnes

indicate the expected phase boundary with its uncertainty. Thermal freeze-out parameters

deduced from AGS and SPS experimental results are shawn. The arrows (Universe, SPS

and AGS) imply how the freeze-out may be approached during the expansion of the fire­

baIl. For neutron stars, the arrow indicates how the QGP could be formed in the core of

these stars. HG is the acronym of Hadronic Gas. The phase of ndeon droplets and color

superconductivity recently proposed by Ref. [141] is not shown.

mains of disoriented chiral condensate (OCC)[4]. Chiral symmetry restoration is a150

expected to aceur at high baryon density even at zero temperature.

Abnormal nuclear matter is also an interesting issue of ultra-relativistic heavy ion

physics. It is speculated that additional phases of baryon-rich nuclear matter might

exi5t such as pion condensates, kaon condensates and strange quark matter, density

isomers and others[5, 6, 7]. Kaon condensates and strange quark matter (strangelets)

appear to be the most interesting one. Sorne models predict that strange quark

matter might be more stable than non-strange quark matter and could be the true

ground state of nuclear matter[8, 9]. The search for strange quark matter in heavy

ion collisions has just begun[lO, Il] .
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1.1.2 The QGP signatures
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According to the standard cosmological model[12], the universe started from a Big

Bang of an infinite hot and dense point. In the very early period ("J lOilS after the

Big Bang) the universe was filled with a quark-gluon plasma. Presumably the matter

in the core of neutron stars of the universe today could still cxist in this form.

lt is believed that QGP can be recreated in the laboratory by colliding two heavy

nuclei together at ultra-relativistic energies. Fig. 1.1 shows the predicted phase dia­

gram of nuclear matter[l]. From a phenomenological point of view, when two nuclei

collide together, they overlap and compress each other, creating a highly excited and

strongly interacting zone. Large amount of the longitudinal beam rnomentum is trans­

formed into other degrees of freedom (transverse momenta, thermal energy, entropy,

etc.) due to violent inelastic nucleon-nucleon interactions and hadronic rescattering

inside the collision zone. Thermal and chemical equilibrium are built up to a large

extent and the state of an equilibrated QGP may be formed as a result. AlI these

processes happen very quickly (approximately the arder of 1 fm/c in duration). The

QGP state is sirnilar ta a meta-stable state in sorne respects. QGP could live as

long as 10 fm/co Then the system begins to expand and cool until the hadronization

takes place when the temperature reaches the critical temperature Tc. It is possible

that QGP and strongly interacting hadrons could coexist for a short period of time

(a few 10 fm/c in duration). In the end, the hadronized system expands and cools

until freeze-out, i.e. until hadrons cease to interact strongly with each other (when

the mean free path is larger than the dimension of the system). After that, hadrons

just stream away into vacuum.

Experimental observation and exploration of QGP is unprecedentedly challenging

because of the elusive characteristics of QGP. There exist severa! major difficulties

for experimentaIists ta observe the QGP signais in the laboratory: the small size (a

•
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few fermi in diameter) and very short lifetime (5-10 fmle in duration) of QGP; the

competition betweeo signaIs of QGP and backgrounds emitted from the hot hadronic

gas phase; the effect 00 the QGP signaIs due to the final-state interactions during

the hadronization of the plasma. For this reason. many ideas have been put forward

to explore the short-lived QGP such as kinematic probes, electromagnetic probes,

deconnnement probes, chiral symmetry restoration signatures (DCC and medium

effects on hadrons) and hard QCD probes, etc. 1 will briefiy describe below the first

three probes. For a more detailed and complete description of the QGP signatures,

the reader is refered to Ref. [13].

The basic concept of kinematic probes is the determination of the energy density

f, pressure P ~ and entropy density s of superdense hadronic matter as a function of

the temperature T and baryon-chemical potential /JB. The QCD phase transition

would lead to an observation of a rapid rise of f or s as a function of T over a small

temperature range. The variables T, sand f are related to the experimental ob­

servables of the average transverse momentum (PT), the hadron rapidity distribution

diV/dy, and the transverse energy distribution dET/dy, respectively[14]. One possi­

ble consequence from the formation of QGP could be a plateau-like behavior of the

excitation function of the pion multiplicity in central heavy-ion collisions[15]. How­

ever, no such discontinuities have been observed by experiments yet[16]. Theoretical

studies in the context of the hydrodynamical model have shown that the transverse

energy/ momentum signal would be enhanced by the formation of a detonation wave

during the hadronization transition[17]. The effect of QGP on collective flow will

be discussed in more details later. Identical-particle interferometry of pions, kaons

and nucleons provides aIso important information on the reaction geometry and the

space-time dynamics of nuclear collisions[18].

Electromagnetic probes (lepton pairs, direct photons) are penetrating probes.

Leptons and photons emitted from QGP are associated with electr~magneticinter-
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actions and are virtually unaffected by the final-state interactions of hadronization.

However, their yields are quite low and the relatively large backgrounds from hadronic

processes create serious background problem for their experimental identification.

The observation of the anomalous particle production such as J /1/J suppression[19]

in relativistic heavy ion collisions becomes one of the hottest topics in ultra-relativistic

heavy-ion physics. The production of J /11' in a quark-gluon plasma is suppressed

because a charm-quark pair (cê) formed by the fusion of two gluons from the col­

liding nuclei does not bind inside QGP. Recently the NA50 Collaboration at SPS

reported their observation of the measured J / l/J suppression in Pb+Pb collisions at

L58A GeV/c[20} as the evidence of the first observation of QGP. However. there exist

other possibilities such as the absorption by the cc:rmoving freeze-out nucleons. which

could aiso lead such suppression. The mechanisms of the suppression are still under

study.

1.2 Collective Flow in Heavy Ion Collisions

As discussed in the previous section. the major goal of ultra-relativistic heavy-ion

physics is to study the properties of highly excited and dense nuclear matter, and

possibly the QGP formation and/or the chiral symmetry restoration. At the AGS,

nuclei are found to stop each other completely and create a dense hadronic system;

the system formed in the collision is found ta be thermalized at a temperature of

-140MeV[40]; the high pressure built up in the hot and dense system (fireball) in­

duces a significant collective expansion[40]. On the one hand, the information from

the earlier stages of the collision is likely to be smeared out because of the strong ther­

malization processes occurring before/at freeze-out. On the other hand, the study of

collective motion driven by the pressure gradient, provides a powerful diagnostic tool

to study the compressibility of nuclear matter and thus furthers our understanding

•
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of the nuclear equation of state; moreover, since different particle species subject to

different interactions are created at different stages of the collision, a systematic study

of the collective behavior for different particle species would reveal important aspects

of the evolution of the collision system as well as particle production and absorption

mechanisms.

The concept of flow from macroscopic classical hydrodynamics describes the glob­

ally co-moving behavior of a system in space and time relative to its center of mass. As

lS described in the previous section, when two heavy nuclei collide with each other,

the collision zone is highly compressed and heated. The compression and heating

build up a high pressure (or energy density) which induces additional collective mo­

tion (flow) superimposed on the thermal motion at the stage of expansion. For a

pure thermal source, no fIow will be present since the thermal motion of particles is

completely random (net current lS zero everywhere at any time).

From a hydrodynamical point of view, nuclear matter is described by the equation

of state (EoS): the relationship specifying the dependence of the pressure (or alter­

nati vely the energy per particle) on the density and temperature. Flow conceptually

links conservation laws (mass, momentum, energy) with fundamental properties of

the fluid: the equation of state and transport coefficients (viscosity, heat conductivity,

etc). Flow is directly sensitive to the compressibility K 1 , which measures resistance

against compression and is one of the properties characterizing the EoS.

A fluid-dynamics model was first applied by Belenkij and Landau[22] to the de­

scription of nuclear collisions. A few years later, Glassgold et al.[23] predicted that

shock waves could he formed in nuclear matter when the relative velocity of two

colliding nuclei exceeds the velocity of sound. Flow in heavy-ion collisions was first

introduced by Scheid, Müller, and Greiner[21]. In their ideal-fluid hydrodynamics

calculation, they round out that the transverse border of the collision zone is ex-

lIt is also often called incompressibility in many references.
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panding faster than the longitudinal border when nuclear shock waves occur. They

concluded that the stopped and shocked "matter is pushed outwards pe'rpendicular to

the relative motion of the two nuclei" (squeeze-out or sideward flow). This prediction

stressed the importance of transverse expansion in heavy nuclear collisions.

Sideward flow was first ohserved in experimpnts wit.h t.hp ~o-ralled 41T' rlptprtor~

(the Streamer Chamber and the Plastic BaU) at the Bevalac in the Lawrence Berkeley

Laboratory[24 , 25]. Since then, a large amount of experimental data on flow has

been accumulated in the beam energy from 30A MeV up ta 200A GeV in the past

decade. The results have systematically established collective flow as an experimental

observation in heavy-nudeus collisions.

Recent results from the AGS experiments have shown[26, 27, 28, 29] that a nearly

complete stopping of baryons occurs in heavy nuclear collisions. This stopping sce­

nario indicates that during the compression stage, energy and baryon densities up to

10 times that of nuclei in their ground state couId have been reached. Such high

compression would produce a high pressure in the collision region and the pressure­

induced collective Flow eifects should occur. Jean-Yves Ollitrault[30] pointed out that

anisotropies in transverse-momentum distributions provide an unambiguous signature

of transverse collective flow in ultra-relativistic nucleus-nucleus collisions. Collective

flow ean be separated into two parts in the transverse plane (perpendicular to the

beam axis): the azimuthal isotropie part which is ealled the radial flow, and the az­

imuthal anisotropie part. The first-order eomponent of the anisotropy is the so-called

direeted Bow 2 and the second-arder component the elliptic flow 3.

2 At lower energies t the directed flow is also called bounce·off or sideward flow

3[t is commonly known as squeeze.out at Bevalac energies

•
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1.2.1 Radial fiow

9

In a simple fireball model, the emitted particles from the breakup of the hot equi­

librated system are expected to exhibit a pure thermal distribution(36] and to have

the same average energy.

(1.1 )

( 1.2)

(1.3)

•

•

where m andmt = Jm2 + PF are respectively the mass and transverse mass of the par­

ticle, and y is the particle rapidity (defined in Appendix A). AIl kinematie variables

are evaluated in the nucleon-nucleon center of momentuffi frame. The integration of

Eq. (l.l) over mt gives out the expected rapidity distribution,

diVisa ') . ,}
-d- ex: m"T(l +2\ +2\-)exp(-l/x)

y

with '( =TI(m cosh(y)) .

The observed Pt spectra of identified particles, however, do not show the charac-

teristic Boltzmann-like shape expected for a thermal emission, but rather a shoulder

arm shape[37]. Furthermore, a quasi-linear dependence of the average kinetic energy

on the mass (or charge) of the emitted fragment has been observed[38]. The sO-called

blast-wave picture(39] was therefore introduced, in which it was assumed that an

isotropie hydrodynamieal expansion that converted part of the initial thermal energy

into radial flow kinetic energy. In the center of mass for particles emitted from a

thermally equilibrated and radially expanding source with a temperature T and a

mean radial flow velocity /3 j, the energy distribution is given by

dN E sinha
dEdn ex: pe-"Y1T { Q ("'(JE +T) - Tcosh a}

where E and P are the total energy and momentum of the particle in the center

of mass, 'If = (1 - /3})-1/2, and Q = ffj3fpIT. While a common temperature for

the radial fiow was j ustified experimentally, the local Bow velocity 13f was found to
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approximately follow the Hubble-like relation {3/ = hr at all times, where h is a

constant. AU observables (density, temperature, entropy, pressure, flow energy. etc.)

are found to he functions of the scaled radius r / R, where R is the time-dependent

outer radius of the expanding system.

At energies much higher than lA GeV. the isotropie expansion scenario becomes

improper simply because of the significant Lorentz contraction. At the AGS energies

("" IDA GeV), the Lorentz contraction factor is about 5:1 and becomes even bigger at

higher bombarding energies (10: 1 at SPS energies). This effect alone will lead to non­

spherical collective expansion. Decoupling the collective expansion into longitudinal

and transverse flow becomes necessary and also provides a convenient way in the

comparison between experimental results and theoretical predications[40].

Longitudinal flow is manifested by the widening of the rapidity distributions.

Analyses on the experimental data from the AGS and SPS, using ideal-gas thermody­

namics with chemical equilibrium and strangeness conservation, give quite satisfying

fits to the rapidity distributions of the produced particles at both energies[40]. The

deduced average transverse flow velocity is (13,) = 0.50 (T = 130MeV) for Au+Au

collisions at the AGS and ({3,) = 0.76 (T = 160i\tfeV) for Pb+Pb at SPS[41]. A

preliminary result from the E895 Collaboration shows (13,) = 0.4 (T = 110MeV) in

Au+Au at 6A GeV[45].

Transverse flow is a result of rescattering during the expansion stages of a collision.

Transverse flow has been studied using particle transverse-momentum spectra,

•

dN faR d l (ptsinh(U))R" (mtcosh(u))
d ex: r rmt 0 T l T

mt mt 0
(1.4 )

where 10 and Kl are Bessel functions and g = tanh-l(,Bt). {3t is given by a transverse

velocity profile !3t(r) = {3'('ur(r/ RY' (usually 0 is chosen to be 1), where R=radius of

the fireball. In a hydrodynamical picture, particles of different mass aU move with the

same velocity. The collective kinetic energy is then dependent on the particle mass: •
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particles with heavier mass carry more collective energy. The inverse slope (or effec­

tive ~'temperature") parameter T extracted from the measured transvel'se-momentum

spectra is dependent on both the random thermal (Ta) and collective contributions

((fit)). The relationship between the inverse slope parameter and particle massm

cao be described qualitatively as[43]

1 (,)2T = Ta + :2.,n J3t . (1.5 )

•

•

Fig. 1.2(a) shows the observed average transverse flow velocity extracted from

experimental measurements based on a expansion thermal model, as a function of

beam energy. The transverse velocity seems to saturate at a bombarding enel'gy of

-IDA GeV, indicating that the conversion of additional thermal enel'gy into trans­

verse direction stops at higher beam energies. Fig. 1.2( b) shows the fl'eeze-out tem­

perature extracted from experimental measurements as a function of beam enel'gy.

The temperature increases dramatically with the beam energy in the beam energy

range 0.2.....,5A GeV, then saturates at about 140 ~leV. This hehavior implies that

additional energy goes primarily into heat at lower energies and into other degrees

of freedom like particle production at higher energies. lntel'estingly, the saturation

of the temperature and collective transverse velocity happens at roughly the same

energy.

1.2.2 Directed flow

\Vhen two colliding nuclei compress each other at a non-zero impact parameter, a

higher pressure is built up in the reaction plane (spanned by the impact parameter and

the projectile momentum). Consequently nuclear matter is pushed more outwards in

that direction at the subsequent exploding stage. Viewed in the transverse plane on

the projectile (or target) side, the matter is being pushed to maye sideward nearly in
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Figure 1.2: Average transverse ftow velocity and freeze-out temperature as a function of

beam energy. Data points are extracted from [42, 43, 44, 45].
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paral1el (or anti-parallel) with the reaction plane direction. This phenomenon is the

so-called directed flow ...

In contrast to the transverse radial Bow, directed flow is dominated by the in­

teractions occurring near the projectile (or target) region. It is strongly correlated

with the collision geometry (the impact pararneter) and principal1y reBects the non­

equilibrium aspects of the collision.

Nucleons are the major carriers of the flow signal. The behavior of the nucleon di­

rected flow is strongly affected by the compressibility of the nuclear matter. Because

of nucleons' large mass and stability, they are less affected by the thermal motion.

Therefore, the directed flow pattern of nucleons straightforwardly refiects the colli­

sion geometry and the hydrodynamic aspects of the collision system. Study of the

nucleon directed flow is important for the understanding of the nuclear mean-field

properties[47] described by the nuclear equation of state (EoS) .

The energy dependence of directed flow is interesting because the onset of new

phases or new and exotic forros of matter is reflected in the EoS. It is expected that,

at around lA GeV the EoS will be softened due to the onset of copious particle and

resonance production. Hung and Shuryak[3] pointed out that the softest point in the

EoS, where the lifetime is the longest, could be used as a way to search for the QCD

phase transition in experiments. The balance between the prolonged compression

and expansion leads to a local minimum of directed flow. Rischke[49] calculated the

excitation function of directed flow with an ideal one-fiuid hydrodynamic model by

including the QCD phase transitions. He predicted that a well-pronounced minimum

at 6A GeV could be the onset of the QGP occurrence (Fig. 1.3).

Directed flow at ultra-relativistic energies was first observed by the E877 Collabo­

ration at the AGS in Au+Au collisions at lD.SA GeV[31]. An anticorrelation of the az­

imuthal distributions of transverse energy measured by the E877 caiorimeters between

4n is aIso commonly called sideward Dow or bounce-otr
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Figure lA: The excitation function of directed flow for Au+Au system (Pb+Pb at SPS).

Fy is defined as the slope of (Px) at mid-rapidity normalized by projectile rapidity in the

center of rnass frarne[94].

forward and backward hemispheres, which is most pronounced at intermediate impact

parameters and vanishes for very peripheral and central collisions, has clearly dernon­

strated the existence of a directecl flow component at the AGS. This directed flow is

small compared to what was observed at Bevalac energies «2GeVle). The signal

decreases even further at SPS energies ("'200GeVle) , but is still observable{34, 35].

Fig. lA shows the excitation function of directed flow measured by various exper­

iments from Bevalac energies up to SPS energies[55]. The observation of directed

flow at all these energies demonstrates the persistence of hydrodynamical behavior of

heavy nuclear collisions from relativistic to ultra-relativistic energies. Recent results

from the E89.5 Collaboration (EOS)[45) and the E917 Collaboration[46] at the AGS

show a smooth decrease in (Px) (the transverse momentum projected in the reaction

plane) 5 from 2 up to 10.6 GeV Ic per nucleon. This observation possibly indicates

that nuclear matter created in Au+Au collisions at the AGS energies still remains in

the hadl'onic phase.

5Here x represents the orientation of the reaction plane.

•
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Generally, different particle species are produced at different stages of the colli­

sion by different mechanisms. A comprehensive study of the directed flow of different

particles would provide us a systematic and detailed information about the collec­

tive evoLution of the collision system, and would be helpful for us to understand

the in-medium effects such as absorption, rescattering, and possibly the QGP phase

transition.

Light nuclei (deuterons, tritons, helium-3, helium-4, ... , etc) cannat be formed in­

side the hot and dense collision zone. Instead they are formed through fragmentation

and/or coalescence[lOS] of nucleons at/after freeze-out. Directed flow of light nuclei

is helpful for the understanding of these production mechanisms and non-equilibrium

influence.

Pions are mainly produced through the inelastic processes and decays of baryon

resonances[115, 117]. Due to their large interaction cross section, most of the pions

cannot escape from the collision zone until the zone starts ta freeze out. The study

of the directed flow of pions would reveal the space-momentum correlation properties

of the fireball at freeze-out. AIso, due to their smaU mass, pions are sensitive to

Coulomb interaction and their flow signal would help us ta understand the l'ole of

this interaction in the collision.

Kaon directed flow is a promising probe of the dense matter formed in the initial

stage of the collision because of kaon'5 comparatively small interaction cross-section

with nucleons. The study of kaon flow would be important to understand the prop­

erties of kaons in the dense nuclear medium. This comprehension is crucial ta under­

stand the l'ole of K N potentials[122] and possibly chiral symmetry restoration[120) in

the dense nuclear matter existing in neutron stars[124] and fonned in N N collisions.

The production of antiprotons becomes significant at the AGS and SPS energies.

Antiprotons only contain newly produced anti-quarks and may present a rather clean

probe of the hot and dense matter. The enhanced production of antiprotons has
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been proposed as a signature for the formation of QGP[48]. However, the actually

measurable antiprotons may he greatly reduced due to their large annihilation cross

section. If true, this would result in a strongly anti-correlated azimuthal distribution

("antiflow" )[132] of antiprotons with that of nucleons for non-central collisions. AIso,

the comparison of the directed flow of antiprotons (fi) with that of anti-Iambda (A)

could give us crucial information ta understand the high A/p ratio[134, 135, 136, 137]

observed at the AGS and SPS, and the production of anti-quarks (ü and s) in hot

and dense nuclear matter.

1.2.3 Elliptic flow

Elliptic flow represents a deviation [rom a spherical shape of the ellipsoid and defines

a second direction of preferred emission. Different from directed flow, el1iptic flow

reflects the equilibrium aspects of the collision, and is sensitive ta the pressure devel­

opment of the collision system in the expansion stage. Elliptic flow can oceur either

in the reaction plane (in-plane flow) or out of the reaction plane (out-of-plane flow

or squeeze-out).

The magnitude and the sign (in-plane or squeeze-out) of elliptic flow depend on

the pressure built up in the compression stage, the energy density in the collision

zone and the influence of the shadowing due to the projectile and target spectators.

At energies lower than Bevalac/SIS energies (2A GeV), the transit time of spectators

is longer than that needed for the speed of sound to pass the collision region; the

matter in the collision zone is blocked by the spectators during most of the expansion

stage, and as a consequence, is observed ta emit preferentially out of the reaction

plane. This is the squeeze-out phenomenon first observed at Bevalac [51, 52].

At higher energies, the blocking of the spectators still induce squeeze-out in the

very early stage ("'5.4 fmle for the AGS and "'1.4 fm/e for SPS), but spectators

•

•
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Figure 1.5: The observed excitation function of elliptic flow measured by experiments

(from Ref.[,55]). V2 is the second Fourier component which quantifies the elliptic flow.

pass each other very quickly and leave the collision zone to explode freely. A higher

pressure is built up in the direction of the reaction plane due to compression and

consequently this higher pressure leads to a preferential emission in the reaction plane.

The final elliptic tlow is actually a time integration of these two contributions[53].

At the AGS and SPS energies, the second contribution dominates and in-plane flow

has been observed[32, 33, 34]. Fig.l.5 shows the excitation function of elliptic flow

measured by various experiments[5.5, 56].

The sensitivity of elliptic flow ta the early pressure evolution of the collision system

provides a good probe to the EoS. The elliptic pattern can be used to distinguish

different expansion scenarios[53]. Interestingly, from Fig.l.5, one notices that elliptic

flow could disappear somewhere between the AGS and the BevalacjSIS energies. This

is the point where the early squeeze-out contribution balances the later in-plane one.

The experimental determination of the point where elliptic flow disappears could he

used ta distinguish the different EoS models and possibly become a potential probe

for the onset of QGP phase transition[54].

Interpreting the result of experimental flow measurements is usually a difficult

task because of the presence of the interplay between different flow components: the



18 CHAPTER 1. INTRODUCTION •
measurement of directed flow would he subject to the radial expansion; the measure­

ment of elliptic flow would be complicated by the coupling from radial and directed

motions. Keeping this in mind is important to establish a correct and comprehensive

picture of flow phenomenon in heavy-ion collisions.

1.3 Outline

This thesis attempts ta present a systematic study of directed flow in Au+Au col­

lisions at the AGS. This is done by taking advantage of the azimuthal distributions

relative to the reaction plane of various particle species (protons, deuterons, charged

pions, charged kaons and antiprotons) measured by the E877 experiment in 1995.

ln the next chapter, an overview of the E877 experimental setup will be presented.

In Chapter :3, the design and construction of the new two-dimensional beam vertex

detectors used in the 1995 experiment of E877 will be described. In Chapter 4, the

details of the data analysis strategy and software for the 1995 data set will be given;

aIso, the event selection criteria used in the analysis for the 1995 data will be dis­

cussed. ln Chapter .5, the identification criteria for charged particles measured by

the E877 spectrometer will he presented; particularly, the track matching and the

occupancy correction due ta the presence of two close-tracks in the spectrometer will

he discussed. In Chapter 6, the strategy in determining the reaction plane will he

reviewed and the estimation of the reaction plane resolution will he discussed in a

systematic way. In Chapter 7, the directed Bow results of identified particles from

the 1995 data set, particularly, the first directed flow results of antiprotons and an­

tikaons measured at the AGS, , will be presented. The data will be compared ta

the predictions from RQMD model (version 2.3) both in the cascade and mean-field

modes. Finally, summary and conclusions will he given.

•

•
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Chapter 2

E877 Experimental Setup

Experiment E877 is a fixed target experiment located on the C.S beam Hne of the

Alternating Gradient Synchrotron (AGS) at the Brookhaven National Laboratory

(BNL) on Long Island, New York. It is an upgrade of the previous Experiment E814

to study Au+Au collisions at an energy of approximately 10 GeV jc per nucleon. The

data taking began in 1993 and continued unti11995. The data presented in this thesis

are from central Au+Au collisions at 11.5 GeV je per nucleon obtained in the last

E877 running period in the faH of 1995.

A sehematie view of the E877 setup is shawn in Fig. 2.1. A right-handed coor­

dinate system centering at the target is used for the setup. The z axis is defined as

the beam trajeetory starting from the left hand side of the figure; the y axis points

upward out of the page and the x axis points to the top of the page.

The E877 experimental setup eonsists of three major groups of deteetors: the

beam definition deteetors, the ealorimeter and the forward speetrometers. Due to

the long history of E814/E877, many references are available which deseribe in detail

each eomponent of the experimental setup. 1 will here only give a brief description

of the experimental setup as it was used in 1995 and refer readers to the references

19
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Figure 2.1: The ES7? experimental setup

for more detailed explanations.

2.1 Bearn Definition Detectors

Bearn definition detectors consist of two groups of detectors: the beam scintilla­

tors(BSCr) and the beam vertex detectors(BVER). Both BSer and BVER were up­

graded in 1995. BSCI is comprised of four scintil1ators: SI, S2, S3 and S4 (see

Appendix C). 52 and 54 were used to define a 'good' beam particle while SI and 53

are used as veto counters. Each of 52 and 54 is a éerenkov quartz radiator equipped

\Vith two photomultipliers. aser generates the start time signal of each incident

beam particle. It aiso provides a rough collimation of the beam by eliminating stray

particles. BVER measures the angular orientation of the incident beam particle and

its position on the target. More detailed information about BSCr can he found in

•

•
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Figure 2.2: Schematic view of the Target Calorimeter (TCAL).

Ref.[59]. An extensive description of BVER is provided in Chapter 3.

• 2.2 Calorimeters

One of the main features of the E877 apparatus is its calorimeters which provide

a nearly 41T' caverage. The calorimeter graup consists of three parts: the target

calorimeter (TCAL), the participant calorimeter (PCAL) and the uranium calorime­

ter (UCAL). The data measured by these ca10rimeters are used ta describe the global

characteristics of the collision event, such as the centrality and the reaction plane ori­

entation of the collision. In the present work, UCAL is not used. Interested readers

can rerer to Ref.(60] for information.

2.2.1 Target Calorimeter

•
The TCAL is an electromagnetic calorimeter which measures the energy flow of par­

ticles(neutrals, charged particles and gamma rays) produced near target pseudora­

pidity (-0.5 < 11 < 0.8 or 480 < (hab < 1170 in angular caverage) with a nearly full
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2rr azimuthal coverage. The geometry of the TCAL shown in Fig. 2.2. The TCAL is

composed of 832 NaI(Th) crystals 1 arranged in a quasi-projective geometry facing

the target and contained in 4 side walls parallel to the beam trajectory. Each crys­

tal is 1:3.8 cm in depth (5.3 radiation length or 0.34 hadronic interaction length in

equivalence) and 3.8 cm on each side. The produced light of each crystal is detected

and read out by photodiodes. The responses of the photodiodes are very stable. The

energy calibration was done using cosmic rays in 1993 over a period of several weeks.

This calibration has been used in the present data analysis.

The transverse energy measured by TCAL is used for triggering and the event

selection because of its high segmentation and stable performance. However, its rela­

tively short radiation length limits its usefulness in highest centrality event selection

and the reaction plane determination. This issue will be discussed in Chapter 4 in

more details.

2.2.2 Participant Calorimeter

The participant calorimeter is a Lead/Iron/Scintillator sampling calorimeter. [t is

sketched in Fig. 2.3. The peAL measures energy flow into the forward angular

region and has an polar angular coverage of 10 < 9'ab < 47° ( or 0.83 < rJ < 4.7 in

pseudO-rapidity).

The peAL is divided into two electromagnetic(EMl and EM2) and two hadronic

segments(HADl and HAD2) segments. The equivalent depth of each electromag­

netic and hadronic segment is 10 and 40 radiation lengths respectively and their

corresponding energy resolutions are 45//E(GeV) and 28//E{Ge1/) [61]. Looking

downstream on x-y plane, the PCAL consists of four identical quadrants with each

lA previous back wall which i5 composed of 160 crystals and bas a pseudorapidity coverage of

-2.3 < '1 < -0.5 was removed for the experimental run of 1995 and is not used in the measurements

described in this thesis.

•

•
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Figure 2.3: Schematic view of the Participant Calorimeter (PCAL) .

•



24 CHAPTER 2. E877 EXPERIMENTAL SETUP

y

QuadI

... 1mOlm..' _..._...._..............'-....- ...- ...- .......'

•

•
Figure 2.4: View of the PCAL cross-section along the beam axis. The origin (denoted by

a cross) is the position of the beam. The positional fluctuation of the beam axis at PCAL

is small (less than "'012 mm).

quadrant segmented laterally into 8 radial and 4 azimuthal ceUs. The total number

of ceUs is .512. In the 1995 running period, the four quadrants were arranged slightly

asymmetrically in x direction to increase and optimize the acceptance of the E877

forward spectrometer (see Fig. 2.4). The geometrical acceptance of particles mea­

sured by the spectrometer is determined by a wedged col1imator instaUed in the hole

at the center of the calorimeter. It has an opening of -115 < 8~a: < 14 mrad in x-z

plane and -21 < ()~~b < 21 mrad in y-z plane.

In the faH of 1995, the PCAL was carefully recalibrated with sOCa i-source ceU by •
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cell[66]. The PCAL is used as the basis of the centrality dependence and the study

of the reaction plane due to its much lower energy leakage. This issue will he further

discussed in Chapter 4 and Chapter 6. Further information about the PCAL can be

found in references:[68, 61,65].

2.3 Forward Spectrometer

The forward spectrameter is a magnetic spectrometer designated to analyze the

charged particles passing through the col1imator in the PCAL. It is composed of

an analyzing magnet, the upstream tracking pad chambers, the drift chambers, the

multiwire propartional chambers, and the time-of-flight hodoscope. The spectrome­

ter simultaneously measures the charge, the momentum and velocity of the produced

charge particles and is able ta identify proton, 7r±, K±, il and light nuclei such as d.

3 He, etc. The particle identification will he discussed in detail in Chapter .5.

2.3.1 Upstream Cathode Pad Chambers

During 1995 run, two highly segmented cathode pad chambers (vertex detectors)

were added hetween the col1imator and the magnet as shawn in Fig. 2.5. The im­

plementation of these two chambers was originally motivated by the measurement of

the hyperon A decay vertex and therefore they are abhreviated as VTXs(VTX A/S).

In this work, they are used for improving track selection in the study of rare parti­

cles such as K± and p. A drawing of the cathode pad plane is sketched in Fig. 2.6.

The active area of each pad chamber consists of 10 rows of chevron-like shape pads

with each row having 53 chevron shape pads and one anode wire placed above. The

position resolution measured by these two detectors is approximately 300 JLm along

x direction. The spacing between the anode wires is 5 mm and this provides the
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position resolution along y direction. The analysis of VTXs' data is discussed in

Chapter 5. More detailed description of the technical part of the detector can be

found in Rer. [57, 671.

2.3.2 Drift Chambers and Multi-wire Proportional Cham­

bers

The two drift chambers( DCs) and four multi-wire proportional chambers(MWPCs)

make up the main tracking system of the spectrometer.

The two drift chambers( OC2 and OC3) provide the precision measurement of the

particle trajectories and they are located at 5.4 m and 11.5 m downstream from the

target. Both chambers are designed in sirnilar way except that OC3 is twice as big

as DC2. Each chamber has 6 independent drift planes with vertically strung anode

wires arranged in a ~'staggered" geometry and one wire plane with a cathode readout

(see Fig. 2.ï). The anode wire spacing is 6.:35 mm in OC2 and 12.7 mm in OC3. The

differences in geometries of DC2 and OC3 are dictated by the projective geometry

of the spectrometer to maintain the similar occupancy on wires of DC2 and DC3.

The staggering pattern of the plane wires are to aid the resolution of the left-right

arnbiguityand to provide enough redundancy to guarantee the nearly 100% efficiency.

The wires in the regions where the beam passes through are not biased ta avoid high

voltage breakdown. The resolution in the horizontal (x) direction of DC2 and OC3

is 300 ,um and 600 J.lrn respectively. The vertical (y) position of a track is determined

from measurements of the charge shared by the chevron shaped pads on the cathode

pad plane. Both of the chambers have three pad density regions(fine, medium and

coarse regions). The fine region is closest to the beam and has the highest pad density

to handle a higher occupancy. The y resolutions in OC2 are estimated 2.3 mm, 5.1

mm and 15.0 mm for the three regions respectively; for DC3, the resolutions are 4.3
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Figure 2.7: Schematic view of the drift chambers. The beam direction (z-axis) is the

horizontal direction (from left ta right) and the x-axis is along the vertical direction (from

bottom to top).

mm~ T.Omm and 36.0 rnm[62].

The four multiwire proportional chambers are installed between DC2 and DC3.

They are built in a similar design with differences in sizes to maintain the projective

geometry of the spectrometer. The tracking redundancy obtained by the addition of

MWPCs is used ta improve the pattern recognition ability of DCs to cope with the

high particle multiplicity in Au+Au collisions at AGS energies. The spacing between

vertically strung anode wires on each MWPC is 5.0S mm. The detection efficiency of

~IWPCs is about 97% with three out of four planes required for track confirmation.

In the falI of 1995, the MWPCs were aiso implemented with tracking trigger system

to provide simple on-line tracking [58]. The reader is referred ta Ref.[63] for more

detaiis about the design and operation of the MWPCs.

•

•
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A high granularity time-of-flight wall located at ....... 12 m from the target provides the

time of flight of particles accepted by the spectrometer. It is abbreviated as rOFU

(Time-Of-Flight Upgrade).

The TOFU consists of 148 vertical plastic scintillators having a full coverage of the

projection area of the collimator aperture. The photons produced in each scintillator

are read out by two photomultipliers mounted on both the top and bot tom end. AU

scintillators have a length of 70 cm and a thickness of lo5 mm. The whole wall is

divided into two density regions. The region near the beam (-21.0cm < x < l7cm)

consists of :39 slats which are LO mm wide. The rest of scintillators have a width of 1j

mm. The 148 scintillators are stacked in a staggered fashion in the .:-direction with an

overlap of 0.25 mm to provide complete geometrical acceptance. The overalllayout of

the whole wall is arranged along an arc centered at the magnet with a radius of 9.5 m.

This curvature reduces the probability of a hit being shared by two scintillators due

to their overlap in x-direction, and thus reduces the effective occupancy. The pulse

height information from both photomultipliers gives the energy loss of the particle in

the scintil1ator and hence is used to determine the charge of the partic1e. The overall

1'0F resolution is 85 ps.

Besicles charge and l'OF measurement, the TOFU also provides a vertical (y­

direction) position measurement from the measured time differences between the

signaIs at the two photomultipliers. This useful information provides a way to enhance

the tracking efficiency by reconstructing the y-information of those tracks where such

information is missing either at DC2 or at DC3. The overall y-resolution of the

TOFU is about 1.7 cm. Characteristics of the TOFU calibration for 1995 data will

be discussed in Appendix C. A full description of TOFU can he found in Ref. [64] .
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2.4 Forward Scintillators and Uranium Calorime­

ter

The forward scinti1lators is another time-of-flight system located at about 31 m from

the target. It consists of 39 10cm-wide vertical plastic scintillators with a TOF

resolution of 350 ps. The uranium calorimeter is a Uranium/lron-scintillator sampling

calorimeter located approximately 35 m from the target. It is used to measure the

energy tlow of forward particles including neutrons. Both detectors are not used in

this analysis. lnterested readers are referred to Ref. [69] for detailed information.

The gaps between detectors (Des, MWPCs and TOFU) are fi1led up with large

helium bags. The purpose is ta reduce multiple scattering and downstream interac­

tions.

2.5 Trigger and the Data Acquisition System

The digitized information (the ADCs, TDCs,etc.,) of aU detectors is read out ln

para1lel by FASTBUS and CAMAC electronics, then collected in sequence and built

as one event. The built event is then sent to the 8 MB circular memory shared by a

NIotorola 68040 CPU running 05-9 operating system 2 and a Silicon Graphies UNIX

workstation which is used for on-line monitoring and analysis. The events collected

in the buffer memory are then fina1ly written to two Exabyte 8500 8mm magnetic

tapes in a data stream fashion. The average event size is 21 kbytes. In 1995, the DAQ

(data acquisition) software was rewritten and optimized. Due to the improvement

bath in hardware and software in 1995, the DAQ was able to take up to ""220 events

per AGS spill compared to 60-70 events per spill in 1994[72].

The DAQ is controlled by the trigger system. The trigger decision is made at

2In 1993 and 1994, a Motorola 68030 with 4MB memory was used.

•
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three different levels: the pre-trigger, the level-l trigger and the level-2 trigger. The

pre-trigger decision requires the presence of a vaUd beam particle determined by the

BSCI detector and a minimal amount of transverse energy (> 1 GeV) present in

PCAL. The pre-trigger also issues the START signal for all the ADCs and TnCs

for digitization. The level-l trigger serves as an "after-protection" , rejecting the

current event if another beam particle is present within lJ.Ls. The level-2 trigger

makes the final decision which is based on the centrality (the transverse energy)

measured by TCAL and PCAL. At this stage. three different thresholds are applied

ta each calorimeter measurement (peAL threshold-l,2,3 and TCAL threshold-L,2,3)

3 and corresponding down-scaling is chosen. In the experimental run of 1995, the data

taking was focused on central collisions and carried out with a mixed central trigger

(a logical ORs of PCAL3, TCAL3 and other down-scaled triggers or thresholds).

The down-scaling factors of triggers or thresholds relevant to the present work will

be discussed in Chapter 4. For more details of the E877 trigger and data acquisition

system, readers are referred ta Ref.[70, 71].

In the fali of 1995, a third level "tracking-trigger" was partly implemented during

the experimentai run. The original goal of the implementation of this trigger is to

achieve a tracking pattern recognition by utilizing part of the E877 tracking facilities

to eohance the measurement sensitivity for rare particles such as negative kaons

and antiprotons. Due to the enhancement of the DAQ performance in 1995. aIl

events decided by level-2 trigger were recorded onto tapes and the third level became

unnecessary. The data set used for analysis (including this t hesis) doesn 't contain

this portion. Interested readers can refer to Ref.[72] for more details.

3The terms of PCALl,2,3 and TCALl,2,3 will he used in the fallowing chapters of this thesis.

When used in such way, they are actually referred ta PCAL threshold-l,2,3 or TCAL threshold-l,2,3.
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Chapter 3

Two-dirnensional Bearn Vertex

Detector

• 3.1 Introduction

•

A new two-dimensional Beam VERtex (BVER) detector was built as part of the

upgrade of the E877 experiment in 1995 to study rare particles produced in Au+Au

collisions. In 1993'5 and 1994'5 experimental runs of the E877, a one-dimensional

BVER was used. This detector was made of two single-sided microstrip silicon de­

tectors, each of which has 320 strips with a pitch of 50 tLm(64]. It provided the beam

position at the target only in the x-direction and the beam angle in the x-z projection.

The tracking efficiency of this detector was ""70%[77]. To study hyperon production

such as A in the reconstruction of its decay vertex, it is useful to know the beam

position and angle relative to the target in both x- and y-directions; the availability

of the beam information in the y-direction would help to improve the momentum

resolution in py and hence to achieve a better tracking quality. This is helpful for the

study of kaons (K±) and antiprotons (fi), and aIso helpful for the understanding of

33
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the effect of the beam angle on the determination of the reaction plane.

Ta achieve these new physics goals, a new two-dimensional beam vertex detec­

tor was designed at McGill University. This design is based on the previous years'

operational experience of the one-dimensional BVER and the recent technology de­

velopment in microstrip silicon detectors. The new detector system consists of two

double-sided microstrip silicon detectors located at 2.8 m and 5.8 fi upstream of the

target. The pitch size of each silicon detector is 200 J.lffi and the inferred positional

and angular resolutions in both x-z and y-z projections at the target are ......300llm

and ...... lOOJ.lrad respectively. The tracking efficiency for both the x- and y-dimensions

is better than 90%. The contents of this chapter are arranged as follows: a brief

review of the development and working principle of double-sided microstrip silicon

detectors will be introduced; then the technical details in the design and construction

of the new two-dimensional beam vertex detector system will be described and the

test results of this detector with the Au beam from the AGS will be presented; final1y,

the performance of the new detector will be discussed.

3.2 Principle of a Double-sided Microstrip Silicon

Detector

Microstrip detectors have been developed to give high precision measurements of

the positions of single particles incident on, or traversing the detectors. The first

microstrip silicon detectors appeared in the early 1980s when the demand for vertex

detectors to filter the decays of relatively long-lived charmed particles out of the huge

debris of hadrons produced in proton-nucleus interactions[73}. Since then, silicon

microstrip detectors were used widely in many fixed-target and collider experiments.

However, most of them were single-sided detectors. The first application of double-

•
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3.2. PRINCIPLE OF A DOUBLE-SIDED lvlICROSTRIP SILICON DETECTOR35

1n-side 1

Figure 3.1: Cross section 3D view of the double-sided detector

sided microstrip detectors in high-energy physîcs experiments had not been realized

until 1990 in the ALEPH experiment at LEP[74].

Fig. 3.1 shows schernatically the cross-section of a double-sided microstrip silicon

detector. The lower strips (junction side) are boron implanted p+n junctions on a

n-type silicon substrate. The upper n+-strips (phosphorous implanted, ohmic side)

provide an ohmic contact to the bulk. The strips are electrically isolated from one

another, under operating conditions once aU free charge carriers are removed.

The principle of single-sided strip detectors is simple. A single-sided strip detector

is just the division of the large area p+n junction side (p-side) into narrow strips. Each

strip acts as a single p-n diode. The position of the ionizing partic1e incident on, or

traversing the detector is given by the location of the strip carrying the signal. Due

to the charge diffusion during signal collection, the signal might spread to several

neighboring strips.

The realization of double-sided microstrip detectors is technologically more com­

plicated. The n+-strips cannot he a simple division of the ohmic side into narrow

strips. The presence of a positive oxide charge in Si-Si02 interface on the ohmic

side causes an accumulation layer of electrons undemeath. These electrons lead to a

very low inter-strip resistance and position information is 10st as a result. With the
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development of semiconductor technologies, several kinds of techniques have been

applied to solve this problem. This electron layer can be interrupted either by a

large-area compensation implant of p-doped insulation strips between n+-strips [ï4],

or by properly biased MOS barriers[75]. A detailed review of the development of

silicon detectors and their applications is given in Ref.(73, ï6].

3.3 Design of the Two-dimensional Bearn Vertex

Detector

3.3.1 Double-sided microstrip silicon chip

Fig. 3.2 depicts the schematic layout of the n-side of the double-sided microstrip

silicon chip used in the present detector. The p-side has a similar layout except

that the strips are orthogonal to those of n-side. The chip was manufactured by

Hamamatsu Corporation in Japan. The wafer is macle of high-resistivity (--5 kn)

n-type silicon and has a thickness of 300 !Jrn which is equivalent to 0.3% radiation

length. The chip has a size of 22.0mm by 22.0rnm and a 1.2mm wide boundary for

mounting. The active area is 19.2mmx 19.2mm and surrounded by a 50 !JIn wide

guard ring which serves as the bias bus for each strip as weIl as a measure to stop

edge currents. On both sides, a capacitor is integrated under the readout pad of

each strip to allow AC coupling to the readout electronics. Bias is provided through

individual integrated polysilicon resistors (....... 10 Mn) between the strips and the bias

bus. There are 384 strips on each side of a chip with a pitch of 50 p.m. Each AC

coupling capacitor has been under a strict test at 100 V by Hamamatsu.

•
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Figure 3.2: Schematic layout of n-side of a silicon chip(units are in ~m)
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Figure 3.3: Daughter printing circuit board
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Figure 3.4: Cross-section view of a silicon chip mounted on a daughter PCB

3.3.2 Daughter printing circuit board

The daughter printing circuit board (PCB) serves as an interface between the silicon

chip and the front-end electronics on the motherboard (Fig. 3.3). Two identical

daughter peBs have been used for two identical silicon chips. Each daughter board

is a 3 inch by 3 inch two-sided PCB with a thickness of 1/16 inch. Each side has 96

readout traces for a total of 192 traces in each detector. The traces are connected

to the motherboard through the connection pads on the bot tom side as shown in

Fig. :3.3. The width of each readout trace is 100 p.m. Each coonection pad is 1/8 inch

long and 1/80 inch wide. Traces on the top side are connected to the connection pads

on the bottom side through VIAs 1 (0.012 inch in diameter) and coonection donuts

(0.025 inch in diameter). AU traces, pads and VIAs are coated with gold for good

electric connection.

3.3.3 Mounting and bonding

Fig. 3.4 shows a silicon chip mounted on a daughter PCB. The silicon chip is glued

ta the center of the daughter board with a precision of ±O.OOI inch (or - ±25 p.m).

Every four neighboring readout pads of the silicon chip are bonded together with

alurninum bonding wires ta connect to one readout trace of the daughter board. There

l A VIA is a plate-through hole bringing the electric conduction from one side (layer) of the PCB

to the other side (layer) .
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"----------00 Vue

•

Figure :l.5: Bias scheme for the double-sided microstrip silicon detector. Cac and C~c are

built-in capacitors for AC-coupling to preamplifiers. Two bias voltages are applied to n+­

sicle and p+-side strips independently through guard rings and built-in polysilicon resistors.

are two major considerations for selecting this bonding scheme. (1). The tracking

capability of the ES7; magnetic spectrometer requires a positional resolution of "'300

J.Lrn at the target, and the average c1uster size (due ta electric diffusion) of an Au beam

particle on a silicon detector is between 200JLm and 400J.Lm, shown by the previous

single-sided BVER. A readout pitch of 200 J.Lm is sufficient ta meet bath needs. (2).

Banding four strips iota one readout channel reduces the number of electronics by a

factor of 4. The total number of readout channels required for two silicon detectors

is thus 384. The readout channel would recagnize a signal whenever any of the four

bonded strips is fired. This makes us less dependent on a small fraction of dead strips.

3.3.4 Bias and leakage current

Fig. 3.5 shows the bias scheme of the double-sided microstrip silicon detector. A

positive bias voltage is applied to the n+-side strips and a negative one to the p+-sicle

strips. The leakage eurrent as a function of bias voltage on each sicle of each cleteetor

•

•
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Figure :3.6: Total leakage currents as a funetion of bias voltages for BVER. Vp(negative)

and v~(positive) are the respective bias voltages applied to Jrside and n-side of each silicon

detector. {1~Jk and Il~:)k are their leakage currents.

is shown in Fig. 3.6. The average leakage eurrent for each working channel (four

original microstrips bonded together) is not greater than 200 pA for BVERI and not

greater than 100 pA. for BVER2 at an equivalent bias voltage of 80 volts.

•

Fig. 3.7 is a photo showing one of the two double-sided microstrip silicon detectors

installed onto the C5 beam Hne at the AGS. The two detectors were instal1ed onto the

light-tight beam pipeline and kept in vacuum. They are located at 2.8m (BVER2 as

shown in Fig. 3.7) and 5.8m (BVERl) from the target respeetively. Each silicon chip

of each detector was precisely aligned to the center of th beam Hne. p-side strips go

vertically and give the x-position measurement of an incident beam particle; n-side

strips go horizontally and give the y-position measurement .



42 CHAPTER 3. TWO-DIMENSIONAL BEAM VERTEX DETECTOR •

Figure 3.7: A photo showing one of the two E877 double-sided microstrip silicon detectors

installed onto the AGS C5 beam line. The detector was mounted on a solid steel frame.

The silicon chip is not visible due to the presence of the beam pipeline connector (seen

in the center of the picture with two handles). The small chips around the beam pipeline

connector are the preamplifiers. The twist pair cables send the preamplifier signais from

the mother board ta the discriminators (not shown in the photo). The AGS beam cornes

from the teft. Part of the beam pipe was removed when the picture was taken.

•

•
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• Figure :3.8: Readou t system of E877 2D Vertex Detector

3.4 Readout Electronics

•

A black diagram of the BVER readout electronics system is schematically shown

in Fig. :3.8. Charge sensitive preamplifiers (low noise, high performance BNL-IO­

456-3 [67]) are used at the second stage of strip signal processing. Signais from the

preamplifiers are processed by a LeCroy PCas (multiwire ProportionaI Chamber

Operating System). The signais from the preamplifiers are discriminated by LeCroy

Madel 2735PC (l6-channel Chamber Card), then delayed and stored as 32-bit word

by LeCroy Madel 273lA (32-channel Delay and Latch Module). LeCroy Model 2738

(Crate Readout Controller) scans the status of 273lA modules and encodes the ad­

dresses of of hit patterns inta a look-up memory. Event data from BVER is buffered

at CAMAC Model4299 (DATABUS-CAMAC Interface) via LeCroy DATABUS and
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Figure 3.9: Typical BVER signaIs after preamplifiers. (a) and (b) are the signais from

y-side under two different sets of bias voltages; (c) and (d) are the signais from x-sicle under

the same settings. The polarity of the signais was reversed after the preamplifiers.

---;-.----- ..

•

v" =+40\
~~. -40\

---/01.182v .

Iv

JO ps· (è) -- ~------- --- -2\1' .L.- ~~

transferred to the ES77 DAQ system whenever a beam trigger frorn the bearn scintil­

1ator is present. The threshold of 2735PC and the delay of 2731 A are programmable.

Interested readers can refer to Ref.[78] for a complete description of peas electronics.

3.5 Performance

Fig. 3.9 shows typical preamplifier signals from one of the two BVER detectors hit

by the AGS Au beam particles (11.5 A·GeV le). The polarity of the signaIs was

reversed after the preamplifiers. One notices that signais from both sides suffer from

a significant saturation when the biases get higher. Since the number of electron­

hole pairs produced in the silicon wafer is approximately proportional to Z'l (Z is

the charge state of the incident particle), a lower bias (Vr = -15V, y;'=+15V) was •
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•
Figure 3.10: Hit patterns on the two detector of the BVER. The top two histograms show

the hit pattern on the x- and y-side of BVERl; the middle two histograms are for BVER2.

The bottom two figures show the corrections between BVERI and BVER2.
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Figure :3.11: Distributions of the cluster size of BVERs. Distributions for two sicles of each

detector are illustrated. The unit of cluster size is the size of one BVER readout channel

(200f.lm pitch size).

chosen to avoid causing signal saturation at preamplifiers due to the high charge state

of Au (Z = 79).

Fig. 3.10 shows typical hit patterns of Au beam particles on the two detectors of

the BVER. One notices that both x- and y-projections of the AGS beam profile show

distributions close to Gaussians; a narrower x-distribution is observed at BVER2,

indicating the beam is focusing towards the target (BVER2 sitting doser ta the tar­

get), whereas the y-distributions remain nearly unchanged From BVERI to BVER2. •
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Figure 3.12: AGS Au beam profile measured by the BVER. The top two panels are

respectively the beam profile projected in the x- and y-directions at the target; the bottom

two panels show the beam angular distributions projected in x-z and y-z planes.

As shown at the bottom of the figures, the position measurement at BVERI and

BVER2 are strongly carrelated in bath x- and y-directions.

•

When an incident beam particle passes through a BVER detectar, a few strips

are fired due ta charge diffusion and induction during the collection of the produced

electrons and holes. The size of the c1usters is usually between 1......4 readout channels.

Fig. 3.11 displays the c1uster size distributions of all the four sides of the BVER. On

average, for each incident Au beam partic1e, ......3 chanoels are fired 00 the BVERI-X
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(x-side of BVER1), 11"J2 channels on the BVERI-Y, 21"J3 channels on the BVER2­

X and l''J 1 channels on the BVER2-Y. The position of an incident beam particle is

calculated as the geometric center of its cluster. Two adjacent c1usters which are

separated by more than three readout channels are treated as the hits from double

beams. The angular resolution of the detector, which is dominated by the size of

the clusters, is about 901"J 120j.trad in the x-z projection and about 60j.trad in the

y-z projection; the corresponding inferred positional resolution at the target is about

:300",,500 /lm in the x-direction and about 300p.m in the y-direction.

The trajectory of an incident beam partic1e in the x-z (or y-z) projection can be

uniquely reconstructed when the x-side (or y-side) of each detector records one and

only one cluster. ~lultiple clusters on any side of any detector creates ambiguity in

beam track reconstruction, and events of such kind are discarded. At a beam rate of

less than :2 x 105 per spill (the length of an AGS spill is ""1.4 second), the tracking

efficiency of the beam vertex detector is better than 95% in the x-z projection and

92% in the y-z projection (see Table 3.1). 2 The overall efficiency requiring both x-z

and y-z tracking information over the whole running period of 1995 was 1"J90%. The

leakage currents in both silicon detectors were increased by ""50% at a radiation dose

of "" lOlO Au ions.

Fig. 3.12 shows the Au beam profile from the AGS C.l)-line at the target. These

distributions are extrapolated from the measurements by the BVER. Both positional

and angular profiles of the AGS beam show distributions close to Gaussians. The

beam positional dispersion width in both x- and y-directions is --3.5mm; the beam

angular dispersion is 1"J2.5mrad in the x-z projection and ""O.3mrad in the y-z pro-

2Since BVERI and BVER2 are strongly correlated, the tracking efficiency using the two detectors

is higher than a simple product of each detector's efficiency. The efficiency of 95% in z-z and 93%

in y-z were obtained from separate study of the data. This is also true for the .....90% efficiency

requiring bath z-z and y-z information.

•

•
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Figure 3.13: AGS C5-line beam trajectories reconstructed using the BVER. The top panel

shows the beam trajectories in the x-z projection and the bottom one shows the beam

trajectories in the y-z projection. [n both panels, the horizontal axis is the beam axis

(z~axis) with the target located at z =O. BVERI and BVER2 are located at z = -5.8m

and z =-2.8m respectively.
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Table 3.1: Average number of clusters per event in the two detectors of the BVER. The

numbers are from the data taken during the E877 operating period of 1995.

Number of clusters BVER1X BVER2X BVERlY BVER2Y

0 0.033 0.035 0.059 0.065

1 0.9.59 0.960 0.935 0.928

2 0.008 0.005 0.006 0.007

3 < 0.0001 < 0.0001 < 0.0001 < 0.0001

jection.

During the experimental running period of the E877 experiment in 199.5. the

BVER was also used as a real-time beam optics monitor to help the AGS C.5-lîne

beam tune-up. Fig. 3.13 shows the typical C5-line beam trajectories in both x-z and

y-z projections reconstructed with the measurements from the BVER. The target is

Iocated at z = Om position. The trajectories are extended to the downstream region

(z > 0) to give a symmetric view. On notices that the beam particles are focusing

near the target in the x-z plane whereas they are almost paraUel in the y-z plane.

The beam was actually focused at =l'V -2 (where one of the beam scintiUators 54 is

located) to get a maximum acceptance for the incoming beams.

The beam angles measured by the double-sided BVER are used in correcting the

incident beam angles in the study of the reaction plane. This application will be

discussed in Section 6.3. For the application of the BVER information in the study

of A decay and the improvement on Py measurement, readers are referred ta Ref. [79].

•

•
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Chapter 4

Data Reduction and Event

Characterization

• 4.1 Data Reduction

•

4.1.1 Strategy

The total amount of data collected by the ES77 in 1995 corresponds to approximately

1600 GB, or about 80 x 106 central events. The raw data are distributed ioto nearly

400 magnetic tapes (8mm Exabyte). Each tape sequentially stores ~200k events.

Each event archive on tape begins with an event header, followed by the data section

for each detector (the beam definition detectors, the event characterization detectors

and the tracking detectors in sequence). The length of a typical event is """J 16 KB. The

event header indicates the beginning of an event and contains sorne basic information

(sequence number, event length, scalers, etc.) about the event. Each data section is

a self encoding segment, beginning with a detector header followed by the AOC or

TOC signals of the detector. The detector header contains the nurnber of AOC (or

TDC) channel of the detector.

51
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One sequential reading of these raw data tapes normally takes few months of

time 1. Obviously, this huge amount of data should he reduced to a level that

data aoalysis cao be carried out repeatedly in a more reasonable period of time.

Furthermore, the raw ADC jTDC information of detectors should he transformed

into physically important variables such as positions~ momentum and energy for each

particle after the data reduction.

Proper data structure formats are crucial to data transformation. reduction and

analysis. There are two major requirements from the point of view of data analysis.

The first requirement is that the size of each data file must not be too large. This

issue is directly related to the efficiency of 1/0 bound data analysis. The second re­

quirement is that the relationships hetween physics variables must he retained. Based

on these demands, we chose the HBOOK CWN (Column-Wise-Ntuple) provided by

CERN [SOl as the reduced data format. Ntuple is a data structure designed on the

hasis of a relational datahase mode!. An Ntuple is a list of identical data structures

with each variable being kept as one column and each event as one row. The data

storage and management strategy of Nutples thus preserves the correlations between

variables and provides a convenient and efficient way for such study. In a CWN, the

elements of each column are stored sequentially. A major advantage of C\VN is its

on-the-fly compression mechanism and variable length arrays. Variables in CWNs

are typed and their ranges can he specified. This provides an efficient and flexible

way ta store data and is particularly important for large data files as in our case. The

storage feature of CWNs also enhances the system performance when ooly a small

fraction of variables are accessed in a query. For the data analysis and presentation

system, we adopted from CERN the PAW[81) package equipped with the new query

processor which supports the features of CWNs.

lThe maximum reading speed of an Exabyte drive is 500 KB per second.

•

•
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4.1.2 Off-tine software

53

•

•

An block diagram depicting the architecture of the E877 off-Hne data analysis system

is shawn in Fig. 4.1. This system inherits most of the features of the E877 off-tine

software developed in the previous years [70, 71], and was redesigned for the data set

of 1995. It primarily consists of three major parts: the data reduction package, the

end-user package and the database monitor.

Data reduction package

This package accomplishes the task of data reduction. The data reduction is done

in two steps: STEP 1 and STEP 1.5. At each step, there is an auxiliary calibration

sub-package. Each calibration sub-package generates the detector calibration data

files for the main package (STEP1 or STEP1.5).

• STEPl

STEPI is the main data reduction/reconstruction software written in FOR­

TRAN and C. It serves as the basis for unpacking and calibration of raw data,

reconstruction of tracks, monitoring display and the creation of the reduced

data set. The CWN produced by STEP1 from each raw data tape, the fat (it

was named "fat" because of its large size), has 131 variables with 2462 columns

in maximum and is about 180 MB. Each ~fat" contains the global information

(such as beam angles, PCAL/TCAL transverse energies( un-calibrated), etc)

for each event and the track information (Pr,P!I' P::, time-of-flight, etc) of each

particle reconstructed in the spectrometer. Aiso contained in each "fat" is the

necessary tracking information which might potentially be used in the later

analysis. A paraIlel CWN for PCAL was aiso generated. The production of

paraIlel CWNs is to save the effort of resorting to the raw data tape for the

option of the detector re-caIibration at STEP1.5 and in case a new scan is nec-
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Figure 4.1: Architecture of the E877 off-tine data analysis system. The components of the

data reduction package is enclosed by the dashed square, those of the database monitor

package by the dotted square and those of the end-user package by the dot-dashed square.

•
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•

•

essary. After STEP1, most of the redundant global and tracking information

has been removed and the whole raw data set has been reduced to "'70 GB in

addition ta ",SO GB of parallel CWNs. The produced "fat" and parallel ntuples

are stored in nearly 40 DSTs (Data Summary Tape) .

• STEPl.5

A data set of 70 GB is still too large for our 110 bound data analysis system.

The second step of data reduction called STEP 1.5 was therefore introduced.

The structure of STEP1.5 is similar to that of STE?1 except that the input is

not the original data tapes but the "fats" produced by STEPl. In STEP1.5,

the PCAL/TCAL transverse energies were calibrated to provide the reaction

plane and centrality information of each collision; particle identification (mass)

and relevant other tracking information (such as VTX matching, occupancy

correction,etc ) were derived; variables were digitized in accordance with the

needs of our final physics analysis. The CWNs produced by STEPl..5 are called

"'leans" because of their much smaller size ("'60 !VIB each). Each '~lean" C"VN

contains 50 variables with 411 columns in maxinlum and the total amount of

"lean" CWNs is -.22 GB.

End-user package

After the two steps of data reduction, the raw data set of 1600 GB has been down­

sized by a factor of 70 to a set of 22 CB. Final physics analysis now proceeds with

the 22 GB ~'leans" being kept in a pool of NFS 2 disks. Simple physics analysis

can be interactively performed with embedded FORTRAN (or C) programs under

PAW. STEP2 was designed to handle complicated physics analysis with batch jobs.

In order to take the advantage of the rich FORTRAN CERN libraries, an interface

2The acronym for Network File System.
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inside STEP2 is provided to transform CWN data objects into abjects of FORTRAN

data structure. A pass of full statistics based on STEP2 batch job usually takes a

few hours on an ALPHA/533MHz machine running Digital UNIX.

Database monitor

The database monitor package assures the production quality of database files (fats

and leans) by monitoring the production processes using log files and monitoring

histograms. The package was designed and developed in CGI 3 Perl, HTML and

C-shell scripts under the client/server environment with the Netscape graphies user

interface. Since the package is a small database system itself, it also serves as a

management and maintenance tool for the production and storage of the eWNs.

4.2 Event Characterization •
In the E877 experiment, a 'good' event is selected with the measurements made

in the two groups of detectors: the beam definition detectors and the ca1orimeters.

The beam definition detector group defines a 'good' beam particle and the energy

measured by the calorimeter group characterizes the collision.

4.2.1 Event characterization by beam deftnition detectors

In 1995. the beam definition detector group consists of two detectors: the beam

scintil1ator (BSeI) and the beam vertex (BVER) detectors (see Chapter 2). These

two detectors provide the arriving time and incident angle of the incoming beam

particle from the AGS. Additional information from these detectors can be used as

selection criteria for event characterization.

3The acronym for Common Gateway Interface. •
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Figure 4.2: Pulse height distributions of BSCI 52 and 54. The pulse heights are in ADC

channels. The hatched areas indicate the ranges for selecting a 'good' beam particle.

• Event selection using beam scintillator detector

The pulse height produced by an incident beam particle in 52 or 54 can be described

by

i = 82,54, (4.1 )

•

where phYl (i = 52,54, j = 1,2) represents the pulse height measured by the pho­

tomultiplier j of detector i. Fig. 4.2 shows the pulse height distributions as ohserved

by 52 and 54. The hatched areas indicate the ranges for selecting events with 'good'

beam definition. In each plot, the narrow peak in the lower pulse height range is from

noise. The secondary peak in the higher pulse height range is due to double beam.

The double beam effect is produced when the arriving time difference between two

incoming beam particles is less than the ADe gate width of the detector. Both noise

and double beam efi"ects were removed by requiring events falling within the selected

pulse height ranges.
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• Event selection using beam vertex detector

To obtain unambiguously the incident angle of the beam particle, it is required that

each sicle of each detector of the BVER see one and only one beam particle at a

time. This issue has already been discussed in Section 3.5. The overall efficiency for

requirillg both x- and y-information is better than 90%. AIso, additional requirement

that the reconstructed positions (Xtarget and Yta.rgetl of the beam particle at the target

be within the geometric dimensions of the target:(-lOOOOJlm,+lOOOOJlm), has been

applied in the event selection.

4.2.2 Event Characterization by the Calorimeters

The three calorimeters of the E877 experiment (TCAL, PCAL and DeAL) cover

different angular regions and provide for each event the measured energy distribu­

tions, the centrality and reaction plane orientation information. In this section. we

will first discuss the trigger down-scaling and the construction of the unbiased trans­

verse energy distributions measured by TCAL and PCAL. Then we will discuss the

event selection criteria. The determination of the reaction plane will be presented in

Chapter 6.

• Er spectra and down-scaling factors

The data collected by the ES77 experiment in 1995 rely on the use of the combination

of multilevel and multi-threshold triggers (Section 2.5), along with various down­

scaling factors to produce approximately equal statistical weight for the sample over

the entire transverse energy spectrum. The down-scaling technique is commonly

exploited in experiments that measure cross sections varying by orders of magnitude

over the range covered by the experiments. To get the real physics results free of

these experimental biases, it is important ta reconstruct the natural distributions

•

•
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Figure 4.3: Measured PCAL and TCAL ET distributions of various triggers. (a) shows the

correlation between PCAL Er and TCAL ET. (b) and (c) are the ET distributions mea­

sured in the PCAL and TCAL. ET distributions of pre-trigger (dotted line), TCAL2(dot­

dashed line in (c)), TCAL3(dashed line in (c)), PCAL3(dashed line in (b)) and the mixed

trigger(solid line) are shawn. The rnixed trigger is the logical ORs of aH available triggers.
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Figure 4.4: Unbiased ET distributions obtained by the PCAL and TCAL. The left panel

shows the unbiased TCAL ET spectrum (solid line histogram) constructed from the distri­

butions of pre-trigger. TCAL2 and TCAL3; the unbiased PCAL ET distribution (solid line

histogram) on the right panel is constructed with the same trigger data. •
from the biased ooes.

[n 1995, not aU data of the level-2 trigger were written to tape. Only data above

the thresholds of TCAL2, TCAL3 and PCAL3 (see Section 2.5 of Chapter 2) were

recorded. The data of TCAL2 are down-scaled. The pre-trigger data retains the

natural shape of the distributions but are down-scaled even more.

Fig. 4.3 shows the correlation between the transverse energy measured by PCAL

and TCAL, and their ET distributions for the various triggers. In principle, there

exist many ways of constructing unbiased distributions by a proper combination of

distributions of different triggers and their corresponding down-scaling factors. We

choose TCAL3 to select the central collision events, TCAL2 to select mid-central

events and pre-trigger for peripheral ones. This choice is based on the consideration

of keeping the total statistics as much as possible. •
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•

Fig. 4.4 shows the unbiased ET spectra measured by the TCAL and PCAL con­

structed from the distributions of pre-trigger and TCAL triggers. Different threshold

regions are correlated to different triggers. The conclusion from this procedure is

that the unbiased PCAL ET distribution is recovered with TCAL triggers ... This is

based on the fact that PCAL ET is closely correlated with TCAL ET (Fig. 4.3(a)).

The unbiased distributions are consistent with the up-scaled pre-trigger distributions.

This consistency proves the effectiveness of this method. This technique of removing

experimental bias will be used for the following analysis .

• Centrality determination

The centrality of the collision is directly connected ta the impact parameter and

a refiection of the violence of the collision, which shows up in observables such as

multiplicity, transverse energy, etc. In principle, the centrality of a collision can be

directly estimated from the constructed unbiased ET distribution (PCAL or TCAL

ET spectra) obtained in the previous section, by calculating the ratio of the numher

of events above the transverse energy E~ (see Fig. 4.5) produced in the collision ta

the total number of events of the unbiased distribution.

Unfortunately, the constructed distributions from experimental data are incom­

piete. The very low ET portions are quite difficult to construct because of the in­

complete information about triggers and threshold cuts (Fig. 4.4). Instead, a simple

geometrical model was used. The total number of collisions for the number of de­

fined beam particles B is estimated using the geometrical cross section of the Au+Au

collision as

lVgeo = B . 0"0 • "'target (4.2)

•
4In principle, this PCAL ET spectra could be reconstructed with the PCAL3 and pre-trigger

data, but such spectra would have less statistics since the data of pre-trigger is more down-scaled

than that of TCAL2.



62 CHAPTER 4. DATA REDUCTION Al·.JD EVENT CHARACTERIZATION •

400100200

- .. .;......

/00

: ::; : ; : : ; : . : :: ..:: ; : .; .::: .. : ~ :: :: :::.. ;: :_: :: ::::: ~ ~ .

a
/0

.,

..

~""":':j'"
/0' r: :~:.: ..• iH ••.•. U:::: •.:

..... . -. -- ".- ..

Figure 4.5: Centraiity function determined from PCAL ET distribution. The hatched

area in the unbiased PCAL diV/ dET distribution on the left panel represents the number

of events with ET > E~. where E~ is the transverse energy measured by PCAL for the

collision. The right panel shows the centrality as a function of PCAL ET,
•

where (1'0 is the geornetrical collision cross section of two Au nuclei, Uo = rr(2R)2 =
6127mb with R = 1.2Al{3 fm and A = 197. Àtarget is the number thiekness of the Au

target, whose value was equivalent ta about 2% of interaction probability.

The eentrality eut for events with ET > E~ is calculated, with the number of

events falling in that range from the construeted PCAL ET distribution and the total

number of collisions estimated by the geometrical cross section, as

(4.3)

Fig. 4.5 shows the calculated eentrality function using the geometrical mode!. This

was done for every ron ta take into account probable shift between runs. A similar

calculation can be done with the unbiased TCAL ET distribution. We choose PCAL •
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Figure 4.6: Correlation distribution between UCAL Ezero and PCAL ET, The distribution

below the straight tine in (a) shows the correlation between the energies measured by PCAL

and UCAL; the distribution above the straight line is due to double beam hits. The double

beam effect is confirmed by the correlation distribution between UCAL E::ero and the BSCI

(54) pulse height shown in (b).

because of its larger acceptance(Table 6.1). The uncertainty of E~ has been studied

by a previous analysis[94] and is found to shift within 10% from run to run.

• Correlation between UCAL and PCAL

•

UCAL covers the most forward direction and measures the energy flow of produced

particles and speetators in this direction. The energy measured in UeAL is well

correlated with that measured in TCAL and PCAL. Fig. 4.6(a) shows the correlation

distribution between the energy measured in UeAL along the beam direction (E::ero )

and the transverse energy measured in PCAL. The contribution from double beam

is removed by applying a eut (indicated by the straight line in Fig. 4.6(a)) to the

correlation distribution. This cut is consistent with the eut on the pulse height of the
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Figure 4.7: Unbiased UCAL E:ero distribution. This distribution was obtained from the

construction of the biased distributions of pre-trigger, TCAL2 and TCAL3.

beam scintillator (for exampIe, S4) signal as discussed in Section 4.2.1.

Fig. 4. i shows the UCAL Ezero distribution after removing trigger biases. The

distribution of dN/dEzero aiso refiects the violence of the collision: central collisions

usually have smaller Ezero while peripheral ones have bigger Ezero • In principIe, the

diV/ dEzero of UCAL can also be used as a measure of centrality in a similar fashion

to the PCAL dN/ ET' In the present analysis we did not use the UCAL information

because of its worse energy resolution compared to that of PCAL.

•

•
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Chapter 5

Particle Identification

Charged partic1es emitted from the target into the PCAL col1imator opening (-115 <

o~a:b < 14mrad and -21 < f)~~b < 21nlrad) are analyzed by the forward spectrometer

(Section 2.3). Particles are identified by a combination of momentum, charge and

time-of-flight measurements. In this section, we will describe various issues involved

in the particle identification and selection criteria.

5.1 Particle Identification Criteria

5.1.1 Track reconstruction

The trajectories of the charged particles passing through the callimator are recon­

structed using the E877 track reconstruction software called "Quanah" [70, 83]. First,

wire hits on each drift chamber are reconstructed into Hne "elements" using a "tree"

algorithm[82] ta resolve the left-right ambiguity of the hit position. Associated with

each element is the y position measured by the cathode plane of each drift chamber.

AlI possible links between elements in DC2 and OC3 are labeled as "segments". A

segment is assumed valid if at least 3 MWPC hits lie along its path. For valid seg-

65
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Figure .5. L: Bend-plane geometry of a track passing through the E877 spectrometer. The

plot shows the projection on the x-z plane.

ments it is then checked if they are painting back through the open region of the

spectrometer magnet, and those which have passed this check are promoted to "can­

didates·'. The candidates are further inspected if they have shared hits in the drift

chambers or TO FU. Those which have such sharing are eliminated. Finally, the sur­

viving candidates becorne tracks. Additional associations with the tracks are the x-y

positions in the two cathode pad chambers (VTXs) and the TOFU slat nurnber. The

efficiency of track reconstruction is better than 95% for events with PCAL Er > 150

GeV[66].

5.1.2 Momentum determination

The mornentum of each track is calculated based on an uniform magnetic field model

and the assumption that every particle originates from the target. The effect of

the edge field of the magnet is accurately accounted for by using an effective length

slightly greater than the physicallength[71],

1+00
B . dz = BelJ • e

-00

•

•
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where the integral on the left side which represents the real field profile can be equiv­

alently described as the product of the effective field (Be!J) and the effective length

(e) .

Fig..5.1 schematically il1ustrates the bending trajectory (x-z projection) of a track

passing through an uniform magnetic field. From this simple geometry, we have

and

x = :: tan 8

R(sinO' - sinD) = -e

X' - or = R( cos 0' - cos 0),

(5.1 )

(5.2)

•
where R is the radius of the circular curvature projected onto the x-z plane; 0 and 01

are the angles of the trajectory with the beam axis (:') before and after the magnet

respectively. R > 0 designates the case that a positively charged particle is deflected

in the -x direction. In principle. Rand 8 can be analytically determined from

Eq. (5.1) and Eq. (5.2) with the measured values of Xl and 81
• They were actually

numerically calculated using an iterative method. The rigidity of a particle is then

given by

Pr:/Z = e· R· Be!!, (5.3)

where Pr: = jp; + pi, Z is the charge of the particle and e stands for the unit charge.

Therefore, Px =Px:: sin 8 and P: =Px: cos O. Py can be reconstructed from the vertical

position measurements by

Py =Px:: arctan(~ ), (5.4)

•

where...p is the out-of-plane angle (between the trajectory and the bend-plane). py

is conserved since the magnetic field is parallel with the y direction. The angles of

the incident beam particle and its positions at the target change from event to event.

The actual px, Py and Pz are calculated by taking into account the beam particle

angle and position at the target .
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Figure 5.2: Event display of a typical central Au+Au event measured in the E877 spec­

trometer. Shown from left to right are the collimator, magnet, OC2, MWPCl-4, nC3 and

TOFU. For 1995 magnetic polarity configuration, positive charged particles are bent up­

ward (x direction) whereas negative charged partic1es are bent downward (-x direction).
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Figure .5.3: Pulse height distribution in TOFU. The pulse height is normalized to the unit

of minirnized ionization particle (NllP). The shaded region is the selection range of single

charged particles.

Fig. 5.2 illustrates a typical central Au+Au collision event measured in the E877

forward magnetic spectrometer. From left to right, the produced charged particles

which pass through the collimator are bent at the magnet, then intersect with the

six tracking detectors (OC2, ~1"VPCl-4 and DC3), and finally reach TOFt:. The

time-of-flight of each track is obtained by matching the extrapolated position of the

reconstructed trajectory with a hit on TOFU. The average time-of-flight resolution

is better than f'O-.J 90 ps (see Fig. C.15 in Appendix C).

•

The energies deposited in the TOFU scintillators by the traversing particles are

used to determine the charge state Z of the particles. Fig. 5.3 shows the TOFU

pulse height distribution for the particles detected by TOFU. The distribution has

been normalized to the peak pulse height for a minimum ionization particle (l'iIIP).

The spectrum corresponds to the superimposition of Landau distributions of various
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(5.6)

charged particles. For the analysis of the single-charged particles, the double hits

have been rejected by requiring the TOFU pulse height he between 0.8 and 1.5 in

the case of protons, 7r± and deuteron5. The tracking efficiency 105s due to this cut

is less than 2%[64]. For the analysis of [{± and fi, a more stringent selection criteria

requiring the TOFU pulse height to be between 0.9 and 1.2, has heen applied.

For more descriptions of the track reconstruction, momentum determination and

traeking deteetor calibrations, readers are referred to [83, 84, 85, 70, 64] and Ap­

pendix C for more details.

5.1.3 Mass resolution and eut criteria

After the momentum and the time-of-flight of a particle are determined, the mass of

the particle can be ealculated. The squared mass m 2 is given by

m2= p2 . (;2 - 1) . (.5.5)

where p is the measured momentum, and the Lorentz factor is given by

where ttrack is the measured time-of-flight and tv=c is the time that a v = c particle

would take to traverse the same flight path.

Due to the finite resolution of the monlentum and time-of-flight measurements, the

m 2 of each particle species is characterized by a broadened distribution peaked at the

real mass. Fig.5A shows as an example the two dimensional m 2 distribution versus

momenturn for positively charged particles. The ridges corresponding to rr+ (m 2 '"

0.OGeV2/e4), [(+ ('m2 '" 0.2GeV2/e·'), proton (m2 - 0.9GeV2/c4) and deuteron

(m 2
'" 3.4GeV2/c4), are clearly observed.

The resolution of m 2 can be approximated by[86]

( )

2 4 4 2
2 4 (Tp P (7TOF

trm , = 4mo p + {32 (-L-) ,

•

•
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Figure 5.4: The squared-mass distribution for positive charged particles.

wheremo represents the real mass of the particle; (jp is the resolution of momentum

measurement: (jTOF is the resolution of the time-of-flight measurement and L the

length of the flight path. This approximate expression is valid since in the ES77

spectrometer, (jrOF is nearly constant ((jroF ~ 90 ± lOps, see Appendix C) and the

error in the flight path length is negligible (~L/L « 10-3 ).

The momentum resolution consists of two contributions: the intrinsic angular

resolution of the spectrometer ((jp(0)) and the spread due to multiple scattering in

the detector ((jp(8m .".) )[87].

(5.7)

with

• The final form of the resolution of m 2 as a function of momentum can thus he
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Figure 5.5: The resolution of squared-mass as a function of momentum. Resolutions for

proton, pion, kaon and deuteron are shawn. The curves overlaid on data points are the

functions fitted with the parameters given in Table 5.1.
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•

•

expressed as

u:,,(p) = C~(4m~p2) +ci [4m~ (1 + ;~)] +ci [4p2(m~ +p2)] (5.8)

where Ch C2 and C3 = UToFJ L are constants representing the contributions from

the angular, multiple scattering and time-of-flight resolution, respectively. Ta deter­

mine the various contributions, the distribution of m~ vs p were divided into many

momentum slices. For each slice, the mass distribution was fitted with Gaussians.

The plots in Fig. 5.5 show the extracted widths of m2 drawn as a function of monlen­

tum for different partic1e species. The data points are fitted with the function given

by Eq. (5.8). Cl was fixed during the fit and its value was estimated in{88]. The

values of the fit parameters are summarized in Table 5.1. The transverse mamentum

resolution (~Pr < 8~IeVJc) is round ta he negligible compared ta the longitudinal

one (~P:Jp '" 0.02 '" 0.04)[88] .

Table 5.1: The fit parameters of the squared-mass peak for different particles. Eq.( 5.8)

was used in the fitting with Cl fixed. The numbers inside the brackets are estimated errors.

Particle CdGeV/c)-1 C2(GeV/c2 ) C3 (C- I ) (jTOF(pS)

Proton 0.0025 0.027(0.001 ) 0.0021(0.0001) 84(5)

Pion 0.0025 0.025(0.001 ) 0.0021(0.0001 ) 84(5)

Kaon 0.0025 0.017(0.001 ) 0.0021(0.0001 ) 85(5)

Deuteron 0.0025 0.026(0.001 ) 0.0020(0.0001) 80(5)

In our anaLysis, a preliminary identification is assigned to a track if its measured

m 2 faU within a certain amount of Um~ of an expected particle species. Table 5.2

presents the parameters of the identification cuts on m 2 versus p distribution for

different particles. Additional requirements for particle identification such as VTX

matching, y-matching and occupancy correction, will he discussed in the fol1owing
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sections.
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Table 5.2: Particle identification criteria for different particle species. 0'm2 is given by

Eq. (5.8) for each particle species using the parameters from Table 5.1.

Particle identifying range momentum range

Proton 1m2
- m~1 < 2.00'",,2 P < lO.OGeV Ic

rr± 1m2
- m;1 < 2.00'm2 P < 6.0GeVIc

K+ 1m2
- mkl < 2.0Um2 p < 3.5GeV/c

[\.- 1m2
- m}1 < 2.0Um 2 p < 3.5GeVIc

Deuteron 1m2
- m~1 < 1.50'm2 P < 25.0GeV Ic

fi 1m2
- m~1 < t.50'm2 P < 4.0GeVIc

5.2 Vertex Chamber Matching •
The positional measurements provided by the two vertex chambers (VTX) located

before the magnet are used in a confirmation mode to remove background tracks

generated before the magnet. The difference in x-position between the position mea­

surement as given by VTX and the expected position of a track reconstructed by the

downstrearn tracking chambers is calculated as

dX(i) = xCi) - (z(i) • tan () + Xtarged i = A,B (5.9)

where x(i) (i =A, B) represents the x position measured by VTX-i, z(i) (i = A, B) is

the z position of the VTX-i with respect to the target, () is the ernission angle of a

reconstructed track in the x-z plane and Xtarget is the x position of the incident beam

particle at the target.

Fig. 5.6 displays the dx distributions for the two VTX detectors. The correlation

between the x position measurements of VTXA and VTXB shawn in Fig. 5.6(a) in- •
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Figure 5.6: Track matching at vertex chambers. (a) shows the correlation between VTXA

dx and VTXB dx; (b) and (c) show the positional match as a function of rnomentum

projected on the Xnarrow and Xwide axis respectively; (d) presents the width of positional

match of the distribution of (b) (empty cirdes) and (c) (solid cirdes) as a function of

momentum. xwide-axis and xnarrow-axis are perpendicular to each other.
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Table 5.3: Parameterization of the width of VTX dx.

VTX confirmation width function (O'dx in J.Lrn, p in GeV/c)

VTXA only O'~) = 293 +1350/p

VTXB only O'~) = 313 +1400/p

80th VTXs (jnarrow = 230

Uwide = 320 +2140/p

•

dicates that there are two components. The width of the cornponent projected anto

the XnarroUl axis (Fig..5.6(b)) is nearly constant with respect to momentum (solid

circles shown in Fig. 5.6(d)), indicating that the broadening is due to the intrinsic

resolution of the detectors; the width of the second component which is projected

onto the Xwide axis (Fig. 5.6(c)) exhibits a strong 1jp dependence on momentum

(empty circles shawn in Fig. 5.6(cl)), indicating the dominant influence from multiple

scattering. The widths of the projected distributions shawn in Fig. 5.6(cl) were ob­

tained by dividing each distribution into momentum slices and by fitting each sliced

distribution with Gaussians. The distribution for each individual VTX is similar to

the one shown in Fig..5.6(c). Their widths were extracted using the same technique.

The track matching before the magnet is then perforrned by requiring the track

has a VTX matching measurement falling within a certain value of dx expressed as a

number of (jdx' In our analysis, the VTX matching is used in three different ways de­

pending on the level of the background reduction and efficiency desired: only VTXA

matching required, only VTXB required and both VTXs required. The parameteriza­

tian of the detector response for these three cases used in this analysis is summarized

in Table. 5.3. In the event that bath VTXs are enforced, the matching is performed

by first converting dx(A) and dx(B) into Xnarrow and Xwide and then by requiring a

track be within a certain range of XUJide and Xnarrow" Since the resolutions of both

VTXs in the y direction are very coarse ("J2000pm), no matching in that direction

•

•
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Figure 5.7: Distributions of two-track separation in DC2 and DC3.
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for both VTXs is applied in this analysis. The application of VTX matching in the

study of kaons and antiprotons is described in Chapter 7.

5.3 Occupancy Correction

For a tracking detector like OC2 or OC3, when the hits of two passlng partides

on the detector are doser than the granularity of the detector, the position of each

individual hit will nat be resolved. In this case, either the trajectories of the two

tracks are taken as one track if they share elements bath in OC2 and OC3, or they

will both he eliminated according the reconstruction criteria (Section 5.1) ifthey share

elements only in one of the two chambers. Tracking inefficiency is thus introduced.

This inefficiency is directly related ta the distribution of particles (occupancy) across

the detectors. The corresponding correction is thus called the occupancy correction.

Fig. 5.7 shows the two-track separation distributions in the two drift chambers.

f:::t.x represents the separation between two tracks in x. The tracking efficiency drops
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Figure .5.8: Distributions of two-element separation in DC2 and OC3. (a) and (d) are

for traeks from the same event; (b) and (e) are for tracks from different events (mixed

event); (c) and (f) correspond to the ratios between the same-event distributions and the

mixed-event distributions.
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dramatically when 6x gets smaller than f"J lem in DC2 or f"J2cm in DC3. As expected,

the critical value is nearly twice the eell size (6.35mm for DC2, 12.7mm for DC3).

It is rather difficult to calculate exactly the tracking inefficiency due to occupancy

because of the complication from the other effects which are unknown or difficult

to evaluate, such as fragment effects, detector imperfections and tracking software

limitations, etc. Several approaches to the occupancy corrections have been developed

in the data analysis history of E877[64, 77, 89]. They are designated for the specifie

physics aim of each particular analysis. In the analysis of particle correlations using

pairs[77, 66], those tracks whose separations in the two drift chambers are doser •
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•

•

than the minimum separations ("J lem in OC2 and "J2cm in OC3) were removed

with the software cuts and the ineffieiency were accaunted far using the acceptance

estimated with the same cutting criteria. In the analysis of single particle speetra in

central coliisions(64, 85}, event-averaged aecupancy correction funetions of DC2 and

OC3 were extracted from the occupancy distributions of the two chambers. The first

approach i5 simple but with a big sacrifice on the data statistics; the second approach

is only valid for particular event sample and cannat be applied to flow analysis since

the occupaney distributions of the detectors depend oot only on the centrality but

also on the reaction plane orientation and they bath change from event to event.

A new occupancy correction nlethod on an event-by-event basis was thus intra­

duced in the flow analysis for the 1995 data set. Assuming that other effects are

negligible, the tracking inefficieney due ta occupancy is actually an intrinsic effect

from the finite granularity of the detectors. Since every track is reconstructed using

the elements measured by OC2 and OC3, we first take a look at the influence of occu­

pancy on each detector independently. Fig. 5.S(a) and (d) show the distributions of

the separation between elements formed in OC2 and DC3 respectively. One observes

that tracking efficiency fails down when ~XDC2 (or ~.rDC3) gets smailer than twice

the celi size. Fig. 5.8(b) and (e) are similar separation distributions of elements in

OC2 and DC3 respectively but with mixed event method. The mixed event method

uses two different elements of a detector from two different events. In practice~ it was

done by fetching one element from the current event and the other element from the

next event. The mixed event distribution refiects the response of the detector free

from the influence of occupancy, i.e., the response when one and only particle impacts

on the deteetor at a time. The surviving probability functions from occupancy are

thus derived from the ratio between the event-by-event distributions and the mixed

event ones, as shown in Fig. 5.8(c) and (f). These surviving probability functions are

the intrinsic responses of the detectors and independent of any particular occupancy
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Figure .5.9: Recovering of the tracking inefficiency due to occupancy. (a) shows the surviv­

ing probability of a track as a function of track separation in DC2; (b) shows the probability

function after the first-order efficiency recovery using Eq.( 5.11): (c) shows the probability

function after the second-arder efficiency recovery. (d),(e) and (f) show the same procedure

for OC3.

distribution.

Given the element surviving probabilities at DC2 and DC3, denoted by P2(b:.xDC2)

and P3 (b:.xDC3) respectively, the surviving probability Ptrk (b:.xDc2, ~XDC3) of a track

constructed from the two elements in DC2 and DC3 is given as

(5.10)

And consequently the probability for a track being 10st is 1- Ptrk. To account for the

tracking inefficiency due to occupancy, a weight is assigned to each track according •
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to its 6.xDC2 and 6.xDC3
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(5.11 )

•

•

This weighting assignment is performed by looping aU the tracks of each event.

This correction is based on the assumption that the particle distribution in reality

can be approximated by the distribution of the reconstrueted tracks. This assump­

tion is valid in first-order sinee the tracking efficiency of the spectrometer is over

95%[66} for the centrality region of interest. Fig. ,5.9 (a) and (d) display respectively

the tracking efficieney functions in OC2 and OC3 before the oceupancy correction.

Fig. ,5.9 (b) and (e) are the functions using the weight given by Eq.( 5.11) as the

first-order correction. NIost of the efficiency has been reeovered after this step. The

residual effect is then recovered in an empirical way by using Fig. 5.9 (b) and (e) as

the probabili ty correction funetions as it is done in the previous step. The completely

corrected efficiency function after the two steps are drawn in (c) and (f). AlI distri­

butions in Fig. 5.9 have heen normalized to the mixed event distributions. Nlonte

Carlo simulations indicate that .-10% of tracks are lost due ta occupancy effect for

Au+Au collisions.

The tracking inefficiency due to occupancy at TOFU has already been taken into

account in the correction for the inefficiency at OC3. Since TOFD (z '" l2.3m)

is located closely to OC3 (z = 11.546m), the occupancy distributions of these two

detectors are close1y cOITelated. Tracks 10st in OC3 will be 10st in TOFU. The second

order correction takes ioto account the additional effect due to TOFU itse1f.

5.4 y-position Matching

As described in Section 5.1, the track reconstruction algorithm ooly depends on the

measurements in the x-z plane, and the y position information is optional depending
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on its availability. If available, the angle of a track in the y-z plane is reconstructed

using the origin (after correcting for the beam angle and position) and the measure­

ments from OC2 and OC3. Fig..5.10 shows the y position matching at OC2, DC3

and TOFU. ~Yi (i = dc2,dc3, tofu) are given by

,\ (elem) (fit)
UYi = Yi - Yi. i = dc2~ dc:J~ tof u~ (5.12 )

where y;eiem) and yVit) are respectively the measured position of the element and

the fitted value of the track at the detector i. The ûy distribution of each detector

consists of two components: a narrow Gaussian (dominant) resulting from good tracks

and a wide Gaussian due to background. The distributions are plotted in the unit of

the width of the narrow Gaussian component.

Those tracks which have incomplete (at least one out of y~:~em), y~~~em) and y~~~e::)

is missing) or bad y position information are one of the major sources of background

in particle identification. In the analysis of protons, deuterons and rr±, we require that

the y position given by TOFU and at least one of the two y position measurements

given by DC2 and DC3 be available and within ±30'y of the ~y distribution on the

required detector; in the analysis of [{± and fi, an three y position measurements are

required to be within the range of ±30'y.

5.5 Acceptance

Fig. 5.11 shows the acceptance in the phase space of rapidity and transverse ma­

rnenturn for protons, deuterons, 1r± and K±. The combination of the opening of

the collimator, the magnetic field (polarity and strength) and the dimensions of the

tracking detectors, determines the acceptance shape of each particle species. Most

of the rapidity coverage for all the particles is in the projectile rapidity region. For

each particle species, the clear eut at high Pt (left edge) is because of the efliciency of

•

•
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Figure 5.10: The y-position matching at (a) OC2, (b) OC3 and (c) TOFU, respec­

tively. Each distribution is plotted in the unit of (jy of each detector. The definition

of ~y is given by Eq. 5.12.

track reconstruction falling ta zero at the edges of each tracking detector~ the edges

at high rapidity cornes from the limit in particle momentum irnposed on the anal­

ysis (see Table 5.2). Due ta the high ionization of Au beam particles, the regions

where the beam passes through were turned off in each tracking detector ta avoid

high voltage tripping. The deadened beam regions introduces efficiency holes in the

acceptance near low Pt for positive charged particles (protons, deuterons, 1["+ and

K+) in the 1995's magnetic field configuration. To avoid the difficulty in correcting

for the lower efficiency at edges and the efficiency loss in beam regions as weIl as the

inefficiency due to dead or inefficient regions in each detector, a software collimator

and additional geometric cuts are used for each detector in the analysis.

•
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Chapter 6

Flow Analysis Relative to the

Reaction Plane

• 6.1 Introduction

•

The study of event anisotropy requires the definition of a preferential direction, with

respect ta which the preferred motion of sorne subset of enlitted particles can be

explored. Generally, what one chooses is the reaction plane. The reaction plane is

spanned by the impact parameter vector and the beam axis. The first observation of

directed flow in Au+Au collisions at the AGS by the E877 experiment [31] was based

on a Fourier analysis of the event-by-event azimuthal distribution of the transverse

energy ET. A pronounced dipole moment, which vanishes for peripheral and central

collisions and maximizes in semi-central collisions, clearly demonstrates the existence

of directed flow in heavy nucleus-nucleus reactions at the AGS energies. In this

pioneering analysis, the reaction plane is not explicitly determined.

The existence of directed flow provides the possibility of the reconstruction of the

reaction plane event by event. One of the major features of the E877 setup is its

85
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two calorimeters with a nearly 41r coverage. The reaction plane is reconstructed and

its resolution is studied using the measured transverse energy distribution. ldenti­

fied particles measured by the forward magnetic spectrometer are then studied with

respect to the reaction plane. In this chapter, we will give a full description of the

methodology for flow analysis employed in this thesis. First, we will review hriefly

the various methods for the determination of the reaction plane and introduce the

transverse energy method. Then we will illustrate the reaction plane flattening pro­

cedures which correct for beam, geometrical acceptance and detector biases. vVe will

introduce the Fourier analysis method which serves as the core of the methodology

used in the flow analysis of this thesis. Finally, we will discuss our estimation of the

reaction plane resolution and the correction method for nonflow correlation effects.

6.2 The Reaction Plane •
6.2.1 The sphericity method

Directed flow is correlated to the orientation of the impact parameter. The orientation

of the impact parameter can be estimated event-by-event from the particles produced

in the collision. These estimates are generally subject to large statistical fluctuations

due to the finite multiplicity. The first method of determining the reaction plane

was introduced in the early 1980s[90]. It is the so-called sphericity method. For each

event the 3 x 3 sphericity tensor is defined as:

Z,) = x,y,z (6.1 )

with Pi(lI) being the components of the momentum vector of the individual partic1e Il

and w~ being a weighting factor 1. Usually w~ is chosen as l/m~ (m~: mass of parti-

IThe coordinated system for the discussion above could be arbitrary. In this thesis, unless

redefined or stated otherwise, ZIY and z are referred ta the E877 coordinate system as defined in •
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•

de) so that Sij is proportional to the kinetic energy in the non-relativistic limit. The

sum runs over all partides in the entire event. The sphericity matrix is symmetric

by construction and is defined by six independent variables. Diagonalization of the

matrix gives out three eigenvalues ÀI :5 À2 :5 À3 which geometrically represent the

three major axes of an ellipsoid, and three other angular variables which gives the

orientation of the ellipsoid in space. The overall shape is constrained by mOInentum

conservation and the absolute overall scaling quantity is determined by energy conser­

vation. The angle between the eigenvector ê3 (associated with the largest eigenvalue

À3 ) and the beam axis is called the flow angle Of. The orientation of ê3 is the so-called

flow axis which corresponds to the preferred orientation of matter flow in space. The

reaction plane is spanned by the flow axis and the beam axis. This analysis method

has been successfully applied ta the first experimental observation of the collective

flow at Bevalae[24, 25]. The limitations of this method are that it requires an appa­

ratus with a momentum measurement over 4iT coverage and that details of the event

shape! such as the rapidity dependence of azimuthal anisotropy, cannot be revealed.

The flow angle Of is beam-energy dependent and is estimated as

Of ~ tan- 1 (Pr)Ybcam
Pbeam

(6.2)

•

where the x-axis is the direction of the impact parameter vector. [n collisions at ultra­

relativistic energies, the fiow axis merges with the beam axis. Assuming a typical

value of (Pr)Ybe~rn ~ 0.1 GeV je, one gets Of ~ 2.50 at the AGS (Pbeam ~ Il GeV je)

and Of ~ 0.20 at SPS (Pbeam ~ 160 GeV je). At these higher energies the longitudinal

component of the flow becames much stronger than the transverse one and these

two components are well decoupled. Consequently the study of the collective flow

in three dimensions is reduced to the study in the transverse directions. This leads

to the sphericity being simplified to the 2-D transverse sphericity[91]. The 2 x 2

Chapter 2.
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transverse tensor 51. is defined by
•

Si] = L W(V)Ui(V)Uj(v)
Il

(6.3)

(6.5)

(6.4)

with (Ul(V), U2(1I)) being the unit vector parallel to the transverse momentum of the

lIth particle and w(v) being the weight factor. The sum runs over aU the particles

detected in a given rapidity interval. Sb is fully detenllined by its two eigenvalues

,,\ 1 and ..\2 (choosing ,\ 1 ~ '\2 ) and the azimuthal angle t/J between the x-axis and the

eigenvector associated with '\1 with -7T /2 :5 .l/J :5 7T 12. This method is sensitive to

the elliptical component of the azimuthal distributions. The ellipticity of the event

azimuthal distribution can be described by

'\1 - '\2
Q=---

'\1 + '\2

and the orientation of the major axis '\1 in the transverse plane is estimated by 2

~ • •),J..
') ..1. -1 LJII W II sin ... ·f'1I
"'0/ = tan

LII W/I COS 2tPII

with the weighting factor l.AJ1I being chosen as the squared transverse momentum p~(v)

or the transverse energy ET(V) of the particle depending on the characteristics of the

experimental apparatus. An event plane spanned by the eigenvector of ,\ 1 and the

beam axis can he used as the reference plane for the study of the flow distribution.

6.2.2 The directivity method

The most commonly used method to determine the reaction plane and quantify di­

rected flow is the so-called Qvector or directivity method. The reaction plane is

estimated by the event plane defined by the Qvector

•

2Here 2t/J has a range of 21r with the sign of x and y components being taken into account. This

convention stays through the rest of this thesis unless stated otherwise.

Q= E wll t1(v)
Il

(6.6)

•
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•

and the beam direction. ü(lI) is a unit vector parallel to the transverse momentum

of the partic1e and the sum runs over al! the detected particles in the event. W II is

a weighting factor which may depend on the type of the particle, its rapidity and

transverse momentum. The choice of W II is to a large extent arbitrary. In the original

work of Danielewicz and Odyniec[92], W II was chosen to be equal to the transverse

momentum Pt(lI) for y > 0.:3, -Pt(lI) if Y < -0.3 and 0 if IYI < U.3. This method of

determining the reaction plane is commonly referred to as the transverse momentum

method. In contrast to the sphericity method which explores the single-particle aspeet

of the particle distribution associated with the reaction plane, the transverse method

explores the two-particle correlation induced by the existence of the reaction plane,

amplified by summation over many particles. The greatest advantage of this method

is that it decouples the transverse motion (pd froln the longitudinal one (rapidity

y) and avoids possible effects due to nuclear transparency and corona effects from

the longitudinal motion. The average transverse momentum (per nucleon) in the Q

direction in different rapidi ty regions can be calculated as

(6.7)

•

where the x-axis stands for the direction of the unit vector Q. When the projected

average transverse momentum is plotted as a function of rapidity one obtains the

so-called directed flow or S-curve plots. The transverse momentum method has been

widely used in the flow analysis of intermediate energy as well as ultra-relativistic

energy heavy-ion collisions.

The directivity method discussed above relies on particle identification and mo­

mentum measurement over a large acceptance. In many experiments at the AGS and

SPS, one may have over a large acceptance only calorimetry or multiplieity informa­

tion . Furthermore, one needs an analysis tool which is most sensitive to the specifie

harmonie of the flow distribution that one is interested in[96, 34]. In this case, the
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directivity defined by Eq. (6.6) needs to he generalized such that Üv can also he a

unit vector giving the transverse direction of the hit or of the calorimeter cell and the

weight is taken as a function of multiplicity or the transverse energy.

In general, an event plane can be determined for eaeh harmonie of anisotropie

flow. The general directivity vector Qn is defined as

•

- _ ( Qn cos nl/Jn ) _ ~ (eos ncPv )Qn - - L....-wv
Qn sin n'l/Jn /1 sin n4>/I

and the orientation of the event plane is estimated by

.1. 1 -1 Lv Wvsin ncP/I
lf/n = - tan

n Lv W/I eos ncPv

The magnitude of the n-th harmonie is

(6.8)

(6.9)

(6.10) •
The sums run over aH v particles and the range ofl/Jn is 0 ~l/.Jn ~ 21r ln. The n-th

ambiguity of the orientation can be salved by the study of its correlations with the

event planes determined from lower harmonies. The weight W/I should he optimized

for the best event plane determination. It can be chosen to be sorne characteristic

variables of the particle such as the transverse momentum, the transverse energy,

etc. It can also be choseo to be related to the type of the particle. When n = 1 and

W v is chosen ta be equal ta Pt(v), the general directivity method reduces to the case

of the transverse momentum rnethod; when n = 2, Eq. (6.8) and Eq. (6.9) become

equivalent ta Eq. (6.3) and Eq. (6.5) given by the transverse sphericity method.

The reaction plane is directly related to direeted flow. The event plane determined

from higher harmonie could coincide with the reaction plane, but in general they are

different. •
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6.2.3 The transverse energy method

91

•

•

The two calorimeters TCAL and PCAL (see Section 2.2 of Chapter 2) of the E877

experiment measure the energy distribution of produced particles in the collisions

with a full 2rr azimuthal coverage and a very large polar coverage (-0.5 < Tl < 4.7

or 1° < Olab < 117°). In our analysis, the pseudorapidity 11 (see Appendix A for the

definition) coverage is divided into four windows (Table 6.1). 3 The region around

mid-rapidity (104 < TJ < 2.0) is intentionally skipped as the dipole component is

expected to cross zero in that region.

Table 6.1: Definitions of the four pseudorapidity windows of the E877 calorimeters

W'indow Index 1 2 3 4

\Vindow Name TCWl PCW2 PCW3 PCW4

'1 range [-0.5,0.7] [0.8,1.4] ['J 0 .) ~] [2.7,4.5]_. ,_.1

Olab range [117°,53°] [48° ,28°] [15° ,sol [8°,1°]

OC ,\II range [166° ,136°] [L:.Ho,IOl°] [670 ,37°] [370 ,7°]

From the data, for eachTJ window i, the azimuthal angle 'l/J~i) of the n-th moment

of the transverse energy distributions is given by

{il 1 -L LJ(±)EfsinncP~ab 1 -L Lj(±)(Ef)r
~, = - tan . = - tan . (6.11)

n n Lj(±)E~cosn4>~ab n Lj(±)(E~)y

where Ef is the energy measured in the calorimetrie cell-j and tP~ab is the azimuthal

angle of the cell. The surns run over all the calorimetrie cells within the Tl window-i of

the detector with the sign being positive (negative) for cells at Tl forward (backward)

of mid-pseudorapidity (~ 1.6 in our case).

For n = 1 this is the equivalent of the transverse momenturn method except that

Pt is replaced by ET. This method is called the transverse energy method and was

38cM represents the polar angle in the center-of-mass frame. The relationship between (J'ab and

8CM is given in Appendix A.
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first used by the E877 experiment to reconstruct the reaetion plane for the study of

energy and charged particle flow[32]. This analysis method is also adopted in this

thesis for the reconstruction of the event plane for the case of directed flow (n = 1).

A transverse energy directivity vector Ë~ in the case of n = 1 of the i-th Tl window

is defined as

Ë5) = ( E~i), E~i») (6.12)

E(i) - L ±Ef cos( 4J~ab) (6.1:3)r
j

E(ë) = L ±E~ sin(4J~ab) (6.14)y
J

, (i)
E(i)

-1 r (6.15)tt-'l = tan E~i)

In the estimation of the transverse directivity vector for each 1] window, the en­

ergies measured by the 832 TCAL cells were used for TCWl and those measured in

the 512 peAL cells were used for PCW2, PCW3 and PCW4. For the geometrical

arrangement of the cells of these two detectors, readers are referred to Chapter 2.

6.3 Flattening the Reaction Plane Distribution

For an ideal ealorimeter with a full acceptance coverage, the distribution of the direc­

tivity ÉT over many events is expected to be isotropie beeause of the randomness of

the orientation of the collision geometry. Consequently a fiat distribution of dN/ d'l/Jl

over the full azimuthal angular range is expeeted. However, biases due to detector

effects such as the finite geometrie acceptance of the detector, imperfection in gain

calibrations and the change of the incident beam axis etc, could cause the distribution

of the transverse energy to he azimuthally anisotropie in the laboratory and resulting

in a nonflat dN/ dtPl distribution.

The non-Batness in the reaction plane distribution propagates and affects the

•

•

•
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Figure 6.1: Correlations between the transverse energy directivity components and the

incident beam angle and position. Correlation profiles of 1/ window PCW3 show the de­

pendence of the directivity components (E~3) and E~3») on the incident beam angle and

position at the target.
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measurement of the flow signal[94]. To study particle distributions with respect to

the reaction plane in experirnents, it is necessary to account for this effect. Several

techniques, such as re-centering, weighting, method of rnixed events and rnethod of

Fourier expansion, etc[93], have been developed for the flattening the dN/ dl/Jn dis­

tributions [32, 33, 34, 35]. The flattening rnethod employed in the present analysis

is a combination of re-centering, weighting and shifting with Fourier expansion tech­

nique. The correction on the reaction plane is done for each centrality bin on an

event-by-event basis.

• Correction for the beam efFect

The incident angle and mornentum of the beam particle from AGS fluctuates

within a certain range. Therefore the beam axis changes from event to event.

This would affect the determination of the reaction plane even with a per­

fect symmetric ca1orimeter. One major feature of the E877 setup upgrade in

L995 is the implernentation of a new two-dimensional beam vertex detector (see

Chap. 3). This 2-D detector provides full spatial information of the incident

bearn particles. As an example, Fig. 6.1 are profiles, showing the correlations

of the components of the directivity vector reconstructed from the measured

transverse energy in PCW3, with the angle and the position (at the target) of

the incident beam particle. E13 ) and E~3) are the components of the directivity

vector ËSi) directly calculated from the raw data. A nearly linear dependence of

both components on the beam angle (9~;C1m and O:~C1m) and the beam position at

the target (x~:~;t and Y~:~~t) is observed. The correction for the beam effect on

the directivity construction is done on an event-by-event basis using the profiles

collected over the statistics of each l'un (""200k events) as the correction func­

tians. The fact that the mean values of E13 ) and E~3) significantly deviate from

zero (see also Fig. 6.2(a)) is due ta the biases from the calorimetrie acceptance

•

•

•
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•

and gain. Corrections for this deviation will be discussed in the fol1owing two

sections.

• Geometry/ gain symmetrization of PCAL ET distribution

TCAL is designed to be symmetric around the beam axis and its performances

are quite stable (see Chapter 2). Unlike TCAL, the four quadrants of PCAL are

shifted asymmetrically in arder to optimize the acceptance of the downstream

forward spectrometer (see Fig 2.4). Also, the gain of the phototube of each

segment is comparatively unstable. For this detector a first symnletrization

procedure is applied that works as follows: each ,., window is divided equally

into 16 azimuthal towers; the average ET of each tower is first ca1culated over a

whole run's statistics ("'200k events) and its inverse is then used as a weighting

factor for the ET measured by each cell of each event. This process corrects

mainly for the asymmetry in the geometry of eaeh ,., window and also partly

for the gain equalization (see Fig. 6.2(b)).

• Re-centering ET distribution

After the correction for the beam effect and the geometryfgain equalization, the

distribution of (E1i), E~i}) is re-centered to make the average of both components

over aU events to be zero by

(6.16)

•

with (E1i») «(E~i»)) being the average value over all events of a run and j being

the event index. This correction correspond mainly to a gain equalization.

However, higher harmonies from the resulting ',pl distribution are only partIy

removed by this procedure (see Fig. 6.2(c)).

• Flattening with Fourier expansion

The correction for higher harmonies in the tPl distribution is completed with
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the Fourier expansion technique[94, 32, 33]. The flattening of 1/11 distribution

is achieved by applying a correction f).1/11 on 1/11, where ~1/11 is determined by

requiring a vanishing n-th Fourier moment of the new distribution. This gives

•

where

.)

~Wl =L :. [-(sin(n~d) cos (n'liJd + (cos(ntt'r)} sin(nr,br)] .
n n

(6.17)

(6.18)

(sin(n-lbr)} and (cos(nlbr)} are average values over all events. The correction is

carried out event-by-event. In practice, a correction up to the fourth harmonie

(n = 4) is used (see Fig. 6.2(e)).

Fig. 6.2 shows as an example the distributions of the transverse energy directivity

vector ËT and the corresponding determined reaction plane angle~'l after each step

of the corrections for the pseudorapidity window PCW2 (0.8 < TJ < 1.4). The dis­

tributions shown in Fig. 6.2 are without centrality cuts, however, the aetual analysis

takes into account the centrality dependence of the direetivity. In order to eliminate

the nontrivial 2nd harmonies propagating from the residual in the gain equalization,

an additional gain equalization (namely "reshaping") is applied (see Fig. 6.2(d)).

And in order to aehieve a cleaner elimination of the higher harmonies, the second

step Fourier expansion is applied iteratively. After this global correction, the residual

nonfiatness is small (less than 0.1% for the first harmonie). The residual nonflatness

propagates ioto the analysis of the flow signal but the effect is negligible(see Chapter 4

of [94]). One effect of flattening the reaction plane is a reduction of the reaction plane

resolution. The width of the angle shift due to flattening after symmetrization ranges

from 10° ta 20° depending on the 1] window and centrality. This would contribute a

few percent increase to the width of the reaction plane augular resolution.

•

•
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Figure 6.2: The distributions of the transverse energy directivity vector (Ieft panel) and the

determined reaction plane angle (right panel) after each step ofcorrection. The distributions

from uncorrected raw data(a), after beam effect correction and symmetrization(b), after re­

centering(c), after reshaping(d) and after elimination of ail harmonies up ta 4-th arder (e)

are shawn in this figure respectively. The 1] window here is PCW2 (0.8 < 17 < 1.4) and aU

distributions are the sum-up of the distributions of ail centraIities.
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View of a collision

in
the transverse plane

Projectile

Outgoing
particle

cp =Azimutbal
angle

Reaction Plane

Figure 6.3: View of a collision in the transverse plane. The transverse plane is a plane

which lS perpendicular to the beam axis. t.p = 4> - 1/JR with ri> andrbR being the azimuthal

angle of the emitted particle and the reaction plane angle in the laboratory respectively.

6.4 Flow Analysis with Respect to the Reaction

Plane

The appearance of transverse anisotropie flow is expected for a nonzero value of an

impact parameter. A special coordinate system is defined for the convenience of flow

analysis 4: the beam axis is defined as z-axis and the transverse plane as x-y plane

(see Fig. 6.3); the x-axis is defined in such way that it points in the direction of the

transverse flow at forward rapidities. The reaction plane is defined by the impact

parameter vector in the x-y plane together with the z-axis and the reaction plane

angle 'l/JR (0 < tPR < 21T') is the angle between x-axis and the reaction plane.

[n order to study the complex three-dimensional flow phenomena, it is suggested

to slice longitudinal variables, e.g. rapidity (or pseudorapidity), ioto different ranges

and perform analysis in each range[95]. Fourier coefficients have a clear physical

meaning . In fact, Ollitrault[96] pointed out that the Fourier coefficients are the best

4To avoid possible confusion, we name this coordinate system the ftow coordinate system. In

other parts of this thesis~ the default coordinate system refers to the E877 coordinate system in the

laboratory defined in Chapter. 2.

•

•
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observables to characterize azimuthal anisotropies because they can be reconstructed

accurately.

[n general, the dependence on the partic1e emission azimuthal angle measured with

respect to the reaction plane can be described by a triple differential distribution in

a form of Fourier series

(6.19)
dJ ;,V d3 LV 1 d'2 N ( W )

E-d3 =. d d de/> =:) d d 1 + L 2vn cos(n(e/> -r/'R)) ,
P Pt Pt Y - 7T" Pt Pt Y n=1

where ~'R represents the (true) reaction plane angle and the sine terms vanish due ta

(6.20)•

the reflection symoletry with respect ta the reaction plane. [n experirnents, however,

the estimated reaction plane has a finite resolution due ta detector resolution and

the fluctuations from the finite particle multiplicity. The measured triple differential

distributions with respect to the reaction plane angle determined in the i-th TJ windaw

is described by

E d31V = d
3

LV __1 eP1V ( ~ <J. , . _ (i) )
cJ.3p ptdptdyde/> - 2rr ptdptdy 1 +~ aoVn cos( n( <P t/.Jr )) ,

where~,~i) denotes the measured reaction plane angle in i-th TJ window and v~ is the

measured Fourier coefficient.

The true values of Fourier coefficients Vn are obtained from the measured coeffi­

cients v~ by unfolding for the finite resolution with which ',pR is measured, using:

(6.21)
v'n

Un = l(cos(n(tP~i) - tPR)))I'

The brackets indicating the event average evaluated for a given rapidity and centrality

window. The measured Fourier coefficients are evaluated over events by

U~ = (cos (n(r/> -tP~i)))). (6.22)

•
The great value of this method is that it allows for the direct comparison of the

results for particles in a certain phase space region to theoretical predictions or to

simulations without the necessity to un-filter the detector acceptance.
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Figure 6.4: Physical meaning of the first two Fourier coefficients Vi andU2' Vi indicates

the shift in the reaction plane and U2 the eccentricity of an ellipse-like distributions.

The Fourier coefficients corresponding to different harmonies have a clear physical

meaning (see Fig. 6.4). The first moment coefficient VI, which quantifies the so-called

directed fiow, is determined by (Px/Pt) in a certain P~ and rapidity (y) window.

A positive (negative) Vi inciicates that the shift of the partide distribution is in

paraHel (antiparallel) with the x-axis. The second moment coefficientv2 represents

the eccentricity (or ellipticity) of the particle distribution and is given by ((Px / Pt )2 ­

(py/Pt )2). A positive V"2 indicates the major axis of the ellipse-like distribution lies

in the reaction plane and such phenomenon is called in-plane flow. A negative V2 is

for the case of the major axis perpendicular to the reaction plane and is commonly

known as squeeze-out. Higher order coefficients also have their physical meaning[95]

but have been rarely studied due to statistics and resolution limitation in the present

experiments.

Special precautions must be paid for the possibility of autocorrelation arising from

the improper practice in the experimental data analysis. The autocorrelation effects,

which normally as an artifact enhances the flow signal, are generated when a particle

being studied relative to the reaction plane is itself involved in the same event used

for the estimation of the reaction plane. The autocorrelation effect can he avoided by

•

•



• 6.5. REACTION PLA.NE RESOLUTION .4.ND NONFLOW EFFECTS
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Figure 6.5: The reaction plane resolution for the n-th harmonie of the particle distribution

as a function of :'(.

excluding the particle of interest from the event in the reaction plane determination.

Since the coverage of the calorimeters (PCAL and TCAL) used for the reaction plane

determination does not overlap with the spectrometer coverage, the flow analysis of

identified particles presented in the next chapter is free from efiects related ta such

autocorrelations.

6.5 Reaction Plane Resolution and Nonflow Ef-

fects

6.5.1 The reaction plane resolution

In experiments, due to the finite multiplicity of the produced particles, the estimated

transverse energy vector Q is different from the true reaction plane by an angle ~c/>.
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Considering a large sample of events with the same magnitude of impact parameter

(within the same centrality window), according to the centrallimit theorem, we get

the two-dimensional distribution of Q

cP Iv = _1_ exp (_la - (Q)12) = _1_ exp (_ Q2 + Q2 - 2QQ COs(~<P))
QdQd~4J 1t'U2 u 2 1t'U2 u 2

(6.23)

with Q= Q(x cos(~4J) + !Î sin(~4J)) and (Q) = Qi:, where the flow coordinate sys­

tem is chosen (i.e., the impact parameter direction is chosen as the x-axis) and the

fluctuations are assumed to be isotropie. Integration of Eq. (6.23) over Q yields

(6.24)

where :: = \ cos(~cP), X == Qlu and erf(x) is the error function 5. Integration of

Eq. (6.2:3) over bath ~<P and Q gives[96]

•

•(6.2.5)

where lu is the modified Bessel function of order li.

Usually Q scales like the multiplicity N while q scales like v'fi. Therefore X

scales like v'fi. Eq. (6.25) indicates that the accuracy of the reaction plane for any

harmonie moment can be estimated as long as the universal pararneter X is known.

The reaction plane resolutions for the first two harmonies of the particle distribution

as a function of X are plotted in Fig. 6.5.

The value of X can he deterrnined from the study of the correlations due to flow

between independent subsets of particles from an event. Considering the event planes

t/J~[) and tP~Il) estimated from two independent subevents (or Tl windows) 6 (1) and

(II), and assuming no other correlations except the ones due to Dow, one can write

5The error function erfz is defined as erf(r) =7: f: e-t:l dt

6The measurement in an q-window is equivalent to a subevent. •
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the fol1owing simple relation

103

(6.26)

•

whererPR is the true reaction plane angle.

The most commonly used method to estimate the reaction plane resolution, which

was first suggested by Danielewicz and Odyniec[92J, is to divide each event randomly

into two subevents containing half of the particles each, and to construct Qvector

for each subevent. Two vectors QI and ci li are therefore obtained. The distributions

of QI and QII are described by an equation similar ta Eq. (6.23). QI = QII = Q/2,

UI = Ul/ = u//2, and therefore Xl = Xl! = x/V2 since the multiplicity of each

subevent is only half of the total multiplicity of the whole event. In this case, an

analytical form of Eq. (6.26) is developed by Ollitrault[96]

(6.27)

The value of X can be determined by measuring (cos('~~/) _rjJ~lI))). Alternatively,

the value of X can also be obtained by measuring the fraction of events for which

I·rtl~l) - tP~lI)1 > 90°

N(llP~l) _,p~1I)1 > 90°) = _e-_x~ = e-x.'J/2

Ntotal 2 2
(6.28)

Generally, the above method cannat be applied ta the case where the independent

subevents (or 7J-windows) are Dot equal. In such case, at least three independent

subevents are needed for the estimation of the reaction plane resolution obtained

from each subevent. For the three independent l1-windows i, j and k, the resolution

in the 1]-window 'Ï can be derived from the correlations between the three windows as

•
(cos(n (-rP~i) - 1/J~j»)))(cos(n (tP~i) _ .,p~k»)) )

(cos(n( tP~i) _ .,p~k»)))
(6.29)
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6.5.2 Nonflow correlations between suhevents

Eq. (6.29) provides a direct way to estimate the reaction plane resolution from ex­

perimental data. Unfortunately, in reality, the subevents are usually not completely

independent of each other because of the existence of correlations other than flow

and these correlation effects may not be neglected under sorne circumstances.

One of such correlations is from the overall transverse-momentum conservation

constraint. Let us consider the azimuthal distribution dG / d<jJ 7 in a general reaction

with LV particles in the final state. The transverse-momentum conservation gives the

condition

•

where Pli denotes the transverse-momentum of the vth particle. Upon averaging over

aIl events, we find

which suggests

LP~+LPlJ'~=O
/1 #l~1I

(cos cP) :::::: __1_.
lV - 1

(6.30)

(6.31 )

(6.32)

•
Eq. (6.32) indicates that the distribution of dG/dt/> is asymmetric about 4> = 90°

(peaking at 4> = 1800
) and the asymmetry becomes less pronounced as N increases.

This anti-correlation behavior due to transverse-momentum conservation have been

observed in the high-energy hadron-hadron collisions and have been used for estimat­

ing the number of missing neutrals in the final state of the reaction[97, 98).

This idea was applied by [99) to the case of the correlation between independent

subevents. Considering subevents of two rapidity (or pseudorapidity) windows (a)

and (b), two vectors QC! and Qb are constructed. If there are no correlations except

1G is a global observable (multiplicity, transverse energy,etc) and t/J is the azimuthal angle between

two particles. •
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flow, the following relation holds
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(6.33)

where Q~ (Q~) is the x-component of Q" (Qb) in the flow coordinate system. However,

the transverse-momentum conservation modified Eq. (6.33) to[93]

(6.:14)

•

where Q is a correction coefficient. The correction term in Eq. (6.34) is of the arder

of Q2 /1V ~ where N represents the multiplicity.

The Eq. (6.34) can be understood in a more general context. The correction term

can include other nonflow correlation effects as weIl as the one due to transverse­

momentum conservation constraint. Effects such as partic1e decays, two- and many­

particle correlations, jet production, etc., induce correlations between subevents (or

Tl-windows). In the case of calorimeters, the incident energetic hadron induces the

production of a shower of particles which are generally shared by neighboring calori­

metrie ceUs. This kind of sharing creates correlation between calorimetrie 1]-windows.

The nonflow correlation contribution can be characterized by the parameter[lOO]

c =(Q" . Qb) - (Q~)(Q~) .

v/((Q")2)vf((Qb)2)
(6.35 )

The influence of nonfiow correlations is refiected by a change in the (J" of the distri­

bution Eq. (6.25) (in the case of multiplicity distribution){93]

(6.36)

•
where the three terms on the right side represent respectively the contributions ta

the broadening from finite multiplicity fluctuation, the non-vanishing flow and the

nonflow correlations ta the resolution of the event plane. The event flow distribution

could be significantly biased when c is relatively large[lOl, 93].
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6.5.3 Correction for the nonftow correlations

The study of the nonflow correlation effects in real data is rather complex. Sorne

studies have been done with Monte Carlo simulations. In the case that the effect

of momentum conservation dominates other nonflow ones, the bias in the reaction

plane determination can be removed by the so-called recoil correction method[1021.

Because of momentum conservation, the remaining particles in the event recoil away

from the particle of interest (POl). As a result, an enhanced emission in the reaction

plane could be observed. This spurious enhancement can be canceled in the first

order by boosting the transverse momenta of the remaining particles by the boost

velocity

•

wheremtotoal is the total mass of the system, ppor and mpo/ are respectively the

transverse momentum and mass of the PO 1. This technique has been used in the

analysis of the light nucleus system at low energies[ l02, 103].

The recoil correction technique is not applicable to the present data analysis using

calorimeters because of two reasons. First, particle momentum and identification

information is not available in the transverse energy measured by PCAL and TCAL.

Secondly, other nonflow effects such as shower sharing between windows are strong

and cannat be separated from the one due to momentum conservation. Therefore, a

semi-empirical approach is proposed for the correction of nonflow effects in data.

For simplicity, an alternative notation is introduced. We define

ppor
Vb= -----­

mtotal - mpor
(6.:3ï)

(6.38)

•

Ideally, assuming that windows are independent except for flow, the correlation fac­

torizes as Eq. (6.26) (n = 1 case) or

(6.39) •



• 6.5. REACTION PLANE RESOLUTION AND NONFLOW EFFECTS 107

In the case of four "'independent 71-windows" (Table 6.1), the fol1owing constraints

must be satisfied

(6.40)

Eq. (6.40) is the presumption upon which Eq. (6.29) holds.

In practice, Eq. (6.39) is not valid anymore because of the existence of nonflow

correlations between windows and generally Eq. (6.40) is also not satisfied. The

deviation from the constraints can be measured by

(6.41 )

•
~ = 0 is equivalent to the constraints given by Eq. (6.40).

In our approach, Eq. (6.39) now is replaced by

(6.42)

where fij represent the nonflow contributions. The constraint equation Eq. (6.40)

still holds, but with G ij replaced by Ci] - fij. Generally, fij originates from many

sources. Here we only focus on the effect from showering (fUho
UJer

)) and that from

momentuffi conservation (fi~mom)), which are believed to be the two most significant

factors:

r.. ""w d~hoUJer) + f~~om)
JI; - Ja] 1]' (6.43 )

•

• Showering effect fi~hoUJer)

High-energy hadrons create showers while passing through the calorimeters.

Shower sharing is expected ta occur hetween neighboring ceUs and thus be­

tween adjacent Tl-windows. Therefore, fJ;hower) and fJ:hower) are expected to be

nonzero. Shower sharing between the two most forward 77-windows (Window-3

and Window-4) could be strong since the dimensions of hadronic showers is

comparable to the physical dimension of Window-4 at the calorimeter and the
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d h "fi . fi' t' Il f(shower).two win ows s are a slgnt cant porhon 0 ca ortme rtC ce s. ij IS ex-

pected ta be a positive contribution since showering, if exists, would enhance

the correlation. AIso, fi~hower) is expected to be independent of the multiplicity

in the Rrst order since the value of fi~$hower) is related to the ratios M~~~wer/M(i)

of the ''7-windows, where M(i) and Af(i)Jhower are respectively the multiplicity

and shower multiplicity of Window-i .

• Momentum conservation efFect fi~mQm)

Obviously, fi~mom.} depends on the size of the 1]-windows. This dependence is

similar to the dependence on the particle rnultiplicity as indicated by Eq. (6.32).

The increase in the acceptance of each window would result in a stronger cor­

relation due to momentum conservation. However, fi~mom) doesn't depend on

the multiplicity for a symmetric collision. This is because the value of fijmoTn)

is proportional to .,jXiXj, where Xi is the fraction of the total number of parti­

des that go ioto Window-i[104]. The contribution of fi~mom) is expected to be

negative.

A very important conclusion can be drawn from the above discussion: fii is

independent of the total multiplicity or the centrality of the collision, at least as a

Rrst-order approximation. This means we can establish enough number of relations

like Eq. (6.40) in different centrality intervals (ET iotervals) 50 as ta determine fij

from the values of Cii' A more general method ta calculate fii is to do a minimization

fitting of the fol1owing errar function

•

•

~total = E ~(ET)
ETbin.

(6.44)

where !l(ET ) is the error in a given centrality (ET) bin, given by Eq. (6.41), with Gij

replaced by C&mea.s) - fii' Here C&mea.s) is the measured value of the variable defined

by Eq. (6.38). •
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•

•

Table 6.2: The 6 correction parameters for nonflow correlations between PCAL/TCAL

Tl-windows

~ Parameter Name ~ 112

Parameter value -0.037 -0.118 -0.078 -0.093 -0.008 0.121

Parameter erraI' 0.006 0.007 0.006 0.008 0.005 0.007

Table 6.2 shows the results of the six parameters lij derived from numerical min­

imization of the six-parameter polynomial Eq.( 6.44). Fig. 6.6 presents the values of

Ci) before and artel' being corrected for nonflow correlation effects. The magnitude of

the correction is generally significant. Except for 134, all other lij are negative, which

suggests the dominant l'ole of the momenturn conservation constraint in the nonflow

correlations between these Tl-windows. The big, positive /34 is consistent with the

existence of a strong correlation from showering between Window-3 and Window-4.

The reaction plane resolution of each 1J-window can be calculated using Eq. (6.29)

(n = 1) by combining this 17-window with any two, out of the other three 1J-windows.

This method allows three ways to determine the resolution functions for the same

1J-window. The consistency between the three calculations for the same 1J-window be­

cornes an effective way of checking the effect of nonflow correlations and correspond­

ing corrections. Fig. 6.7 shows the reaction plane resolution functions of the four

TJ-windows calculated with the Gij without nonflow correlation correction. For each

TJ-window, significant discrepancies between the three options are observed. Fig. 6.8

shows the resolution functions with the same technique but using the value of Gij

that undergoes the nonflow correction. The discrepancies have been removed. The

final reaction plane resolution functions for directed flow (Vl) of the four pseudora­

pidity windows are plotted in Fig. (6.9). The convention that the directed flow in

the forward (pseudo)rapidity hemisphere (7] > 1.6) is defined to be positive, has been
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Figure 6.6: Comparison of Cij before (empty circles) and aCter (filled circles) nonflow corre­

lation correction. Note that the signs of C13, Cl", C23 and C24 ha.ve been inverted since the

reaction plane determined from Window-l (or Window-2) is shifted from that determined

from Window-3 (or Window-4) by 1r. Window-l and Window-2 are located in the backward

(pseudo)rapidity hemisphere (with respect to the projectile rapidity) while Window-3 and

Window-4 are located in the forward (pseudo)rapidity hemisphere (see Table 6.1).

•
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Figure 6.7: The calculated reaction plane resolution functions of the four 1J-windows with­

out nonflow correlation correction. For each window the results are shown for the three

possible combinations that can be used to determine the resolution function. The points

at low PCAL ET not shown in the figure are due to the negativeness of the values un­

der square-root in Eq. (6.29). Those non-physical points larger than 1 (Window-3 and

Window-4), are due ta the presence of strong nontlow correlations.
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Figure 6.8: The calculated reaction plane resolution functions of the four windows after

nonflow correction. The remaining discrepancies for points at very low and high PCAL ET

are due to statistical and systematic errors (see aIso Fig. (6.9).
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Figure 6.9: The reaction plane resalution functions of the four Tl windows. Positive values

for Window-3 and -4 and negative ones for Window-l and -2 are due ta the convention

adopted in the present analysis (see the text).

adopted in the present analysis. Therefore, the reaction plane resolutions determined

by Window-3 and -4 are defined to be positive and those determined by Window-l

and -2 (in the backward (pseudo)rapidity hernisphere) become negative. Errors in

the plot include the systematic one and the statistical one. The systematic error is

based on the estimation of (sinCtP~i) - t/J~j»)).

6.5.4 Combining two 'T}-windows

Since the reaction plane resolution of each window has been understood, one might

consider to combine these results in arder ta achieve a better estimation orthe reaction
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Figure 6.10: Reaction plane resolution correction function for Vt of the combined 77-window.

(a) shows the :'( values calculated by Eq. (6.25) from Fig. 6.9 for the combinedT]-window,

Window-3 and Window-4. (b) shows the deduced resolution for VI of the combined '1­

window as a function of centrality. As a comparison, the resolution of Window-4 from

Fig. 6.9 is replotted.
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plane. PCAL can absorb nearly all the energy of an incident particle. In contrast,

TCAL only absorbs part of incident partide energy due to its limited absorption

length. The different responses of the two calorimeters makes the combination of them

as a whole unit rather complicated. AIso, from our operation experience of PCAL,

Window-2 is comparatively unstable. Therefore, in this section, we will discuss only

how to estimate the reaction plane resolution of the combination of the results for

Window-3 and Window-4.

For estimating the reaction plane resolution of the combined 77-window, so-called

"weighted angles" method based on the maximum likelihood technique has been •
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suggested in reference [105]. Here we propose a much simpler strategy which is based

on the techniques that we have developed in previous sections of this chapter. First,

we use Eq. (6.25) or Fig. 6.5 to find out the value of the corresponding X for each

known (cos( 1P~i) -~Jn)) of each Window-i (i = 3,4); then we construct the X values

for the combinedT]-window; and final1y, we use Eq. (6.25) or Fig. 6.5 again to obtain

the resolutions of the eombined 1J-window.

Let '8 construet the value of X for the combined window as

:'(3 + X4JX
.\combined = v'T+"'X (6.45)

•

•

where \i (i =:3,4) is the value of vVindow-i and À is the weighting factor. Since '( is

the ratio of the average flow by fluctuations: X =Qlu where

is the averaged flow and

the magnitude of fini te multiplicity fluctuations. Both Q and (72 are proportional to

the average transverse energy deposited in the 1J-window. We can therefore deduce

that À can be chosen as the ratio of the multiplicities in the two 17-windows (À ­

(lvl.. )1(1'vI3 )) or À = (ET )..1(ETh·
For simplicity, assuming that the particle distribution in the center-of-mass frame

is isotropie, the value of À can be estimated ta be the ratio of the solid angles of

Window-3 and Window-4.

\ (SolîdAngle)Window-4 21r(cos7° - cos 37°)
1\ ~ = ~ 0.5

(SolidAngle)Window-3 21t'(cos 37° - cos 67°)

where the angular values for cosine are taken from Table. 6.1.

Fig. 6.10 shows the deduced reaction plane resolution function of the combined

window for the directed flow analysis. The resolution has been slightly improved
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Figure 6.11: Reaction plane resolution correction function for V2 of the combined window.

compared to that of any single window. The worse values at PCAL ET <150 GeV

is due to our approximation of using a centrality-independent weight. In peripheral

collisions, the ET distribution deviates from a symmetric one and the weighting factor

;\ should be different from that for central events. The ET distribution measured by

the combined window is used to determine the reaction plane for the flow analysis

presented in Chapter 7 and the values given by Fig. 6.10 will he used as the correction

function for directed flow results (vd.

A similar approach can he used to evaluate the correction factor for the second

component. Fig. 6.11 shows the resolution for the elliptic flow analysis deduced by

Eq. (6.25) with the X values obtained above. Data points with peAL ET < 100GeV

have not heen conducted in the analysis because of their large errors. •
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Chapter 7

Directed Flow of Identified

Particles

In this chapter, we will study the azimuthal anisotropy of partide production relative

to the reaction plane, as a function of partic1e rapidity, particle transverse momentum

and collision centrality. We will use the Fourier decomposition technique discussed

in Section 6.4 of Chapter 6 as the basic analysis too1. The Fourier coefficients, which

represent different components of the azimuthal anisotropy, are to a large extent

independent of the complications from the experimental systematics such as the un­

certainties in spectrometer efficiency and acceptance. More importantly, in this way,

we can easily unfold the effect of the finite resolution of the reaction plane from the co­

efficients. This analysis strategy simplifies the problems in data analysis and provides

a direct and convenient way of comparing experimental data to model calculations.

AIso, since there is no overlap between the geometric coverages of the calorimeters

and the spectronleter, the results are automatically free from complications due ta

auto-correlations.

The contents of this chapter are arranged as follows. We will first present the

117
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results for protons and deuterons. Due to the strong flow signaIs carried hy these two

particle species, they are ideal ta be used to understand the flow systematics. We

wiU use a simple transverse moving thermal source model combined with the trans­

verse expansion thermal model ta decouple radial and directed flow. We will use this

method to try to understand the influence of coalescence and fragmentation in the

deuteron flow. Then we will present the results for charged pions which are the typi­

cal thermalized particle species. We will present results for charged kaon flow, which

largely refiects the non-equilihrium aspect of the collision system. Finally, we will

present the first observation of the strong ~'antiflow " of antiprotons. A detailed com­

parison of the experimental results with the predictions from the theoretical RQMD

models will be given 1. Discussions will he focused on the results of the first Fourier

coefficient (directed flow). Results of the second Fourier coefficient (elliptic flow) will

be discussed briefiy whenever applicable. Part of a study on elliptic flow can he round

in Ref. [106].

7.1 Directed Flow of Protons and Deuterons

7.1.1 Directed flow of protons

Protons are one of the most copious particle species produced in heavy-ion collisions

at the AGS; protons are stable and less affected by effects such as absorption; aIso,

protons carry large flow signal and suffer less from thermal disturbance because of

their relatively heavy mass. Therefore, directed flow of protons is a clean probe and

is the best candidate for the study of the basic hydrodynamic aspect of flow in heavy

ion collisions.

Fig. 7.1 shows the transverse momentum dependence of the first moment ('Vt(pt})

1See Section 7.1.3 in this chapter for a brier description of the RQMD model.

•

•



• 7.1. DIRECTED FLOW OF PROTONS AND DEUTERONS 119

•

•

of the proton azimuthal distributions with respect to the reaction plane for different

particle rapidities (ranging from y = 2.0 ta y = 3.4) and centralities of the collision.

The results are presented for four centrality regions in accordance with PCAL ET:

150 < ET < 200GeV, 200 < ET < 230GeV, 230 < ET < 270GeV and ET >

270Ge \/. corresponding ta the values of (jtop/ (jgeo ~23-13%, 13-9%, 9-4% and <

4% (see Section 4.:L~ in Chapter 4) respectively. These results are corrected far

the reactian plane resolution. The missing data near Pt = 0 is due to the lack of

acceptance of the spectrometer in the 1995 configuration. The results are consistent

with those obtained from 1993's and 1994's data(71, 94] except for a less than 10%

systematic difference due to the reevaluation of the reaction plane resolution (see

Chapter 6).

The errors on data shown in Fig. ï.1 are statistical only. The systematic errors

come mainly from the uncertainty in the reaction plane resolution (less than 10% for

V1, see Section 6.5 in Chapter 6) and the uncertainty in the occupancy correction.

The uncertainty in the occupancy correction for two close-tracks is less than 10% fOl'

Vt (see Section 5.3 in Chapter 5). The occupancy correction due to fragments from

the collision is difficult to estimate. However, since these fragments move along the

beam they only affect the Pt ~ 0 region near beam rapidity.

One observes that the emission of protons is strongly correlated with the orienta­

tion of the reactian plane. This correlation is observed ta diminish at mid-rapidities

and ta be mast significant at higher rapidities. Vt grows with increasing Pt and tends

ta saturate at highest Pt. The nearly linear dependence of Vt on Pt suggests ta us a

simple picture of a thermalized source moving in the transverse direction (or sideward

maving thermal source) as is described below.

Considering the motion in the transverse plane of a source thermalized with a

temperature T, localized at a rapidity y. and moving with a transverse velocity f3r
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Figure 7.1: The dependence of Vt (Pt) for protons. Vt (Pt) is plotted for different particle

rapidities and collision centralities. Each row represents a rapidity range (e.g., 2 < y < 2.2)

while each column represents a centrality region (e.g., 150 < ET < 200GeV). The values

of VI (pd are corrected for the reaction plane resolution. The curves are the results of the

fits using the function given by Eq. (7.5). The size for each Pt bin is 20 MeVle. •
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(along the x direction), the emission of particles from such a source is described by

(7.1 )

(7.2)

where E· is the particle's energy in the rest frame of the source. E· is given by

with È =mt cosh(y - y.) which is the energy evaluated in the frame moving longi­

tudinally along with the source. The value of VI due to the moving source is given

by[33]
f 1(ç) - (ç fo(ç) - f 1(ç)]T / È

Vi = fo(ç) - çfd(,)T / È

where ç = Pt!3xTr/T, "Yr = 1/JI -{3;, fo((,) and f 1(ç) are the modified Bessel func­

tions. For heavy particles such as protons and deuterons. since mt » T. {Jx is

expected to be small and 'VI does not depend on the generally unknown value of y.,

Eq. (7.2) is approximated for relatively small Pt to a quasi-linear function of Pt:
•

(7.3)

The slope of the Pt dependence of VI depends on two parameters: the sideward velocity

{Jx and the temperature of the moving thermal source.

The production of particles in heavy-ion collisions at the AGS and SPS is observed

ta he different from that expected from a pure thermal model[41]: the thermal source

aiso expands radially in the transverse plane. This transverse expansion (radial fiow),

which is most violent at mid-rapidity and vanishes at heam rapidity, pushes particles

towards higher Pt, resuiting in an "effective temperature" TB (or inverse slope param­

eter) extracted from the measured Pt spectra larger than the thermal temperature T.

TB is determined by the thermal energy as weil as the collective energy of the particle.

AIso, as a consequence of the radial fiow, the ohserved value of VI which is given by •
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(Px) / (Pt) would be smaller for a thermal source having bath a radial expansion and a

sideward movement, than that for a thermal source having only the sideward motion.

Base 00 the sideward moving thermal source model, Voloshin[107] added a radial

expansion componeot (velocity /3t) to this model and studied the interplay betweeo

the radial flow and directed flow. In the non-relativistic limit, VI is expressed as a

function of {3x, /:it and T as(107}

v ( ) = Pt{3x (1 _m{3t Il(Ç/)) .
l Pt 2T Pt lo(Ç')

(ï.4 )

•

where ç' = J3tpt/T and m is the mass of the particle. VI generaUy reflects the interplay

between sideward motion and radial expansion. One prediction of this model is that

Ul could become negative at very low Pt for strong radial expansion.

The thermal source model with a sideward motion and radial expansion (for sim­

plicity, we caU this model the modified sidewardmoving the'rmal source model from

now on) in the transverse plane provides us a way ta decouple the effects of directed

flow from those of radial flow. However, the values of (lx, I3t and T obtained from

data using Eq. (7.4) have large uncertainties due to the strong coupling between the

three parameters.

Eq.(ïA) can be approxirnated for relatively small Pt and /3t by:

(7.5)

•

where Èt = m{3;/2 is the transverse expansion kinetic energy, eB = Ptf3x/TB and TB =

T +Èt is the ~~effective temperature" or the inverse slope parameter of the particle Pt

spectra. It should be pointed out that the approximation given by Eq. (7.5) breaks

down at very low Pt 2 and for relatively large Èt (compared to T). It is interesting

to notice that, even the magnitude of VI is reduced because of the increase of the

2The particle production spectra at very low Pt exhibits a shoulder arm shape and can not he

approximated by a Boltzmann-like shape with TB .
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'"effective temperature" TB due to radial expansion, the quasi-linear Pt dependence of

'Vt is retained. Eq. (7.5) provides us a simple and direct way ta extract the sideward

motion parameter ({3x ) from the Pt behavior of Vl. On the other hand, with the prior

knowledge (or assumption) of I3x, we can extract the "effective temperature" from

the same measurement. This point will be discussed in the study of the directed flow

of deuterons.

The fulllines in Fig. 7.1 are the fits using the function given by Eq. (7.5). Fig. 7.2

shows the results of the fitted 13x/TB for different centralities as a function of rapid­

ity. f3x/TB is smaU close to mid-rapidity, then rises almost linearly with increasing

rapidity. The centrality dependence of 13x/TB is most significant in the rapidity range

y = 2.6 - 3.0.

Fig. 7.3 shows the extracted values of Px of the proton moving source from Fig. 7.2

for different collision centralities as a function of rapidity. The inverse slope param­

eters TB from Table A.4 of Ref. [64] are used in evaluating the values of J3x from

the measured J3x/TB ratio shawn in Fig. 7.2. In the fitting, the same value of TB

is applied to aU the four centrality regions for each rapidity bin since the centrality

dependence of TB for protons is negligible over the centrality range of interest[64].

One observes that, Px is small close ta mid-rapidity, then rises almost linearly with

increasing rapidity and reaches its maximum value around beam rapidity. The value

of I3x also becomes smaller for increasing collision centrality. The maximum source

transverse velocity is about 10% of the speed of light.

With the help of this simple modified sideward moving thermal source model, we

can better understand the systematic behavior of Vl for protons. The slope of the

Pt dependence of Vl actually refiects the competition between the sideward motion

(j3x ) and the transverse expansion (Pt) of the source. For the Au+Au central collision

at the AGS, the transverse expansion velocity {3t reaches its maximum value (.....50%

of the speed of iight) at mid-rapidity (y ..... 1.6) and vanishes at beam rapidity (y .....

•

•
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•

•

3.2)[41}. The general feature of Fig. 7.1 can be understood as follows: close to mid­

rapidity, the slope of VI (Pt) tends to vanish because of the smallness of Px and the

strong suppression from the dominant transverse expansion; away from mid-rapidity,

VI increases because of the the increase in the sideward motion and the decrease in the

suppression from radial expansion; at beam rapidity, Vl reaches its ma.ximum value

due to the maximum sideward motion and the disappearance of transverse expansion.

Looking more dosely at the fits in Fig. 7.1, one notices that the fits deviate

slightly from the data at [OW Pt (approximately Pt < 004 GeV je). One observes first

that VI goes negative at Pt < 0.3 GeV je for rapidity y < 2.8. One sees also that the

difference between the fits and the data is most signifieant in semi-central collisions

(ET < 230 GeV) around beam rapidity. The first effect could be an indication of

the influence from radial expansion as suggested by Voloshin[107} since this influence

maximizes close to rnid-rapidity; the second effect might be due to the shadowing

from spectators, which sit close to the beam rapidity region where the influence of

radial expansion becomes minimal. The interplay between these two effects combined

with the radial expansion and sideward movement of the thermal source determines

the behavior of Vl at low Pt.

7.1.2 Directed flow of deuterons

As is pointed out in the study of the proton directed flow, the measured Vl is actually

sensitive to the interplay between the sideward motion and radial expansion in the

transverse plane. In this section, we will apply the modified sideward rnoving thermal

source model developed in the previous section to study the directed flow of deuterons.

Shown in Fig. 7.4 is the transverse momentum dependence of Vi of the deuteron

azimuthal distributions relative to the reaction plane for different rapidities and cen­

tralities. The missing data near Pt = 0 is because of lack of acceptance in the spec-
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Figure 7.4: The Pt dependence of Vl for deuterons. For comparison, the results of Vl (pd

for protons from Fig. 7.1 (after rebinning) are shown by empty cîrcles. Both results are

correeted for the reaction plane resolution. The curves superimposed on deuteron data are

fits using the function given by Eq. (7.5). The size of each Pt bin is 60 MeVle. •
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trometer. In the particle identification of deuterons, the main source of background

is the admixture corning from protons on the left side of deuteron squared-mass dis­

tribution (see Fig. 5.4) in the momentum range 12""16 GeV/c. The deuterons falling

into this contamination region are removed by requiring that an identified deuteron

must NOT be within the 20'm2 range of the proton squared-mass distribution.

One observes that the Pt dependence of VI of deuterons is similar to that of

protons. Moreover, the value of VI is systematically larger than that of protons.

The centrality dependence of VI is somewhat different from that for protons: while

at rapidity y < 2.8, VI decreases with increasing centrality, VI does not show such

dependence at beam rapidity. In summary, the relative difference in VI between

protons and deuterons depends on rapidity and centrality: at rapidity y < 2.4, no

significant difference is observed; at rapidity y > 2.8, the difference increases with

the increase in centrality.

The smooth curves shown in Fig. 7.4 are fits using the function (Eq. (7.5)) pre­

dicted for a deuteron moving thermal source model. Fig. 7.5 shows the fitted results

for i3x/TB for different centralities as a function of rapidity. The rapidity dependence

of the Px/TB ratio for deuterons shows a similar dependence to that for protons (see

Fig. 7.2). The maximum value of 13x/TB for deuterons is nearly twice that of protons.

However, the centrality dependence of the t3x/TB ratio is quite different from that of

protons.

Fig. 7.6 shows the ratio between the 13x/TB value of protons and that of deuterons

as a function of rapidity. The centrality and rapidity dependence of this ratio is rather

complex: in particular, the centrality dependence at rapidity y = 2.3 is completely

reversed compared to that at rapidity y > 2.5.

It has been shown that the production of protons (neutrons) is weIl described by a

thermal model with an expansion in the transverse direction for central collisions[41].

Assuming the production of deuterons are due ta the simple coalescence of nucleons

•

•
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Table 7.1: Transverse velocity !Jr of a deuteron moving thermal source. The values of t3r

for deuterons extracted by using the modified moving thermal source model in the rapidity

range 3.0 < y < 3.2 are shown in the second row. The values of Ta are from Rer. [109]. For

comparison, the values of Ta and the extracted Pr in the same rapidity range are shown

in the third and fourth row. Values within brackets represent errors due ta statistical

uncertainties. Additional 10...... 15% systematic uncertainty applies ta both the I3r values of

protons and deuterons.

Centrality( ET) 150-200CeV 200-230GeV 230-270GeV > 270GeV

TB ( ~[eV)(deuteron) 80(3) 80(3) GO(2) 50(3)

,Br(deuteron) 0.099(0.003) 0.112(0.005) 0.090(0.005) 0.086(0.007)

TB( ~IeV)(proton) 102(2) 102(2) 102(2) 102(2)

8r (proton) 0.099(0.002) 0.095(0.002) 0.092(0.002) 0.071(0.002)

at freeze-out, it can be argued that the deuteron source would have the same sideward

velocity Px and the same transverse expansion velocity ,dt as those of nucleons. Con­

sequently (Pr/TB)d/(Pr/TB)p cao be simplified to (TB)d/(TB)p which can be further

approximated by (Ta + mpp;/2)/(Ta + mdPl/2). This approximation predicts, that

the ratio would drop to less than unity at mid-rapidity (""0.6 if one assumes Pt :: 0.5

with Ta = 140~leV) and would reach unity at beam rapidity (where Pt :: 0). [n that

case, similar values of 'Ul would be observed at beam rapidity. This is contrary to

what is observed in Fig. 7.6 or Fig. 7.4.

Since directed fiow basically refiects the non-equilibrium aspect of the collision

system and deuterons would he subject to the same collective potential as protons, we

would argue that the sideward velocity of deuterons would not be very much different

from that of protons. If true, we would expect that the complex dependence shown in

Fig. 7.6 is due to the complicated non-equilibrium effects which are refiected at least
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partly in the behavior of the inverse slope TB of the particle spectra. The behavior

of TB has been round to be complicated both in theoretical[108] and experimental

studies[109).

Table 7.1 shows the extracted f3x at beam rapidity (3.0 < y < 3.2), using the

modified sideward moving thermal source model with the '4effective temperature"

TB measured by the E877 experiment[109]. The measured TB for deuterons have a

significant dependence on the collision centrality. This implies that non-equilibrium

production of deuterons is important. In contrast, such effect is negligible in the

proton production[64). ~lost interestingly, in this analysis, deuterons show the same

transverse velocity as that of protons.

7.1.3 Comparison with RQMD model

The relativistic quantum molecular dynamics (RQ~ID)[113] is a semiclassical trans­

port theoretical approach to study the space-time evolution of heavy ion collisions

at ultra-relativistic energies. It combines the classical propagation of particles with

excitation of hadrons into resonances and strings. Secondaries (emerging from the

decaying resonances and strings) undergo subsequent interactions, both with each

other and with the ingoing baryons. This model predicts the production of a broad

range of single particles (from nucleons to antibaryon and antihyperons) in heavy-ion

collisions and has been successful in descrihing experimental single particle data[64].

The RQMD event generator running in a pure "hinary collision" fashion is the so­

called cascade mode[l14]. The so-called mean-field mode[53] takes ioto account mean­

field effects by simulating the nucleon-nucleon potential. Results of particle directed

fiow predicted by both RQMD event generators (Version 2.3) will he compared to the

experimental data in this section (protons and deuterons) and the fol1owing sections

(pions, kaons and antiprotons). In this analysis, the total numberof generated RQMD

•

•
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Figure 7.7: Comparison of the measured VI for protons with those predicted by RQMD 2.3

mean-field mode. The experimental measurements and model predictions are represented

by solid and empty circles respectively.
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Figure 7.8: Comparison of the measured VI for protons with those predicted by RQMD

2.3 cascade mode. The experimental measurements and model predictions are represented

by soUd and emptY circIes respectively.
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Figure 7.9: Comparison of the measured V2 for protons with those predicted by RQMD 2.3

mean-field mode. The experimental measurements and model predictions are represented

by solid and ernpty circles respectively.



134

-. 0.15

~
f"l

;:. 0

CHAPTER 7. DIRECTED FLOW OF IDENTIFIED PARTICLES

• E877 Data(1995) 0 RQMD2.3(cascade)
150<Er<200GeV 200<Er <230GeV 230<Er <270GeV Er >270GeV

Proton 2<y<2.2

.~o~"~. ... f*'Wl#":.9l'lj9
It+... ....~o~~~L.. t~"'''''''!I/i\~l ..

•

-0.15 I--'--"----'----'--"""""'""--l.-..o----'-+..........--'"""""""'-.o-.L.---'--...o..+-i~~..o.._.....__'_""""'__~--."""---'--...l.-............_,

2.2<y<2.4

O~+:!~C'!·"~?····\~~p~?ltL'f~:/VWi. .J~9?~.

•

o 1 o 1 o 1 o J

Pt (GeV/c)

Figure 7.10: Comparison of the measured V2 for protons with those predicted by RQMD

2.3 cascade mode. The experimental measurements and model predictions are represented

by solid and empty circles respectively.
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events is ""J20,OOO events for the mean-field mode and ""J43,OOO for the cascade mode.

For aIl the model comparisons presented in this thesis, the RQMD events are subject

to the same event selection criteria as that is applied ta experimental data.

Fig. 7. ï shows the comparison of the measured values of VI for protons with those

predicted by RQMD in the mean-field mode. At rapidity y < 2.6, the agreement

between experimental data and model calculations is good. However, starting al

rapidity y > 2.6, the deviation of model calculations from experimental data becomes

significant: while for Pt < 0.6 GeV/ c the model over-predicts 'VI, it under-predicts

VI at larger value of Pt. The model also predicts a faster saturation of VI in the

projectile rapidity region (2.6 < y < 3.2). One can also notice that the deviation

at Pt < 0.5 l"oJ 0.6 GeVIc depends on the rapidity and centrality, and this deviation

is most significant at beam rapidity for the semi-central collisions (150 < ET < 200

GeV). This interesting deviation may imply that the influence from spectators is not

properly accounted for in the RQNID prescription 3.

Fig. 7.8 shows the comparison of the measured values of VI for protons with those

predicted by RQMD in the cascade mode. The model under-predicts the proton flow

by nearly a factor of 2 for rapidity y > 2.2 in aU centrality regions. At low Pt araund

beam rapidity, a similar behavior ta that shawn in Fig. 7.7 is also observed.

Fig. 7.9 and Fig. 7.10 show the comparison of the measured values of the second

cornponent V2 for protons with those predicted by RQ~ID in the mean-field mode

and in the cascade mode respectively. Bath models repraduce most of the features

observed in the data, however, they both over-predict V2 in the beam rapidity region.

This aver-prediction is most significantly observed in the mid-centrality region. It

should he pointed out, that, in general case, the value of V2 is not equivalent ta the

actual ellipticity of the particle distribution both experimentally and in the mode!.

3In the RQMD calculated events, spectator protons are excluded since they are not involved in

any interaction with the collision zone.
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Figure 7.11: The Pt dependence of VI for deuterons and protons predicted by

RQl\ID+coalescence model. The centrality corresponds to the region of 150 < ET < 200

GeV. The figure is taken from ReL [110].

•Similar to the case of VI, U2 also contains the coupling contribution from radial flow

as well as that from directed flow. This is discussed in more details in Ref. [106].

Fig. 7.11 shows the results of vdp') for deuterons and protons calculated using

the coalescence model[108] combined with the RQMD (version 2.3 in the mean-field

mode) event generator. This coalescence model includes volume effects byexplicitly

requiring the coalescing nucleons be close bath in the momentum and in the config­

uration space. The model reproduces most of the features observed in the deuteron

data (see Fig. 7.4). However, discrepancy between model calculations and experimen­

tal data is evident: similar to what is observed for protons, the model predicts for

deuterons a faster saturation of VI in the beam rapidity region than what is observed

in the data; at rapidity 2.4 < y < 2.6, the model predicts almost no difference in VI

for protons and deuterons whereas this difference is significant in the data; at rapidity

y > 2.8, the model over-predicts the 'VI difference between protons and deuterons. •
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However, effects such as projectile fragmentation might be important to the produc­

tion of deuterons particularly in the projectile rapidity region. Such contamination

is not considered in RQl\'ID.

7.2 Directed flow of Charged Pions

Fig. 7.12 and Fig. 7.13 show the comparison of the measured values of VL(Pt) for

positive pions (1r+) with those predicted by RQMD in the mean-field and the cascade

mode respectively. The missing data at low Pt is because of lack of acceptance in

the spectrometer for the 1995 configuration. One observes thatvt is negative at low

Pt and gradually rises to positive at high Pt. The RQMD model in the mean-field

mode reproduces well the data while in the cascade mode the model over-predicts

the magnitude of Vt at rapidity y < 3.6.

Fig. 7.14 and Fig. 7.15 show the results for negative pions. The Pt dependence of

the Vt data for rr- is similar to that for rr+. Although the predictions by the mean­

field mode shows a good agreement with the data at rapidity y < 3.6~ the model fails

ta reproduce the data at y > :3.6. In the cascade mode, the discrepancy between the

model predictions and the data is similar to that observed for 71"+.

~Iore details are revealed from the comparison in the Pt dependence of the mea­

sured VL for bath species of pions (see Fig. 7.16). One observes that at approximately

Pt < 0.3 GeV je, 11"+ exhibits a more negative Vt than rr- whereas at approximately

Pt > 0.3 CeV je, the difference in VI between these two pion species disappears. [n

both cases, Vi gradually rises to positive values at highest Pt. Looking more closely

at the very low Pt for rr- 4, one can notice that Vi becomes positive near Pt = 0 5.

4In the 1995 experimental configuration, the E877 spectrometer nas the acceptance caverage at

Pt =0 for negative charged particles.
SVL should be zero at Pt =0 just because of the continuity of the spectra. A more detailed plot
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Figure 7.12: Comparison of the measured Vt for positive pions with those predicted by

RQMD 2.3 mean-field mode. The experimental measurements and model predictions are

represented by solid and empty circles respectively.
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Figure 7.13: Comparison of the measured Ul for positive pions with those predicted by

RQ~ID 2.3 cascade mode. The experimental measurements and model predictions are

represented by solid and empty circles respectively.
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Figure 7.14: Comparison of the measuredul for negative pions with those predicted by

RQMD 2.3 mean-field mode. The experimental measurements and model predictions are
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Figure 7.15: Comparison of the measured VI for negative pions with those predicted by

RQl\JID 2.3 cascade mode. The experimental measurements and model predictions are

represented by solid and empty circles respectively.

•



142 CHAPTER 7. DIRECTED FLOW OF IDENTIFIED PARTICLES •
2.8<y<.3.2

ET>270GeV

•••

• 1T;'

230<Er <270GeV

o n+

200 < Er<230GeV150<ET<200GeV

.0.2

••o .' ~ ~... ..•••~···ô······~~·~·
... ~. CI.!.:!8 ~tb/J".(QCIt

..(J.I rPtAJ CI ~~e- ero dJ
o

-0.2

-~ 0.1-:::.

o 0.5 0 0.5 0 0.5 0 0.5

Pl (GeV/c)

Figure ï.l6: Comparison of the Pt dependence of the measured Vl between positive and

negative pions. The values of Vl for tr- and 1r+ are represented by solid and empty cirdes

respectively.

This effect is observed ta be more significant for less central collisions.

Pions are primarily created either in the inelastic nucleus-nucleus collisions (lVN ~

LV NTi) or emitted from decaying baryon resonances (lV·, ~, A, etc )[118). Pions cre­

ated in iViV collisions would be expected ta be isotropic, and the emission from

baryon resonance decays would create a positive Vl for pions as resonances should

retain a signature from the flow of nucleons{115]. Once pions are created, they can

either escape, scatter, or be absorbed. In a high density baryonic environment, a

created pion has a large probability ta he ahsorbed due to its large absorption and

rescattering cross section (its mean free path is about 5 fm at normal nuclear den­

sity or shouid he smaller at higher densities). Reabsorption, and more importantly

rescattering[115, 117], off the "coId" spectator nucleons will reduce the pion flux in

the directions of the spectators, and consequently tend to create a negative VI for

pions (the so-called shadowing effect).

in Ref. [33} shows that point.

•

•
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The observed feature of the Pt dependence of Vi for both pions actually refiects

the competition between the collective flow of baryon resonances and the shadowing

of spectators. The low Pt pions which on average stay longer in the collision zone,

have a greater chance to be rescattered or reabsorhed, and as a result, they exhibit an

anticorrelation (negative vd to the directed flow of nucleons due to the dominance

of the shadowing effect; as Pt increases, the portion of secondary pions (from the

baryon resonance) escaped from the collision zone will increase and consequently, Vi

will rise and eventually display their intrinsic directed flow characteristics inherited

from nucleons at highest Pt. While it does not reproduces the detailed behavior, this

negative to positive behavior is in fact reproduced by RQMD. At very low Pt, the

difference in 'Vi between the two pion species might also he due to Coulomb effect

and to the more important role of ~ and A decays in rr-. The ohserved positive Vi

of rr- at near Pt = 0 is probahly due to attractive Coulomb interactions for rr-.

7.3 Directed Flow of Charged Kaons

The production of charged kaons (K+ and K-) 6 in heavy-ion collisions is of par­

ticular interest since the strangeness enhancement in heavy-ion collisions has been

predicted to he a signature of the QGP formation[119]. The heavy strange s (and

antistrange 8) quarks do not exist prior to the collisions. At the AGS, the probability

for the annihilation of a produced S8 pair is small since the abundance of strange

and antistrange quarks is low (the ratio of the number of produced kaons ta that of

nucleons or pions is less than 0.1[40]). Most of the kaons and antikaons survive in the

hot and dense hadronic reaction zone until they disappear by weak decays. Studyof

the production of kaons is expected ta bring us useful information about the earlier

6K- (KO) is also commonJy called an antikaon since it is the charge conjugate of the kaon K+

(KO).
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stages of the collision, and therefore help us to get a better understanding of the

behavior of the strongly-interacting, highly-excited and dense matter[121].

The study of the directed flow of kaons is important to understand the properties

of kaons in the dense nuclear nledium. Theoretical studies with RQMD[132] and

ARC(133] showed that the directed flow of 1<- in heavy-ion ("ol1isions is prerlicted ta

exhibit ··antiflow'~ due to the rescattering and absorption of the kaons in the dense

nuclear matter. At lower energies «2 AGeV), it is predicted, that in the dense nu­

clear medium ('-2 times po, the density of the normal nuclear matter), an in-medium

kaon-nucleon potential[122, 123], which is weakly repulsive for kaons and strongly at­

tractive for antikaons, results in an increased effective mass for kaons and equivalently

reduced mass for antikaons[126]. The recent observation of the disappearance of h:+

directed flow in Ni+Ni collisions at 1.93 AGeV[127] and an enhanced elliptic emission

of the same particle species in Au+Au collisions at 1 AGeV[128] were interpreted as

indication for in-medium modifications of kaon properties. For Au+Au collisions at

11.5 AGeV, the energy density achieved is much higher ("'-1 5pa or higher) and the

influence of kaon potential on the kaon (antikaon) directed flow could become more

important due ta a much stronger rescattering and absorption in the much denser

nuclear medium. A study of the difference between the directed flow of [{+ and that

of K- would provide important information for the understanding of the influence

from K IV potentials, absorption and rescattering.

The directed flow of K+ has been previously studied by the E877 using the data

obtained during the 1994 running period[71]. Study of K- flow has also been at­

tempted in that analysis. Unfortunately, limited by the statistics, it is difficult to

draw a definite conclusion from the comparison hetween both kaon species. In this

section, the directed flow of K+ and K- will he re-investigated with the 1995 data

set, which has nearly 4 times more statistics and better particle identification.

•

•
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Experimental study of the directed flow of particles requires good particle identifica­

tion. Unlike protons or pions which are basically free of background, kaons suffer se­

riously from background contamination because of their low yields. A previous work

uH [{+ production spectra using 1993'5 data[64] carcfully studicd the background

sources and found out that the so-called low mt structure claimed by previous anal­

yses \Vas simply due to the improper handling of the backgrounds. Directed flow

observables are more sensitive to background contamination: even a small amount of

background contamination could, for example, reverse the sign of the observed Vt.

The track confirmation using VTX measurement information is important to re­

duce the background in the identification of K+ and l{-. Fig. 7.17 show a contour

plot of the squared-mass distributions for K+ and K- with and without VTX con­

firmation. One notices that even though the ridges corresponding to bath kaons

(m2 -0.24 GeV2jc4
) are visible in the distributions with no VTX confirmation, the

background contamination is qui te significant for both kaon species over a large mo­

mentum range. With the track confirmation (within ±2.5(jdx) at the VTXB, the

backgrounds are reduced significantly particularly in the low momentum range.

Shown in Fig. 7.18 is a study of the background in the selection of positive kaons

as a function of momentum. A track confirmation (within ±2.5CTdx) at the VTXB is

applied. One notices that the background contamination for K+ is negligible until

momentumgets higher than 2 GeV jc. The background consists of two major sources:

the contamination from positive pions and the 04false" tracks. The contribution from

1r+ contamination (extending tail from the 1r+ Gaussian distribution) is represented

by an an exponential curve (see Fig. 7.18). The 7f'+ contamination is negligible until

p > 3.0 GeV je. The ~false" tracks originate from the failure of the tracking system

and their contribution is approximated by a linear function in the squared-mass
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Table 7.2: Background contamination in the selection of positive kaons. The second row

represents the contribution from rr+, the third row the contribution from "false" tracks and

the fourth row the total of these two contributions. See text for details.

~Iomentum range (GeVle) 0.5-1 1-1.5 1.5-2 'J_? ~ 2.5-3 3-3.5 3.5-4__.a

1r+ background(%) "JO "JO "JO < 1 <2 <5 < 10

"false~! tracks(%) < 15 <5 <5 <8 < 15 < 20 < 30

Total background(%) < 15 <5 <5 < 10 < 15 < 25 < 40

Table 7.3: Background contamination in the selection of negative kaons. The second row

represents the contribution from rr-, the third row the contribution from "faise" tracks and

the fourth row the total of these two contributions. See text for details.

Momentum range (GeV Ic) 0.5-1 1-1.5 1.5-2 2-2.5 2.5-3 3-3.5 :3.5-4

iT- background(%) "JO "JO "JO "JO < 1 <3 < 30

"false~' tracks(%) "JO "JO <4 <6 < 10 < 15 < 20

Total background(%) < 20 < 10 <4 <6 < 10 < 20 < .50

spectrum (straight lines in Fig. 7.18). At p > 4 GeV je, the background exceeds the

kaon peak.

Fig. 7.19 shows a similar background study in selecting h'-. As for K+, the

same confirmation at the VTXB is applied. The background mainly consists of the

contamination from 1l"- whereas the contamination from "faIse" tracks is small. The

background contribution in selecting K+ and K- for different momentum ranges are

summarized in Table 7.2 and Table 7.3 respectively. The background contribution is

calculated by comparing the area of each background falling within ±2Um 2 window

about the center of each extracted Gaussian with that of the Gaussian in the same

region. Kaons are selected with the criteria: Im2-m}1 < 2.0Um2. The mass resolution

•

•
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•

•

of kaon peak is given in Fig. 5.5. To select clean kaons for the flow study, we apply

a maximum momentum cut of 3.5 GeVIc for both kaons.

From Table 7.2 and Table 7.3, one notices that, at momentum less than 3.0

GeVle, the contamination from pions is small for both kaons and the "false tracks"

are the major source of the background. The azimuthal behavior of the "false tracks"

is difficult to study. Basically, most of the "false tracks" are the tracks of those

particles with incomplete or very poor tracking information. Therefore, we expect

that "'faise tracks" mainly consist of incorrectly or poorly identified pions and kaons

i. We estimate that the systematic error on average for the directed flow results of

bath kaons is about 10% of the values of the pion directed flow results by assuming

that 50% of the "faise tracks" are from incorrectly or poorly identified pions.

7.3.2 Kaon directed flow

The experimental analysis of the directed flow of kaons is limited by the statistics

available in the data. The analysis strategy employed in this section is to study

the average directed flow signal VI over a large acceptance region (e.g., the forward

rapidity region) first. Then we will attempt ta study the Pt dependence of Vt as a

function of rapidity and centrality using the Fourier analysis method as done in the

previous sections. Though the average flow signal VI obtained over a large acceptance

region usually does not reveal the detailed behavior of Vi and aiso depends on the

specifie acceptance region chosen, it provides important systematic information such

as centrali ty dependence. Since the influence from statistical fluctuations on the flow

signal is minirnized, Vi can be used to understand the systematics. We will also use

this strategy in the study of the directed flow of antiprotons in the next section.

1The contamination from protons for K+ should be negligible at p < 4 GeVle because of the

large separation between the K+ mass peak and proton mass peak. See aIso Fig. 7.17.
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K - with no VTX confirmation

•
DA, , ,

m- (GeV/c-r
0.2o

Figure 7.17: The squared-mass distributions for positive and negative kaons with and

without VTX confirmation. The top two panels show the distributions for [(+ whiIe the

bottom panels show those for J(-. For the distributions with VTX confirmation, a 2.50'dx

confirmation at VTXB is applied. See Section 5.2 in Chapter 5 for the description about

VTX matching. •
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Figure 7.18: Study of the background contribution in the identification of positive kaons

for different momentum ranges. The squared-mass distributions are fitted with a kaon mass

function (Gaussian) and two background funetions (an exponential one and a linear one).

The exponential curves (dotted) represent the contamination from tr+; the straight lines

(dot-dashed) are the estimated contributions from ~alse" tracks.
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are the estimated contributions from 'false" tracks.
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Fig. 7.20 and Fig. 7.21 show the azimuthal angular distributions of K+ (Pt < 0.7

GeV le) and h
r

- (Pt < 0.5 GeVIc) with respect to the reaction plane measured in the

forward rapidity (1.8 < y < 3.0 for K+ and 1.8 < y < 2.8 for K-) for four different

collision eentralities. The acceptance for both kaons in the phase space of rapidity

and Pt is shown in Fig. 5.11 of Chapter 5. In these figures, cP IS the emission angle

of the particle andrpr is the reaction plane angle. AH distributions are normalized

to unity. The azimuthal distributions of both [(+ and h
O

- exhibit clear minima

at cP _~l,. = 0 corresponding ta an anisotropie emission antiparallel to the impact

parameter veetor.

For an emission dominated by directed flow, the azimuthal emission pattern can

be parameterized by

The parameter v~ quantifies the directed flow of particles paraUel (v~ > 0) or an­

tiparallel (v~ < 0) to the impact parameter vector. The value after correction for

the reaetion plane resolution is Vl = v~/(cos ~4», where (cos ~rj;) represents the un­

certainty in the reaction plane as discussed in Chapter 6. The measured azimuthal

distributions of both kaons are fitted with the function giveo in Eq. (7.6). The full

1ines in Fig. 7.20 and Fig. 7.21 are the results of such fits. The values of the fitted

parameter v~ shown in these figures are oot corrected for the reaction plane resolution.

Table 7.4 gives the corrected directed flow parameter Vl. The "antiflow" of both

[(+ and K- display a strong dependence on centrality, being most pronounced in

semi-central collisions (ET < 270 GeV) and almost completely disappearing for cen­

tral collisions. The K- exhibits a somewhat stronger "antiflow" than the h
O

+ in

semi-central collisions.

•
dlV
dtp = l + 2tl~ cos 'P (7.6)

•
Fig. 7.22 and Fig. 7.23 show the Pt dependence of 'Vi obtained from the Fourier

analysis method for K+ and K- respectively. The strong centrality dependence of
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•

•

Table 7.4: Results of directed ftow parameter VI of [(± for different centralities. The values

of VI shown in this table are taken from the results of shawn in Fig. 7.20 and Fig. ï.21,

and are corrected for the reactian plane resolution. The values in the brackets represent

the estimated errors.

PCAL ET(GeV) 150-200 200-230 230-270 >270

VI (K+) -0.027(0.005) -0.029(0.003) -0.025(0.004 ) -0.012(0.003)

VI (h"-) -0.060(0.015) -0.036(0.011)) -0.016(0.007) -0.002(0.006)

the directed flow of both kaons is observed at aIl the rapidities covered by the E877

spectrometer. At rapidity 2.4 < y < 2.8, the flow of 1\- increases towards more

negative values with increasing Pt and possibly reaches its minima at Pt "J 0.3 GeV.

The flow of K+ seems to exhibit a similar trend. This conclusion is quite tentative

due to the limited Pt coverage of the spectrometer. Because of the limited acceptance

caverage and statistics, it is difficult to draw a conclusion regarding the rapidity

dependence of VI for both kaons.

Fig. 7.24 shows the comparison of VI (Pt) between K+ and J\"-. Although the

directed flow for both kaons is almost the same in central collisions (ET> 230 GeV),

it is observed to be much stronger for K- in semi-central collisions.

7.3.3 Comparison with RQMD model

Fig. 7.25 shows the comparisan of vl(pd for K+ between the data and the predictions

of RQMD (bath in the mean-field and cascade mode). At forward rapidity (2 < y <

2.8) and low Pt (Pt < 0.6 GeV), both the data and the RQMD calculations display

very small directed flow for the most centrai collisions. However, the data shows

a significant negative directed Oow in semi-central collisions whereas RQMD in the

mean-field (cascade) mode predicts vanishing (small negative) directed Oow. Similar
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discrepancy is also observed for K- (see Fig. 7.26).

At the AGS, the primordial negative kaons are mainly produced through the

channel N N -4 1(+K- N N and are not expected to exhibit significant directed flow

signature[123]. During the propagation, the primordial kaons undergoes elastic (such

as K- LV ~ /{-N) and inelastic (strange-exchange processes such as [(- iV -+ Arr

and l\'- lV ~ :Err) collisions with baryons. These interactions eventually modify

the distributions of [{- significantly because of the large baryon density reached at

the AGS. In particular, in the projectile (or target) rapidity, the emission of 1\'- is

expected to be strongly affected by the absorption and rescattering with the spectator

nucleons. This probably explains the experimental observation of the strong centrality

dependence of f\P- directed Flow in this rapidity region. The observed strong negative

flow for fiP- implies the important raIe of f\P- absorption and rescattering in the dense

nuclear medium.

At the AGS, positive kaons are mainly from the associate production mode lV lV -4

A/{+ LV. The primordial positive kaons are thus expected to follow more closely the

nucleon flow. However, the final flow pattern of the emitted positive kaons might be

very much different because the produced positive kaons, as the negative kaons, suffer

a lot of rescattering and/or absorption during their propagation in the dense nuclear

matter. The difference of the directed flow between K+ and K- in semi-central

collisions could indicate that /{+ suffers less from absorption and rescattering. It

could aiso be due to the initial flow contribution carried by K+ from nucleons.

It is possible that the actual rescattering and/or absorption might not as be

significant as expected. This rnight be particularly true for K+ since theoretical

studies[125] at lower energies « 2 GeV) indicate that rescattering only explains

part of the effect observed in the experimentaL data at these energies. If 50, sorne

other mechanism might have to be introduced. A possible candidate is the rnean

K N potential suggested by Refs.[122, 123]. The introduction of a strong repulsive

•

•
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h' LV potential for h'+ could produce enough amount of "'antiflow" for K+, however,

such potential would result in a stronger attractive force for K- and thus reduce the

'~antiflow" for h:- by a significant amount. The raIe of the K N potential and the

kaon absorption (and/or rescattering) needs to be further investigated particularly

for the extreme dense nuclear matter achieved at the AGS. The present data may

help in such investigation.

•

As is shawn in Fig. 7.25 and Fig. 7.26, the present RQMD models simply fail ta

reproduce the significant "antiflow" for both kaons in semi-central collisions. Fig. 7.27

shows the average transverse momentum (P.r(Y)) in the reaction plane as a function

of rapidity calculated by RQMD for bath K+ and K-. It is interesting ta notice that

in the forward rapidity region the inclusion of the mean-field potential in RQMD

changes (Pr) of K+ from small negative to positive whereas that potential has little

effects on the directed flow of K-. The change in behavior exhibited by the mean-field

calculation for K+ completely contradicts our directed flow results. •
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7.4 Directed Flow of Antiprotons
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The enhanced production of antiprotons (and other antibaryons) in relativistic heavy­

ion collisions has long been proposed as a possible signature of the phase transition

from the hadronic matter to a quark-gluon plasma[48]. Enhanced production of

dlltipl'ùtùllS (p) nlay also indicate strong, density independent mcan field cffccts[1~91.

The final yield of antiprotons observed by experiments is, however, a result of both the

elementary production in baryon-baryon interactions and the subsequent annihilation

with baryons in the nuclear matter. The enhanced production of antiprotons might

be significantly offset by the strong annihilation of antiprotons in the extreme dense

baryon environment[130] reached at the AGS.

The large annihilation probability of antiprotons with baryons (particularly at

low relative momentum) would result in a considerable distortion in the momentum

distribution of antiprotons. In a non-central heavy-ion collision, nucleons are pref­

erentially emitted along the impact parameter vector. Antiprotons co-moving with

those nucleons would suffer a greater probability of annihilation and rescattering from

them, resulting in an anticorrelation with the nucleon directed flow - the so-called

"antiflow" of antiprotons in nuclear collisions predicted by A. Jahns et. al.(132].

Nleasurement of the directed flow of antiprotons is important to understand the l'ole

of annihilation in dense nuclear matter and would provide new insight into the dense

baryon regions of the collision. Furthermore, measurement of the directed flow of

antiprotons would also shed light on the understanding of anti-quark productions in

dense nuclear matter, such as the ;\'/p ratio recentlyobserved at the AGS and SPS

[134, 135, 136, 137].

Measurement of the directed flow of antiprotons is a difficult task because of the

extremely limited statistics of antiprotons available from the data. In this section,

we will present the experimental study of the directed flow of antiprotons. This work
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is based on the statistics of nearly 60 million Au+Au central events.

7.4.1 Antiproton identification

Fig. 7.28(a) shows the acceptance in phase space covered by the E8ï7 spectrometer for

antiprotons. The E877 spectrometer mainly covers the low Pt region (Pt < 0.5 GeV jc)

at forward rapidities (1.6 < y < 2.5). Ta reduce the background in the identification

of antiprotons, tracks are required to have matching measurements (within 2.5l.Tdx, see

Section .5.2 in Chapter .5) in the two upstream VTX detectors. Tracks are also required

to have complete y-information in both drift chambers. Fig. 7.28(b) shows the mass

distribution of antiprotons (p < 4 GeV jc) when these stringent track selection criteria

are applied. The antiproton (p) mass peak is centered at 932 W'[eV Ic2 and has a

resolution of ""40 N[eV jc2•

Table 7.5: Background contamination in the selection of antiprotons. The second row

represents the contribution from background. The background contribution is calculated

by comparing the area of the background falling within ±1.5CTm :l winclow about the center

of each Gaussian peak.

Il Momentum range (GeVfc)~ 2-3 1 3-4 1 4-5 1 < 4 ~

~ Background(%) B < 251 < 45 1> 150 1< 30 ~

Shown in Fig. 7.28 is also a study on the background in selecting antiprotons

for different momentum ranges. The contribution of the background increases with

momentum and becomes dominant at p > 4 GeVle. A possible major source of

the background is from K-. A maximum momentum of 4 GeVle is required in

the identification of antiprotons based on a compromise between the signal and the

background. The selected antiprotons are required to faU within ±1.5crm 2 around the

center of the fi mass peak. The assumed mass resolution used is that of the proton

•

•
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Figure 7.28: Particle identification of antiprotons for different momenta. (a) is the ac­

ceptance in phase space covered by the E877 spectrometer for antiprotons; (b) shows the

squared-mass spectrum in the antiproton peak region. The other histograms show the same

spectrum in different momentum ranges: the antiproton peak is represented by a Gaussian

whereas the background is approximated byan exponential distribution.
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peak given by Fig. 5.5 in Chapter 5. A total statistics of ",,700 antiprotons have been

selected. Table 7.5 shows the background contamination in selecting antiprotons for

different momentum ranges. For p < 4 GeV je, the average antiproton to background

ratio is greater than 3:1.

7.4.2 Antiproton directed flow results and discussion

Fig. 7.29 shows the azimuthal distributions of antiprotons with respect to the reaction

plane measured in the forward rapidity (1.6 < y < 2.6) for three different centralities.

Taking into account that the resulting distributions have to be symmetric about cP ­

tL'r =°and to reduce statistical fluctuation the data from in the angular range [-7r ,0]

have been added to the data in the range [O,rr). For presentation purpose the resulting

data have been reflected about c/> - ~'r = 0 (open circles in Fig. 7.29). It should be

pointed out that the application of this technique is based on the observation that the

original (before reflection) distributions are symmetric within error about cP -ti'r =o.
The selection of the centrality window is done to equalize the statistics between

different centrality regions. The definition of these centrality windows is given in

Table 7.6. A pronounced minima at cP - 'if.'r = 0 are clearly observed in the azimuthal

distributions for ET < 280 GeV, indicating that antiproton production is strongly

anti-correlated with that of nUcleons in semi-central collisions.

Fig. 7.30 shows the same azirnuthal distributions but with only one of the two

upstream VTXs being used in track matching. This relaxed particle selection criteria

increases the background by ""50%. Distributions in both figures are fitted with the

function given by Eq. (7.6). Table 7.6 presents the extracted directed flow parameter

VI after being corrected for the reaction plane resolution. At the forward rapidity, the

antiproton directed flow is observed to he strongly negative in semi-central collisions

whereas it hecomes very small for the most central collisions. With more background

•

•



• ïA. DIRECTED FLOW OF A.NTIPROTONS 163

~ 1

Ua7J

PCA E - 4 -280 GeV

v',.O,JJlltfl04lf)

IJ..~ tU

Il

PCAL E > BO eV

~.O,04

• ',:a.IJ,UOlltÙ.OJ/J

•
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Table 7.6: Results of directed flow parameter Vt of fi for different centralities. The values

of Vt shown in this table are taken from the fitted results of v~ shown in Fig. 7.29 (second

row) and Fig. 7.30 (third row) , and are corrected for the reaction plane resolution. The

values in the brackets represent the errors.

PCAL ET(GeV) 150-240 240-280 >280

(Utop/ Ugeo) (23-8%) (8-4%) « 4%)

Vt (bath VTXs) -0.16(0.07) -0.20(0.07) -0.00(0.09)

Vt (One VTX) -0.16(0.05) -0.10(0.06) ) -0.07(0.08)

contamination (mainly from 1<-) using only one VTX for track matching, the flow

signal remains nearly unchanged at the centrality 150 < ET < 240 GeV, but de­

creases by almost half at the centrality 240 < ET < 280 GeV. This behavior can be

understood from the kaon flow result obtained in the previous section: the directed

flow of n:- is comparable ta that of antiprotons at the first centrality, but smaller

for the second centrality window. This comparison makes us more comfartable ta

conclude that that the data in Fig. 7.29 indeed are dominated by the directed flow

signal of antiprotons.

Fig. 7.31 shows the trend in the Pt dependence of the directed flow results of

antiprotons. One notices that the flow signal first increases to a large negative value

reaching a maximum at Pt ">J 200 l\'[eV/ c, and then decreases as a function of Pt.

Fig. 7.32 shows the rapidity dependence in the antiproton directed flow results. The

directed flow results for protons are shown on the same plot for comparison. It

is observed that antiproton directed flow vanishes at mid-rapidity and its rapidity

dependence is anti-correlated to that of the proton flow. It is also observed that the

strength of antiproton flow is nearly 2 ~ 4 times larger than that of the proton at the

same rapidity. Note, however, that the observed rapidity and Pt dependence shown

•
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•

•

in Fig. 7.31 and Fig. 7.32 is acceptance biased since Pt acceptance changes rapidly

with rapidity (see Fig. 7.28).

It is interesting to notice that the maximum asymmetry occurs at approximately

Pt ~ 200 NleVle. The annihilation probability for an antiproton mainly depends on

two factors: the annihilation cross section which is strongly dependent on the relative

kinetic energy of the antiproton, and the baryon density. Antiprotons at lower Pt (or

lower energy for a prefixed rapidity) tend to have a greater probability ta be absorbed

and the strongest absorption (the most significant anisotropy) should occur where the

highest baryon densi ty has been reached.

Fig. ï.:33 shows the directed flow ((Pr(Y))) for antiprotons predicted by RQwlD

ln the cascade mode. For comparison the same predictions by both the cascade

and mean-field modes for protons are also shawn. Due to insufficient statistics, the

predictions by the mean-field mode for antiprotons are not shown here. One observes

that the predicted directed flow for antiprotons is nearly three (six) times larger than

that predicted by the cascade (mean-field) mode for protons at the same rapidity.

This prediction seems consistent with our results even if due ta poor statistics a direct

comparison is Dot possible.

The directed flow of antiprotons measured here could be the SUffi of the flow

from the primary antiprotons (directly produced in .NN collisions or other produc­

tion mechanisms) and antiprotons from antihyperon decays such as Â, Ë. Due to the

experimeotal setup, the E877 spectrometer is oot able to separate the primary an­

tiprotons and those fed down from antihyperon decays. A previous study[138} based

on a ~Ionte Carlo simulation has shown that the probability of a secondary antipro­

ton from a i\ decay to be detected by the E877 spectrometer is "J70% of that of a

primaryantiproton. A complementary measurement of the directed fiow of antihy­

perons such as A in the future combined with the present observation would provide

necessary information for the decoupling of the flow contribution of primary antipro-
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Figure 7.31: The Pt dependence of

the directed flow «(cos( tP - 1Pr))) for

antiprotons. The values of (cos(ti>­

rpr)) are integrated over the for­

ward rapidity region 1.6 < y <

2.5. Data points are connected by

straight lines ta guide the eye.
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Figure 7.32: The rapidity depen­
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Figure 7.33: Directed flow ((Pr(Y))) as a function of rapidity for antiprotons predicted

by RQNID-2.3 (cascade) in Au+Au collisions (b <7 fm) at 11.0 AGeV je. For comparison

the predictions for protons are shown by empty symbols (circles for the cascade mode and

squares for the mean-field mode). The lines connecting antiproton points are ta guide the

eye.
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tons and that of antihyperons. Furthermore, the comparison between the directed

flow behavior of these two contributions could give crucial information to understand

the observed unexpected A/p ratios[134, 135, 136, 137}.

•
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Chapter 8

Summary and Conclusions

In this thesis, the anisotropy in the azimuthal distributions of identified particles with

respect to the reaction plane have been studied as a function of particle rapidity,

particle transverse momentum and collision centrality in Au+Au collisions at 11.5

AGeV/c.

The present work includes the description of a new double-sided microstrip silicon

detector used in the E877 experiment at the AGS. This detector provided a complete

spatial information of the incident Au beam and its information was used in the study

of A decay (not part of this thesis) and to improve the reaction plane determination

as weil as particle momentum measurements.

\Ve have studied various experimental effects and developed new corresponding

correction methods in the evaluation of the Bow signal. In particular, the tracking

efficiency loss due to the finite spatial resolution of the detectors is investigated and

a method for recovering the 10st efficiency on an event-by-event basis is developed.

This correction strategy can also he applied to most tracking detectors used in other

heavy-ion experiments. In the study of time-of-flight measurements, it is found that

the systematic effect from 60Hz frequency have ta be corrected for high-precision

169
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time measurements over a relatively long period of time. The unbiased transverse

energy distributions are reconstructed from the measured distributions using the

experimental trigger information to provide the event characterization information

like collision centrality. Positional matching of reconstructed tracks using an new

upstream vertex detector has been adopted to suppress backgrounds in the study of

low-yield particles like kaons and antiprotons.

We have performed a systematic study on the resolution of the reaction plane and

corrected the influence from nonflow effects including momentum conservation and

calorimetrie showers. The azimuthal distributions of identified particles with respect

to the reaction plane are described by Fourier expansions and the anisotropy of the

distributions is quantified by the Fourier moments corrected for the resolution of the

reaction plane. The directed flow (the first Fourier component) is measured for a

wide range of identified particles (protons, deuterons, charged pions, charged kaons

and antiprotons). It is the largest in semi-central collisions and consistently decreases

for the most central collisions.

The directed flow of protons and deuterons shows similar behavior and is observed

to be strongly correlated with the reaction plane. Their directed flow signal (VI) is

interpreted in the hydrodynamic picture of a thermal source moving sidewards while

expanding radially in the transverse plane. The transverse momentum and rapidity

dependence of 'VI refiects the interplay between the radial expansion and the sideward

motion, and the nearly linear Pt dependence of VI for both particles is well described

by this simple model parameterized with the sideward velocity and the Ueffective

temperature". Deuterons are round to have nearly the same average sideward velocity

as protons and the systematically larger observed VI for deuterons is interpreted as

due to the larger mass. The complicated rapidity and centrality dependence of the

"effective temperature" for deuterons indicates that complex mechanisms are involved

in the deuteron production.

•
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The directed flow for both 7r+ and 7r- is observed to be anti-correlated to that of

protons in the low Pt range. The complicated Pt dependence of Vt for both pions re­

flects the complex reaction dynarnics of pion production, reabsorption, rescattering as

well as the flow characteristics of baryon resonances. The difference in 'Ut between 7r+

and 7r- at Pt <200 MeV is qualitatively interpreted as the difference of the Coulomb

interactions for the two pion species.

Based on nearly four times the statistics and higher quality data as compared

to the previous work[71}, we have re-investigated the directed flow of K+ and f\'-.

'vVe have observcd a significant "antiflow" for both K+ and K- at forward rapidities

in semi-central collisions. K- exhibits a stronger "antiflow" probably due to the

stronger absorption and/or rescattering during its propagation in the dense nuclear

medium. The significant "antiflow" observed for K+ at the AGS is contrary to the

observations made at lower energies « 2 GeV) and indicates that a stronger K N

potential might be needed to explain the data.

vVe have clearly observed, for the first time, a strong negative Vi signal near pro­

jectile rapidity for antiprotons, showing that the emission of antiprotons is strongly

anti-correlated with that of nucleons. The observed large "antiflow" for antiprotons

indicates that a strong annihilation process is involved in the dense nuclear matter

as predicted by previous theoretical studies[132, 133}. This observation will provide

important information for the study of antimatter production in ultra-relativistic

heavy-ion collisions both theoretically and experimentally.

RQMD (version 2.3) in the cascade mode correctly predicts the general trend of

the directed flow observed for all the partic1es studied. In particular, the prediction

of a strong "antiflow" for antiprotons is observed. However, this model fails to re­

produce the strength of the flow for nearly all the partic1es. Inc1uding the mean-field

mechanism, RQMD agrees better with the experimental results for protons and pi­

ons, but the discrepancy is still significant. The over-prediction of Vi for protons
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(deuterons) at low Pt near the projectile rapidity indicates that the RQMD model

(in both the cascade and mean-field modes) seems to underestimate the rescatter­

ing contribution from spectators. More importantly, the attractive characteristics

exhibited by the mean-field potential for K+ completely contradicts the significant

~'antiflow" we have observed for this particle species. The applicability or validity

of the mean-field potential for particles other than nucleons and pions needs to be

investigated.

The collision system at the AGS exhibits strong nuc1ear hydrodynamic effects. Di­

rected flow of nucleons (light nuclei) and pions continues to be important for the study

of the nuclear equation of state (EoS) or mean-field properties. However, the study of

the flow phenomena for strange matter and antimatter starts to go beyond the hydro­

dynamics context. Due to the completely different interaction mechanisms, the initial

directed flow signature carried by strangeness or antimatter might be completely 10st

due to the strong absorption and/or rescattering in the dense nuclear matter and in

the end the directed flow pattern, or to say more precisely, the azimuthal asymmetry

could carry little information about the EoS. Nevertheless, the study of the azimuthal

asymmetry reveals the interplay between complicated mechanisms such as produc­

tion, absorption, rescattering etc. The general method of directed flow will continue

to be a powerful tool for the future experiments to study the non-equilibrium aspect

of the collision system at RHIC and LHC.

•
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Appendix A

Definitions of Sorne Global

Variables

The rapidity variable y is defined as

y = ~ ln (E +P:) = ~ ln (1 + ,8 cos ())
2 E - pz 2 l - {3 cos f)

(A.1)

where =is the beam axis and f) is the polar angle of the outgoing particle with respect

to the z-axis.

The pseudorapidity variable Tl is defined by

17 = ~ ln (p +pz) = ~ ln (1 + cos 0) = -ln (tan ~) (A.2)
2 P - pz 2 1 - cos 0 2

The relation between f)lo.b and 6CM is

•

( 6CM) ( f)lo.b)ln tan 2 = -(1]I0.b -170) = ln tan 2 + 170

where "70 is the center-of-mass pseudorapidity of the system.
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Appendix B

Modified Bessel Functions

•

The modified Bessel function is defined by

where r(k + Il + 1) is the Gamma function.

In particular,

( 1z1 < 00, 1 arg(z)l < 11") (B.1 ) •
00 (~)2k

lo(z) = L (k
2

')2
k=O •

(B.2)

and

If?fl(Z) = -=- sinh(z)
2 'TrZ

(B.3)

Functions of higher orders can be derived by using the relation
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Appendix C

Performance of the Bearn

Detectors and TOFU

In this appendix, the performance of two new Cerenkov Bearn SCIntillators( BSCI)

installed in the E877 setup in the faU of 1995 are described. The four signals from the

two detectors have an intrinsic time resolution of around 30",,50ps. The combination

of all four time signals from the two detectors achieves a startup time resolution as

good as ""20ps for the Time-Of-Flight Upgrade (TOFU) System. With this start

time, the average time-of-flight resolution obtained from identified pions is estimated

to be ""90ps for the whole TOFU hodoscope. Relevant effects on timing from the

new detectors are studied. Finally, the corrections made for getting the optimum

timing are discussed.
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C.l Cerenkov Bearn Scintillators

C.l.l Cerenkov beam scintillators

The Bearn 5Clntillator detector (BSCI) in the 1995's running period is composed of 4

detectors equipped with photo..multipliers. They are denoted as SI, 52, S3 and 54 in

Fig. 2.1 (Chapter 2). These detectors are designated to provide a start time reference

information for the event and to discriminate beam particles. 51 and 53 are plastic

scintillators, having a "donut" shape with a hole at the center and working as veto

counters. 52 and 54, being made of two Cerenkov quartz radiators, were upgraded

for the 1995 experimental run. Each quartz crystal has a dimension of :3 inch long

by 2 inch wide with a thickness of (200±2)tLm(139]. 52 and 54 were used to define a

'good' beam particle. Each Cerenkov radiator is seen by two photornultipliers labeled

as S21' 822 , 8'11 and 842 respectively. These photomultipliers installed on each side

(in the x direction) of the radiator (see Ref.[59] for details on these detectors).

C.l.2 Time-Of-Flight Upgrade electronics

Fig. C.I shows a block diagram of the E877 time-of-flight electronics system. Bearn

lagie module generates beam particle definition signal using the logie 51 xS2xS3xS4.

Five FA5TBUS TDC modules (LeCroy 1875A) are used to digitize signais from the

TOFU system which consists of 148 scintillator slats with each slat having two photo..

tubes at both ends. Eaeh FASTBUS TOC module has 64 ehannels with a resolution

of around 25ps. Four out of the 64 ehannels of eaeh module are assigned ta the time

measurements from the four phototubes (521,522,541 and S42) of 52 and S4, and the

other 60 channels are left for the TOFU time signais. The time information from the

BSCI was also measured using CAMAC TDC (ModeI2228A) module with a time

resolution of SOps. This TDC unit was dedicated ta the measurement of the 60Hz

•

•

•



• C.l. CERENKOV BEAM SCINTILLATORS 177

•

•

waveform for each event. In 1995 running period, the signal from 541 was used as

the cornmon start for aH TDC modules.

C.l.3 Time calibration of FASTBUS TDCs

The FA5TBUS TOCs are calibrated using pulses generated by a time calibrator.

The calibrator generated precisely defined pulses in random at eight different time

intervals expanded with a multiple of IOns. The spread in the time measurement is

mainly attributed to the noises of the electronic modules and jitters in the TDCs..

Time calibration constants are obtained with each IOns interval divided by the

average number of channels between any two adjacent peaks. The obtained constants

shown in Fig. C.2 are between 24",,26 ps/channel.

A comparison between the 1994's and 1995'5 calibration constants is also shown

in Fig. C.2. The time calibration constants in 1995 are almost the same as those in

1994 except for a very small systematic shift in FASTBUS module No.!.

C.l.4 Beam scintillator: pulse height distributions

A sample of the four BSCI ADC outputs without any corrections is shown on Fig. C.3.

The two pulse height distributions from 52 have Gaussian shapes while the two from

84 show very non-Gaussian distributions. Double beam effects are small but obvious.

Single beam and double beam events are well-separated especially in 522.

The ADC pedestal (not shown in Fig. C.3) is estimated by acquiring MT events

(those with no beam present in the apparatus). In the experiment, the signals from

detectors picked up noises from power cables and caused signals (or pedestals) ta

fluctuate with 60Hz frequency. A timer with a 2.5MHz dock was used to keep track

of 60Hz phase. It is observed that the pedestals of all four ADCs are quite stable

against 60Hz with fluctuations of the arder of one channel. Fig. CA shows the
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Flve FASTBUS TOC Module.
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Figure C.I: Block diagram of E877 time-of-flight electronics system

•



• C.l. CERENKOV BEAi"! SCINTILLATORS 179

•

--;sa 26
el-=w
~25=
i
B 26

â.­...e:e 25

1!
~

Eë= 26

2S

26

25

26

25

Tinte Calibration constants of TOFUIBSCI TDCs

solid line: 1995 run
dashed Une: 1994 run

1

40302010 SO 60

TOC channel Bumber

Figure C.2: FASTBUS TDC time calibration. Each FASTBUS module has 64 channels.

•
For each module, the first two channels are assigned to S21 and S41 signals respectively

and the fol1owing 30 channels for 30 TOFU top-end phototube signaIs. Channel-33 and

Channel-34 are assigned to 522 and 542 signaIs respectively, and the last 30 channels for

30 TOFU bottom-end phototube signais.
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Figure C.3: Pulse height SUffi of four BSCI phototubes

pedestals of the four BSCI ADCs as a function of the 60Hz phase. The horizontal

axis represents the relative 60Hz phase at the moment one event was recorded. The

range from 0 ta 1 of the 60Hz phase showed in Fig. CA represents an actual range

from 0 ta 27r.

•
Fig. C.5 shows the correlation between the pulse heights and the beam particle

positions on the detectors. The positions are derived from the angular and posi­

tional information provided by the two-dimensional beam vertex (BVER) detector

(see Chapter 3). From Fig. C.5, one observes that the positional effect on 54 is srnaller

than that on 52 since the beam is more focused on 54. Unexpectedly, one observes

that the pulse heights of 521 and 522 show the same tendency with respect to beam

particle positions. For an ideal scintil1ator with produced photons being collected at

both ends, the end which is closer to the location where the beam particle hits is

expected ta collect more photons. In that case we would expect the pulse heights

of 521 and 522 would show opposite tendencies with respect to the positions. Our •
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explanation of the present observation is that the effect is related to the properties

of the 52 crystal itself. The non-uniformity of the crystal could make quantum ef­

ficiency of the production of Cerenkov photons position-dependent; the tilt of the

quartz crystal (its surface not perpendicular to the beam axis) could also cause the

unequal Cerenkov light collection at the two ends.

C.2 Bearn Scintillator: Time Information

Leading-edge discriminators are used to generate time signaIs. A time signal is gen­

erated whenever the leading edge of a signal rises above the given threshold of a

discriminator. The relative time ta cross a given threshold becomes smaller when

the signal becomes larger and vice versa. Cansequently the measured time depends

on pulse height; this effect is the so-called slewing effeet. The time spread of a pulse

height is mainly due to three factors. The first one is its intrinsic spread due to

quantum efficiency. The second one is due ta fluctuations in the PMTs. The change

of HV or other working conditions would alternate the pulse height. The third one in

our case is the beam positional spread on the detectors. Because the light collection

efficiency is a function of the beam partide positions, the pulse height changes as a

function of the positions.

An effective and widely-used method of correcting the slewing effect is by using

a semi-empirical formula:

•

•

where

B
t,arr. = t - + A.

';phcarr.

phcarr. = ph - pedestal - fped(phase)

(C.l)

(C.2)

is the corrected pulse height (pedestal subtracted and 60Hz dependence corrected)..4

and B are constants to he determined. t and tcarr. are the uncorrected and corrected •
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Figure C.6: Examples of slewing effects in BSCI time signaIs. ph7.ïr,.., ph7.2r,.., ph~l,.r. and

ph':.2r ,.. are the corrected pulse heights given by Eq. (C.2).

time rneasurements respectively.

In the experiment, the time signal from 541 was used as the startup reference for

aU the TDCs, i.e., aB TDC time measurements are relative ta it. Therefore one always

needs to keep in mind that aH time measurements except t41 unavoidably contain the

information of 541 1. To avoid the complication due to the 541 involvement, the

differences between two time measurements instead of each individual rneasurement

are used in the discussions below.

Fig. C.6 are examples which portray the correlation between BSCI time rnea­

surements (calibrated) and the pulse heights. Slewing effects on timing are obvious.

t'l2-t'21 shows opposite dependence on ph~~rr. and ph~2rr. as expected from Eq. (C.l)

(Fig. C.6(a) and Fig. C.6(b)). The similar observation goes for t..2-t.u. The tails in

•
lt~u is the measured time difference of S41 time signal arter going through FASTBUS module

and that alter passing through beam logic and pre-trigger modules, and is used as common start or

stop for the TDCs.
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Figure C.7: Contour plots of the correlations between BSCI time measurements and beam

particle positions.

Fig. C.6(c) and Fig. C.6(d) are due to the non-Gaussian distributions of ph41 and

ph42 (Fig. C.3(c) and Fig. C.3(d)).

Fig. C.7 showd exarnples of the correlation between B5CI time measurements

(calibrated) and the beam particle positions on the two detectors. t 22- t21 and t42-t41

are used again instead of each individual time measurement. One sees that t 22 - t21

has a slight dependence on both x- and y-positions of the beam particles on 52 while

t42- t41 shows no dependence on the positions on 54. One can have a further look

at the sum of t22+ t 21 which we expect to demonstrate no positional dependence for

an ideal detector.2 We indeed observe no dependence on y-position of 52. However,

2Assume a constant velocity v of light in the scintillator, the measured times at the two ends of

PMTs can be expressed as tl =ta + (8 + z)/v +Cl and t2 = ta + (s - z)/v +C21 where ta and z are •
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t 22+t21 still shows same dependence on x-position of 52.

60Hz ripple on time measurement

Scatter plots of S22

(al
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•

The dependence of time measurement on 60Hz can he partIy understood as the

influence of the varying pulse height with 60Hz. This correction is usually done

through the siewing correction by using corrected pulse heights. In that procedure,

the pedestal is first subtracted from the measured pulse height and then the 60Hz

contribution is added on top of that.

Fig. C.2 shows an example of the dependence of time measurement over 60Hz

phase. The amplitude of the 522 time fluctuations over 60Hz is -200ps. A compari­

son of the time measurement with and without slewing corrections is also shawn. One

can notice that the usuaI slewing correction does not reduce the 60Hz effect. One

the time of arrivaI and particle position at the detector, Cl and C2 are time offsets due to various

delays. Thus (tl + t2)/2 =ta + s/v + (Cl + c2)/2 is independent of :r.
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also notices that the CAMAC TDC unit displays the same 60Hz phase dependence

as the FASTBUS TDCs, indicating that the origin of such 60Hz influence is from

PMTs or the fast electronics itself.

C.3 Determination of Time Start

This part describes a proper procedure to get the optimum start time (Tstart) for

the time-of-flight between the target and the TOFU. The spread in this start time

contributes to the final TOF resolution which determines the particle identification

quality.

C.3.1 Beam scintillator calibration

Before advancing the Tstart study, we need to minimize aIl effects that create the

timing uncertainties. Based on above information on BSeI performance. we used the

fol1owing procedure for the BSCI time measurement:

• We correct the measured pulse heights with the subtraction of pedestals and

the inclusion of the 60Hz effect on pulse heights;

• We introduce a slewing correction on each phototube signal;

• We correct the dependence of time measurement on beam particle positions;

• We finally correct the effect of 60Hz on time measurement 3.

Pedestal and 60Hz corrections on pulse heights

Fig. C.9 shows the corrected pulse heights over 60Hz phase. The pulse heights ex­

hibit a rather weak dependence on 60Hz phase. The centers of amplitude change

3This correction is new for the analysis 1995 data set.

•

•

•
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Figure C.9: Examples of calibrated BSCI pulse heights vs 60Hz phase

within 2.....3 channels(~1%). Since the rise times of pulse heights are ~ Ins[140}, the

alteration due to pulse heights is estimated to be negligible compared to other effects

Slewing correction

As we previously pointed out, the pulse height depends on the intrinsic quantum

efficiency, PMT conditions and the beam particle positions on the scintillator. Con­

sequently, one is also correcting or suppressing these effects on time measurements

when one is doing slewing correction. We noticed that the slewing correction makes

a very significant contribution to the improvement of time resolutions. S. Panitkin of

Stony Brook[77] presented a detailed and systematic study on the slewing correction

for '93 and '94 aSeI time measurement. Here we employed his method to get the

4Taking 521 which is the worst case(ph21 -70 channels), one estimates the fluctuation on time

due ta pulse height uncertainty is -20ps.
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Figure C.lO: Positional effects on time measurement after slewing corrections

proper slewing constants that are presented in Table. C.l.

In determining the correction, the formula used is as follows: •
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(C.3)

where ti and tj(i =1= j,i,j = 21~22,41,42) are the time measurements before slewing

correction while t~ and lj are the ones after slewing correction. ai and ai are the

slewing constants. ph'f°rr. and phjorr. are the corrected pulse heights. Cii represents

the time offsets due to PMT transit times, cable delays and electronic module delays.

Positional dependence correction

The positional dependence is expected to be partly accounted for by the slewing

correction, however, it is still worthwhile to check the relation between the corrected

time measurement and the beam particle positions. Fig. C.IO shows the residual

effect of the slewingly corrected time measurement on the positions. After slewing •
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Figure C.lI: 60Hz correction functions for aSeI time measurement

•
corrections most of the effect is gone . The remaining effect only contributes less than

2ps to the final time resolutions and the correction is actually trivial. This result is

consistent with the observations from '93 and '94 BSCls[77].

The new 60Hz corrections

•

The middle panel in Fig. C.2 which has been corrected for the slewing effect shows

that the 60Hz effect on time doesn't disappear. This implies that the observed 60Hz

here has a source other than that in pedestals as we already noticed from pulse

heights. The source is the 60Hz ripple effect on TOC modules. To distinguish these

two different effects, we caH the present one the timing 60Hz (60Hz effect on TDC)

and the other one the p'uise height 60Hz (60Hz effect on ADC).

Fig. C.Il are profiles presenting the centroid positions of the time peaks for the

four FASTBUS TOC time measurements. AIl time measurements in the figure have

been corrected for pedestal, pulse height 60Hz, slewing and positions. In the cali­

bration, these profiles are used as correction functions for time measurement. Here

another important point must be emphasized. The timing 60Hz correction ta be

applied on time measurement is actually acted on the difference of the times between
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Phototube ai bi di

(ns) (ps/mm) (psf'mm)

B5CI21 5.3 3.0 0.0

BSCI22 15.9 -3.0 0.0

BSCI41 15.3 3.0 3.3

BSCI42 18.6 -3.0 -3.3

Table C.l: Part of correction parameters used in Eq.( CA).

one phototube and 541. Renee the corrections presented in Fig. C.ll(a),(b) and

(cl) can be used to correct the timing 60hz effect in 521, 522, 542. The function in

Fig. C.ll(c) is used to correct electronic module noise. To correct the timing 60Hz

effect from 541 itself, further information is needed. This issue will be discussed later

in the TOFU calibration.

Summary of BSCI calibration

Ta summarize the calibration for aSeI time measurement, we propose the following

calibration formula:

•

•

a·
et," = t,' - 1 - b· * X· - d· * y' - .·(phase) +,..vphforr. 1 1 1 1 JI '"'1

(CA)

where i=21,22,41 and 42. 5 Xi and Yi are the x- and y- positions of beam particles on

the two scintillators. bi and di are the corresponding positionai correction coefficients

on time measurement. Ji(phase) represents the 60Hz correction on time measurement

SIn fad, the measured t41 doesn't contain the information of 541 phototube. The treatment here

is for the sake of the consistency of definitions. The S41 information will be canceled out anyway

in the time-of-flight calculation. •
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•

as a function of the phase. AlI other variables in Eq. (CA) have already been defined

in Eq. (CA). Sorne of the parameters for Eq. (CA) are listed in Table. C.l.

C.3.2 The best Tstart

To find out the optimum Tstart, it is important to get an idea of the intrinsic time

resolution of each phototube. To avoid the involvement of the 541 effect which makes

things intricate. we instead use sorne combinations that are free of the 541 influence.

Sorne of the combinations are et21 - ct22, et'H - et42 and ct22 - ct42 • Fig. C.12 shows

examples of the distributions of these time measurements. After aH the discussed

corrections, aU time rneasurements show quite Gaussian distributions \Vith resolutions

varying from 38 to 69 ps.

Table. C.2 shows the measured time resolutions (one standard deviation) of the

time measurements for aH five FA5TBU5 modules. By making the assumption that

aU corrections has been properly applied and thus aH the time measurements after

the corrections would be independent, one can estimate the time resolution of each

individual phototube from the measured time resolutions of their combinations with

the fol1owing relations:

(C.5)

•

where i,j=21,22,41,42(i #= j);O'(t~J (m=21,22,41,42) are the intrinsic resolutions of

phototube 521,522,541 and 542 respectively.

One can further make an estimation of the intrinsic resolution t~l of 541 from

the derived values of 521,522 and 542. There are three ways to evaluate t~l' AIl are

presented in Table. C.2 and they agree with one another. To check the quality of

the evaluations(also the effectiveness of the applied corrections), one can check the

time-of-flight between 52 and 54, i.e., (t 21 + t22)/2 - (t.u + t42)/2. The estimated

resolution (Hne 14 in Table C.2) using the derived intrinsic resolutions agrees weIl
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Figure C.12: Various BSCI time distributions from FASTBUS TOCs. Ail time measure­

ments have undergone the slewing, position and timing 60Hz corrections. For convenience,

the distributions have been centered at zero.
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the measured ones. The estimated time resolutions are 50ps, 36ps, 44ps and 46ps for

521~ 522, 541 and 842 respectively.

One can therefore evaluate the time resolution of a possible Tstart with the

derived time resolutions of the four phototubes. Table. C.2 presents three possible

Tstarts. If one uses the signaIs of 52 or 54 only, one will get a Tstart time resolution

of about jO ps. Both scintillators show the same quality in timing. These two options

have been adopted by the analyses of previous years. However. if one makes full use

of aU four phototube signais, one would achieve a resolution of the arder of 20 ps

which is almost negligible compared to that of TOFU, which has an intrinsic time

resolution of .-S5ps on average.

•
T ct21 + et22 + et.H + et42

start = 4

is the Tstart we have used for '95 data analysis .

(C.6)

C.4 TOFU Calibration

TOFU calibration has been discussed in details by R. Laeasse[64]. Here only a brief

review is provided and the foeus is put on the procedures which are related to the

Time-of-Flight(TOF) measurement.

The time of arrivai of a particle at the TOFU is estimated by the average of the

two time measurement given by the two phototubes(up and bottom) at both ends

of a TOFU scintillation counter. The TOF of a particle having Hown between the

target and TOFU is evaluated as6

•
ti + ti

TOF= up btm_T2 .start

where Tstart is given by Equation.(3) and i is the TOFU counter number.

6 Actually it differs by a constant because of various delays.

(C.7)
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Table C.2: Time resolutions of BSCI.

BSCI

Time Resolution Module-l Module-2 ~[odule-3 ~lodule-4 rvlod ule-.5 Average

(in ps)

0'(et 'li - et22 )mea. 56.4 60.5 61.8 62.6 67.3 61.7

O'(et 21 - et42 )mea. 56.6 65.1 71.5 71.1 76.6 68.2

O'(et22 - et.l2 )mea. 46.1 55.6 63.4 63.2 61.7 .58.0

0'( et21 - et.H )mea. 64.1 64.5 66.2 65.9 69.5 66.0

0'( et22 - et.H )mea. 52.7 56.3 .58.8 57.9 .57.2 .56.6

0'(et42 - ct41 )mea. 55.4 61.4 6- .) 65.8 65.1 63.0,.-
0'( t~de.Jt. 46.1 49.0 49.6 49.9 57.4 50.4

0'( t~2)est. 32.4 35.5 36.9 37.8 35.1 35.5

0'( t~2)est. 32.8 42.8 51.5 50.6 50.7 45.7

( 0 )[1] 44.5 41.9 43.8 43.0 39.2 42.50' t41 est.

( 0 )[2] 41.6 43.7 45.8 43.8 45.2 44.00' t41 est.

(t0 )(3] 44.6 44.0 43.1 42.1 40.8 42.90' 41 e.st.

0'( t~l)avg. 43.6 43.2 44.2 43.0 41.7 43.1

0' ( ctal tct?? _ di t td12 ) 39.2 42.9 45.9 45.6 47.0 44.12 2 est.

0'( Ct2! ±ctn _ cti' ±Ct i2 ) 38.8 42.5 48.0 46.4 48.0 44.7'2 2 mea.

( tg, ttg, ) 28.2 30.3 30.9 31.3 33.6 30.90' 2 en.

tO ftO

27.3 30.3 34.5 34.1 34.6 32.1O'(~)est.

( tgt +tga+t~, +t~a ) 19.6 21.4 23.1 23.1 24.1 22.20' 4 ut.

[Notel:u(t~dof case [1],[2] and [3] are the values derived from 0'(et'l1 - ct4d, 0'(ct22 - ct4d

and 0'(ct42 - ct4 d respectively.

•

•

•
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•

•

t~p and tttm are the respective time measurements from the phototubes at the two

ends and they are undergone the fol1owing corrections.

• Pedeslal and pulse height 60Hz corrections. Pedestals are subtracted and the

pulse height 60Hz influence is rectified by using the information derived from

pedestals to get the corrected pulse height phcorr.;

• Slewing corrections. Pulse height effect on timing is minimized by using the

correction function 1/Vphcorr.• New slewing constants are found for the 1995

TOFU (see Fig. C.14);

• Ti-ming 60Hz co·rrections. It has been already pointed out in Section C.1.4

that the TOFU time signais like all other time measurement are relative ta

the 541 startup signal and unavoidably embrace the effects from S41. In our

calculation of the TOF (Eq. (C.7)), aU other effects from 541 are canceled out

except the timing 60Hz from S41. Remember that the timing 60Hz correction

on Tstart is ooly done 00 the relative time between the phototube and 54!.

The timing 60Hz effect from S41 still remains in the time measuremeots from

TOFU phototubes and is transfered ta TOF given by Eq.(C.7). Fig. C.13(a)

shows such 60Hz ripples in TOFU time measurement. This effect is the same
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for all TOFU phototubes. Fig. C.13(b) shows the correction function for the

final TOF i.

Fig. C.15 shows the derived TOF resolution for the entire TOFU hodoscope.

Identified particles were chosen for the study. Slat number 103 is a bad one. AlI

other TOFU counters look good. The 'Worse resolution for the section from Slat#35

to Slat#70 is due to the difficulty in separating identified particles. The counters

falling within the beam region were turned off during operation(see Fig. C.1.5(a)). It

shows that the overall resolution of TOFU is of the arder of 90ps(Fig. C.15(b) and

(c) ).

;This final step correction can be also applied to phototube time measurements t~p and t~tm

first,which is equivalent to the above way it is done on TOF directly.

•

•

•
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