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Abstract

A prototype electrostatic imager has been developed for megavollage portal imaging

in radiation therapy. The imager utilizes amorphous selenium (a-Se) with a front mela!

plate as the imager receptor and a high resolution vollmeter probe for image readout.

Imaging characteristics of a-Se have been investigated theoretically through Monte Carlo

simulations, and experimentally by measuring radiation discharging curves and phantom

tests. The results of this study have shown that the prototype imager has high sensitivity,

good spatial resolution and low noise leveI. Our study also reveals the potential of

electrostatic imaging with metal/a-Se in megavoltage imaging.

Two computer algorithms have also been developed for automatic segmentation and

contrast-enhancement of digital portal images, and for radiation field shape verification.

Based on a priori knowledge of the properties of portal images, the segmentation and

contrast-enhancement algorithm employs multiple criteria and dynamic reasoning to

achieve optimal segmentations of individual images, and has been proved to be accurate,

robust and fast. The algorithm for radiation field shape verification is an adaptation of

the chamfer matching technique to a specifie application: matching closed contours. By

incorporating geometric features of the radiation field and using a simple minimization

method which is more specifie to this task, the algorithm appears to be able to improve

the matehing results of the standard method.
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Résumé

Un nouveau détecteur électrostatique a été çonu pour nmagerie numérique de

vérification lors de la radiothérapie effectué avec des faisc~.lUx de photons à haute

énergie. Ce détecteur consiste en une plaque de sélénium amorphe à haute tension

placée derriére une feüme de métal. Une fois irradiée, la lecture de la tension locale sur

la plaque de sélénium se fait par moyen d'une sonde de haute résolution. Les propriétés

radiologiques du sélénium amorphe ont été examiné théoriquement à J'aide de simulations

Monté Carlo, et expérimentellement en mesurant les courbes de décharge et en effectuant

des tests avec des fantômes. Nous avons constaté que notre détecteur est trés sensible,

peu contaminè par le bruit, et possède une bonne résolution spatiale. Ceci témoigne

du grand potentiel de l'imagerie électrostatique avec le métal/sélénium amorphe pour la

vérification en radiothérapie.

Un premier algorithme informatique a été développé pour la segmentation automa

tique et le rehaussement du contraste des images. Un deuxième algorithme a été

développé pour la vérification de la forme des champs de radiation. En se basant sur les

propriétés a priori des images numériques de vérification, le premier algorithme utilise

des critères multiples et le raisonnement dynamique pour arriver à une segmentation op

timale de l'image, rapidement et sûrement. Le deuxième algorithme adapte le procédé du

"chamfer matching" au problème de l'ajustement de contours fermés. En incorporant les

trails géométriques du champs de radiation et en utilisant une méthode de minimisation
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appropiée, cet algorithme parait être plus performante que l'algorithme convenlionn··lle.
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Original Contribution

The work presented in this thesis has resulted in several published articles, abstracts

and conference presentations in the past a few years. Our investigations have led to a

new prototype portal imager in radiation therapy and two computer algorithms for portal

image segmentation and radiation field shape verificlltion.

Seing the first of its kind that has been reported in electrostatic portal imaging,

the prototype imager has been shown to have potential due to ils demonstrated high

sensitivity and low noise. With proper engineering, it can be expected to develop into

a viable product in the near future.

The portal image segmentation algorithm introduced a new approach in radiation

field extraction required for contrast enhancement and quantification of the radiated area.

Sased on morphological technilll!?s, the aIgorithm employed a dynamic approach to

search the optimal segmentation for each individual portal image and therefore can

accommodate very difficult situations.

We have also investigated the possibility of adapting the standard chamfer matching

technique to a specific task: radiation field shape verification. Our algorithm adopted

the chamfer matching principle and tailored the minimization method to seek improved

performance in the context of matching closed contours, which has been demonstrated

by the results.
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Chapter 1

§ 1.1 Portal Imaging in Radiation Therapy

InlnXluction

•

•

After decades of development. radiation therapy has become more and more effective

in controlling cancer. One of the many factors that has led to the advanccment is the

ongoing improvement in the precision of radiation dose delivery to the targel. Most

patients undergoing radiotherapy today arc treated with high energy X-I11YS. Accurate

localization of a treatment x-ray beam to the target requires taking images with the very

same beam at each port. This procedure is referred to as portal imaging or megavoltage

imaging.

ln one of the first reports of portal imaging practice, Hare et a/I acquired portal

images on radiographie films for the purpose of localizing a radiotherapy patient prior

to treatrnent. The use of portal films was found to be an important measure for

achieving a high accuracy in radiation treatments. Since then, portal films has bccome

more commonly used in radiotherapy for radiation beam positioning and radiation field

shape verification. As a quality assurance procedure, portal imaging ensures accurate

implementation of a treatrnent plan and therefore can significantly change the outcome of

the treatrnent. In a study on localization errors for patients trented with extended mantle

fields, Marks et aP reported that increasing the frequency of verification film checks

from an average of nine to twenty-four per treatrnent course decreased the frequency of

localization and field design errors from a 36% overal1 error rate to 15%. ln 1988, a
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protocol was published by the American Association of Physicists in Medicine to serve

as the guideline for portal imaging practice.3 Because of the low detection efficiency of

film at therapeutic energies a metal screen is placed on top of the portal film. The metal

plate is the x-ray detector that converts the incident photons into secondary electrons that

subsequently interact with the film to form the portal image. The metal plate also shields

the scattered radiation from reaching the film. Droege and Bjamgard reported that the

metal plate increases the overall contrast by reducing the scatter-to-primary ratio.4

Although portal films have been proven to be an effective means to ensure accurate

setup of radiation treatments, they are not used for every treatment session due to a

low intrinsic contrast and a lengthy developing time. In a survey conducted in 1989,

Dunscombe et al reported that, on average, portal radiographs were taken for only 67%

of the patients, and that among the institutions surveyed, only 57% performed routine

portal imaging on ail their patients llOdergoing radical treatment.S

§ 1.2 Electronic Portal Imaging Deviees (EPIDs)

ln recent years, a large amount of effort has been devoted to the development of

electronic portal imaging devices (EPIDs) which can acquire digital images in real or

near real time. EPIDs make it possible to place the beam interactively and to monitor

patient motion throughout the treatment. However, since most of EPIDs reported have

major limitations, only two types of systems have become commercially available to the
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radiation therapy community. These inc1ude f1uoroscopic and matrix ionization chamber

systems.

§§ 1.2.1 Fluoroscopic Systems

Being the most common portal imaging system. a f1uoroscopic EPID employes a

metal plate coated with a layer of fluorescent phosphor as the image receptor. X-rays

transmitled through the patient strike the metal plate and create energetic electrons sorne

of which will enter the phosphor layer and produce fluorescence. The fluorescent lights

o
are then coupled to a video camera with a 45 mirror and a focusing lens. Since the

first f1uoroscopic imaging system specifically designed for megavohage imaging6• many

researchers have developed different f1uoroscopic portal imagers with different types

of components in order to improve image quality. For example. Leong used a silicon-

intensified target (SIT) camera7• Shalev el a/8 used both intensified CCO and SIT cameras,

Visser el afJ used a CCO camera with slow scan readout eapabilities, and Munro el a/lo

used a lead oxide tube camera specially adapted to accumulate the video signal on the

lead oxide target of the tube for lengthy periods. This type of system generally has a

high spatial and contrast resolution. However, the signal to noise ratio is limited by the

low efficiency of light collection (1 %).11 After years of improvement, f1uoroscopic portal

imagers can produce high quality images can be acquired with a f1uoroscopic EPID and

a low dose.12, 13 However, this type of imager is very bulky because of the mirror-Iens
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system, which causes inconveniences.

§§ 1.2.2 Matrlx lonization Chamber Systems

Introduction

•

•

Based on the ionization ability of x-rays, the ionization chamber system measures

the local ionization current inside a matrix ion chamber during irradiation. I4-·17 The

electrodes of the ioniZlilion chamber are made of IWo parallel circuit boards, with the

sensitive volume filled with an organic fluid (Iso-octane, spectroscopical pure Merck).

The chamber is covered by a 1 mm thick steel converter plate. High voltage and signal

electrodes are etched as strips on the front and back boards of the system, respectively.

The strips on one board cross those on the other perpendicularly with each crossing

point acting as an ion chamber. Ions generated in the organic fluid are detected when

an equilibrium is reached beIWeen ionization and recombination. The signal is readout

by applying a polarizing voltage sequentially on each of the rows of electrodes, and

sampling the ionization current for each column. The ion collection efficiency is about

5% due to low mobility of the ions. The spatial resolution is limited by the relatively

large spacing of the electrode strips (1.27 mm).

§§ 1.2.3 Alternative EPlDs

With recent developments in material science and technology, new x-ray detectors and

detection techniques have been pursued to improve electronic portal imaging in general.

Antonuk el a/18• 19 developed a more efficient technique for detecting the fluorescent
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\ight produced in the ftuoroscopic system. The traditional optical assembly of mirror.

lens and camera was replaced with a matrix of photodiode-FET (field effect transistor)

units made of hydrogenated amorphous silicon which is placed immediately below a

metal plate/phosphor screen combination. Fluorescent light produced in the phosphor

due to the electrons set in motion by x-ray radiation on the metal plate is converted

with a high efficiency into electron-hole pairs in the photodiodes. These charges are

then collected and stored in the capacitance of the photodiodes. After sufficient x-ray

irradiation, the charges stored in the individual photodiodes are read out, one row at a

time, by changing the voltage on the corresponding FET \ine so as to open the FET gates.

This allows the signais stored in the photodiodes to propagate through the FETs onto the

data \ines, and then to be processed and digitized by extemal electronics. Compared with

the traditional optical system in the ftuoroscopic EPID, this hydrogenated amorphous

silicon device can lead to a significant dose reduction. Placing photodiodes in close

proximity to the phosphor improves \ight collection efficiency from less than 1% to 50%.

The storage ability of the diodes makes it possible to tum off the radiation during readout.

Other advantages are the compactness and the inherent radiation resistance of amorphous

materials.

Another approach that is of interest to portal imaging is electrostatic imaging where a

uniformly charged photoconductor is exposed to x-rays transmitted through an object. The

6
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charge carriers stimulated by x-ray irradiation locally neutralize the uniformly charged

photoconductor resulting in a spatially variant charge distribution.2o This charge pattern

on the photoconductor, referred as the latent electrostatic image, is then made visible by

a certain means. A latent electrostatic image is formed by collecting charges created by

radiation in a photoconductor. Xeroradiography has also been employed by Wolfe21

to acquired portal images in radiot.'lerapy. Despite the high quality inherent in the

latent charge image on the photoconductor, usually amorphous selenium (a-Se), the

performance of xeroradiographic imagers was Iimited by the powder cloud development

method.22 With the development of novel methods for extracting the latent image, such

as photoinduced discharge with laser23-2S and the flat panel thin film transistor device26 ,

electrostatic imaging is regaining its vitality. Recent studies have shown that electrostatic

imaging by using a-Se and digital readout has various advantages over screen-film systems

in mammography: higher contrast, wider dynamic range and improved quantum detective

efficiency27. 28. The potential of electrostatic imaging in electronic portal imaging is that

charge carriers created due to irradiation by x-rays are collected as the output. The

collection of these charge carriers is fast and efficient. It is very likely that high quality

portal images can be acquired with a metalla-Se'based imager..

In view ofthe potential ofelectrostatic portal imaging with amorphous selenium to act

as a charge collector for the Metal plate" the Medical Physics Unit of McGiII University
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developed a prototype imager consisting of a metal plate and a amorphous selenium

layer.29 Part of this thesis concems the presentation of studies conceming this prototype.

§ 1.3 Treatment Setup and Verification

The purpose of acquiring portal images is to verify the coverage of the target by

the treatment beam. This coverage is then compared to the prescription to determine

if adjustment is needed. Bearn coverage evaluation requires matching a portal image

to a reference image which contains the prescription. Upon decision for radiotherapy,

a treatment plan is made based on diagnostic images from CT or MRI which reveal

the anatomy of the patient in three dimensions. Then the patient undergoes a treatment

simulation on a simulator to confirm the feasibility of the plan. A simulator differs from

a therapy machine only in the x-ray source. Instead of producing high energy photons

used for therapy, il generates diagnostic x-rays (70-100 kVp) which deliver much less

dose but produce high quality images. At each port, a simulation image is acquired.

The prescribed coverage is tben labelled on the simulation image as the reference of the

treatment beam localization.

Traditionally, beam coverage is evaluated qualitatively by visually matching a portal

film to a simulation film which leads to a high probability of localization error. The

clinical impact of localization errors bas been studied widely and proved to be very

detrimental to the outcome of radiation treatments. In a clinical study on the treatment

8
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of Hodgkin's disease, Marks et oP and Kinzie et opo reported a local recurrence rate of

33% for patients with localization errors compared to that of 7% for acceptably accurate

treatments. With the advent of EPIDs, the shape and location with respect to the anatomy

of the radiation beam can be immediately presented after the delivery of a smal1 radiat;'.n

dose. The fast image acquisition permits localization and verification images to be

acquired for every beam in every treatment session with no additional material cost

and only minimal extra effort. The ability of EPIDs to acquire electronic portal images

much more frequently than film can further reduce the probability of setup error.

EPIDs opened the door of portal imaging for digital image processing and analysis

techniques. The application of these techniques has improved the ability of EPIDs to

detect patient setup errors. For example, histogram-base transformation techniques have

been used to enhance the contrast ofportal images for better visualization of the treatment

site and the surrounding anatomy.31-34 A large amount ofwork has also been carried out

on portal-reference image registration techniques for automatic verification of treatment

setup.35-4S Taday, electronic portal imaging is also chal1enged by the advancement in

radiation therapy. The small fields and short exposures typical ofmuiti-beam or dynamic

conformai treatments imply that few anatomical landmarks may be visible in the portal

images and image registration will be a even more difficult. In order to keep up with the

advance~ent in radiation therapy, novel techniques that can deal with difficult situations

9
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are being pursued. In this thesis, we will also present sorne of our work on automatic

portal image segmentation and registration.

§ 1.4 Thesis Organization

This thesis has two major parts: (a) feasibility studies of using amorphous selenium

as detector material for megavoltage portal imaging; and (b) development of software

tools for portal image analysis in geometric verification of radiation treatments. We

have presented results of our work in peer-reviewed joumals and conferences in recent

years.46-S6 Part one covers Monte Carlo studies of the imaging characteristics of

amorphous selenium at therapy energies including the modulation transfer function and

the detective quantum efficiency (Chapter 2), and experimental studies on the sensilivity

to radiation and contrast-detail performance of a prototype imager (Chapter 3).

There are two topics in the second part of this thesis. Chapter 4 addresses portal

image segmentation required in beam coverage evaluation. A computer algorithm based

on mathematical morphology for automatic extraction of the radiation field trom a portal

image will be presented. The other issue, matching radiation field to prescribed field,

will be dealt with in Chapter 5. A computer tool for detecting radiation field shaping

errors will also be presented. Finally, the conclusions and future work of this research

will be summarized in Chapter 6.

10
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§ 2.1 Introduction

Imaging Charactcristics of MetaVa-Sc: Monte Carlo Studics

•

•

Image acquisition in transmission radiology starts with the detection of x-rays trans

mitted through a patient. The change ofsorne physical parameter caused by the interaction

between the x-rays and the detector is then extracted as the output signal by a certain

means. Despite the difference in the type of the output signal, any image receptor is

basically an energy detector in the first stage of the image formation process where the

intensity of the input is measured by the amount of energy deposited in the detector.

Upon interaction with the detector, a photon that traversed through the patient is either

absorbed or scattered. Except for coherent scattering, the energy of the photon is com

pletely or partially transferred to an electron set in motion or to a positron-electron pair

generated. Interaction with the detector causes the secondary charged particles to lose

energy, slow down and eventually stop. The scattered photon can go on and interact

with the detector again until it is absorbed. This multiple interaction mechanism is called

coupled photon-electron transport. As a result, an incident photon generates a photon

electron "shower" in the detector introducing an uncertainty in the spatial location of the

incident point. This lateral spread in the output is called receptor blur. Due to the sto

chastic nature of the coupled photon-electron transport, the amount of energy deposited

by an incident photon in the detector is random. This randomness in energy deposition

introduces a fluctuation in the output signal known as quantum noise. I- 3 Originated from
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the interaction of x-rays with the receptor. the magnitude of receptor blur and quantum

noise depend on the energy of the x-rays and the composition and geometry of the recep

tor. The objective of this chapter is to investigate this dependence in order to optimize

an amorphous-selenium-based receptor for portal imaging.

§ 2.2 Amorphous Selenium (a-Se) for Portal Imaging

A latent image on the a-Se surface is formed via local neutralization of the uniform

charge distribution achieved through sorne charging procedure before irradiation. The

extent of this local neutralization is proportional to the number of electron-hole pairs

generated by the radiation in a smal1 volume which is proportional to the energy deposited

in the volume. Conventional1y, a layer of selenium is deposited on a metal substrate.

The selenium is directly exposed to x-rays transmitted through a patient. This receptor

configuration is used in diagnostic imaging where the beam energy is low.

In portal imaging, an image is acquired with a therapy beam with high penetrating

ability which reduces detection efficiency. A metal plate is combined with a portal

image receptor. For example. a portal film is placed in a cassette with a copper plate

on the beam entrance side. Because of the high attenuation coefficient of the metal, a

significant portion of the incident photon beam is converted to secondary electrons. Il is

the interaction of the electrons with the receptor that is responsible for image formation.

22



•
Chapter 2 lmaging Characteristics of MetaUa·Se: Monte Carlo SlUdies

•

•

Metal plates are also employed in fluoroscopic EPIDs and matrix ion chamber EPIDs

to enhance detector response.

Introducing a metal plate will not only increase detector efficiency but will also affect

the noise level. Droege and Bjamgard4 reported that a metal plate can significantly reduce

the scaUer to primary ratio when used with portal films. Jaffray el ais reported that

a copper plate can reduce quantum noise associated with x-ray absorption in phosphor

screens thus improve the detective quantum efficiency.

An amorphous selenium portal imaging system has been under development in the

Medical Physics Unit at McGill University. Fallone el of'· 7 proposed that the metal

substrate of a selenium receptor be used as the front plate so to serve as a conversion

medium. However, the substrate has to be customized for this new purpose. In this

chapter, we will calculate the modulation transfer function and the detective quantum

efficiency of a metal-amorphous selenium image receptor at different spatial frequencies

to reveal the effect of a front metal plate on detector sensitivity, noise level and spatial

resolution of arnorphous selenium detectors.

§ 2.3 Receptor Dlur and Modulation Transfer Function

The most straightforward mathematical representation of receptor blur is the point

spread function. Given an impulse input 5(x,y), L1:Ie output p(x,y) is defined as

the point spread function of the receptor. Receptor blurring alters the one to one
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correspondence between an object point and ils image. Consider an impulse input

I(x',y')6(x - x',y - y') at (x',y') where I(x',lI') is the magnitude of the impulse. It

will have a contribution I(x',y')p(x - x',y - y') to the output at (.r.y). The output

O( x, y) at (x, y) is the sum of the contributions from ail points

00 00

O(x,y) = JJI(x',Y')/I(x - x',lI-lI')dx'dll'·
-00 -00

(2.1 )

•

This means that a point on the image is not only related to the corresponding point on

the object but a1so to ail the other points. Receptor blur causes loss of image detail, and

the receptor does not transfer spatial information equally at every detail level. This can

be viewed from another perspective by applying the Fourier transform to Eq. (2.1)

O(u,t,) =S(II,I') ·I(u,t,),

where
00 00

I(u,v) = JJI(x,y)exp[-2lt'i(lIx +'vy)Jdxdll
-00-00

and
00 00

O(u,v) = JJO(x,y)exp[-2lt'i(ux +vy)]dxdy
-00-00

(2.2)

(2.3)

(2.4)

are the components of the input and output at spatial frequency (u, v), respectively, and

the Fourier transform of the point spread function

•
00 00

S(u,v) =JJp(x,y)exp[-2lt'i(ux +vy)]dxdy
-00 -00
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is the system response of the receptor. Eq. (2.2) shows that the output is modulated by

the system response. For a perfect receptor which has no blur, i.e.,

p(x,y) = 6(x,y) (2.6)

where 6(x, y) is the Dirac delta function in Iwo dimension, the system response is constant

at ail spatial frequencies, i.e.,

For a practica! receptor, the system response decreases as the spatial frequency increases

implying that the receptor can pass on ail the information from the input to the output.

•

00 00

S(u, v) = JJ6(x,y)exp[-27l"i(ux +vy)]dxdy = l,

-00 -00

(2.7)

because the point spread function is not a delta function. The property ofa receptor can be

characterized by the system response or the point spread function. However, measuring

the point spread function is very difficult. Image blur and signal transfer are usually dealt

with in terms of the !ine spread function and the modulation transfer function.

Defined as a !ine integral of the point spread function

00

l(x) = Jp(x,y)dy
-00

(2.8)

•
the !ine spread function l(x) specifies image blur in one dimension. It can be measured

by scanning the image of a very narrow s!it. The modulation transfer function is defined
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as the modulus of the Fourier transform of the line spread function

lIlTF(u) = ~ l(x)exp( -27riu)dx

=III p(x,y)exp( -27riu)dxdy

= 18(u, 0)1,

and can be proved to be the profile of the system response on the u axis.

(2.9)

The measurement of the line spread function l(x) can be modelled as a smoothing

process followed by a sampling process. Mathematically, the measured line spread

•
function lm (x) can be expressed as

lm(x) = [l(x) 0 reet(~)] . comb(~)

where the convolution with

(2.10)

reet (~) = {~: lx ~ ~I
x>! (2.11 )

represents the averaging effect of the aperture size a, and the multiplication with

n=+oo
combG) = L S(x - nb)

n=-oo

(2.12)

represents the sampling with a spacing of b. The upper limit of the spatial frequency at

which the modulation transfer function can be measured is determined by the Nyquist

criterion:

•
1

Umaz =2b'

26

(2.13)



•
Chapter 2 lmaging Charaeteristies of MetaUa-Se: Monte Carlo SlUdies

•

•

The measured modulation transfer function MTFm(u) is then given by the modulus of

the Fourier transform of Im(x):

MTFm(u) = 1J'"{lmlx)}1
(2.14)

= I[MTF(u)· sinc(au)]0comb(bu)1

which contains a truncation error introduced by the multiplication with sillc(au) and

aliasing artifact introduced by the convolution with comb(bu). Precautions have to be

taken in the selection of the aperture size and sampling rate in order to keep systematic

errors under an acceptable limit. The convolution in Eq. (2.14) causes overlapping of

adjacent cycles. This overlap can be reduced by increasing the aperture size a. A larger

aperture reduces the amplitudes of the sidelobes ofsinc(au) but at the same time increases

the truncation error. As a trade-offof aliasing reduction, the measured modulation transfer

function will deviate more from the true value. The current convention used in modulation

transfer function measurements is a = 2b, i.e., the aperture should be at least twice the

size of the sampling interva1. This convention ensures a less than 2% systematic error

in the sampled data.8

§ 2.4 Quantum Noise and Detective Quantum Efficlency

Quantum noise in x-ray imaging originates from the fluctuation of the incident photon

flux characterized by Poisson statistics and the randomness of the amount of energy

deposited by each x-ray photon in the receptor. While the former determines the noise

level of the input, the latter is the reason for the degradation of the signal to noise level
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introduced by the receptor. This degradation is usually characterized by the detective

quantum efficiency defined as:

•
DQE = (SN ROll')~

SN Rill
(2.15)

For an amorphous selenium receptor, the energy deposited by an incident photon is uscd

to create electron-hole pairs which are responsible for the formation of the electrostntic

image. The number of these charge carriers produced by N incident photons of energy

Ein is given by

•
Eill

J n(E, Eill )EciE
o

IV
(2.16)

where n(E, Ein) is the average number of photons that deposited the amount of energy E,

and IV is the average energy required to generate one electron-hole pair. The fluctuation

of n(E, Eill) is y!n(E, Ei,,). Considering the absorbed energy distribution, the tolal

uncertainty is:

•

Therefore,
Eon
.r n(E)EdE
oSNRout ·= --i;;""====
Eon
J n(E)E2dE
o
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and

where

DQE=

N
SNRi" = ,fiii

jn ,,(EiF'n) EdE
o

2

(2.19)

(2.20)

•
Ein

Mi(Ei,,) = Jn(ElYEi") EidE (2.21)

o

is the ith moment of the normalized pulse height spectrum "(Ei'n) from incident photons

of energy Eill' Equation 2.21 is the DQE at zero spatial frequency because spatial

information transfer is not considered. DQE at a non zero spatial frequency is lower as

the receptor can not fully transfer the information at that detail level. DQE as a function

of spatial frequency can be expressed as:

DQE(f) =DQE(O)· MTF2(f) (2.22)

•

provided that quantum noise is white noise. This is justifiable since the input noise is

determined by the Poisson statistics and the output noise is determined by the fluctuation

in the energy deposited by a photon. Neither of them depends on the spatial frequency

of the input under the assumption !bat x-rays are photons and the detector is a large

continuum.
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•

§ 2.5 Monte Carlo Simulations of Energy Deposition

§§ 2.5.1 The EGS4 Code

The coupled photon-electron transport within the deteclor was simulated with the

Electron Gamma Shower (EGS4) code9 which has been extensively used for radiation

dose calculation in the energy range from 1 to 10 MeV and has been proven to produce

reliable results. As a general purpose software package. EGS4 consists of two major

parts: the system code that handles the physics of the coupled photon-electron transport

and the user code that defines the geometry and type of the medium/media. The user

code also specifies which physical observable(s) will be scored. ln our simulations. we

used the EGS4 package distributed by the National Research Council of Canada. ln

addition to the system code, this package also provides two general purpose programs,

XYZDOS and DOSRZ, that aHow the user to define the simulation geometry in Cartesian

and polar coordinate systems. These two programs include the Parameter Reduced

Electron Step Transport Algorithm (PRESTA) which can reduce the dependence of

charged partiele transport on user-selected parameters. IO For simplicity, we used the

default values of the parameters for the PRESTA algorithm. Density effect corrections

were also included in the collisional stopping powers. The K fluorescence production

was not considered since it is not significant in the megavoltage energy range.' The

parameters controlling the transport were set as the following: ECUT=AE=O.521 MeV,
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PCUT=AP=O.OI MeV, where ECUT is the minimum total energy of electrons that are

transported, PCUT is the minimum total energy of photons that are transported, AE and

AP are the energy thresholds for creation ofsecondary electrons and photons, respectively.

Since the spectrum of the beam transmitted through the patient is not known precisely,

monoenergetic photons (0.1-6 MeV) were used in ail simulations. Test runs ofeach type

of simulation were performed to verify the consistency of the result before the simulations

used for calculating the imaging characteristics of the metal/a-Se receptor. The results

of simulation runs are consistently weil within 1 % of each other.

§§ 2.5.2 Receptor Geometry

The simulations were run on four receptors that were used in the experimental studies

which will be pre~ented in the next chapter. As iIlustrated in Figure 2.1 , a layer of

amorphous selenium is coated on an 8x 8 in2 front metal plate. As a build-up material,

the metal plate converts the incident photons into electrons. Intuitively, the optimal

thickness of the metal plate should be the depth dmax where electronic equilibrium

is reached. This depth represents the point at which the energy deposition is at its

maximum. Beyond this depth, energy absorption decreases because the primary photon

beam is attenuated and electrons do not travel over a certain range. However, fabrication

of a-Se receptors is complicated and our choice is limited by availability. Threeof the

four receptors (Noranda Advanced Materials Inc., Pointe Claire, QC) have a 2 mm thick
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nalTow paral1el beam of monoenergetic photons

metal plate a-Se

~.

Figure 2.1. Geometry of the line spread fonction simulation

aluminum plate with different thicknesses of a-Se: 150 Ilm, 300 Ilm and 500 Ilm. The

other receptor consists of a 1 mm copper plate and a 300 pm thick layer of a-Se.

§§ 2.5.3 Calculations of MTF

Figure 2.1 shows the simulation of the line spread fonction which was run with the

user code XYZDOS. A 2 Ilm x 20 cm paral1el beam ofmonoenergetic photons is incident

at the center of a 20x 20 cm2 receptor. The a-Se layer of the receptor is divided into

a series of 5 pm wide strips inside which the deposited energies are scored. Every two

adjacent points are then averaged:
1

ln/lx;) = 2[E(x;) +E(Xi+l)]
(2.23)

xi=(i-l)h, i=I,2.3.···.N

to satisfy the requirement of the adequate aperture size. According to the Nyquist.

criterion, the sampling rate gives a cutoff frequency of 100 mm-I . The selection of
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the bin width must also ensure that multiple seattering can be modelled accurately by

the EGS4 Monte Carlo code. The rule of thumb to estimate the number of multiple

scaltering events is

Nms = density(g/cm3 ) • (z/8)k. stepsi::dllm), (2.24)

~.

1.

where N",. is the number of multiple sealtering events, Z is the atomic nwnber of the

material considered. For a 5 Ilm step size in amorphous selenium, N",s is approximately

35 which is sufficient. The MTF is obtained by applying the Fast Fourier Transform

(FFT) to the discrete Line Spread Funetion. To ensure the aceuracy of the results, 30

million photons were used in each simulation resulting in a statistieal uneertainty less

than 5% in each strlp. This requires caleulation times ranging from 7 to 24 hours on an

SGI workstation (IRIS INDIGO, Silicon Graphies, Mountainview, CA).

§§ 2.5.4 Calculations of Absorption Efllciency and DQE

In order to calculate the absorption efficieney and the detective quantum efficiency,

the energy absorbed in the entire sensitive volume and its pulse height spectrum need to

be scored. Unfortunately, XYZDOS does not include the option ofpulse height spectrum.

The simulations had to be run with the mo~~ versatile and more user friendly DOSRZ.

As shown in Figure 2.2, a pencil beam of monoenergetie photons is incident at the center

of the eircular deteetor with a radius of 10 cm. The eiTeet of the detector shape is

negligible since the radius is sufficiently large for a peneil beam. Equal energy bin width
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pencil beam ofmonoenergetic photons

metal plate a-Se

••

•

Figure 2.2. Geometry of the energy deposition simulation

was used in the pulse height spectrum: 0.01 MeV for incident photons of energy less

than 3 MeV and 0.03 Mev for 3 MeV and above. The simulations were temlinated only

when the uncertainty in the pulse height spectrum became less than 10% in each bin.

Approximately 72 hours were required for each run.

§ 2.6 Results

§§ 2.6.1 Modulation Transfer Function

Simulations were run for the four receptors that will be investigated experimentally

in the next chapter. Three of the four receptors have a common front metal plate (2 mm

AI) but a different a-Se layer (ISO pm, 300 pm and 500 Iim thick) while the other has
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Figure 2.3. The modulation transfer funetions of a 2 mm A1/0.15 mm a-Se receptor at
various photon energies.

3S



.. Chapter 2

1.2

Imaging Characteristics of MetaVa-5e: ManIe Carlo SlUdies

• IMeV

1 • 2MeV

... 3MeV

• • 4MeV
c
.90.8 c 5MeV-uc

6MeV:s a
~..
~ •III

~ 0.6 •
!0-
c

~.9- •o:l
'3

~ 0.4
•

~. • •6 •
0.2 ~ • •S • •e •

51 • • •Il • •e fil a • JI •e El iii 8 Il 8 Il Il e
0

0 2 3 4 5 6 7 8 9 10
Spatial Frequency (1/mm)

Figure 2.4. The modulation transfer functions of a 2mm Al/0.3 mm a-Se receptor at
various photon energies.
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Figure 2.5. The modulation transfer functions of a 2mm AI/O.S mm a-Se receptor at
various photon energies.
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a 1mm thick Cu front plate and 300 Iim thick a-Se. The calculated MTFs are shown in

Figures 2.3 to 2.6. Error bars are not plotted because they are smaller than the symbols.

For each plate, it appears that the MTF degrades as energy increases and becomes

relatively constant from 2 MeV up to 6 MeV. This appears 10 indicate that there is a

transition of the dominant interaction from one type to another between 1 and 2 MeV. The

MTFs were also calculated for the a-Se/Cu receptor when the Cu plate was used as back

plate (Figure 2.7). Degradation was also observed as the photon energy was increased.

To examine the effects of the front metal plate and of the thickness of the a-Sc, the

data of ail receptors at each individual energy were plotted in Figures 2.8 to 2.13. 1t can

be seen that for the Al plate receptors, the MTF decreases as the thickness of the a-Se

increases at ail energies (1-6 MeV). For the 300 Iim thick a-Sc layer, the 2 mm Al plate

and the 1 mm Cu plate lead to the same modulation transfer function at 1 MeV. As Ihe

photon energies increases, the Cu plate improves the MTF considerably. When a back

Cu plate is used, the MTF is the lowest at 1 MeV but the highest from 2 MeV up.

§§ 2.6.2 Quantum Absorption Efficieney

The quantum absorption efficiency is defined as the ratio of the photons that have

deposited energy in the sensitive volume of the detector to ail the incidenl photons. It

represents the probability for an incident photon 10 deposit energy in the a-Se layer.

Figure 2.14 shows the calculated quantum absorption efficiencies of four receplors. The
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Il

error bars are too small to be shown in. the plots. As expected, the quantum absorption

efficiency increases as the a-Se layer becomes thicker when the same front plate is used.

At 1 MeV, a front metal plate reduces the probability of absorption due to the attenuation

of the primary beam. For energies ~ 2 MeV, the Imm Cu front plate increases the

absorption more than the 1mm Cu back plate. A 1mm Cu back plate is more effective

in absorption than a 2 mm AI front plate.

§§ 2.6.3 Detector Response

The output signal of a receptor is determined by the average energy deposited by

an incident photon. Figure 2.15 shows the responses of four receptors to monoenergetic

photons at different energies. Error bars are not shown because they are too small. For

the three AI plates, detector response increases with the thickness of a-Se. For the same

thickness of the a-Se layer (300 pm), a 1mm Cu front plate results in a much greater

detector response than a 2 mm AI front plate. The comparative detector response of the

Cu with respect to .' 1:r,,;reases at higher energies. From 2 MeV and up, it becomes even

greater than that of the AI receptor with a thicker a-Se layer (500 pm). Among ail the

receptors, tb one with a 1mm Cu back plate has the lowest detector response.

§§ 2.6.4 Statlstical Factor

The statistical factor describes the loss in DQE due to the incomplete absorption of

an interacting photon. As shown in Figure 2.16, the statistical factor of a front metal plate
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Figure 2.14. Quantum absorption efficiencies of four receptors at various incident photon
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Figure 2.16. Statistical factors of four receptors at different incident photon energies.
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receptor decreases as the x-ray energy increases. Error bars a.·e not plotted because they

are too small. With th~ front metal plate as an electron convertor, the pulse height spectlli

of energy deposition in the a-Se layer have similar shapes at different energies. But the

width increases with energy. The drop of the statistical factor is due to this widening.

For a back plate receptor, however, the pulse height spectrum becomes narrower when

x-ray energy increases. The smaller variation in the amount of the energy deposited per

interaction photon is responsible for the slight increase of the statistical factor of the 1

mm Cu back plate receptor.

§§ 2.6.5 Detective Quantum Efficiency

The zero spatial frequency DQEs for the four receptors are shown in Figure 2.17.

Error bars are too small to be plotted. Except for the 1 mm Cu receptor at 1 MeV, the

DQEs of ail four receptors decrease as incident photon energy increases. For the same

front metal plate, a larger sensitive volume results in a higher DQE due a more complete

absorption of the incident photon. For the same a-Se layer, a front metal plate decreases

the DQE at 1 MeV due to the attenuation of the primary photons (Figure 2.14). But from

2 MeV up, the Imm Cu front plate, and the Imm Cu back plate, increase DQE more than

the 2 mm AI front plate. Figures 2.14, 2.16 and 2.17 indicate that DQE is dominated

by the quantum absorption efficiency. The DQE as a fonction of spatial frequency can

be calculated from Eq. (2.22). From 2 MeV up, both the zero frequency DQE and the
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Figure 2.17. Zero spatial frequency detective quantum efficiency of four receptors at
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MTF of the Cu receptor are greatllr than those of the AI receptor. The Cu front plate,

therefore, will lead to higher DQE at any detail level. At 1 MeV, the DQE of the Cu

receptor at higher spatial frequencies will be compensated by its higher MTF.

§ 2.7 Conclusions

We have calculated the modulation transfer function, the detector response and the

detective quantum efficiency of four metal/a-Se image receptors in megavoltage imaging.

These imaging characteristics can reveal the effects of detector geometry and composition

on the performance of a receptor in terms of contrast, spatial resolution and noise level.

Spatial resolution decreases drastically as energy increases from 1 MeV to 2 MeV

and becomes relatively constant from 2 MeV up. A thicker a-Se layer will also degrade

spatial resolution. For the same metal, a front plate detector has better spatial resolution

than a back plate one at 1 MeV. At higher energies, the opposite is true. This cannot be

considered as an advantage of a back plate receptor because the sensitive volume will

be exposed to scattered radiation. For receptors with the same a-Se layer, a Cu front

plate can lead to better spatial resolution than an AI one for energies ranging from

MeV to 6 MeV.

The detective quantum efficiency decreases by approximately 30% from 1 MeV to 6

MeV. 11 is llffected by the size of the sensitive volume of a detector and the metal build

up layer. A front metal plate can increase the DQE, ~c does a larger sensitive volume.
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The enhancement by the front metal plate is much more significant than that achieved

by a thicker a-Se layer. Studies on the effects of the geometry and the composition

of the detector show that the quantum detective efficiency appears to be dominated

by the quantum absorption efficiency. A heavier metal is more effective in increasing

the quantum absorption efficiency and consequently increasing the detective quantum

efficiency.

Image tormation in a xeroradiograhic system has three stages: x-ray absorption,

electron-hole pair production and charge collection. In our simulations, only the first

stage is modeled. Another simplification is that only monoenergetic x-ray beams were

considered because the spectrum of beam transmitted through the patient is unknown.

Our calculations ofzero frequency DQEs have followed the approach taken by Jaffray

et al to calculate zero frequency DQEs of metal plate/phosphor screen combinations.

Since the physicaI process modeled by the simulations is the same: energy absorption, the

resuits could be compared. In fact, similar trends are observed in the way zero frequency

DQE changes with respect to incident photon energy although the behavior of the DQE(O)

of the metaI plate/a-Se detector is not as simple. Since the Monte Carlo results are the

higher limit, comparison of the overall performance of the two type of detection systems

(metal/a-Se versus metal/phosphor) must include the later stages in the imaging chain.

The metal/phosphor system requires an additional component that converts light into an
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electronic signal which may seriously affect the resultant DQE. This critical component is

theoretically not required for metaUa-~e system, where the information is already stored

in charge form. Intuitively, it should be simpler to read charge information directly in

the metaUa-Se system than it would be with a metal/phosphor system. However, the

optimum technique for reading a metaUa-Se has not been found yet.

Although the results are the higher Iimits of the detector considered, the objective of

this study is to investigate the effect of the detector composition and geometry on tl!e

imaging characteristics. Our results seem to indicate that l1etector response and noise

level are the two important factors in the design of an amorphous selenium receptor for

electrostatic portal imaging. Therefore the advantage in developing such a portal imaging

device is to reduce noise level and imaging dose.
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§ 3.1 Introduction
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Electrostatic imaging is a process in which the intensity pattern of a photon beam is

transfonned to a charge distribution on the surface of a photoconductor.1 This imaging

modality referred to as xeroradiography was introduced into radiography in the early

70s for acquiring mammographic images. Xeroradiography has also been employed by

Wolfe2 to acquired portal images in radiotherapy. Despite the high quality inherent in

the latent charge image on the photoconductor, usually amorphous selenium (a-Se), the

perfonnance of xeroradiographic imagers was Iimi!~d by the powder cloud development

method.3 With the development of novel methods for extracting the latent image, such

as photoinduced discharge with laser4-6 and electrostatic coupling, xeroradiography is

regaining its vitality. Recent studies have shown that electrostatic imaging by using a-Se

and digital readout has various advantages over screen-filrn systems in marnmography:

higher contrast, wider dynamic range and improved quantum detective efficiency.7, 8

One would naturally consider the introduction of a-Se into portal irnaging where beam

energy is much higher. In !his chapter, we will present a prototype portal imager based

on metal/a-Se and evaluate its perfonnance in tenns of sensitivity, noise level and spatial

resolution.

§ 3.2 System Overvlew

•
As shown in Figure 3.1, the prototype portal imager consists of three major

S9
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Figure 3.1. Major components of the prototype portal imager.
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components: a detector unit, an electronics system for the extraction of the latent

image, and a host computer controlling the image acquisition. The detector unit and the

electronics system are located in the radiation treatment suite while the host computer

is located in the monitoring area.

§§ 3.2.1 The Detector Unit

The schematics of the detector unit is shown in Figure 3.2. Built within a light

tight box, a two level rack secured onto the bottom of the box serves as the base of

the detector unit. The rack has two aluminum sIabs forming the bottom and the top

which are connected at the corners by four supporting columns made of steel. At the

center of the top slab, there is a 8 x 8 in2 window with an insulating frame holding the

image receptor: a metal plate coated with a thin layer of amorphous selenium. A two

dimensional motion stage (Aerotech, Inc., Pittsburgh, PA) is immobilized on the bottom

slab of the rack to provide the motion of scanning. The motion stage can accelerate to

a constant velocity (0- 10 \.6 cm/s in 10 ms), with an accuracy of 2 /lm. A scorotron

and an electrometer probe (Trek, Inc., Medina, NY) are installed on the motion stage.

The probe has an aperture of 200 1101, rests at a distance of about 200 /lm from the a-Se

surface and can measure potentials up to 3000 V.

§§ 3.2.2 The Electronics System

Hosted in a mobile cabinet, the electronics system includes two high vcltage
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Figure 3.2. Schematics of the detector unit (Courtesy of Tony Falco).
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power supplies, an analog-to-digital converter (ADC488/16A) and a motion controller

(Vnidexll, Ulis). The AOC can scan and sample analog signais at rates up to 100 kHz

with 16 bits resolution. The high voltage power source is connected to the scorotron in

the detector unit to provide corona.

§§ 3.2.3 The Host Computer

An IBM compatible personal computer with an 80386 CPU (Compaq Prolinea 4/100)

running Microsoft Windows is employed to control the motion stage through the motion

controller and to acquire data from the AOC. The motion controller and the AOC

are interfaced with the hast computer by a software package: LABVIEW (National

Instruments, Inc., Austin, TX).

§ 3.3 EIectrostatic Image Formation

The formation process of an electrostatic images has two steps: (a) the a-Se is charged

in the dark to achieve a uniform charge distribution on its surface; (b) the image receptor

is irradiated with a beam transmitted through an object. The varying intensity across the

beam due to differential attenuation in the object causes spatially variant local discharging

on the a-Se rurface resulting in a latent electrostatic image.

§§ 3.3.1 Charging

The most common charging method, coronal charging, is used in the prototype imager
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to achieve a unifonn charge distribution on the a-Se surface. A sharp conductor on the

scorotron i~ at a high electric potential (thousands of volts) to serve as a charge source

which points to the a-Se on a grounded metal plate. The extremely strong e!ectric field

around the tip of the sharp conductor causes dielectric breakdown of air to create charge

carriers. A wire mesh at a bias potential is placed between the point charge source and

the a-Se to homogenize the electric field immediately above the a-Se. The charge carriers,

r~marily C03-' drift in the electric field to the a-Se surface and become trapped. After

repetitive "sweep and spray" by the scorotron, the a-Se accumulates charge and builds

up a unifonn potentia! on its surface to equal the charge on the sharp conductor. We

charged the plate to 21 00 V.

§§ 3,3.2 Receptor Orientation

In conventional electrostatic imaging, the photoconductor is directly exposed to

radiation. This receptor orientation will not provide images of high quality due to the

way photons interact with malter attherapy energy. As described in Chapter 2, the higher

penetrating ability of megavoltage photons makes the absorption at the surface very low

which consequently reduces contras!. Moreover, scalter from the object will increase

noise !evel and blur. For these two reasons, our receptor is placed with the metal plate

facing the radiation beam.
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§ 3.4 Image Acquisition
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After irradiation, the &-Se surface is scanned with the electrometer probe in a raster

fashion. The motion is generated by the motion stage driven by step motors. A 5x 5 in2

area is scanned to obtain 200x 200 sample points resulting in -600 Ilm intervals. There

is sorne information loss, but an increase in the number of sal'lpled points would seriously

increase the acquisition time. The scan is set at a moderate speed to ensure a sufficient

accuracy of the motion. As a result, about 7 minutes are required to extract one image.

§ 3.5 Sensltlvlty Curve Measurement and Modelling

§§ 3.5.1 Radiation Discharglng

A latent image on an amorphous selenium surface is formed via local neutralization

of a uniform charge distribution achieved through the charging procedure (e.g., corona

charging) before irradiation. The extent of this local neutralization is proportional to the

number of electron-hole pairs generated by the radiation in a smal1 volume. Therefore

the varying intensity across the radiation beam exiting the patient will result in a charge

distribution pattern on the amorphous selenium surface.

As a photoconductor, an amorphous selenium plate is a capacitor in the dark. A

uniform charge distribution q on the plate will result in a voltage difference between
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the two surfaces:

\' = url
f

Sensilivity and Contrast-Detail SlUdies

(3.1)

•

where d is the thickness of the plate and ( is the dielectric constant of amorphous

selenium. X-ray irradiation on the plate will create e1ectron-hole pairs inside the

amorphous selenium and these charges will drift in the eleclric field towards opposite

surfaces to neutralize the initial charge on the surfaces. The decrease of surface charge

t\u is proportional to radir.tion dose tlD and inverscly proportional to the average energy

required to generate and collect one electron-hole F'.iir in selenium W±:

(3.2)

C{)nsidering that Wl: is dependent on the electric fieid in the selenium,9

the slope of discharging due to irradiation can be expressed as:

tlV dkv~
--ex: ---
tlD f'

(3.3)

(3.4)

which will lead to the voltage difference between the two surfaces as a function of

radiation dose:

•
[ ']3ad!

\1(Dl =Vo 1 - "l' D ,
d{,3

66

(3.5)



•
Chapler 3 Sensitivity and Contrast-Detail SlUdies

where 0' is a proportionaI constant characterizing the pholoconductor's sensitivity to x-

rays. The voltage drops to zero at

1

f IV)'
D", = -;; . \ d (3.6)

which characterizes the dynamic range. The image contrast is determined by the

discharging slope:

dV
dD = (3.7)

•

•

which becomes less steep as the radiation dose increases. Il is obvious that there is a

trade-off between dynamic range and image ('')ntrast, and that these parameters depend

on the thickness of the a-Se layer d, the x-ray energy absorption efficiency Cl' and the

initial voltage across the a-Se layer Vo. While the thickness of the a-Se layer d and

the initial voltage Vo are original parameters, x-ray energy absorption efficiency 0' is

dependent on the thickness of the a-Se layer d and the x·ray energy. The dependence

of the dynamic range and image contrast on x-ray absorption and the dependence of the

absorption efficiency on the image receptor geometry can be investigated by measuring

the discharging curve of a-Se by x-ray irradiation.

§§ 3.5.2 Monoenergetic Photons

There are usually two types of photon beams used in teletherapy: ,-rays from

radioactive isotopes or x rays generated by medicaI linear accelerators. The same beams
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are also used for acquiring 10rtal images. In order to isolate different factors involved

in the experiment. we tirst measured receptor sensitivity to monoenergetic photons from

C060 •

Four receptors with different metal plates and different thicknesses of the a-Sc layer

were nldiated on a T780 Cobalt Unit (Theratronics. Kanata. Ontario) at a source-to

receptor distance of 120 cm. The radiation beam was coi limated such that the cross

section of the beam on the receptor surface is a square. To examine the function of the

metal plate as buildup layer, the receptors were radiated with the front plate orientation

(the metal plate facing the beam) and the back plate orientation (the a-Se facing the

radiation).

The measurement with the front plate orientation starts with coronal charging the

receptor with the scorotron. Then the receptor is radiated with a preset radiation time.

ScalL1ing the receptor with the electrostatic probe after irradiation generates a map of

potential of the a-Se surface. This procedure is repeated to obtain a series of open field

images. The average pixel value with a small region of interest located at [he center

of each image is calculated and then converted to potential on the a-Se surface. This

ensures that the measured potential will not be affected by dark decay.

The back plate orientation causes ineonvenienee in the measurement since the pfû

totype imager is designed for a front plate receptor. After charging, the receptor has
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to be inverted manually before irradiation and then be inverted back for scanning. The

inverting operations are performed in the dark with great care.

The measured radiation discharging curves of three aluminum plates and copper plate

are shown individually in Figures 3.3 t03.6, and combined in Figure 3.7. Error bars are

not plotted because they are too small. For ail four plates the discharging is faster when

the metal plate is used as a build-up layer. There is no significant difference between

the copper plate and the aluminum plate with the same a-Se thickness although the

discharging curve of the copper plate is slightly steeper. For the three aluminum plates,

the discharging rate increases with the a-Se thickness. It appears that the thickness of the

a-Se is a more sensitive factor than the thickness of the metal plate.

To quantify the receptor sensitivity in an absolute manner, the discharging process

nee~ to be characteri.ed in terms of radiation dose to the receptor. The determination of

this dose requires the achievement of electronic equilibrium in the a-Se. Because there

is no justification of the existence of this equilibrium, we can only provide a relative

dose to a small mass of tissue required to achieve the electronic equilibrium had it been

radiated at the position of the image receptor. At the time of the measurements, this dose

rate at the position of the receptor (120 cm ITom the source) was 37 cGy/min.

The data are filted to the following function

•
3

\I(D) = \10 [1 - .2:.]
Tm
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Figure 3.3. Sensitivity curves of a 2 mm A1/0.15 mm a-Se receptor measured on a T780
Cobalt Unit with the front plate and back plate configurations. The dose rate at the
receptor is 37 cGy/min.
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Figure 3.4. Sensitivity curves of a 2 mm AUO.3 mm a-Se receptor measured on a T7S0
Cobalt Unit with the front plate and back plate configurations. The dose rate at the
receptor is 37 cOy/min.
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Figure 3.5. Sensitivity curves of a 2 mm AI/0.5 mm a-Se receptor measured on a T780
Cobalt Unit with the front plate and back plate configurations. The dose rate at the
receptor is 37 cOy/min.
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Figure 3.6. Sensitivity curves of a 1 mm Cu/0.3 mm a-Se receptor measure<! on a T7S0
Cobalt Unit with the front plate and back plate configurations. The dose rate at the
receptor is 37 cGy/min.
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Figure 3.7. The sensitivity curves of four differenl a-Se receptors mcasurcd on a T780
Cobalt Unit. Dose rate al the receptor is 37 cOy/min.
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Table 3.1 Radiation times required for comple.e discharge of different receptors on T780
Cobalt Unit and correlation coefficients obtained from the modelling.

Receptor Tm(min) U

2 min Al/0.15 mm a-Se 0.275 0.999514

0.15 mm a-Se/2 mm AI 0.490 0.996700

2 mm AI/O.3 mm a-Se 0.0931 0.999546

0.3 mm a-Sel2 mm AI 0.144 0.999998

2 mm AI/0.5 mm a-Se 0.0274 0.999115

0.5 mm a-Se/2 mm AI 0.0349 0.998159

1 mmCu/0.3 mma-Se 0.0954 0.999698

0.3 mma-Se/I mmCu 0.126 0.999497

with filling parameter Tm, a.'1d the results of the modelling are summarized in Table 3.1.

The parameters D and Dm have been replaced by l' and T".. respectively because the

dose Dis proportional to the radiation time T.

The relative x-ray sensitivity of the receptor is calculated from

1
Cl' IX 1

Tm' (d)!
(3.9)

•

and is compared to the Monte Carlo results obtained in Chapter 3. Table 3.2 shows

the results of three receptors with the same front plate (2 mm AI) and different a-Se

thicknesses. As expected by the Monte Carlo calculation, x-ray sensitivity increases with

the a-Se thickness. The calculated value agrees with the measured one very weil at 0.3
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Table 3.2 Relative x-ray sensitivity of receptors with a 2 mm Al front plate.

Receplor Relative a (measured) ~elative a (Monte Carlo

2 mm AI/0.15 mm a-Se 1 1

2 mm AI/0.3 mm a-Se 2.343 2.314

2 mm AI/0.5 mm a-Se 6.712 4.196

Table 3.3 Relative x-ray sensitivity of receptors with different front metal plates.

Receptor Relative a (measured) Relative a (Monte Carlo)

2 mm AI/0.3 mm a-Se 1 1

1 mm Cu/0.3 mma-Se 0.976 1.178
'----.

mm but is smaller at 0.5 mm. The effects of a 1 mm Cu front plate and a 2 mm AI

front plate on the x-ray sensitivity of a 0.3 mm a-Se layer are compared in Table 3.3,

where discrepancy occurs. The larger enhancement of x-ray sensitivity by the 1 mm Cu

plate was not observed. However, when a 1 mm Cu front plate is compared to a back

plate (Table 3.4), a good agreement between the calculated and measured data is evident.

These cross examinations indicate that x-ray sensitivity is primarily dominated by the

thickness of the a-Se. A front metal can enhance x-ray sensitivity, but the composition

of the front metaI plate does not appear to be as important.

§§ 3.5.3 Polyenergetic Photons

Most of the photon beams used in radiation treatment are produced with medical
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Table 3.4 Relative x-ray sensitivity of a reccptor with front and back metal plates.

Receptor Relative 0 (measured) Relalive Cl (Monte Carlo)

0.3 mm a-Sel\ mm Cu 1 1

1 mm Cu/0.3 mm a-Se 1.320 1.363

linear accelerators. Electrons are accelerated to a very high speed and strike a metal

targel. The drastic deceleration ofthese electrons causes brernsstrahlung radiation. Due 10

the stochastic nature of the interaction between the electrons and the targct. the generated

x rays do not have the sarne energy hut rather fall in a spectrum. The upper limit of

this energy spectrum is at the energy of primary electrons which corresponds to the

complete energy transfer frorn a primary electron to a photon. Because of titis spectrum,

a therapeutic photon bca:n is usually characterized by the ac::elerating potential for the

primary electrons.

Receptor sensitivity is a1so measured on a Clinac 2300 CID (Yarian Oncology

Systems, Palo Alto, Califomia). The Clinac 2300 CID can output two photon beams: 6

MY and 23 MY. Portal images are usually acquired with the 6 MY bearn even though

the treatment beam could be different. The receptors were radiated at 179 cm from the

source with the 6 MY beam. The output of the Clinac 2300 CID is quantified in terrns

of Monitor Units (MU), to which the corresponding dose is deterrnined in calibration.

The measured radiation discharging curves of three aluminum plates and copper plate
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Figure 3.8. Sensitivity curves ofa 2 mm AI/O. 15 mm a-Se receptor measured on a Clinac
2300C/D with the front plate and back plate configurations. The dose rate at the receptor
is 0.3 cGy/MU.
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Figure 3.9. Sensitivity curves of a 2 mm A1/0.3 mm a-Se receptor measured on a Clinac
2300 CID with the front plate and back plate configurations. The dose rate al the receptor
is 0.3 cGyIMU.
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Figure 3.10. Sensitivity curves of a 2 mm Al/O.S mm a-Se receptor measured on a
Clinac 2300 CID with the front plate and back plate configurations. The dose rate at
the receptor is 0.3 cGyIMU.

• 80



•
Chapter 3 Scns'lÎvity and Contrnst-DetaÎl Studics

2500 r-----------------------,

o 1mm Cu/0.3 mm a-Sc

o 0.3mm a-Sc/lmm Cu

•

2000

~

~ 1500

~
a:
5
~s
~ 1000

500
Dm = 11.40 MU

)

V=2100( I-D/Q,,)

D,,=12.I9MU

o
o 2 4

Monitor Unit
6 8

•

Figure 3.11. Sensitivity curves of a 1 mm Cu/0.3 mm a-Se receptor measured on a
CHnac 2300 CID with the front plate and back plate configurations. The dose rate at
the receptor is 0.3 cGy/MU.
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Figure 3.12. The sensitivity curves offour different a-Se receptors measured on a Clinac
2300 CIO. The dose rate at the receptor is 0.3 cGylMU.
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are shown individually in Figure 3.8 to Figure 3.11, and together in Figure 3.12. Error

bars are not pl'Jtted because they are too small. No significant difference can be observed

between front plate orientation and back plat~ orientation. The reason is that the smaller

weights of the low energy components are compensated by the high absorption efficiency

at low energies when the a-Se is directly exposed. A front plate, on the other hand, c:m

enhance the absorption of the high energy components but at the same time attenuates

the low energy photons. Once again, the thickness of the a-Se layer appears to dominate

in the discharging process. As discussed previously, receptor sensitivity can only be

characterized in a relative manner. The dose rate (to a small mass of tissue) at the

position of the receptor (1 79cm from the source) is 0.3 cOy/MU.

Similar modelling is done with

V(D) = Vo [1 _ .E..] 3
Dm

(3.10)

•

where D is the amount of radiation in monitor units and, correspondingly, Dm is the

amount of radiation needed to completely discharge the receptor. The results are Iisted

in Table 3.5.

Judging by the correlation coefficient of the curve fitting, the radiation discharging

model seems to work very weil even with polyenergetic photons. The sensitivity is again

dominated by the a-Se thickness. A thick a-Se layer leads to a large contrast but small

dynamic range due to its high energy absorption. A slight acceleration of discharging by
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Table 3.5 Monitor units required for complete discharge of dilferent receptors on Clinac
2300 CID and correlation coefficients obtained from the modelling

Receptor Dm(AfU) R

2 mm AI/0.15 mm a-Se 36.06 0.99931697

0.15 mm a-Se/2 mm AI 40.40 0.99946616

2 mm AI/O.3 mm a-Se 13.22 0.99883452

0.3 mm a-Se/2 mm AI 14.66 0.99955136

2 mm AI/0.5 mm a-Se 4.600 0.99891336

0.5 mm a-Se/2 mm AI 5.058 0.99928159

1 mm Cu/O.3 mm a-Se 12.19 0.99880869

0.3 mm a-Se/l mm Cu Il.40 0.99850578

the 2 mm AI front plate can be obsel'ved while the 1mm Cu front plate seems to reduce x-

ray sensitivity slightly. This is probably because the Cu plate acts more Iike an attenuator

than a build-up layer to the low energy components of the primary x-ray beam. At low

energies, photoelectric elfect is the dominant interaction and the corresponding attenuation

coefficient increases drastically as the atomic number increases. 10 Even though the back

Cu plate leads to a slightly higher sensitivity than the front plate, it cannot be used for

acquiring portal images as will be demonstrated in the next section.

§ 3.6 Phantom Tests

Primarily delerrnined by the receplor sensilivity, image contrasl is also affecled by
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the spatial resolution and noise level of the receptor. Receptor blur and noise will reduce

contras!. 11 Systematîc evaluation of the performance of an imager requires measuring not

only the sensitivity but al50 the modulation trunsfer function and the detective quantum

efficiency. These measurements are not ready at this stage of Ihe development for the

following reasons.

The MTF is usually measured with the line spread fun.:lion melhod where the receplor

is exposed to a very narrow parullel beam and a profile is obtained by scanning Ihe

receptor across the line image. l ! The module of Ihe Fourier lrunsform of the line spread

function is the modulation transfer function. Although conceptually struightforward,

this measurement cannot be carried out without equipmenl thal can provid~ mechanical

motions with high precision while supporting heavy beam-shaping blocks.

Measuring detective quantum efficiency requires the measuring noise power spectrum.

It can be done by radiating the receptor with an open field, scanning the image, and then

taking the Fourier transform to calculate the noise power spectrum. The condition of this

measurement is that the receptor must have a high degree ofuniformity. This requirement

cannot be satisfied by the plates used in this preliminary study.

Phantom test is an alternative. It is simple to perform and the results can be compared

with those from commercial systems. The disadvantage is thatthe indivitlual properties of

the imager can not be isolated. A contrast-detail phantom has been developed by Munro
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et 0/13 for testing ponal imagers and has become commercially available (Radiation

Measurements, Inc., Middleton, Wisconsin). Il is a 13 mm thick 25 x 25 x 1.3 cm3

aluminum slab with a 10 x 10 array of holes with a decreasing depth in each row

and a decreasing size in each column (Table 3.6). Spaced at a center to center distance

of 18.2 cm, these holes can provide contrast variation at different spatial detail levels.

Systematic tests with this phantom of a commercial EPID have been reported by Dong

and Boyer. 14 Our prototype imager is still in the development stage, and it will impose

limitations on systematic phantom tests. For example, the scanning area is smaller than

the contrast detail phantom; the image receptors have defects. Due to these reasons, we

only conducted visual inspection of images of the contrast-detail phantom.

The contrast-detail phantom was imaged on the Clinac 2300 CID under the same

conditions as in the sensitivity measurements with the phantom at 2 cm above the

receptor. Figure 3.13 shows the images obtained with a Cu/a-Se plate receptor with

both the front plate and the back plate configurations. The better visibility of the holes in

the front plate image clearly demonstrates the scatter removal function of the front metal

plate. Because of the high sensitivity of a-Se to low energy photons, the scatter from the

phantom completely obscures the image in the back plate configuration.

Images of the same phantom were also acquired with a commercial f1uoroscopic

EPID and a matrix ionization chamber EPID for comparison (Figure 3.15). While having
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Table 3.6 The sizes and depths of the holes on the contt"3St-detail phlJntom.

Row Column Diameter (mm) Depth (mm)

1 1 12.80 4.57

2 2 11.10 3.23

3 3 7.93 2.29

4 4 5.56 1.63

5 5 4.76 1.14

6 6 3.97 0.76

7 7 3.18 0.51

8 8 2.38 0.43

9 9 1.59 0.36

10 10 1.19 0.29

a much higher quality, our image was acquired with only 2 MUs at a distance of 179 cm

from the source. The fiuoroscopic EPID and the matrix ionization chamber r.:quired 50

MUs ana 23 MUs, respectively, at 140 cm from the source. An image of a head phantom

is also shown in Figure 3.15 to demonstrate the potential of the prototype imager.

§ 3.7 Conclusions

We have measured the radiation discharging curves of &-Se image receptors with

different sensitive volumes and different build-up metal plates. The sensitivity of these

receptors to therapy photons was found to be quite high and to be dominated by the
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Figure 3.13. Images ofa contrast-detail phantom acquired with a 1 mm Cu/300 /lm a-Se
reeeptor on a CUnac 2300 CID linear accelerator by using the 6 MV beam. Top: front
plate image; bottom: back plate image.
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Figure 3.14. Images ofa contrast-detaii phantom acquired with a fluoroscopic EPiD (top
ieft), a matrix ionization chamber EPiD (top right) and our prototype imager (bottom) on
a Ciinac 2300 CID iinear accelerator by using the 6 MV beam (Courtesy of Tony Falco).
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Figure 3.15. Image ofa head phantom acquired with a 1.5 mm Cu/300 /lm a-Se receptor
on a Clinac 2300 CID linear accelerator by using the 6 MV beam (Courtesy of Tony
Falco).
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a-Se thickness. A front metal plate can enhance the energy absorption at high x-ray

energies while the composition of the metal plate appears not to be imponant. The

front metal plate is aIso required for removing scattered radiation from the object which

could degrade and even completely destroy the image (Figure 3.13). Image contrast and

spatial resolution were found to be comparable to those of commercial fluoroscopic ponal

imagers. Preliminary contrast-detail studies also confirmed that the noise level is very

low in electrostatic imaging duc the high collection efficiency of charge carriers. The

performance of the prototype imager indicates that significant reduction of dose currently

required for taking ponal images can be expected with a-Se receptors.
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§ 4.1 Introduction

§§ 4.1.1 Objectives

Segmentation of Ponal Images

•

•

The goal of portal imaging is to ensure accurate execution of a treatment plan,

specifically, to reduce errors introduced in the radiation dose delivery procedure. Errors in

a treatment are determined by how closely the radiation beam is shaped to the prescription

and how accurately the shaped beam is localized to the target. With portal images,

these errors can be detected and corrected before and during the treatrnent. The first

step of error detection is to accurately delineate and characterize the radiated area in

a portal image. With the advent of electronic portal imaging devices, not only can

portal images be acquired digitally, they can also be analyzed with digital processing

techniques. Automatic and accurate extraction of the treatment field from digital portal

images acquired with EPIDs has been investigated recently. Bijhold et ail developed a

segmentation algorithm based on local gradient of grayscale variation in portal images. In

this algorithm, a rough edge of the radiation field was obtained from global thresholding

and then modified to the contour of maximum local gradient points. Another algorithm

employing an optimal edge detector and maximum local gradient tracing was reported

by Leszczynski et al.2

Even though EPIDs are becoming more and more popular, the radiographic film still

remains the major means of acquiring portal images. Portal films can be digitized and
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the digital images can be analyzed with computer algorithms. The results of off-line

analysis can be used to adjust the next treatment session accordingly. Ponal films post a

more difficult task for image segmentation algorithms because of the difference in image

acquisition. A ponal film is usually exposed twice: first with the shaped beam and then

with an open field. This double-exposure technique shows not only the shape of the field

but also the location of the beam with respect to the surrounding anatomy.3 As a result, a

transparent shadow of the radiation field is overlaid on the background anatomy making

the double-exposure image very difficult to segment. On an EPID, however, two images

are acquired with the shaped beam and an open field separately and the two single

exposure images are overlaid on top of each other. The radiation field can be delineated

from the single-exposure image acquired with the shaped beam where the region outside

the radiation field is uniform. In this chapter, a robust algorithm will be presented for

automatic extraction of the radiation field from double-exposure ponal images.

•

Another purpose of ponal image segmentation is to enhance image contrast for better

visualization of anatomical details. As discussed in Chapter l, ponal images have an

inherently low contrast due to the high energy of the x-ray beam. Contrast enhancement

can be achieved with different kinds of histogram-based transformations, among which

histogram equalization is a very popular one. The histogram of an image is a plot of

number of pixels versus pixel value, Le., the occurrence of pixels at each gray level.
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For a low contrast image, ils histogram occupies a small region of the whole display

range. Gray level variation corresponding to the content of the image is small. The

histogram equalization process transforms the value of each pixel such that the histogram

of the transformed image is uniform across the whoh: display range, Le. to assign

equal number of pixels to each display level to achieve the optimum visualization. If

histogram equalization is simply applied to a double·exposure portal image, ils effect is

Iimited because the radiation field shadow introduces an additional peak in the lower part

of the histogram making the histogram not being sufficiently stretched. This problem

can be solved by applying contrast enhancement to different regions separately. A

selective histogram equalization approach has been proposed by Crooks and Fallone4-6

for enhancing the contrast of double-exposure portais. The objective of this chapter is to

improve the robustness of the segmentation required by this approach.

§§ 4.1.2 Scope

The previous two chapters are concerned with image formation and acquisition, the

work presented in this chapter falls in another category: postprocessing. Section 4.2

describes the image processing system, followed by a brief review ofsorne basic concepts

in mathematical morphology (Section 4.3) and edge detection (Section 4.4) which serve

as the foundation of this chapter. The development of a robust algorithrn for automatic

segmentation of portal image~ will be presented in Section 4.5.
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§ 4.2 Materials and Methods

§§ 4.2.1 Image Processing System

Segment.lion of Pon.1 Im.ges

•

•

An imaging system having hardware processing ability has becn employed in this

study. It consists of a VDC3874 video camera (Sanyo Electric, Inc., lapan) with a

user designed light box, a FD--2000 laser film digitizer (Du Pont, U.S.A.), a 386 PC

(MaxSys, Inc. U.S.A.), a Mlltrox Image-Series IM-1280 imaging board set (Matrox

Electronic Systems, Canada), and a Mitsubishi HL690S Diamond Scan 19' (Mitsubishi

Electric Corp., Japan) high resolution image monitor. A workstation (IRIS ELAN4000,

SiliconGraphics, Mountainview, Califomia) was added to the system later as a processing

unit parallel to the IM-1280 imaging board set.

Image-Series. As the central part of this system, the Image-Series performs image

digitization and processing and controls image display on the image monitor. Il is an

intelligent board set consisting of a base board (IM-1280), a real time processor board

(RTP) and a digitizer board. The three boards are connected by an image bus.

Base board. The Base Board is the central board of the Image-Series. Il has a Graphies

System Processor (GSP) which controls the whole Image Series. The GSP receives

opcodes transmitted from the Host computer, decodes them, and then either sets ur the

appropriate hardware or executes the request itself. The base board also hosts buffers
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whieh feed data to the on-board video display eontroller and serve as the main storage

area for images, proeessing and graphies. The frame buffers are organized to provide

very fast data transfers between buffers and ail other Image-Series boards (up to 30

million pixels per second).

Image-RTP. Consisting of a Data Formaller, a Data-Router, a Caseuded ALU, a

Neighborhood Processor and a Statistieal Proeessor, the Image-RTP makes it possible

to perform several operations in one 15 MHz pass. Il ean perform 3x 3 gray seale and

18x 16 binary neighborhood operations in one pass with the Neighborhood Proeessor, and

combine information from IWo sources with the Caseaded ALU. A data router allows for

.various data paths through the proeessing elements.

The Data Formatters, situated on both Image-RTP inputs, eonvert ineoming frame

buffer/digitizer data from various input types into the internai l6-bit representation used

by the proeessing pipeline. An on-board Data Router directs data to the appropriate

proeessing elements. Il allows results from one proeessing element to undergo further

proeessing through other proeessing elements without having to store and then re

read the results. The easeaded ALU performs a variety of arithmetie and logieal

operations. Il ean preproeess the input or postproeess the output of other proeessing

elements. The neighborhood Processor ean perform up to 18x 16 binary and up to 63

gray seale neighborhood and morphologieal operations in one frame lime. Il supports
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both rectangular and hexagonal h.ttices in hardware. The statistical processor has an

event counter/comparator, a minimum/maximum comparalor, and histogram and profile

generator. This processor uses Stalistical LUT as a storage area for results. The Statistical

Processor can use object labels to son the results of basic feature extraction.

Digitizer Board. The image-ASD suppons both analog and digital input. accepts a

wide range of source frequencies, has a programmable synchronizalion generator. and can

accept trigger pulses for mono-shot cameras. Il suppons black and while video sources.

or video sourees Wilh swilchable filters or RGB input on three differenl channels. This

digitizer can only send one analog color component al a lime 10 the Image-Bus. An

on-board Digitizer LUT maps digilized data.

Image-Bus. The Image Bus serves as a 30 MHz communication link between the base

board and the other Image-Series boards. It is a wide dual-bus interface consisting of an

1/0 bus for system control, and a processing bus with two 32-bit data palhs for high-speed

image processing data trnnsfers. The two processing data paths provide simuhaneous

data flow both to and !Tom data storage.

Host and 1/0. The MaxSys 386 PC hosts the Image Series. To a large exlenl, it is

only used as a controller. The VOC 3874 video camera has i" CCD array of 800x490

elements. It uses a 2S mm lens 10 focus the image on the CCD. Video output of the
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camera are sent to the Image-Series and digitized by the digitizer board. Films are also

digitized with the laser film digitizer (which digitizes a film into 844x 1021 pixels with

a depth of 14 bits or 1688x 2042 pixels with a depth of 12 bits. Digital images are

displayed on the image monitor which ha~ a resolution of 1280x 1024 pixels.

Software. The Image-Series comes with a complete set of control, processing and

graphies modules. It also has a command interpreter that allow the user to issue

commands directly to the hardware, but this is performed on a very low level and is

difficult to use. Noesis Visilog image processing software has been used as the user

board interface. Visilog is an image processing and analysis software package working

with industry-standard Graphies User Interface. It can automatically make use of the

abilities of special imaging hardwares. The PC version is developed in the MS-Windows

3.0 or higher environment. and is therefore, particularly suitable for investigations for

algorithm development. It also has a library of image analysis, processing and graphies

functions for user application development.

§§ 4.2.2 Image Acquisition

Portal and simulator image pairs are selected randomly from the patient files in

Radiation Oncology in the Montreal General Hospital and the Jewish General ijospital.

Simulator films are obtained from an ABCL Therasim-7S0 simulator, and portal films

are obtained from the following therapy machines: Theratron-780 C0-60 unit ( Atomic
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Energy of Canada), 1 herapi-4 4 MV (SHM Nuclear Syslems), EMI-6 6 MV (EMI Therapy

Systems) and Clinac-18 10MV (Varian Associates) linear accelerators. The films cover

a variety of treatment sites. Since portal films have low spatial resolulion and low

contrast, they are digitized with the video camera into 256x240 pixels, each pixel with

a depth of 8 bits. Films are also digitized with the FD·200 laser digitizer, and the image

file is presently imported into the host of the imaging system via a floppy disk. The

standard resolution mode (844x 1024x 14 bits) has been used. Since the image format

of Visilog is that the depth of a pixels must be a multiple of a byte, images acquired

with the laser digitizer are shrunk into 8 bits deep. An improvement may be achieved

by taking advantage of the full 14 bit image, but the advantages may be marginal duc to

the inherently low contrast features of portal images, therefore we used the video camera

for digitization most of the time.

§ 4.3 Mathematical Morphology

Morphology as a methodology in image processing was introduced by G. Matheron in

the 1970s.7 Based on set theory, morphology deals with geometric structures inherentto

an image.s-12 Geometric information in an image is analyzed by filting some predefined

small geometric shapes, called structuring element, into the image. As a probe, the

structuring element is passed over the domain of an image while a set operation is applied

around the neighborhood of each element of the image. The geometric information which
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is extracted depends on the operation applied when the structuring element is passed over

thr, image. Since most of the morphological operations used in this study are applied on

binary images, we will commence our discussion of morphology in the Euclidean plane.

Two-valued images can be considered as sets of points in the Euclidean plane.

§§ 4.3.1 Fundamental Operations

As discussed, mathematical morphology is based on set theory. Morphological

operations are built upon set operations which are primitive to the morphology level.

Besides the usual set operations, union and intersection, another primitive operation,

translation, has to be introduced in order to define the basic morphological operations.

For a set of points A in the Euclidean plane R2, the translation of A by a point x in

R2 is given by

A+x={a+x:aEA} (4.1)

Now we can define the two fundamental operations in morphology, Minkowski addition

and subtraction. Given IWo sets A and B in R2. the Minkowski addition (represented by

€El ) of A and B is the union of ail the translates of A by each element of B.

(4.2)

•
while the Minkowski subtraction (represented bye) is the intersection of ail the translates
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(4.3)

•

where b is an arbitrary element of B. Traditionally, morphology was developed in a

graphical way. Basically, a small probe is applied to every clement of an image, and

the manner in which this probe fits within the image is investigated. Based on this

strategy, IWo basic morphological operations can be defined from Minkowski addition

and Minkowski subtraction. Il can be proven that the Minkowski addition, A fIl B, is

equivalent to the union of ail the translates of 13 by each element of A:

•
The di/a/ion of A by 13 is defined as

1J(A, 13) =A $ 13

lOS

(4.4)

(4.5)
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where B is called structuring e/ement. Minkowski subtraction can be writlen as

A8B= nB(A+y)
yE

= nB{X:XE(A+y)}
yE

= nB{X:-Y+XEA}
yE

(4.6)

={x:-B+xca}

where - B is defined as - B = {-b : b E B}. This is equivalent to rotating B by 1800

about the origin, and finding the set of points by which the translation of the rotated B

can fit into A. The erosion operation of A by B is defined as

where B is also called structuring element. The procedures of dilation and erosion•
E(A,B)=A8(-B) (4.7)

•

are iIIustrated in Figure 4.1. Three objects are shown in Figure 4.1a. Erosion and

dilation of these object~ by a small square structuring element in Figure 4.1 b are shown

in Figure 4.1 c and Figure 4.1 d, respectively. The dilation and erosion of an object by

a structuring element can be seen by sliding the structuring element along the border

of the object, and the outer contour drawn by the structuring element defines the dilated

object while the inner contour drawn by the structuring element defines the eroded object.

ln Figure 4.1 c, eroded objects are represented by the solid objects and their originals are

represented by the outer contours. Symbolically, erosion is Iike "peelin~" the objects

at a depth which is half the size of the structuring element, from the outer and inner
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Figure 4.1. (a) original image, (b) structuring elemenl, (c) solid objecls are Ihe eroded
objecls, the outer contour represents the original objecls, (d) solid objects are the originals,
the outer contour represents the dilated objecls.

107



•
Chapler 4 Segmentation of Portal Images

•

"surfaces". After erosion, the smaH object at the upper left corner disappears, the thin

junction on the largest objects is broken, and holes on this object becomes larger. The

opposite situation is shown in Figure 4.1 d, where solid objects represe:lt the original

objects and the outer fJontours represent the dilated ones. Dilation is Iike "pasting" an

object with a "coating" whose thickness is half the size of the structuring element, on

the outer and inner "surfaces". After dilation, the Iwo objects at the center are united,

the two smaH holes disappear while the largest one becomes smaHer, and the crack on

the largest object converges.

§§ 4.3.2 Complex Operations and Aigorlthms

Complex operations and algorithrns can be built upon the Iwo basic operations,

erosion and dilation. Sorne complex operations and algorithms have become standard

processes in morphological image processing. ln our context, we will only discuss the

two most common complex operations, opening and closing, and a standard algorithrn,

ho/e-fi//ing, that we have used in the segmentation of portal images. The opening of A

by B is an erosion foHowed by a dilation,

•

O(A,B) = V[e(A,B),B]

and the closing of A by B is a dilation foHowed by an erosion,

C(A, B) = e[V(A, B), BI.
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Opening and closing are graphically iIIustraled in Figure 4.2. Original objeclS

in Figure 4.2a are opened and closed with the small square structuring element in

Figure 4.2b, and the resultant opened and closed objeclS are shown in Figure 4.2c and

Figure 4.2d, respectively. It can be seen in Figure 4.2c Ihat opening eliminales Ihe Iwo

small objeclS and breaks the weak junction at the center of the largest object. Sharp tips

are also smoothed out. On the other hand, in Figure 4.2d, the crack and the two small

holes are filled. Opening behaves similarly as erosion except it maintains the original

size of an object. The same type of behavior exists between closing and dilation. Before

we proceed to hole-filling, a special type of erosion and dilation must be introduced,

Le. geodesic erosion and geodesic dilation. A structuring element is called a fundamen

tal structuring element if ilS size is smaller than the shortest distance between any two

objeclS. If the fundamental structuring element is used, an erosion is called a geodesic

erosion and a dilation is called a geodesic dilation.

Hole-filling is an operation that fills the holes within objects of an image. Given an

image A, and B is the boundary of the Euclidean plane, hole-filling of A is an ileralion,

CH! = An V(Cil el where Co = Band A is the complement of A. This process

will be repeated until convergence, i.e., the next iteration does not make any difference.

For example, after the nIb iteration, Cn+! = Cn• The complement of Cn+lo Cn+ lo is

Iben taken. The dilation used in hole-filling must also be geodesic. Figure 4.3 shows the
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Figure 4.2. (a) original image, (b) structuring element, (c) opening of the original image,
(d) closing of the original image.
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procedure of the hole-filling algorithm. To fill the hole on the right object in Figure 4.3a,

the image is inverted to its complement Figure 4.3b. The image border in Figure 4.3c

is dilated and intersected with Figure 4.3b. The process, an intermediate step of which

is shown in Figure 4.3d, continues until the background in Figure 4.3a is ftushed as in

Figure 4.3e. When Figure 4.3e is inverted to its complement Figure 4.3f, the hole on

the right object has been filled.

§§ 4.3.3 Digital Morphology

Mathematical morphology can be easily extended from the Euclidean space to the

digital situation with sorne modification of the definition of the basic operations. When

sets in the Euclidean plane are digitized into sets of pixels, two-valued Euclidean

morphology becomes binary morphology. In binary morphology, digital binary images

are considered sets of pixels. There are three possible values for a pixel, 0,1 and

*(undefined). A typical image f(i,j) will be represented as:

* * * 1 1 1 1 *
* * 1 * 1 1 1 *
1 * 1 1 1 1 * *

f= * * * 1 1 1 * 1
(4.10)

* 1 * 1 * 1 * *
* * 1 * * 1 * 1

* * * * * * 1 *
* * * * 1 * * * 3,JO

where i and j are the column number and row number ofa pixel, respectively, and (i,j)

does not necessarily have to star! from (1,1). For example, in Eq. 4.10 the subscript
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Figure 4.3. Illustration of the hole-filling operation. (a) original image, (b) complement
of the original image, (c) image containing a rectangular frame on the image border, (d)
intersection of(b) with (c) after sorne iterations, (e) the convergence of the iterations, (t)
complement of (e) representing completion of the hole-filling operation.
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"3, 10" implies that this matrix starts from column 3 and row 10. Translation or 1

rightward by u and downwards by v is given by

[TRAN(f: i,j)](u, ,'l = I(u - i, l' - j)

Rotation of 1 by 90· is given by

[NINETY(f)](i,j) = lU, -il

Digital union of a series or images Ik, k = 1,2,3' oois represented as

(4.11 )

{4.12}

(4.14)•
[
V r] (' .') = {l, if there exists at (east one k' for which Ik·(i,j) = 1 {4.13}
k Jk!,J *, if Idi,j) = * fol' ail k

while digital intersection is represented as

[
/\ f ] (") {l, h(i,j) =1 for ail k
h' k !, J = *, if there exists at least one k' for which h.( i, j) = *.

With these primitive operations defined, we can now introduce the digital Minkowski

addition,

FœE= (' ,)V D TRAN(E;i,j)
!,J E •

and digital Minkowski subtraction

FeE = (i,j) E D~MAIN(E)TRAN(E; i,j)

{4.15}

{4.16}

(4.17)

•

As in the continuous situation, dilation is the Minkowski addition

DILATE(F,E) = (i,j) E D~MAIN(E?RAN(E: -i,-j)

- (i,j) E DOMA~[NINETY2(E)1TRAN(E : i,j)

where DOMAIN (E) means the domain orthe structuring element E and NINETy2(E)

means "retate E by 90· twice".
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The principles of maIhematical morphology are not limited to 2-dimensional Eu-

clidean or digital spaces. In fact, maIhematical morphology was originally developed in

Euclidean N-space. The difference between gray scale morphology and binary morphol-

ogy is that the primitive operation applied at each pixel is different as Ihe structuring

element is translated acrass Ihe image. ln gray scale morphology, the following two

operations, extended maximum and minimum, represented as EXTMAX and MIN, re-

spectively, replace the union and intersection operations used in Eq. (4.2) and Eq. (4.3),

(4.18)

[M1N(J,g)](i,j) = {min[f(i,j)'9(i,j)], if bath f and gare defined at (i,j)
*, if either f or gis not defined at (i,j)

•
respectively,

!
max[J(i,j),g(i,jl],

[EXTM AX(J,g)](i,j) = f((~,~»,
9 1,) ,

*,

if bath f and gare defined at (i,j)
if f(i,j) f: *and g(i,j) =*
if g(i,j) f: *and f(i,j) = *
if f(i,j) = g(i,j) = *

(4.19)

Dilation and erosion of an image f by a structuring element e can be expressed pixelwise

D(f, e)x,y = 1l)a,lC [f(x - i, y - j) +e(i,j)]
l,}

E(f, e)x,y = l1Jip [f(x - i, Y - j) - b(-i, -jl]
l,}

(4.20)

(4.21)

•
where (x, y) is Ihe index of an arbitrary pixel of f and (i,j) is the index of an arbitrary

element of the structuring element kemel. The index of central element of the structuring

element kemel is defined as (0,0).
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A very useful gray seale morphologieal operation is the morphologieal gradient whieh

ean be used as an edge deteetor. Given an image f and a strueturing element f, the

morphologieal gradient of f is the subtraetion of the erosion of f from the dilalion of f

QU, e) ='DU. e) - êU. e) (4.22)

The edge response ean be adjusted by ehanging the size and shape of the strueturing

element. The eommonly used strueturing element is

(~
1 1\
1 U (4.23)
1

• whieh is based on the eight-eonneeted neighbors of around a pixel. The morphologieal

gradient is iIIustrated with the following example. Given an image

0 0 0 0 0 0 0
0 8 S 8 8 8 0
0 S 8 8 8 S 0

f= 0 8 8 8 8 8 0 (4.24)
0 8 8 8 8 8 0
0 8 8 8 8 8 0
0 0 0 0 0 0 0 1,1

dilation and erosion are represented as

9 9 9 9 9 9 9
9 9 9 9 9 9 9
9 9 9 9 9 9 9

'DU, e) = 9 9 9 9 9 9 9 (4.25)
9 9 9 9 9 9 9
9 9 9' 9 9 9 9
9 9 9 9 9 9 9 1,1

• ilS
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image is a comparison. Since Ihe number of calculations is proportional to the square

of the size of Ihe structuring element, the ilerative method can significantly shorten

calculation time. For an n x n image, in which the border effecl is ignored. dilation

wilh Ihe 3x3 kemel requires (9 -1) ·n2 comparisons while dilation wilh Ihe SxS kemel

requires (25 - 1) . n2 comparisons. Therefore, Ihe iteration melhod is approximalely

[(25 - 1) . n2]1(2. (9 - 1) . n2] times faster Ihan Ihe direct method. Since calculation

time is a major issue in portal image processing, ail the morphological operations we used

in this project are performed iteratively by using the 3x 3 constant structuring element.

Wilh the basic concepts and operations of malhematical morphology introduced, we can

now proceed to the next chapter where we discuss how these operations are employed

to build a robust algorithm for the extraction the radiation field from double exposure

portal images.

§ 4.4 Edge Detection

§§ 4.4.1 Gradient Operators

An edge in a gray scale image is defined as a discontinuity in gray value. As

a discontinuity in a IWo variable function f(x,y), an edge can be accentuated by its

gradients Mand U, an edge operator for a gray scale image J(i,j) can be designed as

• ~l(i,j) =J(i,j +1) - J(i,j)
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along the horizontal direction and

A2(i,j) = I(i +1,j) - I(i,j)
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(4.31)

along the vertical direction. These edge detectors are called Roberts Gradient Edge

Oetcctors.J3 Edge detection is implemented by convolution with the following kemels

[
0 0 0] [0 0 0]o -1 1 , 0 -1 0
000 010

(4.32)

•

which enhance edges in the horizontal and vertical directions, respectively. The magni-

tude G and orientation 0 of the gradient are defined as,

(4.33)

(
A2(i,j))

El = arc/an AI(i,j) (4.34)

The Roberts edge detectors are sensitive to noise since only the difference with one

immediate neighbor is considered. Larger kemels have been designed to overcome the

sensitivity to noise, such as the Prewitt l4• 15 and Sobel15 edge detectors, shown below

for the horizontal and vertical direction, respectively:

Prewitt: ( ~
1

1) C0 -1)0 o , 1 0 -1
-1 -1 -1 1 0 -1

Sobel: ( ~
2 1) (-1 0

D0 o -2 0

-1 -2 -1 ' -1 0

• 118
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After edge enhancement, the grddient image is usually thresholded to eliminate noise.

Sorne edge detectors, such as the Laplacian operator, can also be based on the second

order derivatives. For a two variable function J(x,lI) ils Laplacian is

<'72J( ) = 82
J(x, y) +82

J(x, 11)
v X,1I 8 .., 8 .,x- .v-

The 4-neighbor Laplacian edge detector is designed as

(4.37)

L(i,j) = I(i - l,j) + I(i + l,j) + I(i,j - 1) + I(i,j +1) - 4I(i,j) (4.38)

•
and can be implemented as convolution with the Laplacian kemel

(
0 1 0)
1 -4 1
010

(4.39)

•

Instead of a local maxima, the response of the Laplacian operator to an edge is a pair

of peaks, one positive and the other negative. The zero-crossing point corresponds to

the position of the edge.

§§ 4.4.2 Optimal Edge Detectors

Gradient operators and Laplacian operators are very sensitive to noise because only

a very small neighborhood around a pixel is considered. Based on the assumption that

local variations corresponding to edge transitions are slower than those corresponding to

noise, optimal edge detectors have been designed to suppress noise at the same time as

to obtain good edge localization by smoothing the image with sorne fiiter before taking
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the gradient l6• For simplicily, let us consider a one dimension signal f(x)and smooth

it with a filter It(x)

00

g(x) = f(x) 01t(x) = Jf(x - t)lt(t)dt

-00

and the gradient of the smoothed signal is

00

g'(x) = JJ'(x - t)h(t)dt
-00

(4.40)

(4.41)

If the filter has a finite range [-a, al, g'(x) can, by integration by parts, be reduced to

•
o

g'(x) = JJ(x - t)It'(t)dt
-0

(4.42)

•

Thus, edge detection is equivalent to convo1ving the image with the first derivative of a

fi1ler. The optimal edge detector is characterized by the following three criteria: 17

• The probability of failing to detect real edges and falsely responding to nonedge

fluctuation should be small. Since probability of success depends on signal to

noise ratio, this criterion corresponds to the maximization of the signal-to-noise

ratio.

• The location of the edge points accentuated by the operator should be as close

as possible to the center of true edge

• Only one response to a single edge shou1d exist.
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There are different ways to characterize these criteria mathematically, therefore the

implementation of the optimal edge detector is not unique. But the performance of

different implementation can be evaluated by these criteria. One approximation to the

optimal edge detector is the first derivative of the Oaussian (DOO): 16

dh(a') x (x2
)-- = -~CJ~]J --')

dx (r 217-
(4.43)

•

•

where u is the standard deviation of the Oaussian function. A unique feature of portal

images is that the field edge has bigger penumbra than anatomy edges since the collimators

are closer to the focal spot than is the patient, resulting in a wide slope in the gray value

across the field border. This feature can be used to differentiate field edge from anatomy

edges. The DOO operator has been used by Leszczynski el al to segment portal images

acquired from an on-Hne imager.2 While the DOO operator can accentuate broad edges

and depress sharp ones, it requires convolution with a large kemel. For a 256x 256

portal image, the standard deviation u of the Oaussian function has been shown to be

2-3 which corresponds to a kemel size of approximately Il. To accelerate the process of

edge detection. we investigated the performance of two types of edge detectors on double

exposure portal images, the Canny-Deriche and the morphological gradient. The Canny-

Deriche operator is a beuer implementation of the optimal edge detector. lt gives better

performance than the DOO operator according to the three criteria of the optimal edge
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detector,lB and was implemented in a highly recursive fashion. This filter is described by

and the detector is given by

h(x) = (1 +olxj)exp( -o!xj)

dh(x) ?
-- = -o-x . exp( -olxj)

dx

(4.44)

(4.45)

•

Optimization between noise suppressing and good edge localization can be achieved by

adjusting the spreading coefficient o. The smaller the spreading coefficient is, the stronger

the smoothing effect is. For double exposure portal images, we found that the best 0

is around 0.5. Since the Canny-Deriche edge detector is implemented recursively, the

calculation time is independent of the value of o.

§§ 4.4.3 Morphologieal Edge Deteetors

The simplest morphological edge detectors are the dilation residue and erosion residue

opemtors. 19 The dilation residue opemtion is the subtmction ofan image from its dilation

with a structuring element, while the erosion residue is the subtraction of the erosion of

the image from the original image. The difference image is the edge image. The dilation

of a gmyscale image J(i,j) with a gmyscale structuring element e(i,j) is

•

D(J,eHi,j) =MAX[J(i -l,j - m) +e(/,m)J

while erosion is

E[J, eHi,j) = min[f(i- l,j - m) +e(/, III )JE.
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•

G.[J,ej(i,j) =f(i,j) -min[f(i + I,j +m) - e(/,m)] (4.48)

while dilation residue operation is given by

Gd[J, ej(i,j) = J(i,j) - max[J(i -I,j - m) +e(/, m)l. (4.49)

For good edge localization, small structuring elements should be used. This makes erosion

residue and dilation residue operations sensitive to noise. Larger structuring element can

be used to suppress noise, but the edge obtained will be shifted inward or outward

with erosion residue or dilation iesidue operations, respectively. Good edge localization

can be achieved with the morphological gradient operation12 (Mgradient) which is the

subtraction of the erosion of the image from the dilation of the image

G(J,ej(i,j) = max[f(i -I,j - m) +e(/,m)] - min[J(i +IJ,j +q) +e(p,q)]. (4.50)

Mgradient will place the center of the edge at the exact boundary of a structure. If

constant structuring element is used, i.e. e(i,j) = constant, such as the 8-connected

structuring element

Mgradient can be simplified to

(
1 1 1)
111
1 1 1

(4.51)

•
G[f, e)(i,j) = max[f(i -I,j - m)] - min[J(i + IJ,j +q)] (4.52)
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This is similar to the subtraction of two convolution operations except that maximum and

minimum take the place of summation. Since any structures smaller than the size of the

structuring element will be eliminated in the dilation and erosion processes, the Mgradient

also has smoothing capability. A comparison of the performance of the Mgradient with

that of the Sobel and Canny-Deriche is shown in Figure 4.4. The edge images have

been thresholded with a threshold value at which the closed contour of the treatment

field is just found. The edge images have been thresholded with a threshold value at

which the closed contour of the treatment field is just found. It can been seen that the

Canny-Deriche and the Mgradient are much less sensitive to sharp edges and noise. In

the studies, we have preferred the Mgradient detector because of ils speed and its low

sensitivity to noise. Once the edge has been determined using the Mgradient, we proceed

to extract the radiation field to finally automatically segment it from the outer field image.

§ 4.5 Aigorithm Development

§§ 4.5.1 Basil: Approach

There are two approaches in image segmentation, region oriented and edge oriented.

The region oriented approach classifies pixels into different categories according to sorne

properties of the pixels and sorts them into different regions. In the edge oriented

approach, different regions are differentiated by their boundaries. The region oriented

approach is not appropriated for the segmentation of double exposure portal images
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Figure 4.4. Perfonnance of three different edge detectors on a double exposure portal
image. (a) The original portal image; (b) Sobel, threshold=l; (c) Canny-Deriche,
threshold=4; (d) Mgradient, threshold=6.
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because it is difficult to find any measure except gray level that is very different inside

the treatment field from that which is outside the treatment field. Moreover, even the gray

value is not unifonn inside the treatment field since the treatment field is only a shadow

on the anatomy. An additional difficulty is thatlhe position of the treatment field relative

to the anatomy is specified by the field boundary requiring that the field boundary be

accurately localized. Because of these reasons, most radiation field extraction algorithms

that have been reported calculate the gradient of pixel value variation and then track local

maximum gradient point to fonn a contour. However, the radiation field edge is highly

contaminated with anatomical edges. Strong anatomical variations on the radiation field

border make the field cdge not weil defined and can mislead the tracing of local maximum

gradient points.20 This is clearly demonstrated in Figure 4.5.

We have taken an alternative approach to develop a robust algorithm. After edge

enhancement with Mgradient, a thresholding operation is applied to rernove noise and

unwanted edges. Thresholding is a u'lIIlsfonn that assigns a single value (usually "1" is

used) to ail the pixels whose gray value is greater than the threshold and assigns "0"

to ail the others. Given a grayscale image I( i, j), thresholding by a threshold value T

results in a binary image O(i,j),

•
0( ' .') _ {l, if I(i,j) > T

l,) - 0, if I(i,j) < T

t26

(4.53)
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Figure 4.5. Contamination of gradient by anatomical variations.
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ln the case of a double exposure portal image, e.g. Figure 4.6a, the feature that we want

to extract is the closed contour of the treatment field. But the edge intensity along the

treatment field contour is not uniform since the treatment field is a transparent shadow on

the background anatomy. Therefore, the threshold value is selected as the one at which

a closed field contour is formed. Usually, portal images have a low inherent contras!.

If a double exposure portal film is appropriately acquired, Le. the two exposures are

in a reasonable proportion, the treatment field has greater contrast than the anatomy.

Therefore, after edge enhancement, the field edge is stronger than the anatomy edges.

The closed field contour can be extracted at a threshold value higher than the intensity

of the anatomy edges, resulting in a very clean edge. But on sorne occasions, the field

border may fall on sorne dark structure, therefore causing sorne parts of the field edge

to be significantly weakened and to become comparable with strong anatomy edges. In

order to obtai" the closed field contour, the threshold value must be reduced. At the

same time, noise and anatomy edges will appear within the binary edge image and may

be connected to the field edge, as in Figure 4.6b. However, if the binary edge image

in Figure 4.6b is inverted, closed edges become gaps separating different objects, and

open edges become cracks or holes on objects. The task is changed from extracting the

field contour to extracting the object representing the treatment field. And the problem is

changed from removing unwanted anatomy edges connected to the field contour to picking

up the object corresponding to the treatrnent field, and closing cracks and filling holes on
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Figure 4.6. l1Iustration of the basic approach in the segmentation algorithm. Top lcft:
original portal image; top right: binary edge image after proper thresholding of the
gradient of the original image; boltom left: complement of the binary edge image;
bottom right: the object corresponding to the radiation field.
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the object. This process is made much simpler by using morphological techniques than it

is by incorporating sorne form of high·level knowledge into feature extraction algorithms.

§§ 4.5.2 Feature Extraction

Afler the binary edg\1 image is inverted, it is labeled for analysis in order to isolate

the field object. The labeling operation is to differentiate different objects by assigning

different gray levels to different objects in a binary image as iIIustrated in Figure 4.7.

Objects were then separated by thresholding at each gray level, and the area and average

pixel value were calculated. From ail the objects that satisfy the area criterion, the one

corresponding to the relatively darkest region in the original image was selected as the

field object.

§§ 4.5.3 Edge Localization

Although the field object has the same shape with the dark treatment field on the

original portal image, its size is sma11er because the field edge usua11y has a width of

several pixels. Il also has sorne cracks and holes on it due to the anatorny edges and

noise. From our own investigation, we found that applying the closing operation three

times is sufficient to close any cracks on any field objects. A hole·filling operation is

applied to fi11 any possible hales on the object.

To determine the correct number ofdilations for accurate edge localization, we refined

the field object immediately after the extraction (Figure 4.6c) by perforrning a "closing"

130



•
Chapler 4 Segmentation of Portal Images

1 1 0 0 0 0 0 0 0 1 1 1 0
1 1 0 1 1 0 0 0 0 1 1 1 0
1 0 0 1 1 1 0 0 0 0 0 0 0
1 0 1 1 1 1 0 0 0 0 0 0 0
0 0 0 0 1 Il 0 0 0 0 1 1 1
0 0 0 0 0 0 0 0 0 0 0 1 1
0 0 1 0 0 0 0 0 1 1 0 0 1
0 0 1 1 1 1 1 1 1 1 0 0 1
0 0 1 1 1 1 1 1 1 0 0 0 1

1 1 0 0 0 0 0 0 0 2 2 2 0
1 1 0 3 3 0 0 0 0 2 2 2 0
1 0 0 3 3 3 0 0 0 0 0 0 0• 1 0 3 3 3 3 0 0 0 0 0 0 0
0 0 0 0 3 0 0 0 0 0 4 " 4
0 0 0 0 0 0 0 0 0 0 0 4 4
0 0 5 0 0 0 0 0 5 5 0 0 "0 0 5 5 .) 5 5 5 5 5 0 0 4
0 0 5 5 5 5 5 .5 5 0 0 0 4

Figure 4.7. Illustration of the "label" operation on a binary image. Top: binary image;
bottom: labeled image.
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operations (3 iterations for 256x256 images, 5 iterations for 512x512 images) followed

by "hole-filling" operation. The refined field object (Figure 4.8a) was dilated step by

step to oblain ten enlarged objects, one of which is shown in Figure 4.8b. The refined

field object was eroded step by step to oblain ten successively smaller objects, one of

which is shown in Figure 4.8c. Each of the dilation and the erosion operation enlarges

and reduces the size of the object by one pixel, respectively, without changing its shape.

A series of 21 successively larger objects is thus generated. Subtracting each object

from its immediately smaller member results in a contour of one pixel thickness. As

shown in Figure 4.8d, these contours were overlaid on top of the original portal image

and the values of the pixels along each contour are averaged. These average pixel values

were then plotted to generate an average slope profile, an example of which is given

in Figure 4.9.

A high degree of similarity in shape was observed among average slope profiles of

29 portal images chosen at random in our patient archives. We used a hyperbolic langent

function of the forro

(X-b)y = atanh -c- +d (4.56)

•
to fit these profile plots, where a corresponds to the height of the step, b corresponds

to the central point of the slope, c specifies the steepness of the slop<:, and d refers to

the average bias of the step. Il should be pointed out that the central point of the slope
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Figure 4.8. l1Iustration of the procedure of field border placement. Top left: Ihe field
mask before enlargement; top right: the field mask after five dilations, bottom left: the
field mask after five erosions; bottom righl: contours of the original, enlarged and recluced
field masks (wp.rlaid on the original image.
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Figure 4.9. Typical plot of average grey scale values versus the number of dila
tions/erosions of the data and fitting which resulted from Eq. (4.56) shown as solid line.
Also depicted are the various fitting parameters. On the horizontal axis, the negative and
positive numbers correspond to the number of erosions and dilations, respectively.
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corresponds 10 the real border of the radiation field. A chi-square filting algorithm. the

Levenberg-Mardquart method,21 was used for the curve filting.

The goodness of fit is represented by the chi-squared value which in turn is rclatcd

to correlation coefficient. The correlation coefficients obtained from the fit of Eq. (4.56)

to data are very close to I. In Figure 4.1 Oa we show a histogram of the correlation

coefficients obtained from 29 portal images. The parameter b which. as discussed.

corresponds to the central point of the slope. also identifies the number of dilations

needed to accurately determine the edge pc..;;tion. A histogram of b among the 29 ponal

images used is shown in Figure 4.1 Ob. The parameter b obtained from the filling is a

f10ating point number. which must be rounded to an integer number to refer to the step

wise operation of the "dilation" and "erosion" processes on a digital image. The size of

any rounding error is dependent on the size of a pixel, and in our case is less than the size

of a pixel, where a pixel is approximately 0.5 mm. We can now determine the optimum

number of dilations required for individual images. Ten "erosions" and ten "dilations"

and the final filling requires about 5 seconds on an Indigo Workstation (Silicon Graphies,

Inc., Mountain View, California).

The scheme of the algorithm is illustrated in Figure 4.1 I. To be automatic. the

algorithm must be capable of adjusting itself to search for an optimal threshold value

with which the field extraction procedure mentioned above can proceed. The optimal
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Figure 4.11. Flowchart of the mainstream of the segmentation and contrast enhancement
procedure.
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threshold value could be defined as the highest value at which a closed field contour is

just found in the binary image. But, if the field contacts the image border, its contour will

be an open curve with both ends on the image border. A better definition has been used,

i.e. the optimal threshold value is the highest value at which, in the complement of the

binary image, the object corresponding to the treatment field is just separated out from

the background. Portal images are acquired for different anatomical sites from different

therapy machines and thus have different optimal threshold value.

§§ 4.5.4 Automation of Segmentation

The searching procedure starts with a high threshold value at which nothing is

separated and decrements the threshold value one by one. A predefined area criterion is

verified at t:ach threshold value to deterrnined whether to stop the search or not. Due to

the cornplexity of the content of portal images, the procedure has been divided into two

stages, each with its own criterion. The first approximation, the flowchart of which is

shown in Figure 4.12, is based on a very simple model. Usually, portal images have very

low contrast, and the intensity of the field edge is much greater than that of anatomy

edges. While the threshold is being decreased, the field edge will appear first in the

binary edge image. This means that in the complement of the binary edge image, a big

object of the size of the whole image will break up into IWo big pieces corresponding

to the radiation field and the surrounding area. Therefore, our first approximation is to
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Figure 4.12. Flowchart of the first step of the segmentation procedure.
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dctermine the threshold value at which this just occurs. Starting from the initial threshold

value, the program counts the number of separate objects in the complementary of the

binary image whose area is larger than a specific criterion. The criterion we chose is

1/14 of the whole image area. If the number of large objects is smaller than 2, then the

threshold value is decremented, and the number of large objects is recounted, and this

process continues until two large objects are found.

In sorne cases, part of the field border may fall on a dark structure as in Figure 4.13a.

This part of the field edge will be significantly weakened so that its intensity is probably

comparable to that of the strong anatomy edges outside the field. ln the complement

of the binary image, the background may fall apart into several pieces before the field

object cornes out completely. Therefore, the area criterion may be met at a threshold

value higher than the optimum and, step one is stopped earlier as in Figure 4.l3c.

The second step of the segmentation, whose f10wchart is shown in Figure 4.14, is

designed to accommodate this difficult situation. After the first approximation, if the

field object is still connected to the background, the connection must be weak. The

second approximation is to pick up the field object and verify whether it is compact

or not. As previously described in Section 4.3.2, the opening operation can break up

weak junction which is smaller than the structuring element. Therefore, after the first

criterion is met, the program extracts the central object and, opens it four times to verify
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Figure 4.13. (a) original image, (b) binary edge image at the threshold value reached by
the first approximation, (c) labeled complement of (b), (d) object image at the optimal
threshold value, (e) treatment field mnsk made from the central object in (d), (0 portal
image enhanced with SHE

141



•

•

Chapter 4

Threshold - 1 ...

Segmentation of Portal Images

Input Threshold

,
.. Threshold Gradient Image

'.
Invert Binary Image

- - •.. _.. _o. .._

- _ ...._- ,_... - -_.

Extract Field Object
- . - ------ ---,

. Break Weak Connections

,
Only 1 Big Object ?

. ,-
Output Threshold

•

Figure 4.14. Flowchart of the second step of the segmentation procedure.
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whether any piece of a significant size can be broken up from this object. At this stage.

if any piece can be broken out from the central object. ils size must be relatively small.

The criterion is set as 1/65 of the whole image area. If, after the opening operation.

only one object larger than this criterion is found, then we assume that we have reached

the optimum threshold value. Otherwise. the threshold value will be decreased further.

and the test will be repeated until the optimal threshold value is reached. Opening with

the 8-connected structuring element for 4 times is equivalent to opening with a 9x9

structurin;: element. This operation is sufficient to break any inherent junctions on the

object because the shape of a prescribed treatment field is sufficiently compact to sustain

tbis operation. Step two does not contradict with step one because it will be satisfied

automatically if the optimal threshold value has already been reached by step one alone.

This automatic segmentation technique was tested on a large number of portal images

acquired from a cobalt unit, 4 MV, 6 MV and 10 MV Iinacs. The images cover a

variety of treatment sites. The algorithm tums out to be accurate, robust and fast. The

computation time varies from one image to another because of the dynamic reasoning

procedure, but it is less than 15 seconds on an SGllndigo workstation.. Besides selective

histogram equalization, another purpose of automatic segmentation of double images is

to accelerate the process of treatrnent verification. The automatically extracted treatrnent

field mask will be used as the landmark for portal-simulator image correlation which will
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However, one issue needs to be further studied. The radiation field penumbra may be

different on different parts of the field edge, e.g., the penumbra width of an edge shaped

by a block is different from that shaped by the collimator jaws. Ideally, the rough field

contour should be segmellted and the segments can be replaced with perfect mathematical

lines or curves based on a priori knowledge. These perfect segments should be localized

separately by using the proposed model. We are currently incorporating these ideas into

our algorithm and comparing the results of our global approach with those based on local

gradients on single- and double-exposure portais.

Our technique of extracting the radiation field is quite different from those used

on single-exposure portais. 1. 2 In single-exposure portais the field borders are relatively

beUer defined by the collimators and blocks because there is no anatomical information

beyond the radiation field. In double-exposure portais, the radiatin'1 field is not an inherent

feature but an artificial shadow on top of the anatomy. The interference on the field edge

from the background anatomy, both inside and outsi']e the radiation field, is more severe

thon in single-exposure portais. Furthermore, this interference is not the same along the

radiation field border. Even for a field edge shaped with a straight block, it is unlik..:ij'

that the pixels with local maximum gradient stro:ngth fall on a straight line. Tracking
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the local maximum gradient points does not necessarily lead to thc true representation.

The tracked contour usually requires smoothing which makes use of a priori knowledge

of the edge, e.g., least square filling of segments into straight Iines.2 Wc have taken

an alternative approaeh which smooths the rough edge contour first and then places the

srnoothed contour at an optimal location by modeling the general behavior of the radiation

field penurnbra. We have found this approach to be successful on double-exposure and

single-exposure portaIs for ail field shapes. The approach ean easily be used on electronic

portal imaging which can be considered a single-exposure portal technique because the

images are analyzed individually even in the double-exposure mode.
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With the ongoing improvement in treatment planning accuracy, there is greater

demand on the accurate implementation of a treatment plan. A significant amount

of research has been carried oulon portal-reference image registration procedures.l~

Current progress in this relatively new field and its impact on clinical practice of radiation

therapy have been systcmatically reviewed.7• 8

To sel up a radiation therapy treatment, one needs to register portal images to a

reference image in order to visualize the coverage of the target by the radiation beam.

Because of the radiation required for portal image acquisition, it is not feasible to perforrn

beam shaping and localization at the same time. The common practice is to shape the

radiation beam by following the prescription before setting the patient up, then to direct

the shaped beam to the desired target by positioning the patient. Accurate beam shaping

is not only a factor deterrnining the precision of beam coverage but is also beneficial

for the interactive beam localization in this IWo step procedure. Extracting anatomical

landmarks for image registration is time consuming. On the other hand, the radiation field

is a prominent feature in a portal image. A correctly shaped field can be automatically

extracted and used as a registration landmark. Computer programs that can automatically

align the portal and reference image to the field and show the relative position of the

target in the field can serve as a tool for beam localization with an on-line imager. ln
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this chapter, we propose a simplified method for aligning radiation fields.

A natural way to detect shaping errors is to align the prescribed field with the

treatment field, and to evaluate the visual match. Among ail the techniques that have

been employed in this task, chamfer '11atching is probably the most successful one

due to its insensitivity to noise and to discrepancies in shapes. A tt'chnical issue in

chamfer matching is the minimization of a cost function of the geometric transformation

parameters (translation offsets, rotation angle and scaling factor). Sincc thcrc is no

analytical expression for a cost function, the minimization has to rely on iterativc

searching techniques among which the downhill simplex9• 10 and the Powell'slO mcthods

has been used by Gilhuijs and van Herk\\, and by Leszczynski et a/12• 13, res·pectively.

ln a recent study on multileaf collimator configuration verification, Zhou and Verhey l4

reported that the downhill simplex method is not very sensitive to rotation and requires

starting points close to the global minimum. To overcome these shortcomings, they

used Hough transform and geometric properties of two contours to determine the sll>rting

point of chamfer matching. The downhill simplex method is stre!ghtforward and easy to

implement but not very efficient in terms of the number of function evaluations that

it requires. Powell's method is almost surely faster in ail likely applications. 1O If

chamfer matching is used in combination with lower order geometric moments, the

minimization process will start very close to the global minimum.1S Because of this,
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standard minimization techniques which are designed for general purposes could be

simplified to suit specifie applications. In this chapter, we propose a simplified adaptation

of the chamfer technique for matching treatment and prescription field pairs.

§ 5.2 Materials and Methods

Thirty pairs of simulation and double-exposure portal films randomly selected from

our patient archives were digitized to 512 x 512 digital images with 8 bit contraSI. The

prescribed field contours were drawn with a mouse by following the prescription on the

simulation images. The treatment field contours were obtained by using a "contour"

operation on the field masks ~.utomatically extracted from the portal images.5 The

"contour" operation peels the mask (an object in a binary image) at the depth of one

pixel with an "erosion" operation and then subtract the eroded mask from the original

one to acquire the field contour.

§§ 5.2.1 Edge Distance Map Generation

An edge distance map image E(.,jl (Figure S.lc) was generated from a binary image

containing a prescribed field contour (Figure S.la). The value ofa pixel in the edge map

image is the distance from that pixel to the closest fealure (contour) pixel. The higher

the value of a pixel, the farther away it is from the contour points. This edge map

image, resembling a landscape model with a valley along the prescribed field contour,

will be used as a mould onto which the treatment field contour (Figure S.lb) will be fil.
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By analogy, the treatment field contour will have different gravitational potential energy

at different locations and with different orientations (Figure 5.ld). Registration will be

achieved when the treatment field contour slides down into the valley under the action

of gravity.

Ideally, the value of a pixel in an edge map image should be the Euclidean distance

from that pixel to the closest contour point. However calculating Euclidean distances is

computationally intensive and yet may not be \\ urthwhile because of digitization effect

on the contours. The common approach to generate an edge map is to use distance

transformation which approximates global distances by propagating local distances. 16 By

analogy, local distance propagation is similar to using a ruler of unit length for measuring

long distances. As the ruler is being passed in steps, the number of passes is counted

and the toml number of counts is used as the distance from the starting point. A distance

transformation passes a kernel which can ies distances between a pixell'.nd its neighbors

over an image and assigns the accumulated distances to the pixels it passes by.

Our edge distance maps were generated with the "chessboard" distance

transformation 17 which employes the 3 x 3 kernel
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Figure 5.1. Illustration of procedure for .chamfer matching: (a) Simuiator image; (b)
Portal image; (c) Prescribed field contour ~btained from (a); (d) Treatment field coniour
extracted from (a); (e) Edge distance map generated from (c); (t) After (d) is transformed
with a trial set of parameters. il is overlaid on top of (e).
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the first step, the upper-Ieft half of the "chessboard" kemel

Matehing Radiation Fields

(5.2)

was passed over the contour image (in which ail the contour pixels were assigned the

value of0 and ail the non-contour pixels were assigned the value of (0) from len to right

and from top to bottom. At eaeh pixel, this halfkemel was added to that pixel and its four

neighbors and the minimum value among the five was assigned to the corresponding pixel

in an interrnediate image. In the second step, the lower-right half of the "chessboard"

•
kemel

o 1]
1 1

(5.3)

•

was passed over the interrnediate image from right to left and from bottom to top. The

minimum value arnong the five was assigned to the eorresponding pixel in the distance

image.

§§ 5.2.2 Cost Function Miniml7.ation

After the edge map (Figure 5.lc) was generated from the preseribed field contour

(Figure 5.111), a geometric transfornllltion with a set of trial parameters. where (Cl, bl is

the translation vector, 0 is the rotation angle around the center of mass of the prescribed

field, (Xp• }'p), and m is the scaling factor, was applied to the treatment field contour

{(Xj,Yj)ji = 1,2,···N}(Figure5.lb). The transforrned contour {(x:.yD;i = 1.2... ·N}
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where

Matching Radiation Fields

[x~ - '~I,'J = [In c~s° -ln sin 0] [x; - '~I'] + ra]
Yi - }l' ln sm° ln cos° Yi - }l' "b

(5.4)

was overlaid on the edge map (Figure 1d), and the sum of the values of the pixels in the

edge map along the transfonned treatment field contour was used as the cost function

N

F(a,b,O,m) = LE(x:,yD.
;=1

(5.5)

•

F( a, b, O. Ill) is a function of the transfonnation parameters and has ils minimum value

when the correct transfonnation parameters relating treatment field contour to the pre-

scribed one are used. Minimization of this cost function is usually achieved with iterative

searching algorithms which start with a set of the initial trial parameters (ao. bOl Oo.mo),

navigate in the 4 dimensional space fonned by ail the possible transfonnation parameters,

and check sorne criterion at each step until convergence is reached.

We used a method similar to that used by Zhou and Verhey to obtain the starting

point. Except for the rotation angle (which is set as 0), the initial trial transfonnation

parameters are obtained from the center of mass and the area of the fields:

(5.6)

•
where (XI" }'j,) and Ap are the center of mass and area of the prescribed field, (X,. }'i)

and At are those of the trealment field. 00 is set to 0 because the angle between the two

contours is always very small before matching in our case.
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After this preliminary matching. the starting point is very close to the global minimum

of the cost function. We minimize the cost function with respect to one variable at a

time, one after another and cycle after cycle. One dimensional minimization is achiev~'d

by bracketing (Appendix A).

The cost function is minimized with respect to 0 first. The initial bracket is set

to (8u, Ou +0.1 J. The bracketing stops when 1F(/lo.bo'~".,"'o)-FI/lo''''''~''+1 '''' 01 1 < 1U-·1l' ldo.bO,8'HruO) -

where 11 is the number of iteration. Similar procedures are then carried out to (l, b

and III sequentially with initial brackets ((lU, (lu +5), (bu. bu +5) and (mil. 11111 +U. 1),

respectively. Ali the procedures are stopped at the same precision. Once u bracketing

procedure stops, the corresponding variable is kept at the convergent value. Since our

stopping criterion is set very low, one cycle is sufficient to reach convergence for ail

the variables.

§ 5.3 Results and Discussions

Chamfer matching is a technique of pattent recognition type. The goodness of a

match is characterized by a similarity measure. The measure we used is the average

edge distance which is the minimum cost. It is defined as the average pixel value along

the registered treatment field contour in the edge map image, which can be expressed as

j;F(am, bm,8"" m",,) where N is the number of pixels along the treatment field contour

and (a""bm,rJ",. m",) is the final transformation parameters reached by the minimization.
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•

If the two feature being matched are perfectly similar to each other, the minimum cost

should be zero. Otherwise, it will take on a positive value. When matching simple

feature& Iike closed field contours, unless the shaping errors are extremely large, a smaller

minimum cost should correspond to a better match.

§§ 5.3.1 Minimization Approach

To test tne viability of successive minimizations along coordinate directions in cham-

fer matching when combined \Vith geometric moments, we compared the average edge

distance obtained with !uccessive mil':mization !long s.oordinate .!!irections, DS.M,,\.C.D.

to thet obtllined with the downhill simplex method D.implex. A flowchart of the com-

parison test is shown in Figure 5.2.

Throughout the comparison tests, both minimization procedures are started after the

first step match obtained with geometric moments in Eq. 5.6. The vertices of the initial

simplex are set to

(ao +5, bo, lio,mol

(ao,be +5,lio,mo)

(ao, bo, lio+0.1, mo)

(5.7)

•
(ao, bo, lio,m +0.1)

where ao, bu, lio and mo are given in Eq. (5.6). The absolute values of the minimum costs

obtained with the IWO methods are very close. In order to see the difference clearly, we

158



•
Chapter 5 Matching Radiation Fields

•

•

1Treabnent Field 1 Prescribed Field 1

1 Centroi<!(lÇ,Y,l, Are a A, l rCentroid (X,, X,l, Area A, 1

~ /
(ao,bo,qo,n~) = (X,. JÇ, Y,. y"o,,JY;.)

l'

/ ~
Simplex Minimization ofCost Function Successive Minimization orCost Function

F(a,b,q,m) F(a,b,q,ml aJong Coordinate Directions

,

1
Avelage Edge Distance Average Edge Distance

D./mpln D.u",'n

~ /'
D"IUCII ~ D'lm,.,,,

(DJIol>lcll + D.fllIP/ft) 12
X 100

Figure 5.2. Flowchart of the comparison test between the simplex method and successive
minimization along coordinate directions (S.M.A.C.D).
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calculated the relative difference in percentage

DS.M.II.C.D. - D.im,,'er X 100,
(DS.M.A.C.D. + D.im"ler)/2

Matching Radiation Fields

(5.8)

•

•

a histogram of which obtained from the 30 cases is plotted in Figure 5.3a.

Il can be seen that, on average, successive line minimization along coordinate

directions can achieve a smaller residual value of the cost function therefore has better

precision than the simplex algorithm in this matching scheme.

Successive minimization along coordinate directions is actually the first step of

the Powell's method. 1o Starting from the coordinate direction set, Powell's method

successively minimizes a function in each direction in the set and adjusts the direction

set after each cycle of line minimization through ail the variables. The adjustment

of searching directions is to handle functions which can not be weil approximated by

quadratic fomls because Powell's method is based on Taylor expansion. For eX:lmple, a

function having a long narrow valley will make successive minimization along coordinate

directions very inefficient. However, when simple geometric objects like the field

contours, are being matched, it is very unlikely that the cost function will have such

erratic behavior. Moreover, after preliminary matching has been done with geometric

moments, the starting point is very close to the global minimum of the cost function. ln

this neighborhood, the cost function can be weil approximated by a quadratic forrn which

can be exactly minimized by one pass of line minimization through ail the variables.
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Figure 5.3. Comparison of final average edge distances achieved with different ap
proaches. (a) successive Hne minimization versus the simplex method with "chessboard"
edge distanc: maps and arithmetic average edge distance as cost fonction. (b) arithmetic
versus root ofmean square average edge distance as cost fonction when "chessboard" edge
maps and successive Hne minimization were used. (c) "chessboard" versus "5-7-"" edge
maps when arithmetic average edge distance as cost fonction was minimized successive
Hne minimization.
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§§ 5.3.2 Computation Speed
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•

•

The two algorithms are also compared in tenn of computation speed. Table 5.7 lists

the numbers of iterations to reach convergence. Convergence is defined in the following

manner: for successive line minimization, either the precision criterion is satisfied or

the values of the cost function at the two ends of the bracket no longer change; for

simplex algorithm, either the precision criterion is satisfied or the values of the cost

function at the vertices of the simplex no long change. Il should be noticed that not

only less number of iterations are required for sequential bracketing (3.2 on the average),

but the number ot' calculations involved in a siugle iteration in bracketing is also much

less than that in the simplex IIlgorithm. The reason we used the numbers of iterations

to measure computation speed is that the absolute computation time for either algorithm

on our computer (Indigo, Silicon Graphics Inc., Mountain View, Califomia) is actually

very short 'since the search starts from close to the minimum cost. This comparison is to

show that the betler accuracy of successive minimization along coordinate directions as

discussed previously is achieved without sacrificing computation speed.

§§ 5.3.3 Effects of Cost Functions

According to the investigation by Borgefors,18 the cost function based on the root

of mean square average edge distance (summing up the square of the pixel value along

the contour that is being matched when it is fitled into the edge map) has fewer local
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Table 5.7 Numbers ofiterations for reaching convergence in successive Iinc minimization
along coordinate directions (NS.M...\.C.DJ and the downhill simplex mcthod (N.•ilfl,,'rr)'

The average difference (NS.M.AC.V. - N.•im,.lrr) = -3.2.

case numbcr N$.M,A,C.D. S .. ,..,.I•• N,O:, lU, A ,c,n. - N '1"I"h ..

1 32 31 1

2 31 24 7

3 33 41 ."
4 32 40 ."
5 25 24 1

• 30 38 ·8

7 35 47 ·12

8 34 47 .1)

9 24 33 ·9

10 32 31 1

Il 29 44 ·15

12 29 19 III

1) 34 34 0

14 32 35 ·3

15 34 42 ."
1. 2" 25 3

17 3. 44 ."
18 3. n ·1

19 32 34 ·2

20 30 32 ·2

21 33 33 0

22 23 33 ·10 .-
23 29 32 ·3

24 2. 23 3

25 31 37 ••
2. 32 38 ·b

27 30 31 ·1

28 2b 2. 0

29 31 29 2

30 31 32 ·1
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minima than does the cost function based on the arithmetic average edge distance. It

can, therefore, reduce the chance for minimization being trapped by false convergence.

Local minima are not a problem within our approach since they are bypassed by the first

approximation [Eq.(5.6)]. To inv.:stigate the effect of the two types ofcost function in this

application, we calculated the average edge distance, and observed a slight advantage of

the arithmetic averaBe type cost function over the one of root of mean square average type

(Figure 5.3b). In chamfer matching every point on the treatment field contour contributes

to the cost function. The root of mean square average type cost function increases faster

around the minimum and therefore assigns more weight to the distorted parts of the

treatment field contour making the minimum of the cost function not correspond as wel!

to the actual match as does the arithmetic average type cost function.

§§ 5.3.4 Effects of Distance Transformations

The accuracy of chamfer matching also depends on the distance transformation used

10 generate the edge distance map. The difference in the edge distance map will b.:

carried into the cost function. The "chessboard" distance transformation is one of the

simplest approximations of the Euclidean èistance transformation because it assigns the

same distance from a pixel to al! its 8 immediate neighbors while the Euclidean distance

from a pixel to its diagonal neighbor is 12. Closer approximations can be achieved by

(a) assigning different numbers to the orthogonal and the diagonal neighbors that better
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represent the 1 : ,fi ratio. e.g. the 3 x 3 kemel in the "3-4" distance transfonnation l6

[
4 3 '1]
3 0 3 •
·1 3 01

(5.9)

•

•

or by (b) using a larger kemelto take more neighbors into account, such as the "5-7-11"

kemel 16
14 11 10 11 1·1
11 i 5 i Il
10 5 0 .5 ID (5.10)
11 i 5 i 11
14 11 10 11 14

The deviation trom the true Euclidean gauge may also result in local minima of

the cost function when minimization starts far from the global minimum. Except for

orientation, the treatment field contour in our case has been brought very close to the

matched position by the first approximation [Eq.(5.6)]. To determine whcther a c10scr

approximation to the Euclidean distance transformation would have an advantage in our

case, we compared the effect of the "5-7-11" kemel with that of the "chessboard" kemel.

The average edge distance obtained with the "5-7-11" kemel has been divided by 5 to

normalize the unit distance to one. Figure 5.3c shows that the "chessboard" kcmel has a

slightiy betler performance than the "5-·:-11" one. This can be explained rather simply.

An edge distance map generated by a distance transformation ("chessboard" or "5-7-11")

is very accurate in specifying the orientation of a feature. When the minimization with

respect to the rotation angle is completed, the tn:atment field contour is very close to the

final registration. The advantage of the "5-7-11" kemel only occurs when the searching
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process starts at a point which is far from registration. This situation does no. occur in

our case because we start with a relatively close approximation. On the other hand, the

slopes in thc edge map generated with the "5-7-11" kemel are steeper so that shaping

errors and noise on the treatment field contour will have more weight in the cost function

weakening the correspondence of the minimum of the cost function to the actual match.

ln conclusion, our results show that incorporating additional geometric informatior.

into chamfer technique may improve performance without sacrificing computation speed

when matching c10sed contours. In this kind of tasks, successive line minimization of

the cost function along coordinate directions is viable when chamfer matching follows

a pre!iminary alignment. Recently, Lescznynski el a/13 considered the fact that the

trcatment field is not a rigid feature because it is shaped with different devices. In order

to beller locate the shaping errors, they broke the trl'at:nent field contour into segments and

used the chamfer matching technique to mateh these segments separately. The Powell's

algorithm was employed for the minimization of their cost funetion. The segments of

a c10sed contour are simpler feature thall the contour itsdf. Our method can be easily

customized to handle this task.
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§ 6.1 Electrostatic Portal lmaging

Summary

•

•

With the development of novel digital readout methods. xeroradiography is starting

to draw more and more interest in the medical imaging community. Although there have

been quite a number of publications on the recent progress of this imaging modality. most

of the effort has been devoted to xeromammography where low energy x ray are use<!

for acquiring high quality images. Ineited by the advantages of electrostatic imaging in

the diagnostic energy range, this thesis intends to explore the possibility of introducing

this technique to megavoltage portal imaging which is an esscntial means to ensure the

quality of radiation treatments. The preliminary study of developing such a portal imager

has led te some positive conclusions.

§§ 6.1.1 Amorphous Selenium

X-ray sensitivity of the metalla-Se detector is delermined by the metal and the

thiekness of the a-Se layer. The rate of radiation discharge becomes faster as the a-Se

thickness is increased. Detective quantum efficiency increases slightly with the thickness

of a-Se because ofa more complete absorption of incident x-rays. Increasing the thickness

of a-Se can slightly degrade spatial resolution. The optimal thickness of a-Se is more

likely to determine the proper discharge slope and dynamic rang\:.
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§§ 6.1.2 Front Metal Plate

Summary

•

•

The conventional configuration of a-Se receptors used in diagnostic imaging, i.e.,

exposing the a-Se directly to the radiation beam transmitted lhrough the patient, cannot

be used in portal imaging as the beam has been severely contaminated with scattered

radiation from the patient. Having energies lower than those of the primary x-rays, the

scattered radiation is more Iikely to interact with the receptor, generate noise signal and

consequently smear out the image. A front metal is required to shield the sensitive

volume of the receptor from the scattered radiation from the patient. In addition to

removing scatter, a front metal plate enhances detector sensitivity to high energy x rays

as it interacts with the primary photons and converts them into secondary electrons which

deposit energy and generate signal in the detector. This conversion process leads to a more

complete absorption of the energy of primary photons, therefore reducing the fluctuation

in the amount of absorbed energy and improving detective quantum efficiency. As for

spatial resolution, a front metal plate can reduce detector blur at low energies due to the

high density of the metal. Without the metal plate, the lateral spread of the signal wouId

be larger in the build-up region which is made up of a-Se itself. At higher energies. a

front metal plate increases detector blur as it increases detector sensitivity. However. this

should not be considered as a disadvantage since the metal plate is required for scaUer

filtering. The modulation transfer function of the receptor appears to be insensitive to

172



• Chapter 6

the type and thickness of the metal plate that we studied.

§§ 6.1.3 Future Work

Summary

•

•

Seing a preliminary study. this thesis concentrates on the theoretical aspects of

employing a-Se in electrostatic portal imaging. The prototype imager described in this

thesis is still in the laboratory stage and is not yet ready to be used for clinical imaging

mostly due to the single probe readout system. Currently, it takes about 7 minutes to

scan a 6x 6 in2 area. A practical readout system needs to be developed to speed up image

acquisition to a realistic level. Increasing the number of probes is not Iikely to satisfy

the requirements of on-line imaging. If an array of probes is used to scan the receptor,

the speed of the mechanical scan will not be fast enough for real-time acquisition. Using

a matrix of probes will make the cost unacceptable. Another method that can be looked

into is the pholOinduced discharge method used by Rowlands and Hunter! for fast readout

of a-Se image receptors in diagnostic imaging. However, this type of readout system is

very bulky. Il would be very difficult to mount such a system on a linear accelerator.

Recently, Zhao and Rowlands2 reported a fiat-panel device used for real-time readout

of electrostatic images. This device consists of a two-dimensional array of thin film

transistors and is directly coupled to the image receptor, therefore, is very compacl. This

device has sufficient resistance to radiation damage in diagnostic imaging. A similar

device has been used by Antonuk et a[3 to replace the traditional mirror-Iens system in
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fiuoroscopic portal imager and has been reported to be robust to resist radiation damage

at therapy energies. This type of device will very likely be the choice for an on-line

readout system in a metal/a-Se based portal imager. With a fast readout system. the

metal/a-Se combination could become a possible alternative. The potential with our

metal/a-Se system lies with the fact that the direct output of the metal/a-Sc combination

is already charge while the direct output of the phosphor-based systems is light which

must be subsequently converted to charge. The light-to-charge conversion introduces

processes that may degrade the MTF and the DQE.

Another task that needs to be undertaken is systematic evaluation of the performance

of the prototype imager in terms of its spatial resolution and noise level. This can be

done both in an absolute manner. Le.• measuring the MTF and DQE. and in comparison

to current commercial imagers. Le.• comparing images of identical phantoms.

§ 6.2 Portal Image Segmentation

ln addition to the prototype portal imager. we have developed a model-based algo

rithm for automatic segmentation of portal images. The algorithm has been proved to

be accurate. robust and fast. These advantages originate from the use of morphological

techniques and the model based approach which employes multiple criteria and dynamic

reasoning. The algorithm is capable of accommodating a large variation of portal images

types and of handling images that are very difficult to segment. When combined with
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contrast enhancement techniques, it can lead to improved visibility of anatomical details

in portal images.

§ 6.3 Radiation Field Shape Verification

Another task that we have undertaken is to adapt the chamfer matching technique to

a specifie application: radiation field shape verification. We have investigated the possi

bility of employing a simple approach to minimize the cost function in order to achieve

better match. Our results showed that incorporating additional geometric information

into chamfer technique may improve performance without sacrificing computation speed

when matching simple features. In this kind of tasks, successive line minimization of

the cost function along coordinate directions is viable when ehamfer matching follows

a preliminary alignment.
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Given a continuous unimodal function J(.r) in the region (a.b), the minimum cr.n

be reached by simple bracketing with a pair of points li < .r:' )< b and a < J.:h) < b,

whereJ(:r~l)) < J(.r~h)). Here the superscripts at 1 and il denote "Iow" and "high",

respectively, and the subscript i is the iteration number. Starting from an initial pair of

points .r~/) and .r~h), the function is evaluated at the reflection point of x~h) about r::),

which is ./.' = x:/" +2 (.r~1) - ;,.:/"), and the value of the function a: this point J{ .1") is

f(x)

•

1
1
1
1
1
1
1
1
1
1

1 1 ·xa x· x(l) x(h) b

Figure A.I. Illustration of the bracketing prucess for minimizing a one dimensional
function.
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• compared with J(.r~I)) and J(.r:1h1) . Then the following assignments me made:

III • (hl I/I' f r' ( II)).r l =.r and .r l = .rn . 1 . (.1' ) < J.r" :

(1) (1) Ih) "f J( II)) • ( Ih)).rI =.rn and.rl =.r. 1 .r" :5 fl.l· ) < J .r" :

(1) (1) (h) II) 1 (Ih) 11)). ((hl) .•.r l =.rn and .r. =.rn + 2' .rn - .I·n • If f J'., :5 j (.r ):

A . . l ' ID'· fi 1 1 . d 'f I/(r:")-/(r:") 1 < hprecIsion va ue ( IS preset at or our ca cu allons, an 1 I(r~") _ '. t e

process stops; otherwise the process continues with another iteration. T:le progmming

syntax is shown below:

else, i + Ith iteration•
ith iteration

. '1/(r:Il)_/(r~h») 1
If ( "')1 r,

:5 c, then .r",i" = .r~1) and terminale;

•

J" = .r(h) + ')(.r(1) - )I.}).
r - 1 l'

if J(J") < f(J'~I)). then .r\~1 = J".J'I~I = .rll);

else if J(J'\/)) :5 f(J") < J(.rlhl
), then J'\~I = .rll) . .rl:), = .r';

else, then .rl~. = J'\I),J'~:)I = J'~hl + H.r~1) _ .r\II));

. If(r:~I)-f(r~~")1 (1).If ( III ) :5 c, then J'min = J'i and termmate;
f r.+ 1

else, i + 2th Îteration.
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