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Abstract 

Now that the genome has successfully been sequenced, the next aim will be to characterize and 

annotate features. With the development of high resolution tools, such as Chromosome 

Conformation Capture (3C) technology, the 3-dimensional architecture of large linear spans of 

DNA can be determined. We have established that the mouse HoxA gene cluster is structured in 

such a way as to contain four distinct looping regions with a central interacting rosette core in its 

resting pluripotent state. This central core feature might directly affect the spatiotemporal 

regulation of the Hox genes during normal development as well as differentiation via retinoic 

acid administration in the P19 embryonal carcinoma cell line. The DNA looping might be 

mediated by cis-regulatory elements, which could function in a cooperative manner to regulate 

HoxA gene expression. Regulatory elements might include the previously identified retinoic acid 

response elements (RAREs) known to mediate specific developmental cues. Interestingly, Hox 

genes expressed earlier and more anteriorly are within loops containing higher amounts of 

identified RAREs as well as other conserved non-coding sequences that also appear to play a 

potential role in orchestrating the collinear mechanism of action. Loops containing the more 5’ 

located genes have fewer regulatory elements and therefore may respond later to developmental 

cues. 
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Résumé 

Maintenant que le génome été séquencé avec succès, le but suivant sera de caractériser et annoter 

les caractéristiques regulataire. Avec le développement d'instruments de haute résolution, comme 

la technologie du Capture de Conformation Chromatin (3C), l'architecture 3- dimensionnelle de 

grandes durées linéaires d'ADN peut être déterminée. Nous avons établi que le groupe de gène de 

HoxA dans la souris est structurée d'une telle façon pour contenir quatre régions boucles 

distinctes avec un centre de rosette réagissant réciproquement central dans son état de reposant 

pluripotent. On croit que cette caractéristique centrale de base directement affecte le règlement 

spatiotemporel des gènes Hox pendant le développement normal aussi bien que la différentiation 

via l'administration acide rétinoïque dans le P19 ligne de cellule de carcinome. Les éléments cis-

de-contrôle responsables de définir ces boucles ont l'air de fonctionner dans une manière 

coopérative dans laquelle le pluripotent HoxA l'état est plein d'assurance de réagir à 

l'administration acide rétinoïque dans une manière colinéaire contrôlée d'expression de gène.  

Auparavant identifié les éléments de réponse acide rétinoïque (ERARs) sont organisés pour tenir 

compte de la réorganisation dynamique du groupe sur la réception de signaux spécifiques du 

développement. Les gènes de Hox ont exprimé tôt et sont plus antérieurement dans les boucles 

qui contiennent de plus hautes quantités de ERARs identifié aussi bien que d'autres ordres de 

non-codification conservés qui ont aussi l'air de jouer un rôle potentiel dans le fait d'orchestrer le 

mécanisme colinéaire d'action. 
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Section 1: Introduction 
 

1.1.   General Introduction 

The mechanism of transcription is a tightly regulated process, which ensures that the correct 

expression of appropriate genes is coordinated to follow developmental, environmental and cell 

cycle cues. This being considered, it is not entirely surprising that more and more complex 

modes of gene regulation are being discovered. To begin, linear regulatory elements such as 

promoters and enhancers activate genes based on the availability of specific required 

transcription factors [1].  In addition, the condensation state of chromatin influences the ability of 

said transcription factors and RNA polymerase to access the genes needed to be transcribed. 

However, there appears to be even more players involved with this crucial biological 

mechanism. 

The most recently emerging form of regulation, that appears to be fundamental to proper 

gene expression, is the spatial organization of target sequences within the nucleus [2-4].  The 

overall chromatin architecture is dynamic, and to identify 3-dimensional aspects of its 

organization over a given period of time, whether it is during the developmental or the cell cycle 

process, would allow for a more complete understanding of how these processes relate to gene 

expression. Discovering function within organization could also prove to be very informative 

and lead to even more discovery. 

We know that regulatory elements can be quite distant and spread out with respect to the 

genes they regulate, so how then do these elements coordinate in a manner to facilitate gene 

regulation? In fact, recent evidence has shown that distal elements are capable of forming direct 
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physical contacts with their target genes [5-7]. Therefore, it is very likely that the 3-dimensional 

spatial arrangement of genes and their control elements by way of direct spatial clustering and 

the subsequent formation of chromatin loops allows for proper regulation to endure [8, 9]). 

Interactions involving trans-acting (inter-chromosomal) regulation between genes and their 

regulatory elements have been observed as well [10, 11], further adding to this already dazzling 

mode of regulation. Furthermore, these long-range interactions have been found in a variety of 

organisms and suggest that this mechanism of gene regulation is of a conserved nature. 

The evidence for this mechanism is vast. Take the beta-globin locus for example. The beta-

globin locus contains 5 developmentally regulated genes in human that encode variants of the 

beta-chain for the all important hemoglobin protein. The regulation of all of these genes is 

carried out by a single control region, known as the Locus Control Region (LCR), which is 

located 25kb upstream of the most proximal ɛ-globin gene. The LCR is capable of regulating 

genes up to 80kb away and it was originally believed that this was carried out by the interaction 

of protein factors bound at the gene and LCR that came together [12] and was later confirmed 

with the advancement of technological tools that were capable of detecting these types of 

interactions [5]. Importantly, the control of globin genes by the LCR was also found to be 

developmentally regulated; the LCR allows for gamma-globin expression during fetal 

development and beta-globin expression during the adult stages [13]. This confirmed for the first 

time that long-range control and communication between distant genes and control elements, but 

there are a number of other examples that have been explored. One gene cluster in particular is 

now emerging as an exceptional example of these properties, the Hox cluster. 
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The Hox genes are a family of evolutionary conserved genes that are expressed during 

embryonic development in a highly coordinated manner and remain transcribed in almost all 

adult tissues. The mammalian Hox genes are organized into 4 distinct clusters segregated onto 

separate chromosomes, with letter distinctions from A to D. Each cluster is structured in a highly 

organized manner with genes arranged and numbered along the chromosome in ascending order 

from 3’ to 5’.  Homologous genes from each cluster are given the same number distinction.  

  The most important feature of the Hox genes is the mechanism by which they are 

regulated. The collinear mode of gene regulation is best described as the spatio-temporal 

regulation of transcription determined by the linear sequence of genes in the cluster, where the 

more 3’ located genes are expressed earlier and more anteriorly than the 5’ genes. A number of 

regulatory elements have been identified within the clusters and some even located outside of the 

immediate clusters, however the exact way in which these elements regulate the collinear mode 

of action has not been determined. That being said, there does exist some findings that support 

the collinear mechanism. For instance, evidence of chromosomal looping within Hox clusters 

and its relation to their regulation has been observed in drosophila and mouse[14]. These looping 

conformations are believed to be directly responsible for coordinating the spatial and temporal 

expression of the Hox genes and these structures are themselves thought to be formed through 

the interaction of specific cis-regulatory elements. 
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1.2.  Hox Genes 

What are Hox genes? 

 Hox genes are members of the Homeobox containing gene family that were first discovered 

in 1983 while examining the genome of the fruit fly, Drosophila melanogaster [15].  All 

Homeobox containing genes encode a transcription factor that is involved in the regulation of 

patterns of development in animals, fungi and plants. Homeobox genes are defined by the 

presence of a characteristic 183 bp DNA sequence known as the homeobox, which codes for the 

relatively conserved 61 amino acid section of the protein, known as the homeodomain [16]. The 

homeodomain is capable of binding to DNA in a sequence specific manner based on its 

secondary structure, which consists of three very well defined alpha helices and a flexible fourth 

helix. Helices 2 and 3 form the commonly observed helix-turn-helix motif which enables helix 3 

to interact directly with the major groove of DNA and also allows for the loop preceding the 

helix-turn-helix to interact with the DNA backbone. The flexible amino terminus of this domain 

is also capable of interacting with the minor groove of the DNA to further increase the stability 

of the protein-DNA interaction at gene specific promoters.  Through this interaction, Hox 

proteins are capable of effectively recruiting other transcription factors and transcription 

initiators to enable the expression of their targets. 

 

Evolution and conservation of Hox 

The 39 mammalian Hox genes are believed to have arisen by multiple duplication events 

beginning with genes that were most closely related to the 3’ end coding sequences of the now 
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sequenced clusters. A set of protoHox1/2 and protoHox3 genes present in early metazoan are 

believed to be the original forms of Hox genes which duplicated to generate Hox predecessors, 

from which allowed for further duplications to occur[17] and the eventual formation of clusters.  

The original ancestral cluster most likely contained five total genes. These genes are the 

ancestors of the drosophila genes labial (lb), proboscipedia (pb), Deformed (Dfd), Antennapedia 

(Antp), and Abdominal B (Abd-B). The mammalian counterparts to these genes are paralogue 

groups 1, 2, 4, 6-8, and 9, respectively. Eventually in mammals, the Hox genes formed into 4 

homologous clusters now classified as Hox A-D, with paralogues being numbered in descending 

order of transcription, with Hox1 paralogues located at the 3’ end of the clusters (figure 1). 

Why these duplication events may have occurred is still somewhat unresolved. However, 

it is believed that an adaptive model could explain these events, including the conservation 

between Hox genes. This model proposes that gene sequences responsible for vital organismal 

functions are kept constrained with respect to change. Developmental genes, such as the Hox 

genes, may then duplicate and the newly duplicated genes may undergo unconstrained change 

until they also become vital to the developmental process. Evolution of developmental genes is 

therefore fueled by gene duplication and the Hox clusters may very well have arisen for this 

reason. 

The paralogous genes share a high degree of sequence similarity, expression pattern and 

are found to be partially redundant in function [18, 19].  HoxA1 substitution by HoxB1 via 

knockdown methods in a mouse model showed that these two genes do in fact have identical 

function [18]. The evidence showing overlapping function of Hox genes in mammals is 

particularly strong for the paralogous groups. In fact, the encoded homeodomains are nearly 

identical within each group, differing by zero to six amino acids at most. For instance, the human 
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HOXD4 (Dfd homolog) or the mouse HoxB6 (Antp homolog) expressed under the control of a 

heat-shock promoter in transgenic flies lacking either of these homologous genes resulted in 

phenotypes that suggested the vertebrate proteins function similarly to their fly counterparts [20, 

21].  However some Hox genes have acquired specificity; Hox A and D clusters in particular 

have been implicated in uniquely regulating mammalian limb growth and formation [22].    

Hox proteins have similar in vitro DNA target-binding specificities. This characteristic 

partly explains why loss of function of two or more adjacent, paralogous expressed Hox genes 

results in increasingly devastating phenotypes compared with the single mutants, even revealing 

phenotypes that were not evident after a single mutation of any of the genes involved [23, 24]. In 

fact, single loss of function mutation of a paralogous group mostly results in a hypomorphic 

phenotype. These observations suggest functional redundancy among the Hox genes, where the 

inactivation of one gene can be compensated by the activity of the other Hox genes that are 

slightly similar with respect to sequence and expression domains. 

 

Cluster organization 

Hox genes are found in 4 different types of clusters: type-O (organized), type-D 

(disorganized), type-S (Split) and type-A (Atomized)[25]. Vertebrate Hox genes are usually 

found in type-O (or Organized) clusters and are defined by their tight (~100kb) cluster size with 

genes arranged in sequential fashion without interspersed non-Hox genes. This type of cluster 

has been identified in chicken, zebrafish, xenopus, and newt to name a few organisms [26]. 

Other cluster designations, such as type-D, have been identified in the sea urchin [25]. The type-

D cluster is larger in size compared to type-O clusters and contains genes in opposite 
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transcriptional orientations and unexpected locations with respect to their paralogous groups 

[27]. The deuterostome sea urchin S. purpuratus genome contains almost all of the Hox 

homologs, but in a single scrambled cluster [28].  Type-S clusters, such as the quintessential 

example in Drosophila, are characterized by their chromosomal breakpoint that splits the cluster 

into segments. The Antennapedia (ANT-C) and Bithorax (BX-C) complexes are found at distinct 

loci and are often mistakenly considered to be a single cluster [29]. Furthermore, the ANT-C 

complex has interspersed genes within it, resulting in even less clustering. Type-A clusters, such 

as those found in Oikopleura, are the most lacking in ‘cluster ‘characteristics. Genes in atomized 

clusters are usually found to be by themselves; however some do remain in pairs [17].  

Organisms that contain the three latter types of clusters have generally derived a mode of 

embryogenesis and lineage-dependant mechanisms for the determination of cell fate which do 

not rely on highly organized gene clusters such as in the type-O cluster [30]. These 

developmental strategies make temporal collinearity completely unnecessary [22] because they 

eliminate the need for delaying the caudal expansion and the posterior restriction of posterior 

Hox genes [31]. For example, C. elegans do not need the Hox genes contained within the same 

cluster because they display a completely un-segmented body plan. In fact, the ‘clustering’ of the 

Hox genes is an absolute requirement for their temporal collinearity. In contrast, observations of 

the spatial regulation over Hox genes have shown that highly organized clusters are not entirely 

necessary. Type-A clusters, in which genes are the most disorganized, have still been observed to 

follow, to some extent, spatial collinear distribution [32]. In addition, when single Hox genes 

from type-O clusters were introduced randomly in transgenic mice in vivo, they could 

recapitulate part of their spatial expression patterns. Ultimately, this indicates that cluster 
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organization is dispensable for establishing some of the expected rostral-to-caudal expression 

boundaries, at least within a certain spatial window. 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

Figure 1. Mouse Hox Gene Clusters 

The organization of the mouse Hox clusters. The 39 Hox genes are divided among 4 different 

clusters denoted as HoxA-D.  Hox genes are shown as colored boxes in their respective order on 

the chromosome in which they are present. Paralogous mouse genes are shown color-coded.  
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Hox gene function 

 

The Hox genes encode a family of transcription factors, which are essential for 

embryonic body patterning during development. The main function of the Hox genes is their role 

in regulating the anterior-posterior (A-P) body axis and the morphological features along it [33-

35]. These genes have also been implicated in regulating the growth of more specific anatomical 

features such as limb and genitalia [22, 36].  Importantly, paralogous Hox genes also have 

similar or redundant functions as well as overlapping expression domains during development. 

Each paralogous group shares a color in Figure 1, which identifies which genes are associated to 

each group based on the segmentation pattern of the developed mammal, specifically, at which 

rhombomeres they are expressed.  

A variety of Hox downstream targets have been identified, however, the majority of the 

genes and target sequences involved are still unknown. The identification of downstream 

effectors is hampered largely by the complex network of Hox gene targets together with the short 

and degenerate DNA sites where the Hox proteins bind [33]. Early experiments involving yeast 

one-hybrid system assays to identify regulatory elements that mediated a Hox response showed 

very limited success [37]. The unfortunate results of these early experiments are believed to be 

due to the absence of additionally required DNA-binding proteins that normally interact with 

Hox transcription factors [38-40]. In contrast, some targets of Hox function have been 

indentified using in vivo enhancer trap techniques[33]. For example, the Distal-less (Dll) gene, 

another homeobox transcription factor and developmental regulator was discovered in this 

manner[41]. More recent efforts have involved the implementation of chromatin 

immunoprecipitation (ChIP) techniques that have identified the specific regulatory elements 
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within Hox regulated genes such as scarbrous (sca), Transcript 48 (T48) and centrosomin (cnn) 

[42-44].   

Interestingly, a number of Hox targets are the Hox genes themselves. Deformed (Dfd) 

maintains its own expression in the maxillary and mandibular segments through the interaction 

of an autoregulatory element [45]. Antp is regulated by three different Hox genes, including itself 

[46]. Antp autoregulates itself in abdominal neuronal cells and is prevented from this regulation 

by the competitive interaction at the same enhancer site by Ubx and Abd-A. 

Large scale analysis of downstream targets has answered a few questions concerning Hox 

function that were not previously answered using the techniques mentioned above. It was 

previously believed that Hox genes only affected regulatory genes, especially transcription 

factors, however, microarray analysis of Hox targets has identified a number of realisator 

terminal differentiation genes [47]. The identification of a large number of unique downstream 

targets from this technique led to another key finding; the regulation over most Hox targets only 

occurred at one of two developmental stages, embryological and adult. This crucial fact of Hox 

function created the need to determine how cellular context affected Hox mechanism and led to 

the understanding that Hox proteins gain the ability to regulate their targets through the 

interaction with known cell- and/or tissue-specific transcription factors [48]. Of these cofactors, 

the first identified from drosophila genetic screens was extradenticle (exd) [49] and preceded the 

identification of its mammalian homolog, Pbx1. It has been shown that both of these proteins are 

fully capable of physically interacting with Hox proteins and in doing so, increase their binding 

affinity and specificity to a large extent (reviewed in [50]). Whereas Pbx1 is largely responsible 

for partnering paralogue groups 1-10 [51], the Meis1 protein can dimerize with groups 11-13 

[52] and functions similarly to Pbx1. 
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 In general, the Hox genes function as both transcriptional activators and repressors. For 

instance, Pbx/Hox dimers can induce the transcription of sonic hedgehog during limb 

development [53] while Exd/Ubx is found to repress transcription of distalless (dll) [54]. Other 

than direct binding to DNA promoter elements, Hox proteins have also been observed to bind to 

CREB binding protein (CBP) and therefore modulate histone acetyltransferase activity, which 

makes the effect on target genes even more difficult to elucidate.  

 

Hox and development 

The development of the mammalian vertebral column, a key structure in differentiating 

the A-P axis, is derived from mesodermal structures termed somites. The somites themselves 

form in a sequential manner according to their exit from the gastrulating embryo. This timing 

event, otherwise known as the segmentation clock [55], is directly related to the position of 

specific somites along the A-P axis and must be directed in a manner that allows for proper 

spatial and temporal development. The eventual differentiation of somites into specific vertebrae 

is thus dependant on their axial position in the developing embryo and indicates the importance 

of timing during somite development. This entire process is largely guided by the unique 

combination of specifically expressed Hox genes in each developing somite[56].  

Mutations in Hox clusters, either partial duplication or deletions, can result in homeotic 

transformations in which body segments or structures are observed to develop in irregular 

locations. Important alterations in morphologies due to improperly expressed Hox genes are a  

consequence of deregulated control over their expression and confirm that the orchestration of 

these genes must be very tightly controlled. The level of organization of the clusters, specifically 
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their linear arrangement along the chromosome, is what allows these genes to be properly 

expressed with respect to time and space. This will be elaborated upon in the next section. 

In contrast to differentiation, some studies have examined the role of Hox in cellular 

proliferation [57]. When cell division begins, proteins must be assembled onto replication origins 

to establish the initiation of DNA synthesis. The selection and activation of these replication 

origins is the key process in controlling chromosome replication during cell proliferation. It has 

been shown that HOXC10  binds to a 74-bp sequence within the human DNA replication origin 

associated with the Lamin B2 gene in Cos7 cells [57] and is also highly expressed in HeLa 

S3cells [58] and monocytic U937 cells, which all grow indefinitely. Further evidence 

establishing HOXC10’s role in proliferation is the fact that it is degraded early in mitosis [59], 

indicating that it is no longer necessary to mark the origin. Together, these results indicate that 

HOXC10 is expressed not only during differentiation, as expected for a homeoprotein, but also in 

response to proliferative stimuli.  

The exact role of HOXC10 during proliferation remains unclear. However, it is known 

that transcription factors may participate in regulating replication origin firing. In fact, actively 

transcribed regions of the genome are replicated early in S-phase, suggesting a connection 

between transcription and DNA replication pathways, although the most likely effect that TFs 

provide for replication involves the altering of chromatin into a configuration that allows for the 

assembly of replication complexes at the origin [60]. Chromatin remodeling at origins of 

replication through the binding of specific TFs has been seen in the activation of Saccharomyces 

cerevisiae origins as well [61].  Therefore, it can be inferred that HOXC10 binding to the origin 

area does contribute to establish a chromatin structure suited for the different functions of this 

particular region of the genome, including origin activation and/or transcriptional activation [57]. 
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Collinearity  

As stated above, the vertebrate Hox genes are arranged in a cluster such that their ordered 

sequence reflects not only their timing of expression during embryogenesis but also their 

expression domains with regard to the A-P axis. The term “collinear expression” , when used to 

describe Hox regulation, refers to simultaneous control over spatial and temporal expression 

patterns and was first explained by Lewis in 1978 [62] while examining the genetics of the fruit 

fly Bithorax homeotic gene complex. The concept was eventually found to play a significant role 

in vertebrate Hox gene regulation[63].  In general, the most 3’ genes (A1, A2, A3, etc.) from 

each cluster are expressed earlier and more anterior than the 5’ located genes (A13, A11 etc.)[64, 

65].  

In terms of its developmental implication, temporal collinearity of Hox gene expression is 

first observed in the posterior streak region at the boundary between embryonic and extra 

embryonic tissues in mouse [66]. For each gene, expression spreads anteriorly to reach the 

anterior primitive streak, or node region, where paraxial and axial mesoderm are formed. This 

progressive mode of expression has been described as anterior propagation, forward spreading or 

rostral expansion [63, 65, 66] and is the direct result of the collinear mechanism.  

 

Collinear Regulation 

Many studies have examined the types of regulation governing these genes and suggest a 

variety of possibilities. Chromatin remodeling, short and long-range promoters and tissue 

specific regulators [65, 67] are all viable options to consider and may in fact act in conjunction 

with one another to completely fulfill the requirement of the collinear mechanism.  
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With regards to regulation of Hox expression via signaling events, a few key signaling 

processes such as FGF, WNT, and all-trans retinoic acid (RA) have been examined.  

FGF is required to initiate mesoderm formation through the primitive streak and cause the 

regression of this developmental feature; therefore it is believed that FGF could also initiate Hox 

gene expression [68].   WNT signaling may also affect the progression of anterior Hox genes 

based on the observations that it is also a regulator of primitive streak formation [69]. Hox 

regulation through FGF, WNT or RA is thought to be propagated through cdx, a transcription 

factor that is often found upregulated in the presence of these signals. RA is capable of activating 

the RARE located in the promoter region of cdx1 and causes subsequent transcriptional 

activation of the TF, which can then further activate other homeobox family members [70]. The 

WNT and FGF pathways also show a strong correlation to cdx activation. For instance, Wnt- 3a 

expression overlaps with that of Cdx1 in the caudal embryo, and is involved in specification of 

the posterior embryo [71]. Also, in Xenopus, it was found that overexpression of bFGF can 

induce anterior expression of both the Xenopus homologue of Cdx4 and certain Xenopus Hox 

genes normally restricted to the posterior embryo [72]. However, of these factors, the most 

compelling evidence indicates that RA induction of Hox genes is the most likely to promote the 

collinear mechanism of action.  

RA has been shown to elicit an anterior shift of 32 Hox genes expression domains in 

somites [56]. More specifically, RA is capable of inducing early 3’ transcription followed by 

later 5’ expression during development [73, 74]. Retinoic acid response elements (RAREs) 

located in various genomic regions are the primary candidates, which are responsible for 

enabling the RA induction of the Hox genes. These elements have been found to be present 

upstream (HoxA1 and HoxB1), downstream (HoxA4, HoxB4, and HoxD4), or involved with the 



regulation of multiple gene groups (HoxB4, HoxB5, HoxB6) of Hox clusters. The most highly 

characterized RAREs are involved with the regulation of HoxA1, HoxA5, HoxB1, HoxB4, and 

HoxD4 [74-80]. 

Several in vitro studies have shown that RA is capable of binding to two families of 

transcription factor heterodimers and directly regulate gene expression [81]. These studies 

identified RA as a high affinity ligand for RA receptors (RAR-α, RAR-β, and RAR-γ) and a low-

affinity ligand for their heterodimers partners, the retinoid X receptors (RXR-α, RXR-β, and 

RXR-γ). When RA binds to the RAR partner of the RAR/RXR heterodimers that are bound to a 

regulatory DNA element, it stimulates a cascade of events resulting in the displacement of 

transcriptional co-repressors and subsequent recruitment of co-activators that induce 

transcription [82].  

Because of the various developmental roles that RA signaling plays, numerous birth 

defects have been associated with its deregulation.  Acute promyelocytic leukaemia (APL) is 

caused by fusion of retinoic acid receptor-  (RAR ) with promyelocytic leukaemia (PML) and 

promyelocytic leukaemia zinc finger (PLZF). These aberrant proteins bind to RAREs and recruit 

HDACs, histone modifying enzymes and transcriptional activators. This binding has high 

affinity and prevents the response to physiological concentrations of retinoids, which induce the 

normal differentiation and development of myeloid cells [83, 84]. Therefore, as an outcome of 

these mutations, Hox genes can themselves be direct targets of deregulation. 

Although RA may initiate the collinear events associated with Hox activation, the true 

nature of this mechanism relies on the specific layout of the clusters. Human genome sequencing 

has revealed that the clusters contain a very low density of Alu sequences, an interspersed repeat, 

suggesting that specific cis-regulatory elements incorporated in the cluster are evolutionarily 
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intolerable to interrupting insertions [85]. Kmita and Duboule have determined that these 

features are associated with the progressive activation of the Hox genes within their clusters. For 

example, the relocation of HoxD9/LacZ and HoxD11/LacZ transgenes to the 5’ extremity of the 

cluster, just after HoxD13, delayed the expression of their expression making them follow a 

pattern of expression that closely resembled the displaced HoxD13 gene[67]. Not only does this 

show how crucial the organizational characteristic of the Hox clusters are, but it may also 

indicate that a repressive mechanism is directly affected by the positional characteristic of each 

Hox gene within the cluster.  

 

Limb Development and Hox Regulation 

The development of the vertebrate limb has also been found to be under Hox control and 

examination of its developmental process has aided in discovering more features of the collinear 

mode of action and Hox regulation [86]. The HoxD genes are initially activated from the 3’ end 

towards the 5’ end in a time specific manner. However, this homogeneous expression is only 

observed up to HoxD9. The late 5’ genes are restricted to progressively more posterior limb cells 

and are believed to be under the regulation of a second player in this particular collinear 

mechanism. 

 First, the location of a region rich in enhancer sequences located 5’ to the HoxD genes 

[87] has been shown to effect the expression of the centromeric end of the cluster, due to 

distance and sequence specific properties that create a preference for HoxD13 activation, with 

sequentially less activation for the more telomeric genes[86]. Identified by Kondo et al. by way 
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of multiple insertions at the 5’ end of the HoxD cluster as well as sequential deletions within the 

cluster, the enhancer rich region was found to be essential for early collinear regulation [88]. 

 The digit enhancer, as it is commonly called because of its role in late limb development, 

is also capable of controlling the expression of two additional genes, Evx2 and Lunapark (Lnp), 

two genes, which are located just outside of the HoxD cluster.  It is embedded within a genomic 

area that contains a number of conserved neural enhancers that do not regulate HoxD genes. The 

set of digit and neural enhancers are known as the Global Control Region (GCR). 

 

ncRNA control over Hox  

Various theories regarding the intricately complex control over global Hox regulation 

initiation and maintenance have been proposed in an attempt to explain this biological 

mechanism. One such theory describes the transcription of neighboring Hox genes in the 

developing vertebrate body being progressively activated as a result of concomitant chromatin 

modifications [67]. In general, repressors and/or silencing factors are released in a 3’ to 5’ 

manner thus alleviating the inactivation of the Hox genes. The RA signaling machinery 

explained above may possibly be involved at this level of control and appears to rely heavily on 

another major area of Hox research, epigenetics. A more detailed review of these mechanisms 

will be discussed in later sections. 

Further examination of Hox regulation has revealed that a family of non-coding RNAs 

(ncRNA) can participate in post-translational regulation. Approximately 22nt ncRNAs, known as 

miRNAs, have been shown to direct the cleavage of specific Hox coding transcripts, usually by 
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direct binding to the non-coding sequences 3’UTR [89]. HoxA, HoxB and HoxC clusters all 

encode specific conserved miRNAs between genes 9 and 10 that are capable of binding to and 

functionally eliminating the mRNAs of HoxB8, HoxC8, HoxD7 and HoxA7, which themselves 

are responsible for regulating the expression of other Hox genes in certain situations [90].  

This form of regulation has also been proposed to function in the collinear mechanism of 

Hox expression. For instance, miR-181 is expressed later than its target, HoxA11, and therefore 

could function by limiting the expression domain of A11. This effect is known as posterior 

prevalence and can be described as the dominance that the more posterior genes exert over the 

anterior genes with regards to phenotype [91]. This concept directly explains why loss of 

function mutations of Hox genes results in a posterior structure transformation. 

Prior to 2007, only cis-acting ncRNAs had been implicated in regulating Hox genes, but 

now the identification and characterization of trans-acting ncRNAs has come to fruition. Rinn et 

al identified and characterized hundreds of ncRNAs from the human Hox clusters in 11 fibroblast 

cell lines that were isolated from distinct positions along the A-P and proximal-distal axes in 

order to determine the differential expression of ncRNAs in different cell types. Many of these 

transcripts have previously been identified and found to regulate the expression of their 

neighboring genes [92, 93]; however, an identified transcript from Rinn et al seems to regulate 

an entirely different Hox gene cluster in Trans. The 2158kb HOTAIR transcript expressed in the 

HoxC cluster can silence transcription in the HoxD locus. This was verified by HOTAIR knock 

down and the observation that repression of a 40kb region of HoxD is relieved in this state.  

HOTAIR’s association with the polycomb repressive complex 2 (PRC2; described below, 

seems to validate these findings in terms of establishing a repressive mechanism. The interaction 
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between ncRNAs and the PRC2 further proves that a major mechanism of Hox regulation is in 

fact epigenetic.  

Hox and disease 

A major factor contributing to disease states involving Hox genes is the creation of fusion 

genes. These genetic products can cause the deregulation and overexpression of Hox genes and 

result in such developmental defects like acute myeloid leukaemia (AML). For example, when 

the mixed lineage leukaemia gene (MLL), MLL1, is fused with a Hox regulator, aggressive 

leukemias in children and adults are commonly observed. Transcription of HoxA7, 9 and 10 from 

the UBX (A7) and ABD (A9 and A10) group of Hox genes, is coordinately activated in 

hematopoietic stem cells and overexpression of these genes has been documented in AML with 

the understanding that MLL maintains their transcription after differentiation [94]. HoxB3 and 4 

mRNA levels have also been observed to increase in AML bone marrow tissue [95], but the most 

significant increase in expression levels has been confirmed by many groups to be from HoxA9 

[95, 96].  

Normally, MLL is able to interact with the HoxA promoters and cause the addition of an 

activating acetylation mark on H3 and H4 [97]. In the cancerous cell, the fusion of MLL with 

other genes results in the loss of the acetylating and activating SET domain, and although this 

would theoretically cause the down-regulation of Hox genes, it is not the case [94]. Some other, 

not yet fully described, mechanisms are at work. 

MLL translocations have revealed ~40 fusion partners of which most contain the N-

terminus of MLL (non-SET containing end) with the C-terminus of the partner. When 
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investigators examined the role of the MLL-ENL fusion product on Hox expression in a mouse 

model, they found an increase in transcription for HoxA4-11, with A9 showing the highest degree 

of increase compared to controls [98]. They also concluded that in the presence of MLL-ENL but 

when HoxA9 and A7 are deleted, there is no observed leukaemia result[99]. The induction of 

MLL–ENL also caused an increase in H3K79me levels on HoxA9 and Meis1 promoters [100], 

indicating that increased transcriptional activity of these genes is most likely directed through 

epigenetic modifications.  

 Reciprocal chromosomal translocations involving individual Hox genes that result in the 

creation of fusion products can also cause enhanced cellular differentiation of hematopoietic 

stem cells. HoxA9 and HoxD13 genes have been found fused to the NUP98 nucleoporin gene in 

some cases of acute myeloid leukaemia (AML) [101, 102]. Nup98-HoxA9 fusion protein 

includes the HoxA9 DNA binding homeodomain fused with the N-terminal Nup98 sequence and 

has recently been shown to upregulate a number of Hox genes in both the A and B clusters which 

in turn results in an AML disease progression [103]. 

Taken together, it is of no surprise that HoxA9 is the single most highly correlated gene 

(out of 6817) for poor prognosis in AML [96]. In fact, HoxA9 and the important Hox regulator, 

MEIS1, are commonly co-expressed in myeloid cell lines and in samples from AML patients 

[104].  In murine models of leukaemia caused by co-overexpression of a Hox gene with a TALE 

family member cofactor likeMeis1 or Pbx1, it has shown that specific complexes are required to 

initiate and maintain the leukaemia state. In this model, the collaborating cofactor acts as an 

accelerator of the leukemic process and the HOX gene defines the identity of the leukemia [105]. 



HOX gene deregulation has also been documented in lymphoid leukemias. Gene 

expression analysis showed that the whole HoxA gene cluster was dramatically deregulated in T-

cell acute lymphocytic leukemia samples harboring the TCR -HOXA rearrangement [106]. 

HOXA genes were also found to be upregulated in MLL and CALM-AF10-related T-cell acute 

lymphoblastic leukemia’s cases, strongly suggesting that HOXA genes are oncogenic in these 

leukemias as well [107]. 

In addition to the well-documented involvement of Hox genes in leukaemia, they have 

also been observed to play a significant role in breast cancer. Neoplastic growth in mammary 

epithelial cells occurs with the increase in expression of human growth hormone (hGH). hGH 

has itself  been found to cause an increase in the expression and transcriptional activity of 

HoxA1[108] and overexpression resulting from this association in mammary carcinomas causes 

an up-regulation of Bcl-2,  an anti-apoptotic factor, and therefore an increase in total cell 

numbers. The overexpression of HoxA1 can also enhance the anchorage-independent cell 

proliferation capabilities of these mammary cells and therefore initiates their oncogenic 

transformation [109]. 

Other interesting Hox related diseases have to do with resultant anatomical 

malformations. Mutations in HoxD13 have been found in humans affected by synpolydactyly, an 

inherited human abnormality of the hands and feet [110], which results in the duplication of 

fingers (polydactyly) and webbing between them (syndactyly). Affected individuals show an 

expansion of an alanine stretch within the coding sequence of HoxD13 [110] that results in 7, 8 

or 10 additional residues being expressed. This effects exon 1 of the gene product and 

sufficiently disables the protein from its natural function. Brachydactyly, another type of 
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malformation, involves the shortening of the digits as a result of a conversion mutation of Ile314 

to a Leu within the HoxD13 homeodomain.  

A third disorder that affects the developing limb is known as hypodactyly, in which a loss 

of digits is observed. The loss of digital arch formation in animals that have been examined is the 

result of a deletion within exon 1 of HoxA13[111]. The deletion causes a transformational shift 

that completely abolishes HoxA13 function. This disorder, originally found in animal models, 

has been linked to humans and is known as hand-foot-genital syndrome[112]. There have been 

many reported causes for hand-foot-genital syndrome, from nonsense mutations in exon 2 that 

cause a truncation [112] to expansions of polyalanine regions similar to those found in 

HoxD13[113]. 

Many 3’ Hox genes from the A and B clusters are normally expressed in fetal lungs [114] 

and their expression is naturally reduced as development progresses. Some of these genes, like 

HoxA5, continue to be expressed throughout development and are believed to be required for 

lung maturation [115]. When these genes are abnormally expressed, resulting malformations can 

occur. For instance, when HoxB5 is found expressed at high levels beyond the early stages of 

lung development, the lungs remain as they were during fetal development resulting in disorders 

such as bronchopulmonary sequestration [116] and congenital cystic adenomatoid 

malformation[117]. Even abnormalities that do not pertain to malformation can result from 

abnormal expression of many Hox genes. Such disorders include emphysema, primary 

pulmonary hypertension and lung carcinomas [118, 119]. 

There are many types of disease that are due to improperly expressed Hox genes, and many 

of the mechanisms normally controlling these genes are found to be either non-functional or 



34 

 

deregulated themselves. A major branch of control over Hox genes is the subject of our next 

section and has been pointed out in this section.  

1.3. Chromatin and Epigenetics 

Chromatin structure 

The packaging of DNA begins with stretches of 146bp segments wrapped around 

octomeric complexes of histone proteins two times to form the fundamental component of 

chromatin, the nucleosome core particle. The identified major histone proteins H1, H2A, H2B, 

H3 and H4 are all involved in chromatin formation. The nucleosome octomer is composed of a 

central (H3-H4) tetramer that is flanked by 2 H2A-H2B dimers [120].  The histone protein H1 

and its homologous protein H5 are involved in higher-order chromatin structure. The linkage 

between each nucleosome is approximately 50bp, and when observed through electron 

microscopy, resembles “beads on a string”. This fiber is referred to as the 10nm chromatin fiber 

and further compaction of the nucleosomes forms the 30nm fiber. This 30nm fiber, otherwise 

known as euchromatin, is highly dynamic. It is capable of unwinding to lower order structures to 

allow for RNA pol II binding to occur and transcription to initiate or it may condense further to 

form transcriptionally silent heterochromatin [121]. 

 

 

 

 



 

 

 

Figure 2 Chromatin levels of Condensation. 

Beginning with (1) the double-stranded helical structure of DNA, the condensation begins 

through (2) the complexing to histone proteins to form (3) the nucleosome. The inclusion of 

Histone H1 forms (4) the chromosome. The nucleosomes structures then fold up to from (5) the 

30-nm fiber which is then subsequently folded into (6) 300nm loops that themselves fold into (7) 

the 250nm fiber. The coiling of this dense 250nm fiber results in (8) the final chromatid of the 

chromosome. 
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Histone H3 

There exist a number of histone variants that have each been implicated in unique cellular 

functions. For instance, CENP-A is a highly conserved histone H3-like variant that is found at 

centromeric locations in mammals [122]. It has been established that the loss of this histone 

variant is embryonic lethal[123]. CENP-A is basically required to mark the centromere for 

kinetochore assembly, a step involved in the coordination of the separation of sister chromatids 

during mitosis [124].  

Another H3 variant, H3.3, is constitutively expressed during the cell cycle and is found 

associated with genes that are poised for transcription as well as genes that are actively being 

transcribed. It is believed that this variant may serve to replace H3, for a brief time, at active 

genes as nucleosomes reform behind the RNA polymerase [125]. 

Histone H2A 

Histone macroH2A is a divergent variant of H2A and has been implicated in the 

processing and maintenance of inactive X chromosomes in female mammals [126]. Interestingly, 

this is mediated by the interaction of a non-coding RNA (ncRNA) known as Xist, which we will 

discuss shortly. MacroH2A is also found at other chromosomal locations and has been 

implicated in playing a more general role in gene silencing[127]. Another H2A variant, H2A-

Bbd, is 42% identical to H2A and has been associated with transcriptionally active regions of the 

genome.  

Finally, the core histone variant H2A.Z is found in a range of organisms and has been 

shown to be essential for viability in a number of them [128, 129]. This particular variant 
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localizes to the transcriptionally active macronucleus of Tetrahymena [130] and although found 

throughout drosophila and yeast genomes, it is depleted from silenced regions and elevated in the 

intergenic regions of inducible genes [131]. H2A.Z is usually situated at the promoter region and 

enables the genes to be rapidly induced, however, once transcription has occurred, these histones 

are lost from the promoters [131]. In contrast, H2A.Z has also been found to associate to the 

pericentric heterochromatin in early mouse embryos, suggesting that this variant could play an 

important role in heterochromatin formation and function during the development process [132].  

Histone H1 

As for the linker histone H1, a number of variants have been found in comparison to the 

core histones [133].  As mentioned above, these proteins are involved in stabilizing the higher 

order chromatin structure and may function as repressors of transcription by limiting the access 

of transcriptional activators to the chromatin[134]. For instance, the well known H1 variant, H5, 

is involved with global transcriptional repression once deposited during the terminal stages of 

erythrocyte differentiation in chickens [135]. The mouse has at least 8 H1 variants that all play 

specific roles in regulating the transcription of tissue specific genes. For example, H1t is 

specifically required for the maintenance of an open chromatin structure in spermatocytes and 

spermatids [136].  

Imprinting 

The imprinting of genes involves the attainment of an extremely tight chromatin 

conformation through DNA hypermethylation in one allele of a gene early in the germline that 

results in monoallelic gene expression. Approximately 90 genes are believed to be imprinted in 
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humans, and many of these genes are found in a clustered genomic region[137].  Imprinting 

control regions (ICRs) are known regulatory elements that are absolutely required for imprinting 

to occur. Deletion of these regions results in the loss of imprinting abilities [138].  

The H19/Igf2 cluster is a very well characterized example of what is called the insulator 

model of genetic imprinting. The imprinting center 1 (IC1), this clusters ICR, is positioned 

between the two genes. This location enables it to regulate the interaction between the two gene 

promoters as well as their shared enhancer located downstream of H19[138]. The imprinting of 

these genes depends on the methylation of the IC1 on the paternal allele, thereby keeping the 

maternal one in an unmethylated state[139].  

There are also a number of identified conserved sequences at the IC1 and other ICR loci 

that bind to the insulator protein CCCTC-binding factor (CTCF) when the ICR is unmethylated 

[140]. Interestingly, this binding factor was originally found to play a similar role in the beta-

globin locus, which we will discuss in detail shortly [141]. In terms of the mechanism employed 

by CTCF in the H19/Igf2 example, the protein actually prevents de novo methylation at the 

maternal allele thereby also preventing downstream enhancers from activating Igf2. This of 

course allows for the transcription factors to then affect H19 instead. In contrast, when looking at 

the methylated IC1 in the paternal allele, the opposite expression pattern is observed.  

The H19/Igf2 imprinting mechanism has also led to the suggestion that chromosomal 

looping is involved.  Some groups strongly believe that there is a direct interaction between the 

shared enhancers and the Igf2 promoter on the paternal chromosome; however, there seems to be 

less agreement when examining the interactions on the maternal chromosome. For instance, it is 

believed that a tight loop forms around the Igf2 gene causing a silencing effect that is mediated 



39 

 

by the ICR contacting a matrix attachment region as well as a differentially methylated region of 

the gene locus [142]. Another theory resides in experiments in which the ICR was observed to 

form an interaction with the enhancers that resulted in Igf2 silencing [143], but this mechanism 

does not explain why H19 will be maternally expressed. Still, other results indicate that 

interactions between the enhancer is seen with coding and promoter regions of H19 up until the 

ICR [144]. All of these potential mechanisms for the involvement of chromatin loops were 

discovered through chromosome conformation capture techniques, which we will detail in the 

upcoming sections. 

Another well-characterized example of imprinting is the X-chromosome inactivation 

involved in gene dosing compensation. The complete silencing of one of the X chromosomes in 

females is required to attain the accepted level of gene expression for genes located on this 

chromosome. The mechanism involved relies on the assistance of ncRNAs such as Tsix and Xist 

[145]. The Xist ncRNA is observed to coat the chosen X chromosome very early in 

development, which leads to chromosome wide gene silencing.  Xist can associate with another 

important epigenetic factor; a protein from the Polycomb family, EED. This protein recruits 

HDACs [146] and is therefore believed to aid in the initiation of X inactivation [147].  

Other than H3K27 modifications, other H3 modifications are also very common in X 

chromosome inactivation. H3K4 dimethylation is decreased on the Xi of female somatic cells, 

but is present at high concentrations in male meiotic cells[148]. In contrast, increased H3K9 

methylation normally associated with heterochromatin formation is observed throughout the Xi 

[149]. These observations reveal that distinct epigenetic patterns for X chromosomes of female 

somatic cells and male germ line cells exist. Patterns are indeed what truly makes epigenetics 
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unique and the units that make up these patterns and there combinations along specific regions of 

chromatin will now be discussed. 

 

Epigenetics 

Epigenetics, the transmission of genetic data apart from the actual DNA sequence, from 

one cell to its daughters as well as from one organism to its offspring is currently one of the most 

interesting topics in the scientific community. Embryonic development and epigenetics, at first 

glance, appear to be counterproductive and unlikely to cooperate in regard to organismal growth. 

Development relies upon fast, dynamic processes that require very frequent changes in gene 

expression, while epigenetics, either up or down regulates transcription over an extended period 

of time. However, these two biological mechanisms do operate synergistically in various 

complex ways to attain incredible biological feats. 

The earliest and most abundant epigenetic modification found in mammals is the 

methylation of cytosine residues within the dinucleotide CpG. The pattern and content of 

methylation is not only species specific, but also tissue specific. In humans it has been 

determined through high performance liquid chromatography (HPLC), that 0.75-1% of the 

genome contains 5-methylcytosine bases [150]. Large regions of CpG dinucleotides, denoted as 

islands [151], exist throughout the genome and can frequently be found at the 5’ end of many 

genes. These promoter located CpG islands remain unmethylated for genes that are regularly 

transcribed and allow for an open chromatin configuration to persist with association of hyper-

acetylated histones.  
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  More recent findings have led to the understanding that higher order chromatin structure 

is defined by a set of epigenetic histone modifications such as methylation, phosphorylation and 

ubiquination[120] in conjunction and cooperation with DNA methylation[152].  In fact, the 

histone code hypothesis states that the specific combination of histone modifications form a 

language that specifies the structural state of chromatin [153]. These types of posttranslational 

histone modifications are “read” by effector proteins that are capable of carrying out the code’s 

instructions, which results in either tightly packed chromatin, known as heterochromatin, or 

loosely packed euchromatin. The overall effect of the code is the correct regulatory control over 

the genome and therefore individual cell identity.  

 

Methylation 

Methylation of histone protein tails is generally associated with transcriptional 

repression, but there are of course situations where methylation results in active transcription. 

The methyl group donation from AdoMet is catalyzed by lysine methyltransferases (HKMTs) 

and protein arginine methyltransferases (PRMTs) on specific amino acid residues [154].  

Residues from histones H3 and H4 are the most commonly found methylated substrates. 

The major sites of Lys-methylation being K4, K9, K27, K36, K79 from H3 and K20 from 

H4[155]. Mono-, di- and trimethylation marks can be found at these residues and add to the 

functional diversity at each site. For example, dimethylation at H3K4 occurs at both inactive and 

active genes, whereas trimethylation is exclusive to active genes [156].  Furthermore, condensed 

heterochromatin is enriched in trimethylation of H3K9, K3K27, and H4K20 [157] and silencing 
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of euchromatin loci caused by histone deacetylation involves the recruitment of specific K9 

histone methyltransferases (HMTs). 

 

Histone Methylating Enzymes 

With the exception of Dot1/Dot1L , all HKMTs have the evolutionally conserved SET 

(SU(VAR)3-9, enhancer-of-Zeste, Trithorax) domain that is responsible for lysine methylation 

activity[158].   

Many of these enzymes have specific cellular function. For example, the histone methyl 

transferase (HMT) enzyme Su(var)3-9 from drosophila, as well as its homolog clr4 in yeast, are 

involved with transcriptional silencing and heterochromatin formation [159]. The mammalian 

homolog, Suv39H1, directly affects the methylation status of K9 in histone H3 [160] and when 

this is disrupted, the HP1 protein, a chromatin-binding nuclear protein that localizes to 

heterochromatic regions in Drosophila and higher eukaryotes, is incapable of binding and there 

heterochromatin formation is hindered [161]. This function is intimately tied to histone 

methylation and chromatin remodelling and involves the cooperation of HMTases and histone 

deacetylases (HDACs).  

PcG (ex. E(Z)) and trxG (ex.TRX) proteins, originally identified in drosophila, are two of 

the major epigenetic modifiers of Hox gene regulation. The PcG, or polycomb group proteins, 

are capable of negatively affecting Hox gene expression by efficiently and effectively 

methylating its H3K27 target  [162], whereas the trxG, or trithorax group proteins, are 
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responsible for coordinating the methylation of H3K4 and therefore activating gene 

expression[163].  

 The PcG proteins come together to form multiprotein complexes such as the polycomb 

repressive complex 1 and 2 (PRC1/2). The repressive mechanism of Hox regulation begins with 

the trimethylation of target lysines by the PRC2 [160]. This marking then allows for the 

recruitment of PRC1 to promote the condensation of chromatin through such epigenetic 

modifications as ubiquitination [164, 165].  

 Markings present at Hox loci are not exclusively found at their promoters but are 

observed to be distributed along ~100kb domains within all four clusters [166]. The exploration 

into the relationship between chromatin modification and Hox gene activation was examined by 

chromatin immunoprecipitation of the HoxD4 locus in mouse ES and P19 pluripotent cells. The 

identification of activating epigenetic marks began at the 3’ end of the gene and progressed 

towards the 5’ end when cells were induced with RA [167].  It should be noted that specific 

histone modifications are not always predictive of gene activity and other requirements may need 

to be met as well. For instance, the recruitment of transcription factors such as CREB binding 

factor and RNA PolII to the Hox genes was also observed to follow a 3’ to 5’ recruitment 

pattern. In addition, it is believed that the removal of the repressive methyl modifications added 

by the PRC1/2 complexes is also likely involved with the activation process. We will discuss the 

demethylation of Hox genes shortly. 

The coordination of the two SET containing histone methylases of the PcG and TRX 

groups is crucial for partitioning the genome into transcriptionally active and repressive states. 

They work in coordination to maintain the spatial pattern of Hox gene expression after they are 

established in early embryonic development [168, 169]. 



When examined in a broader spectrum, methylation status can reveal other informative 

details. In embryonic stem (ES) cells, lineage specific genes that are either repressed or 

transcribed at low levels are denoted as bivalent,  bearing marks of active (H3K4me, H3K9ac) 

and repressive (H3K27me3) chromatin modifications[170]. These observations have led to the 

hypothesis that dual markings enable developmental genes to be repressed in ES cells while 

remaining poised for quick activation. Bickmore et al. examined the H3K4 methylation markings 

at three time points in ES cells treated with retinoic acid[171]. They observed that the H3K4 

methyl modification increased at the HoxB1 locus after 4 days of RA treatment and subsided by 

day 10. Interestingly, the same epigenetic marking was observed at HoxB9 at the same time; 

however this gene was not expressed until day 6 of RA treatment indicating that additional 

players are indeed required for controlling Hox expression.  

Bickmore’s group also investigated the potential “opening” of the chromatin structure by 

applying FISH to ES cell nuclei, prior to and after RA induction. After a few days of RA 

treatment, the FISH signals from HoxB1 and HoxB9 were distant enough to be resolved[171]. 

This suggests that chromatin decondensation, through epigenetic modifications, is fundamental 

to the process of Hox gene regulation and may be the initial step in the collinear mechanism. 

Further analysis of this model revealed that sequential looping out of the two examined HoxB 

genes from their chromosomal territories (CT) followed the decondensation of the chromatin. 

This two-step model fits very nicely into previously proposed mechanisms, but requires more 

corroborating evidence in order to substantiate the hypothesis. More importantly, it remains to be 

established as to which steps are involved in controlling which loops exit their CTs and which do 

not with respect to time. 
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The Dot1/Dot1L non-SET domain containing proteins have a slightly different preference 

for lysine methylation. They are primarily found to methylate residue K79 that is located in the 

core or globular domain of H3 as opposed to the more frequently modified histone tails [172, 

173]. This particular mark is observed in about 90% of all H3 proteins in yeast and corresponds 

to the amount of euchromatin in its genome [173]. Therefore, Dot1 appears to play the role of 

anti-silencing agent. It is believed that the mechanism in yeast involves the ability of the K79me 

mark to repel the normal silencing machinery, the Sir Protein complex, from the genetic loci 

[173]. This marking is also observed in eukaryotes, however it has not been established whether 

it plays a similar role but it has been reported that the DNA repair enzyme 53BP1 can recognize 

this particular modification [174] indicating that DNA repair mechanisms also rely on epigenetic 

modification. 

Arginine methylation of histones is largely associated with gene activation. Enzymes 

such as CARM1 and PRMT1 are part of the transcriptional activation machinery of nuclear 

hormone regulated genes [175]  mainly because the modification is easily reversed to allow for 

the resetting of these highly inducible genes. For this reversal to occur, enzymes such as PAD4 

carry out the complete deamination of the Arg residues instead of simply removing the methyl 

marking [176]. However, the mechanism of the conversion of the citrulline product of this 

reaction back to an arginine residue is still unknown.  

Until recently the discovery of enzymes capable of removing methyl modifications has 

remained elusive. In 2004, histone demethylases were first described [177], and were shown to 

have the opposite effect on transcription when compared to their counterparts, the HMTs. The 

histone demethylase LSD1, originally identified as part of the repressor complex Co-REST, is 
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responsible for H3K4 demethylation, which leads to transcriptional inactivation. LSD1 can 

convert the mono- and di- methylated H3 forms to an unmethylated state, but it cannot 

enzymatically remove trimethylation markings. In contrast to these findings, when LSD1 forms a 

complex with androgen receptors, it demethylates H3K9 and activates transcription [178]. Other 

histone demethylases, such as jumonji (JHDM2A), are responsible for H3K9 demethylation  

[157, 179], whereas JHDM1 has the ability to convert active chromatin marks such as 

H3K36me2 to a repressive unmodified state [180]. 

With regards to Hox regulation, UTX and JMJD3 appear to play critical roles during the 

differentiation of stem cells as well as in animal development [181, 182]. These proteins contain 

a JmjC peptide sequence that has been shown to have catalytic activity in other observed histone 

demethylases, like those previously mentioned enzymes. ChIP experiments have revealed that 

JMJD3 and UTX are in fact directly associated with a number of Hox gene transcriptional start 

sites, and their presence correlates with the transcriptional activity of the promoters [181]. When 

these genes are knocked down using shRNA, an elevation of the H3K27me3 at Hox genes was 

observed along with transcriptional repression. It is believed that these proteins require 

additional support to initiate transcription.  In fact, interactions with MLL2/3 (TrxG) have been 

observed [182, 183], thus allowing for a possible two-fold mechanism that allows for a rapid 

response of the target genes. H3K27me3 modifications can be found spanning large areas in the 

Hox clusters, and it remains unknown whether UTX, which is located specifically at promoters, 

is capable of affecting these widely distributed marks. 
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Acetylation 

Histone acetylation is an epigenetic modification that is highly associated with an open 

chromatin conformation and the higher order folding properties of chromatin.  These 

modifications are mediated by histone acetyl transferases (HATs). The acetyl group not only 

neutralizes the charge on histones and increases chromatin accessibility, but also acts as a signal 

for the binding of trans-acting factors by providing a suitable binding surface [184] similar to 

that observed for some of the methylation markings mentioned in the previous section. Which of 

these two features is more important in the regulation of gene expression has yet to be 

determined. 

The main superfamilies of HATs are GNAT (Gcn5-related N-Acetyl Transferase) and the 

MYST families. Of these, the most highly studied HAT is the yeast Gcn5, which plays a central 

role in the acetylation of histones H3 and H2B [185]. It has been implicated in global acetylation 

and the creation of a more accessible chromatin environment [186], which allows for the 

formation of the pre-initiation-complex and a subsequent increase in global transcription. 

Homologous proteins to Gcn5 have been found in many organisms [187] including human and 

mouse.  

The recombinant p300/CBP HAT protein can acetylate all 4 core histone tails. 

Interestingly, it is involved with the regulation of transcription related proteins such as TFIIE, 

p53 and HMGA1 [188]. p300/CREB-binding protein-associated factor (PCAF) can also 

acetylate histones and transcription factors and has been observed to play an important role in 

such processes as myogeneis [189], nuclear-receptor-mediated activation [190] and growth-

factor-signaled activation [191].   
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Many HATs are also involved in the DNA repair machinery. Hat1 in particular was 

shown to aid in the repair of DNA double stranded breaks by being directly recruited to sites of 

DNA damage [192].  Another HAT that partakes in the DNA repair mechanism is Tip60, which 

contains several putative functional domains such as a chromodomain, a zinc-finger-like domain 

and a HAT domain that acetylates nucleosomal histones during DNA repair. 

Members of the MYST family of HATs have also been found to play specific cellular 

roles. For example, the MOZ HAT is directly involved in the oncogenic transformation that leads 

to leukemia. It is usually found fused to certain transcription factors such as CBP [102], which 

leads to high acetyltransferase function. We will discuss this situation further in the upcoming 

section “epigenetics and disease”. 

In direct functional contrast to HATs, a group of proteins exists that are capable of 

removing the acetylation markings. The histone deacetylases (HDACs) in humans have a very 

high degree of conservation and are subdivided into two main classes, I and II, based on their 

homology to the yeast proteins. In higher eukaryotes, HDACs 1, 2, 3 and 8 belong to class I and 

are similar to the yeast Rpd3 HDAC. Class II HDACs 4, 5, 6, 7, 9 and 10 are related to the Hda1 

yeast homolog. HDACs 6 and 10 are rather unique since they contain two catalytic domains 

[193]. Proteins from both classes can catalyze the removal of the acetyl group with the aid of a 

zinc cofactor , and are normally found in complexes such as NuRD and Sin3 in order to allow for 

DNA binding [194]. Class III HDACs, also known as Sirtuins, are quite different from the other 

classes. They are related to the yeast Sir2/Hst family and do not primarily use histones as 

substrates [195].  
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Phosphorylation, ubiquitination and SUMOylation 

Histone phosphorylation is a less examined form of histone modification when compared 

to methylation and acetylation. Nonetheless, it has been shown to be responsible in the mediation 

of such cellular events like transcription, DNA repair and chromosome condensation [196]. The 

phosphoryl group is generally added to the histone tails of H3 at serine and threonine residues. 

The Rsk-2 catalyzed phosphorylation of serine 10 of H3 is associated with active transcription 

and has been observed to increase drastically in quiescent fibroblast cells once treated with EGF 

[197]. Similar to acetylation, the phosphate groups neutralize the basic charges residing on the 

histone tails, thereby reducing their affinity for DNA and allowing for an opening of the 

structure.  

In terms of chromosome condensation, phosphorylation of H2A and H3 at serine 10 

seems to be pivotal for mitotic condensation [196]. Mutation of this residue in Tetrahymena 

causes abnormal chromosomal condensation and improper separation during anaphase. When the 

enzymes coordinating the addition of the phosphate, such as yeast Ipl1 and Aspergillus NIMA, 

are disrupted through mutation or deletion, the normal process of chromosome condensation and 

segregation is subsequently also disrupted [198]. 

Phosphorylation has also been linked to the activation of DNA repair mechanisms. For 

instance, the phosphorylation of histones H2A as well as the mammalian variant H2A.X at 

Ser139 by PI3K-like family kinases is observed to increase upon exposure to DNA-damaging 

agents [199]. 
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The addition of ubiquitin to histone tails is another known element of the epigenetic code. 

The 76 amino acid ubiquitin protein is usually found associated with proteins that are destined 

for destruction through the proteosome pathway; however, the addition of this modification can 

also be a signal for a specific function. The addition of this substrate is carried out by three 

separate enzymes, beginning with the activation of ubiquitin by the ubiquitin-activating enzyme 

E1, which transfers a phosphate to it from ATP. This is followed by the conjugation to the 

ubiquitin conjugating enzyme E2 and the subsequent transfer to the target lysine residue by a 

ubiquitin-protein isopeptide ligase E3[200].   

In mammals, histone H2A and H2B are found mono-ubiquinated at residues K119 and 

K120 respectively [201]. A number of mammalian enzymes have been found that may carry out 

these functions. For example, Mdm2, a well-characterized negative regulator of p53, has been 

shown to interact with H2A and H2B histones and cause increased ubiquitination when it is 

overexpressed, albeit not at residues K120 of H2B [202]. Rad6 or its homolog Ubc2, can 

monoubiquitinate K123 of H2B, and in many species is associated within a complex which 

enables it to carry out this specific function [203]. It also appears that Rad6 is recruited to 

promoters through the interaction between activators like the PAF complex and then associates 

with RNA PolII as transcription begins [201].  Rad6 associates with other proteins when it is 

required to work in the DNA repair mechanism, its usual process.  

The main function of this type of epigenetic marking seems to be its role in coordinating 

the crosstalk between itself and other histone modifications, including H3 methylation, that are 

themselves involved with transcriptional activation. H2B ubiquitination specifically affects di- 

and tri-methylation of H3K4 and H3K79 in which the absence of the ubiquitin does not allow for 
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the methylation of the histone [204]. The monoubiquitination of human H2A is mediated by 

Ring1B, an enzyme that associates with the polycomb repressive complex 1, itself a verified Hox 

regulator. In fact PRC1 has been shown to contain E3 ubiquitin ligase activity specific to H2A 

[165], indicating the strong connection between different histone modifiers.  

Ubiquitination is a reversible reaction, and the enzymes capable of carrying out the 

deubiquitination, such as Ubp8 and Ubp10, do so by ubiquitin-specific protease action. Ubp8 is a 

component of the SAGA complex, which itself contains acetyltransferase activity[205], further 

establishing the crosstalk between modifications. Interestingly, Ubp10 can function without the 

aid of the SAGA complex and appears to act on a distinct pool of ubH2B, unlike Ubp8 [206]. 

Instead of assisting in transcriptional activation like Ubp8, Ubp10 is found interacting with 

silencing protein Sir4 and participates in Sir-mediated telomeric and rDNA silencing [201]. 

In conjunction with ubiquitin, SUMOylation, the addition of a small ubiquitin-related 

modifier (SUMO), is another less commonly observed histone marking.  Budding yeast have all 

four core histones SUMOylated in a manner that depends genetically on intact sumoylation 

machinery. Although the modification is found at very low levels when compared to other 

modifications, it is present in multiple modified forms, which suggests that multi-site 

modifications or poly-SUMO chains are formed and likely have distinct functions. This 

modification is not distributed equally on all the histone proteins. For instance, the H2A.Z 

histone variant, which is normally associated with active gene transcription, is found less 

modified by SUMO. Mass spectrometry analysis of protease digests identified lysines 6 and 7 in 

H2B and lysine 126 in H2A as sites of modification. Mutagenesis studies also implicated K16/17 

in H2B as well as all five lysines in the N-terminal region of H4 [207].  
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All of these characteristics of SUMOylation suggest that it can occur at multiple lysine 

residues without strict sequence requirements. The relative overlap of identified sites for SUMO 

and acetyl addition indicates that the two are counter-regulatory, with SUMOylation causing 

repression and acetylation increasing transcription. This brings us to an important element of 

epigenetics: crosstalk. 

 

Epigenetic crosstalk 

There appears to be three cross regulatory mechanisms involved in histone modifications 

relating to gene transcription. Firstly, initial histone modifications sometimes increase the 

activity of other histone modifying enzymes. For instance, phosphorylation of H3S10 in yeast 

promotes the acetylation of H3K14 by the Gcn5 acetyltransferase [208] and mammalian 

acetylation of H3K18 and H3K23 promotes the methylation of R17 also on this histone [209]. 

The second mechanism involves the coordination of multiple histone-modifying enzymes into 

the same protein complex. The mammalian MLL3/4 Set1-H3K4 methyltransferase can 

coordinate the removal of repressive methyl markings and the subsequent formation of activating 

methyl-histone complexes on H3 [210].  

Of particular interest in explaining the second mechanism are the Polycomb group (PcG) 

complexes, as mentioned above, which contain a number of histone modifying enzymes. PRC1 

contains E3 ubiquitin ligase activity that is specific for H2A ubiquitination and this modification 

is localized to Pc targets like the Hox genes [165]. The ubiquitination by PRC1 occurs 

downstream of H3K27 methylation and has been shown to inhibit MLL mediated di- and tri- 
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methylation of H3K4, thereby silencing gene expression [211]. PRC2, otherwise known as the 

E(Z)/ESC complex contains the E(Z) H3K27 methyltransferase and allows for the recruitment of 

PRC1 to the methylated substrate for further modification [212].  

The third mechanism involves a connection between histone modification and the 

cleavage of the N-terminal tail of histones that provides a way to achieve irreversible histone 

modification.  Although still quite new, some evidence points towards a possible function for this 

type of crosstalk. The differentiation of mouse ES cells led to the observation that forms of H3 

were present in the chromatin architecture of the genome that lacked N-terminal tails [213]. 

These cleaved H3 peptides were found to have both activating and repressive marks in its N-

terminus: methylation of K27 and acetylation of K18 increased cleavage, whereas K23 

acetylation reduced it. This mechanism could allow for the release of polycomb proteins from 

H3K27 methylation thereby allowing for the derepression of genes involved in the differentiation 

pathway of ES cells. 

Combinations of different epigenetic modifications are crucial for specifying distinct 

biological functions. For instance, H4K8 acetylation, H3K14 acetylation, and H3S10 

phosphorylation are all often associated with transcription. Conversely, tri-methylation of H3K9 

and the lack of H3 and H4 acetylation correlate with transcriptional repression in higher 

eukaryotes. Particular patterns of histone modifications also correlate with global chromatin 

dynamics, as di-acetylation of histone H4 at K4 and K12 is associated with histone deposition at 

S phase, and phosphorylation of histone H2A (at S1 and T119) and H3 (at T3, S10 and S28) 

appear to be hallmarks of condensed mitotic chromatin. There are already a great number of 

identified combinations of modifications and mechanisms of recognition that have been 



54 

 

discovered and examined; however, there may still be new combinations of histone 

modifications that have different unknown functions.  

1.4 Epigenetics and disease 

DNA methylation 

When examining a cancer cell, there are a number of variables that can be looked at more 

closely to determine what caused this cellular state to be. A very dramatic transformation occurs 

in the cancerous cell in terms of its epigenetic profile.  

Tumor suppressor genes are regularly found hypermethylated at their CpG island 

promoter regions, and are therefore rendered inactive. For example, the p16INK4α gene is found 

hypermethylated in a variety of human cancers and cell lines [214]. Some tumors display 

hypermethylation at genetic loci pertaining to the DNA repair machinery. When MGMT (O6-

methylguanine-DNA methyltransferase) is found in this state, the removal of groups at the O6 

position of guanine is not possible and eventually may lead to K-ras and p53 mutations [215, 

216]. When aberrant methylation exists at crucial hormonal receptor genes such as the 

progesterone receptor, breast cancer cells are left unresponsive to the steroid hormones that 

normally regulate cellular development [217], which further establishes the cancerous condition.  

Interestingly, not only are hypermethylation of CpG islands observed at specific genetic 

loci in cancerous tissues but an increase in global hypomethylation is also found. This can lead to 

increased chromosomal instability thereby enabling the reactivation of transposable elements and 

also causing the loss of imprinting. In fact, when DNA methyltransferase 1 is knocked out in 

mouse ES cells, there is a significant increase in genetic deletions [218].  Similar outcomes are 
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also observed in patients with germline mutations in DNA methyltransferase 3b [219]. With 

regards to transposon reactivation, long interspersed nuclear elements (LINES) and Alu elements 

become transcribed and may then translocate after the methylation status of these regions drops 

[220], which can lead to  further disruption of the genome. When imprinted genes such as those 

present at the H19/IGF-2 locus become hypomethylated, anti-apoptotic growth factors become 

severely overexpressed and result in certain childhood cancers [221].  

A number of DNA methylation inhibitors have been developed, and they can be 

classified into nucleoside and non-nucleoside type compounds. Nucleoside analogs are 

metabolized by kinases that convert the nucleosides into nucleotides for incorporation into DNA 

and/or RNA[222]. 5-azacytidine (5-aza-CR) and 5-aza-20-deoxycytidine (5-aza-CdR decitabine) 

have long been known to contain activity that allows for the inhibition of DNA methylation 

[223].  It has been reported that inhibition of methylation induced by 5-aza-CR reactivates the 

expression of genes that have been repressed by DNA methylation [224, 225]. 5-Aza-CR has 

anti-proliferative activity against several types of cancer cells and is used for the clinical 

treatment of acute myeloid leukemia and myelodysplastic syndrome (MDS) [226].  FCDR (5-

fluoro-20-deoxycytidine) and zebularine (1-beta-D-ribofluranosyl-2(1H)-pyrimidinone), two 

cytidine analogues,  have been developed as new DNMT inhibitors that display an increased 

half-life and potency in comparison to aza-CR [227]. Zebularine is capable of causing the 

demethylation and subsequent reactivation of the hypermethylated and silenced p16 gene in 

human bladder tumour cells grown in nude mice [228].  Cytidine analogues, such as these, are 

mechanism based inhibitors even though they get incorporated into nucleic acids; they form a 

covalent link with the cysteine residue in the active site of DNMTs and fully abolish its activity.  
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Non-nucleoside DNA methylation inhibitors function by binding directly to the catalytic 

site of the DNMT enzyme, without being incorporated into DNA [229]. The small-molecule 

inhibitor, RG108, has been developed by Lyko and co-workers [229] to target the catalytic 

pocket of human DNMT1 and has been found to effectively inhibit DNMTs in vitro. Of more 

relevance is the identification of another small-molecule non-nucleoside DNA methylation 

inhibitor, Procainamide [230, 231]. This analog was approved by the FDA for the treatment of 

cardiac arrhythmias and was reported to display anti-proliferative activity against human cancer 

cells [230, 232]. The DNA-demethylating action of procainamide is thought to be mediated by 

its binding to GC-rich DNA sequences [232] and interfering with enzyme-substrate recognition. 

EGCG, a major polyphenol from green tea, can inhibit DNMT activity competitively and is 

capable of reactivating silenced genes such as p16INK4a and hMLH1 in several human cancer 

cell lines [233]. MG98 has also been reported to function as an antisense oligonucleotide of 

human DNMT1, which prevents the translation of DNMT1 mRNA [234]. 

Not only have tools been designed to treat these particular cellular situations, but new 

techniques and improvements in detection procedures implemented during diagnosis are also 

being cultivated. The fact that normal cells contain an unmethylated CpG island at genes that are 

susceptible to hypermethylation led to the understanding that these locations could be regarded 

as biomarkers for malignant transformation. This observation allowed for the development of 

methylation-specific PCR [235], which can be used to detect these features. This is extremely 

useful because the PCR detection of such a state cannot be masked by normal cell contamination 

and hypermethylation occurs early in tumor progression, which allows for all important early 

detection and therefore an early and more positive prognosis.  
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Histone acetylation 

  HATs in cancer can function either as tumour suppressors or as tumour activators 

depending on different tumour types and tumour development stages due to the fact that cancer 

itself is a very complex, dynamic process. A global loss of H4K16 acetylation has been linked to 

tumourigenesis, and in humans the MYST family HAT member, MOF, is responsible for the 

majority of genome-wide H4K16 acetylation [236]. Other HATs that are believed to be tumour 

suppressors are CBP and p300 [237], which show decreased expression during chemical 

hepatocarcinogenesis. Mutations in p300/CBP are associated with different human cancers and 

other human diseases such as colorectal, gastric, and epithelial carcinomas [238]. In addition, the 

transcriptional activity of the p53 tumour suppressor can be upregulated by HATs p300[239], 

PCAF[240] and TIP60 [241]. As already mentioned, the misregulation of HAT targeting and 

activity has been linked to leukemogenesis. For example, in acute myeloid leukemia (AML), the 

CBP gene is translocated and fused to either the Monocytic Leukemia Zinc finger (MOZ) gene, 

MORF [242], or to MLL [243].  

The MLL-ENL translocation in particular is an important type of translocation regarding 

the deregulation of the Hox genes. When this specific translocation and fusion of the MLL gene 

occur, HoxA9 gene expression is left unchecked and overexpressed, often resulting in leukemia 

[244].  

In terms of potential therapeutic agents in the defense against misregulated HATs, there 

are a number of viable candidates. HAT chemical inhibitors such as bisubstrate analogues made 

of a histone substrate peptide covalently linked to a CoA motif at the lysine site, are some of the 

first ever identified compounds capable of effective inhibition.  Most of these compounds 

however are unable to permeate the cell and further work has been carried out to develop new 
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structures that have a higher cellular permeability [245]. Some small molecules have also been 

discovered as inhibitors of HAT activity, such as anacardic acid [246]. Anacardic acid works as 

weak non-specific inhibitors of p300/CBP and PCAF and is capable of easily permeating the 

cells in culture. Interestingly, CTPB, the amide derivative of anacardic acid, enhances HAT 

activity of p300 fourfold, but not that of PCAF [247]. Garcinol is another potent cell permeable 

inhibitor of histone acetyltransferases p300 and PCAF both in vitro and in vivo [248]. Curcumin 

(diferuloylmethane), a purified plant ingredient, was also reported to inhibit the HAT activity of 

p300/CBP but not that of PCAF [249]. Curcumin has been shown to have anticancer activity, but 

the molecular mechanisms by which it inhibits cell growth and induces apoptosis are not clearly 

understood [250].   

Giannis’ group developed MB-3, a small, cell-permeable inhibitor of the human GCN5 

HAT, which showed only weak inhibition of CBP and GCN5 but does provide a lead structure 

from which more potent GCN5 inhibitors can be developed [251]. Cinnamoyl compounds are 

small molecule inhibitors of p300, and one of its derivatives (2c) was proven the most potent 

anti-p300 agent. Derivative 2c was shown to be active in mammalian cells and demonstrated the 

down-regulation of histone H3 acetylation [252]. 

There is much evidence that has been presented to implicate the role of Class I and Class 

II HDAC members in malignant transformations [253]. The aberrant recruitment of HDACs has 

been identified in leukemias as well as lymphomas. Mechanistically, when not functioning as 

they should, they contribute to the altered gene expression found in these diseased states [254] 

and the loss of acetylation at H4K16 is a common hallmark of human cancer[255] and further 

implicates these enzymes.  For instance, silencing of the AML1 gene, a gene required for the 

differentiation of hematopoietic cells, which functions as both a transcriptional activator and 
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repressor, can lead to leukemic transformation when fused to ETO, itself a strongly interacting 

HDAC gene [256]. Thus, HDACs represent emerging targets in the treatment of cancer. 

 
Hydroxamic acid HDAC inhibitors such as Trichostatin A (TSA), bind to the zinc ion in 

the catalytic domain of the enzyme, thereby preventing the deacetylation of histones [257]. TSA 

was initially isolated from Streptomyces hygroscopicus and was first shown to be a potent 

inducer of differentiation and cell-cycle arrest but was later reported to possess anti-HDAC 

activity [258]. TSA can act synergistically with the demethylating agent 5-aza-CdR described 

earlier in a mouse cancer model [259] to enhance the anti-tumour properties of both drugs.  

Suberoylanilide hydroxamic acid (SAHA) was originally designed for use as a differentiation 

agent, but it has been found to be active and safe in patients with solid and haematological 

malignancies due to aberrant HDAC activity, like those seen in patients with Hodgkin’s disease 

[260].  

Thus far, the exact mechanisms through which HDAC inhibitors mediate antitumor 

activity are still not quite clear. Different models have been proposed to explain the antitumor 

effects of HDAC  inhibitors [222]. One possible mechanism is that the hyperacetylation of 

histones induced by HDAC inhibitors leads to genomic instability, which ultimately triggers the 

cell-cycle checkpoint [261] and therefore stops tumour progression. 

As is the case for deregulated methylation status, innovative techniques for early detection of 

improper acetylation can also be developed. The identification of biomarkers is becoming 

essential for good prognosis in many cancers. One such technique that may eventually be used in 

such a way is the subject of our next section. 
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1.5 Chromosome Conformation Capture (3C) 

In this section, we will begin by presenting the intricacies of 3C technology. This will of 

course be followed by various studies highlighting its use.  

Through the work of various groups, we are now aware that higher order chromatin 

organization plays a vital role in genome function [262]. For example, the identification, via 

electron micrographs, of chromatin looping features with sizes of approximately 90kbp have 

been shown to interact with the nuclear matrix and aggregate into rosette type structures with 

around 18 loops during cellular mitosis [263]. Originally it was believed that the genomic 

distance between two genetic markers followed a random walk behavior [264], however, further 

evidence showed that this relationship is based on a power law [265], which led to the 

postulation of a random walk/giant loop model [266].  

The random walk/giant loop model describes the configuration of chromosomes as forming 2 

to 5 Mbp loops at the 30nm fiber level that still display a random walk relationship between 

genomic separation and genomic markers (refer to Figure 2). This proposal, although reasonable 

for large genomic distances, did not explain separations that are less then 4Mbp. To explain the 

relationship observed in these smaller distances, another model was proposed, the multi-loop-

subcompartment model (MLS).  

The MLS model depicts the 30nm fiber as a folded rosette consisting of many small loops 

that are connected by a variety of linker strands (refer to Figure 2). With regard to gene 

regulation, the compaction and looping of chromatin as well as the usual associated transcription 

elements like enhancers and insulators, influence expression over large genomic distances [267]. 
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An important example of this is the mode of regulation for the human β-globin locus. The globin 

locus control region does in fact cause the looping out of the DNA between itself and its target in 

order to make contact and initiate transcription with the β-globin gene [5]. Similar events have 

been observed in the Th2 cytokine locus and the interferon gamma gene[6].  

As mentioned above, chromatin condensation and its general organization in the nucleus are 

both crucial factors that regulate gene expression.  Chromosomal territories and transcription 

factories are recently discovered features of DNA condensation and nuclear organization that 

reveal how chromatin may be regulated; however, to observe these features it is not possible to 

achieve a resolution that is indicative of small scale chromatin arrangements. The following 

technique is now emerging as an extremely powerful tool that is used to observe significantly 

small scale chromosomal configurations and changes. 

Chromosome Conformation Capture (3C) is a PCR based technology that allows for high 

resolution detection of chromatin interactions based on the relative frequency of contacts 

between genetic loci in vivo (see Figure 2 A).  In general, 3C involves the detection of head to 

head, 5’ to 5’ or 3’ to 3’, interactions between fragments of linear DNA sequences. The 3C 

technique can be used to determine overall chromosome architecture from intact cells and is very 

powerful at identifying long-range interactions between DNA fragments, such as looping 

interactions between genes and regulatory elements (Figure 2 C).  It was originally developed 

and used to study the conformation of the yeast Saccharomyces cerevisiae chromosome III 

[268]. Since then its use has been implemented in the discovery and/or verification of long-range 

cis-interactions, such as that found in the human and mouse β-globin loci [5, 7, 13, 269].  
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The 3C protocol relies on formaldehyde fixation to covalently crosslink DNA and protein in 

order to create a snapshot of chromatin interactions in 3-dimensional space. Formaldehyde cross-

linking functions by utilizing the amino and imino groups of proteins and DNA to form covalent 

bonds within and between said macromolecules.   

Following fixation, the reaction proceeds with restriction enzyme digestion, which itself has 

specific requirements; the selection of the enzyme for this step will depend on the genomic area 

to be analyzed. For regions spanning 20Kb-500kb, it is necessary to use a six base cutter which 

create fragments of approximately 4Kb. EcoRI, HindIII and BamHI are all very good candidates 

for this procedure due to their high degree of enzymatic efficiency and have been shown to have 

no preference for cutting at open chromatin regions. It is crucial to have efficient digestion; at 

least 80% of the cross-linked DNA should be cut. The selection of enzyme to use is also 

dependent on the linear distribution of cut sites in the area of interest. The restriction cut sites 

should be evenly spaced and should not contain fragments larger then 15Kb or smaller then 

500bp. Fragments not within this range result in skewed unacceptable interaction frequencies 

that are either too high or too low as a result of biased re-ligation. The fragments should also 

dissect relevant regulatory elements such as gene bodies, promoters, enhancers, insulators, etc. in 

a manner to designate each fragment a single element if possible.   

 

 



 

Figure 3. Chromosome Conformation Capture (3C). 

A) A schematic representation of the Chromosome Conformation Capture technology. The 

process begins with formaldehyde fixation which results in DNA/Protein cross-linking, followed 

by restriction enzyme digestion. Digested material is then re-ligated and treated with proteinase 

to reverse the cross-linking. Samples are purified and then analyzed using specifically designed 

3C primers and PCR followed by agarose gel detection. Optional real-time quantification is also 

possible. B) The relative percentages of observed local interactions for a fixed point 3C 

experiment based on genomic distance. Typical values for ligation frequencies (in % alleles) of a 

‘fixed’ restriction fragment with a given variable restriction fragment are indicated. Fixed primer 

is in blue, variable primers are in red. C) The percentage of gene-enhancer interactions observed 

for distances of 30-100kb.   
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The digested/cross-linked chromatin is then ligated under dilute conditions that favor 

intramolecular ligation products between linked DNA regions. The dilute conditions are 

necessary to avoid ligation between fragments, which are not cross-linked. Of these types of 

artifacts, the first that is excessively ligated contains fragments that are linear neighbors. These 

may result from incomplete restriction digestion and can accumulate to comprise up to 30% of 

all the contacts [270].  This occurs simply because neighboring fragments are the most likely 

candidates to form interactions relative to their proximity within the nucleus. These products are 

still considered head to head interactions, also described as being re-ligated in opposite 

orientations; head to tail interactions, also described as being re-ligated in identical orientations 

or remaining as they were prior to digestion and re-ligation, are not detectable and become 

irrelevant when examining neighboring fragments. The second over represented product results 

from a fragment re-ligating to it. This circularization can occur for 5-10% of the products formed 

during this step and is an undetectable product in the 3C approach [270].  This artifact does 

however reduce the likelihood that more relevant contacts could have been formed and detected.  

The proteins are then digested and the DNA library is purified.  The resulting 3C library 

can then be used to carry out a set number of experiments to determine the chromosomal 

architecture of the region of interest.   

The experimental cellular library must be used in conjunction with a control library 

generated form BAC DNA that encompasses the region of interest. The BAC 3C template is 

constructed in a similar fashion to the cellular library with some very minute alterations in the 

protocol. This library is mainly used to control for primer pair efficiency but can also be helpful 

in the testing of primer pairs prior to cellular library experiments. Interaction frequency, the unit 
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of measurement of 3C, is based on the signal intensity of the cellular library over the BAC 

control library. 

A few specific requirements must be followed when selecting the BACs involved. First, 

the BACs should not overlap excessively. The ratio of BAC DNA to that of the DNA present in 

the cellular library in a case such as this would cause increased primer pair efficiency in the 

overlapping region thereby lowering the observed interaction frequency. Second, gaps between 

BAC DNA should be kept to a minimum in order to maximize the use of all potential fragments 

in the full region of interest. These two standards are sometimes difficult to meet, and if they are 

inevitable outcomes during design, then it must be understood when analyzing the acquired data. 

Once complete, both libraries must be titrated using identical primer pairs, which we will 

discuss shortly, to evaluate the appropriate volume of each that will be used to carry out 3C 

analysis.  This step enables the detection to remain semi-quantitative 

Contacts between fragments are then detected by PCR. This step requires the design of 

specific primers that are dependent on the restriction enzyme selected for library construction. 

The primers are designed to be unidirectional at sites that correspond to approximately 100bp 

upstream of the restriction cut sites. The primers must be between 28-32bp, have approximately 

50% GC content and contain a 3’GC clamp in order to allow for strong hybridization at the Taq 

DNA polymerase-binding region. These primers must be unique in the genome and therefore 

should be BLASTed and BLATed using NCBI and UCSC databases respectively.  The primers 

are tested on BAC control templates to determine if they are specific (i.e. multiple PCR 

products) and if they produce the appropriate transcript size. 
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The PCR step requires that all potential contacts be measured in triplicate (i.e. 3 control 

and 3 experimental) in order to ensure the validity of observed interactions. All products are 

quantified using ethidium bromide UV detection on agarose gel and an image capture and 

analysis tool. The ratio of experimental cellular intensity to BAC control intensity is the 

calculated contact interaction frequency. Each primer pair is calculated for this interaction and 

plotted on a graph representing the distance between the two fragments/primers versus the 

interaction frequencies. Normally, fixed point experiments are done in which one fragment 

primer remains constant and the others vary. The observed pattern is examined for trends 

indicative of increasing and decreasing interactions. The data can also be plotted in a heat map 

format.  

An alternative plot, termed a “compaction profile”, can be used to determine the overall 

condensation state of the library by measuring interactions from a gene desert region. A normal 

compaction profile should show interactions decreasing significantly at approximately 20kb 

distances. If many interactions persist after 20kb, then the library is said to be condensed, which 

may be due to the cellular nature of the library or because of excessive cross-linking. In contrast, 

if the interactions are observed to be too low for short genomic distances, then the library was 

most likely not cross-linked effectively. This analysis also enables the experimenter to normalize 

experimental cellular libraries that display varying interaction frequencies between each other.  

Importantly, when examining a potential gene-enhancer interaction using this technique, 

it can be concluded with a degree of certainty that a contact either exists or does not. For this 

purpose, the 3C experimental procedure is very effective. In contrast, the overall structural 

architecture of an examined region of interest by 3C is left in the hands of the experimenter to 
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interpret the data and construct a representative model. This task can be daunting and tedious; 

however with a step wise approach consisting of viewing the overall structure in segments or by 

examining the most highly interacting fragments followed by those that remain, the experimenter 

can indeed construct a suitable model. The visualization of such a complex structure consisting 

of a large array of fragments is also very difficult to represent and our group is currently 

developing computer software tools to try and image 3C data sets.  With this type of tool and the 

capabilities of the 3C technique, large chromosomal regions of interest can be 3-dimensionally 

modeled to provide intuitive information regarding structure-function relationships. 

3C and 3-D 

As mentioned above, 3C was originally used to determine the 3-dimensional folding of 

yeast chromosome III. By mapping the interaction between the chromosomal telomeres, a 

somewhat circular chromosomal configuration was observed [268]. Since then the technique has 

been implemented in the detection of long-range looping interactions in several gene clusters as 

well as the identification of multiple interactions between enhancers and their target genes.  

The alpha and beta-globin loci are the main model systems for long-range gene 

regulation. The beta-globin locus contains 5 genes in humans that encode variants of the beta-

chain of hemoglobin. The expression of these genes is controlled by an element known as the 

locus control region (LCR). The LCR is located at an upstream distance of 25kb from the most 

proximal ɛ-globin gene. The LCR is approximately 20kb in size with a number of DNAse 

hypersensitivity sites that represent open chromatin regions where transcription factors such as 

GATA-1 can bind and initiate activation of the beta-globin genes [271]. As mentioned earlier, 

3C analysis confirmed that the LCR interacts directly with its target genes [5] and further 
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analysis established that the interaction was developmentally controlled [13]. The factors 

mediating this interaction were subsequently identified though the use of cell systems containing 

specific transcription factor deletions. The 3C experiments in which transcription factors were 

removed revealed that GATA-1 and the cofactor FOG1 are required for the looping interaction to 

occur [7, 272]. Other proteins, such as Ikaros, have been identified this way as well. The Ikaros 

protein was shown to mediate the switch from LCR control over the gamma-globin gene to the 

adult beta-globin gene [272].  

The alpha-globin locus, another cluster of genes involved with hemoglobin production, is 

regulated by a set of elements that have been identified at specific DNAse I hypersensitivity sites 

located 40-60kb upstream of the genes. Similar to the beta-globin locus, GATA1 and EKLF are 

required to mediate the direct interaction between the regulatory elements and their targets 

through long-range looping formations [273].  For both the alpha- and beta-globin locus it 

appears that large multiprotein complexes play crucial roles in the establishment of long-range 

looping interactions. 

Another region that has also been observed to function via long-range looping 

interactions is the T helper type 2 (TH2) cytokine locus [6]. Although the layout of the locus may 

resemble that of beta-globin, with three genes being coordinated by a downstream LCR, the 

mechanism is slightly more complex with multiple elements associating with each other in a cell 

type specific manner. The TH2 LCR is located ~15kb upstream of the Il13 gene and ~60kb 

downstream of the Il5 gene [274], sandwiched between 2 of the 3 genes that it regulates (Il4 

being the third) and embedded within the highly expressed RAD50 gene. 3C analysis revealed 

that the three gene promoters all interact with each other without regard for cell type. This 



69 

 

technique also showed that the LCR interacts with these promoters and that the interaction was 

strongest for cells of the TH2 lineage that regularly express these genes. 3C also identified 

STAT6 and GATA-3 as essential transcription factors in maintaining the LCR-cytokine gene 

interactions [6].  

The TH2 3C data revealed many features of 3-D conformation and gene transcription. 

The fact that the LCR is always found associated with its target genes suggests that the 

interaction generates a poised state that remains capable of rapidly inducing gene transcription.  

As mentioned in the description of the 3C protocol and capabilities, trans-interactions can 

also be observed with this technique. 3C analysis of mammalian X chromosome inactivation, 

which was also described earlier, has revealed that in order for the process to occur, the two 

inactivation centers present in female somatic cells interact to determine which chromosome will 

become randomly inactivated [275]. Although the precise mechanism is still unclear, it has been 

established that this interaction is necessary to ensure that there are in fact two X chromosomes 

in the cell and that one of them must be inactivated.  

Another example of trans-interaction identified by 3C was the association of the TH2 

RHS7 DNAseI hypersensitivity site from chromosome 11and the interferon gamma gene on 

chromosome 10 [276]. This interaction was specifically identified in cells that require the 

coordination of these two loci.  

One final example of this form of interaction was found when examining the mechanism 

by which olfactory neurons select and express only one of a number of olfactory receptors (Ors) 
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[11]. 3C enabled the researchers to observe the cis and trans interactions of the H-enhancer with 

the chosen OR gene. 

Of particular interest to our work is the 3C study of the drosophila homeotic genes and 

their regulation by PcG proteins. The Bithorax complex in drosophila contains the Ubx, AdbA 

and AbdB genes. It also contains elements that have been found to associate with polycomb 

proteins. These elements, Fab-7 in particular, have been observed to interact with one and other, 

even though they are dispersed throughout the genome. Clusters of polycomb response elements 

(PRE) are usually found in subnuclear bodies enriched in PcG proteins. In addition, the long-

range interaction of Fab-7 elements enhances the repression of the target Abdominal B gene 

[277]. 3C confirmed the interaction between the AbdA promoter and all the PREs and boundary 

elements present within the 340kb region of BX-C. All of the other homeotic genes in this region 

also displayed this same interaction. This multiple loop system is believed to be required for the 

full repression of these genes. 

Recently the 3C procedure was used to evaluate the interaction between the 

glucocorticoid receptor (GR) binding sites and distant promoters. The identification of a looping 

feature between the GR induced Lcn2 GR response element and the Ciz1 gene, located 30kb 

upstream, has led to the suggestion that this element is capable of regulating both genes in a cell 

specific manner [278]. 

3C has also been used in new and different ways to determine less commonly 

investigated topics. For instance, one group used replicating minichromosomes as probes to 

examine whether transcription occurs in factories [279]. They found that although a cell can 

contain thousands of minichromosomes, all of the minichromosomal RNA is concentrated in just 
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a few foci. Specifically, they determined that templates that contain similar promoters, such as 

the U2 promoter which they used, are more likely to be associated in local settings then those 

with different promoters, like the CMV with U2 elements as described in the experiment [279].  

Additional tools have been developed based on this technology. Some that add new 

abilities and some that increase the throughput of the procedure. 

1.6  Chromosome conformation capture carbon copy (5C) 

Chromosome conformation capture carbon copy (5C) technology is another experimental 

tool that is capable of attaining high-resolution data pertaining to chromosome structure [269]. 

However this method of analysis is capable of collecting enough data to model a large region of 

interest after only a single experiment. The ability to multiplex primers as well as detect PCR 

products via microarray analysis are the main features that differentiate this novel technique with 

that of the original 3C. 

The 5C protocol begins in the same way as that of 3C. Construction of a 3C library 

through fixation, digestion and re-ligation; however that is where the similarities end. Instead of 

carrying out the PCR step using fragment specific primers of just 2 fragments, ligation mediated 

amplification (LMA) is used [280].  

Primers of approximately 50 nucleotides are designed to anneal at both ends of each 

fragment, instead of the 30-nucleotide primers that anneal 100bp upstream of fragment cut sites 

for 3C. 5C primers are constructed in a forward and reverse manner depending on which end of 

each fragment would like to be examined; normally consecutive fragments will have opposite 

primer orientation, but not always. These primers also contain overhanging tails with universal 
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T7 and T3 primer binding sites. As a rule of thumb, forward primers contain the T7 sequence at 

their 5’ end and the reverse primers have the T3 sequence at their 3’ end tails. These 5C primers 

will therefore anneal adjacently when two specific 3C fragments are found interacting in a 3C 

library. Due to the primer design in this experiment, only a forward and a reverse primer will be 

identifiable as a contact. The primers are then ligated using Taq ligase and every new 5C primer 

pair is amplified using the universal T7 and T3 primers to form the 5C library. A key feature of 

these steps is that thousands of 5C primers are used in a multiplexed setting, giving rise to a 

significant amount of possible contacts. 

1.7  CNSs 

A very small fraction of the human and mouse genomes are recognized as coding for functional 

products. Only about 2.2% of the human genome encodes mRNA [281]. This leaves an 

enormous amount of sequence that has not been allocated a specific function, and yet has been 

deemed necessary by the evolutionary process. Of this incredible amount of non-coding DNA 

reside distinct segments of conservation, conserved non-coding sequences (CNSs).  

Chromatin attachment sites, miRNA genes or splice regulatory regions may be found in 

such highly conserved non-coding sequences [282, 283]. But these sequences most likely contain 

large amounts of non-coding segments which are primarily responsible for events such as the 

regulation of the complex mammalian genome during development [284]. The first large-scale 

study of CNSs compared the sequence similarity between human and mouse, and revealed that a 

significant degree of conservation was found in a 100kb region of the T-cell receptor gene 

family[285]. This finding forced the need to define these regions. Therefore, Loots et al. 
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described regions of at least 100bp in length and a sequence similarity of 70%  or higher to be 

considered CNSs [286]. 

 It has been well established that animal development is controlled by cis-regulatory 

DNA elements, such as enhancers and silencers [85, 287]. These elements are usually found 

clustered together to collectively function in giving genomic instructions for development and 

together form gene regulatory networks (GRNs). However, not much information has been 

elucidated about GRNs in vertebrates. Initial computer analysis identification of such sequences 

is not easy considering that current knowledge of their syntax or grammar is limited. In contrast, 

computational approaches for protein-coding exon identification have been established due to 

understanding of their characteristic sequence features, evolutionary conservation, and the 

availability of cDNAs and expressed sequence tags (ESTs). Some groups (i.e. ENCODE) are 

now working to annotate the entire genome in order to establish these networks.  

The completion of a number of vertebrate genome sequences [85, 288-290] and the 

development of genomic alignment, visualization, and analytical bioinformatics tools [291], has 

made the comparison of large genomic regions possible. These achievements have therefore also 

allowed for the discovery of putative cis-regulatory elements. Comparing DNA sequences 

between different species provides a means of identifying common signatures that may contain 

possible functional significance. 

When identifying CNSs, the choice of organisms for which the comparison will be made 

is extremely crucial. There have been a number of successful pair-wise and multiple-species 

sequence comparisons that have been carried out to identify novel enhancer elements in 

mammalian genomes [292-294]. An extremely useful approach that increases the resolving 
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power of comparative analysis is to use multi-species alignments combining both closely related 

and highly divergent organisms [295]. The large evolutionary distances compensate for the 

slowest-evolving neutral DNA, thereby significantly improving the signal to noise ratio in 

genomic alignments. Although CNS are less likely to be found among highly divergent species 

[295], there are a number of examples where comparison between human and pufferfish (Fugu 

rubripes) gene regions has identified highly conserved non-coding sequences that have been 

shown to have function in vivo [296-298]. The human- Fugu common ancestor existed around 

450 million years ago [299], predating the emergence of the majority of all extant vertebrates. 

This implies that any CNSs between these two species are likely to be fundamental to vertebrate 

life. Not surprisingly, all of the reported findings of CNSs between these two species have been 

associated with genes that play critical roles in development. This suggests that some aspects of 

developmental regulation are common to all vertebrates and that whole-genome comparisons 

may be particularly powerful in identifying regulatory networks of this kind. 

Recently, a multi-species comparison of the HoxA gene cluster was carried out [300]. The 

species chosen ranged from tilapia to human and included the distant fugu. All of the species 

were separated by more than 500 million years of evolution. Many putative regulatory elements 

that are known Hox regulators were recovered using this group’s method and new elements were 

found to be almost completely conserved. Many of the new elements were found to be identical 

to other previously known regulatory sites for binding proteins.  

As for the putative regions they found, the first part of the HoxA11 intron seems to be the 

most highly conserved, at about 80% sequence similarity among the species examined. The 

fragment actually represents the consensus homeodomain binding site of HB1, which is also 
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located in the intron of the mouse HoxA4 and 7 genes [301]. These three Hox genes are 

expressed in different regions and at different times of the developing embryo. It is believed that 

the location of HB1 elements in the HoxA cluster might be directly related to this timing and 

distribution pattern.  

Another region that displays some interest is the CNS directly upstream of HoxA7. Cis-

regulation of the HoxA7 gene has previously been described by Knittel et al. as an enhancer 

located 1.6 kb upstream of the coding sequence in human and mouse [302]. The authors carrying 

out the cross-species analysis hypothesized that another proximal regulatory element could 

cooperate in the expression of HoxA7 and the 185 bp stretch with more than 84% sequence 

identity found by Meyer et al. could be that region. The comparison revealed several completely 

conserved sequences within this fragment, characterized by the short motif GTAAA, further 

strengthening this belief. 

A region immediately upstream of the HoxA5 gene is also found to be between 70% and 

85% conserved and contains the RARE elements “box c” and “box d” that were originally 

identified in human and  mouse [303]. These particular elements are found in all of the genes of 

the paralogous group 5, and are known regulatory binding sites in the mouse HoxA5 gene [303].  

A 154bp stretch located upstream of HoxA4 was found to be 85% conserved and also contained a 

RARE element that is part of the HoxA4 promoter [304].  

 
Of the many conserved sequences identified by Meyer et al., most matched previously described 

transcription factor binding sites like that of the nuclear factor NF1 binding sites [305], 

abdominal B (AbdB) homeobox gene binding sites [306], CdxA homeobox gene binding sites 

[307], and murine homeodomain binding sites [308].  
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One of the more significant findings was that of the Krx20 binding site, which was found 

in humans, mouse, pufferfish, and tilapia clusters. Krx20 binding sites are normally involved in 

the regulation of HoxA2 during development [309].  This site is followed by a 12 bp long 

conserved sequence motif called “box a”, which is highly similar to “box1”, the corresponding 

element associated with Krx20 binding sites in the HoxB cluster [310]. 

 
Many of the novel CNSs found in the above mentioned study were located immediately 

upstream or downstream of the Hox genes and these locations are normally associated with 

specific functional roles [311]. For instance, promoters are located immediately 5’of the Hox 

genes and RAREs are located 3’ of the regulated gene (e.g., [312]). Of all the regions, the largest 

conserved areas were found located between two genes and were actually quite distant (1–5 kb) 

from both. Because cis-regulatory regions in Hox clusters are located in positions that are 

intermediate between the genes they regulate, these large conserved areas are the most 

significant. For example, an element named H8/7–6 FCS [313] was shown to exist in all four 

clusters of mammals and shark that they compared, and Meyers group also showed that this 

element is present in the HoxA cluster of fishes. Meyers concluded that the conservation of the 

nucleotide sequence and relative position in all clusters examined so far makes this element an 

excellent candidate for an evolutionary conserved cis-regulatory element [300]. 

 
 
   The functional analysis of CNSs, especially those identified in the HoxA cluster, needs to 

be carried out to verify the cis-regulatory nature of these elements. Using “enhancer” essays with 

transgenic mice have provided some data on the function of non-coding DNA around 

developmental genes (e.g., [314]), although this method is extremely slow. An alternative 

approach uses transient expression in zebrafish embryos [315], which allows for an increase in 
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experimental throughput. However, some of these elements may not exactly function as 

enhancers of expression and other types of assays are required to determine their functionality. 

The 3C method of analysis in conjunction with sequence conservation analysis could be a viable 

option to determine possible structural roles for these CNSs and is the method we have applied in 

our research. 

 1.8 P19 Embryonal Carcinoma Cell line 

Cancer cells in modern day biological laboratories are an extremely useful tool when 

examining various cancer mechanisms as well as a means to discover new therapeutic targets. 

This is best exemplified by the cervical cancer cells of Henrietta Lacks (HeLa), which led to her 

death, and yet in the hands of researchers allowed for the development of methods to defend 

ourselves against these life threatening cells [316].  

Developmental biology has had its own special kind of cell type: embryonal carcinomas 

(EC) cells. This cell type is derived from teratocarcinomas, a spontaneously developed malignant 

tumor found in humans and mouse testes as a result of defective germ cells. These cells are 

capable of altering their malignant phenotype to a non-malignant one simply by utilizing the 

process of differentiation. They can be induced to differentiate through the administration of 

certain chemical inducers or by transplantation in mouse embryos to extrauterine sites where 

they may develop into a number of tissue types. These malignant tumors also contain a 

population of stem cells. These undifferentiated stem cells can be isolated and grown indefinitely 

in culture [317]. Human Tera-2, mouse F9 and P19 cells are all very commonly used in the study 

of developmental biology [318, 319].  
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The mouse P19 cell line was established to be a cell line that is heterozygous for X-linked 

alleles [320]. In its design, 7.5 day old embryos from the crossing of C3H/He females with males 

carrying an X-chromosome that contained a number of variant alleles were transplanted into the 

testis of a C3H/He mouse. The primary tumor that developed from the transplantation contained 

the undifferentiated P19 EC cells, which were verified for pluripotency by injecting them into 

blastocysts of a different mouse strain. The P19 cells, of which had a unique karyotype of 

40:XY, were found in all three germ layers of the developing mouse[321]. 

The differentiation process of these types of cells (EC) in culture depends greatly on the 

formation of embryoid bodies, a group of non-adhering aggregates which resemble the inner cell 

mass of a developing embryo [322]. The outer layer of the embryoid bodies begin to differentiate 

earliest and follow an endoderm-like cell lineage, whereas the inner cells remain undifferentiated 

until further cues are given. With the use of specific drugs in conjunction with the formation of 

embryoid bodies, cellular derivatives of all three germ layers are able to be induced. 

Of greatest significance, these pluripotent cells are capable of differentiating   into 

neuronal and glial cells in the presence of  all-trans-retinoic acid (see Figure 4) [323]. The 

neuronal cells differentiated in this way have been reported to be extremely similar to that of 

mammals in some aspects such as the morphology [321], functional synaptic formations [324] 

and the expression of neuron-specific genes for neurotransmitters [325] and proteins [323, 325].  

As seen in the above sections, numerous groups have employed the use of the P19 cell 

line when examining cell fate.  RA treatment in this cell line is capable of causing irreversible 

differentiation after only 4 hours of administration, however, markers for differentiation are only 

observed after approximately 3 days following treatment. RA treated P19 cell aggregates express 



79 

 

a few basic helix-loop-helix (bHLH) genes such as the Mash-1, a mammalian homolog of 

achaete-scute, Math-1 and NeuroD, the mammalian homolog of atonal, and Nscl-2 [326]. The 

products of these basic helix-loop-helix genes have been well known to function as positive 

regulatory molecules on neural fate determination and differentiation. P19 EC cells have 

therefore been thought to considerably reflect the early events of neuronal differentiation in vivo, 

and are widely used as an in vitro model system that is eminently suitable for analyzing the 

regulatory mechanisms of the mammalian neuronal differentiation pathway. 

With respect to the actual mechanism governing the P19 neuronal differentiation process 

and the role that RA plays, not much is known. However, it can be said that RA initiates a 

cascade of cellular events responsible for affecting the cellular lineage pathway of this cell line. 

Although many possible steps have been elucidated, the specific sequence has yet to be 

determined. One extremely likely initial event to occur would be the binding of RA to its target 

receptor. This step relates to Hox gene function and connects the study of the Hox clusters with 

regard to Hox regulation to that of neuronal development.  
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Figure 4. P19 Differentiation. 

The mouse P19 cell line undergoes neuronal differentiation upon treatment with retinoic acid. 

The cultured pluripotent cells begin this process first by clustering in suspension and forming 

embryoid bodies (amalgamations of cells). These bodies can then proceed through the cell 

lineage pathway and eventually develop into neuronal and glial cells.  
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Section 2: Results 
2.1. Annotation and Primer Design 

To ascertain the overall chromatin conformation in the mouse HoxA gene cluster, we 

began by fully annotating each of the 4 clusters. We selected and annotated BACs that span each 

Hox cluster as well as all of the Hox genes, including their intrinsic elements (5’UTR, 3’UTR, 

introns and exons), using the MacVector annotation software. This provided us with sequence 

specific information regarding each feature of the cluster.  Even though we only examined the 

HoxA cluster, all additional Hox clusters were also annotated for future comparative and 

exploratory experiments. The annotation of all 3C fragments was based on the restriction 

digestion pattern of the HoxA region by the EcoRI endonuclease. This enzyme was chosen based 

on its efficiency and the relative uniform separation of cut sites within the examined area. 

Importantly, only the most highly observed gene isoforms were used in the annotation based on 

the data compiled by the ENCODE consortium. Only HoxA genes HoxA1, HoxA3, and HoxA7 

display splicing variants, however, for our purposes these alternative transcripts did not affect the 

data we obtained since they were still contained within the same fragments. 

Gene expression primers were selected for all 39 Hox genes based on specific design 

requirements (20-22bp, 50% GC content, 5’ GC clamp, etc.). The 3C primer design of all 4 gene 

clusters and gene desert region were designed using the web based Primer3 software. These 

primers had similar requirements that needed to be met (28-32bp). The verification of sequence 

specific primers was essential during the design process to ensure that artifacts and random 

products would be minimized in the PCR steps of both gene expression profiling and 3C 
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analysis. The uniqueness of each primer was verified by BLAST and BLAT analysis. A list of all 

designed primers can be seen in Table 1 of the appendix. 

2.2. Hox gene Expression profile 

To assess the potential effect on gene transcription due to chromosome conformation and 

to establish a baseline of expression in the HoxA cluster, we were required to determine the 

expression profiles of the Hox genes. The mouse HoxA gene expression profile was analyzed 

from undifferentiated mouse P19 cells by RT-PCR. RNA extraction (Figure 4) was followed by 

DNASe treatment to avoid DNA contamination (Figure 4). All major RNA species were 

observed on agarose gel stained with ethidium bromide and visualized by UV: Large 28s rRNA, 

small 18s rRNA, tRNA and mRNA trails. The isolated and purified P19 RNA was reverse 

transcribed and analyzed for gene expression at a non-retinoic acid-treated time point. The HoxA 

expression profile generated for these cells can be seen in Figure 4. The results obtained by end-

point PCR for the expression of the HoxA genes from the mouse P19 embryonal carcinoma cell 

line indicate that the majority of the early 3’ Hox genes are slightly, or not at all expressed,  in 

the pluripotent cell state (Figure 4). These results are comparable to a high throughput method of 

gene expression profiling, previously carried out by Reese and Ramos-Valle, in which the 

expression for all Hox genes was determined in the absence and presence of retinoic acid at 48h 

and 96h [327].  We also examined all other Hox clusters and observed similar results in which 

low levels or no expression was observed (data not shown). Very little expression was observed 

in this cellular state and allowed us to establish a baseline (undifferentiated) state of expression 

to compare and contrast with our future 3C data. It is important to mention that there are a few 

instances of a representative signal in the minus RT lane of some of the HoxA genes. This may 
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have been due to incomplete removal and/or digestion of DNA contaminants, or simply from the 

contamination by DNA from an outside source.   

The expression of HoxA genes was also measured after 3 and 4 day RA induction of P19 

cells (Figure 5). This was done to verify which HoxA genes would respond to RA induction, in 

order to correlate gene expression whit chromatin architecture. The expression of many of the 3’ 

Hox genes increased upon retinoic acid treatment owing to the activation potential of this 

compound on these genes. Some late HoxA genes were also observed to respond to RA treatment 

after the 3 and 4 day exposure to the signaling molecule (HoxA 9, 10, and 13). Although the 

method of end-point PCR is not a quantitative tool, the overall effect of gene activation can be 

inferred based on the results obtained: the actin control in the untreated cells compared to the 

treated cells had a much lower intensity and the Hox signals were much greater in the treated 

cell. This data is corroborated by numerous expression profiles carried out by various other 

groups under similar conditions [327-329]. In addition, the induction of the Hox genes, 

specifically the early genes (1-9) have been previously shown in drosophila to be under the 

developmental control of retinoic acid (RA) [93]. Many of these genes have been well 

characterized and found to contain elements that respond to RA treatment to initiate gene 

transcription, mainly elements that are bound by the RAR homodimer [330-332].  From our 

results, we can therefore conclude that the activation of early Hox genes is initiated after at least 

3 days of RA treatment, but this is likely an underestimation of the activating potential of RA. 

We may now also assume that the regulation of the HoxA cluster in response to RA effects early 

and late genes in a different manner and may imply certain early and late chromatin 

conformations. 
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Figure 5. Undifferentiated P19 HoxA expression profile. 

A) RNA isolated from undifferentiated P19 cells collected 48 hours after passaging. B) DNAse 

treated P19 RNA. C) The expression profile of the HoxA gene cluster in undifferentiated P19 

cells. Primers were designed to form products of approximately 200bp. Positive and negative 

reverse-transcription (RT) PCR products were detected on 1% agarose gel. Early genes (HoxA1-

5) display low levels of expression when compared to the actin control.  HoxA7, A9, and A13 

also showed some slight levels of expression. Artifacts were observed in the + RT lanes of A1, 

A3 and A10. –RT products can also be seen in some of the lanes indicative of inefficient DNAse 

treatment.  

 

 

 



 

 

 

Figure 6. P19 HoxA gene expression after retinoic acid treatment. 

The expression profile for the P19 HoxA gene cluster was analyzed after 3 and 4 days of retinoic 

acid (RA) administration. The expression levels of almost all of the genes within the cluster 

increased after 3 days of RA treatment. HoxA6 did not show expression before day 4 of 

treatment. HoxA11 did not show an increase with RA treatment.  –RT products can be seen in 

lanes A1 and A13 as a result of inefficient DNAse treatment or possible contamination. 
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2.3. 3C Library Construction 

We next used Chromosome Conformation Capture (3C) technology to map the 

architecture of the HoxA gene cluster from undifferentiated mouse P19 cells in order to create the 

first high resolution 3-dimensional map of this cluster and to identify any legitimate structures 

for further investigation and characterization. The conformation could also be used to correlate 

its features with the HoxA gene expression profile in untreated and RA-treated cells. 

To create the 3C control library we were required to isolate BAC DNA for the region of 

interest. An array of BAC clones spanning 500kb of each Hox cluster was selected based on 

minimal overlap and no gaps between clones. A sample of the clones isolated for HoxA and 

HoxC can be seen in Figure 6. BAC DNA migrates as a tight band at approximately 10kb in a 

0.8% agarose gel. 

A total of 5 BACs were used in library construction: one each to encompass the ~200kb 

central region of all 4 Hox clusters (RP-23 library 20F21, 196F5, 36P11 and 101K1) and one to 

represent a transcriptionally silent gene desert region (450L4) from mouse chromosome 19 that 

is used to normalize our libraries to one another. BAC clones were quantified by quantitative 

real-time PCR (Q-PCR) of in order to determine the appropriate stoichiometric ratios for the 

cloned segments required in 3C control library construction (data not shown). As mentioned 

earlier, the ratio of BAC fragments must be 1:1 in order to avoid potential errors in analysis, such 

as abnormally high or low interactions. The agarose gel quality control check of the BAC 3C 

control library can be seen in Figure 6.  This library migrated as a tight band slightly above the 

10kb marker, which is expected because it is supposed to follow a similar migration pattern as an 

intact chromosome in the agarose gel. Quality control was assessed by measuring the intensity of 
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0.1µl, 0.2 µl and 0.4µl of the sample and observing that as volume doubled so did intensity.  

Many of our libraries failed to deliver any results due to unknown errors that occurred during 

their construction. We had suspected that one of the reagents we were using was possibly to 

blame, but we were not able to verify our claim. We focused purely on trying to construct a 

functioning library using the materials and protocol that we had available. We were successful 

about 40% of the time. 

The 3C control library was titrated using primers GD5 and GD6 to ensure quality control 

and determine a starting PCR volume for 3C analysis. The agarose gel and graphical 

representation of this titration can also be seen in Figure 6. The selected volume is chosen based 

on the limit of detection due to saturation of the signal by UV analysis. The chosen 

signal/volume is just under saturation levels in order to allow for semi-quantitative analysis by 

3C. A volume of 1/600µl was used in our experiments. 
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Figure 7. 3C BAC control Library 

A) Isolation of Bacterial Artificial Chromosomes (BACs) RP23- 36P11 and RP23- 20F21. These 

BACs were used in the construction of the 3C BAC control library. Three additional BACs were 

also used (not shown). B) Quality control examination of the 3C control library at 0.1µl, 0.2µl 

and 0.4µl volumes. The library migrates as a tight band just above 10kb in a 0.8% agarose gel. 

C) The control library was titrated using gene desert (GD) primers GD5 and GD6 up to a volume 

of 2µl. The agarose gel of the titration is displayed above the graphical representation. The 

selected volume for 3C experiments based on this data was 1/600 µl of control library.  
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  Cellular DNA was obtained from exponentially growing undifferentiated P19 cells, 

verified by construction of a growth curve for this cell line (Figure 7). 5x107 cells were used to 

produce the experimental 3C library according to the protocol for cellular 3C library formation 

discussed in the materials and methods. The agarose gel quality control of the cellular library can 

be seen in Figure 8.  This 3C library is also observed to migrate above 10kb in a tight band with 

a small trail comprised of un-ligated fragments or smaller ligation products.  

The 3C P19 cellular libraries, 3 in total for HoxA analysis, were each titrated using 

primers GD5 and GD6. The agarose gel and graphical representation of the titration of our first 

library can be seen in Figure 8. The resultant linear range starts to reach its limit at 1µl; therefore 

we selected a volume under this limit to remain within the linear range of detection.  

 

 

 

 

 

 

 



 

 

 

Figure 8. P19 Growth Curve 

A growth curve representing cultured mouse P19 cells over time. The 48 hour time point during 

exponential growth was used in our 3C and gene expression experiments. 
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Figure 9. Cellular P19 3C Library 

A) The P19 cellular 3C library was assessed for quality control at 0.1µl, 0.2µl and 0.4µl 

volumes. The cellular library migrates as a tight band just above 10kb in a 0.8% agarose gel. B) 

The cellular library was titrated using gene desert primers GD5 and GD6 up to a volume of 2µl. 

The agarose gel of the titration is displayed above the graphical representation. Volumes used for 

3C experiments varied depending on the library used due to the variability when constructing 

cellular libraries. The volume used from this library was 0.7µl. 
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2.4. 3C Analysis 

HoxA gene cluster by 3C analysis was carried out using both control and experimental 

P19 libraries.  A sample agarose gel of a fixed point experiment is presented in Figure 9. PCRs 

were done in triplicate for each primer pair to ensure the validity of our results. The graphical 

representation of this experiment is displayed in Figure 10 and is used to illustrate trends in 

interaction frequency between fragments; peaks representing high interaction relative to genomic 

separation. The culmination of all fixed point experiments are seen in the HoxA cluster heatmap 

of Figure 11. A number of missing interactions are seen in the heatmap. These blank regions are 

due either to the nature of the primer pairs not being compatible or simply because we did not 

have time to examine them. The calculated interaction frequencies between all analyzed 

fragments are a representation of their relative spatial interactions. A 2-D schematic 

representation of the data can be seen in Figure 11 and the major interactions are discussed 

below.  

We  further analyzed the interaction frequencies that were obtained by 3C analysis and 

compared this data to previously identified conserved non-coding sequences (CNS) [300] to see 

if any correlations could be found. All CNSs and their corresponding fragments are listed in 

Figure 12. All known RARE cis-acting elements as well as similar and newly discovered 

elements are listed with their respective fragments. 

MF58 (HoxA10) is one of the most highly interacting fragments from this cluster. It 

displays very high interactions with fragments MF86, MF79, MF73, MF63 and MF53. We also 
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observed MF58 interacting slightly less with fragments MF70, MF67, and its neighbors MF57, 

MF59, MF60. This genomic region (MF58) has not been characterized as of yet, however, many 

of its corresponding interacting fragments have been extensively examined and found to contain 

various cis regulatory elements [302, 304]. We believe that further investigation of this fragment 

will reveal the identity of a cis-regulatory element simply due to its high degree of interaction, 

possibly a retinoic acid response element (RARE) or a similar type of element that can 

coordinate transcription factors and chromatin remodelers. In fact, a conserved non-coding 

sequence has been identified in this fragment, however its function remain unclear [300]. 

MF63 (HoxA7 and intergenic HoxA7-HoxA6) was easily identified as the most highly 

interacting fragment. It displayed extremely high IFs (interaction frequency) with almost the 

entire cluster. The major interacting fragments for this region were found to be MF86, MF79, 

MF78, MF74, MF73, MF70, MF59, MF58, MF57 and its neighboring fragments MF62, MF65 

and MF67. Considering that such high interactions occurred with this fragment (i.e. MF70 of 

12.2) we can postulate that surrounding fragments (i.e. MF69 and MF71) displayed high 

interactions as a result of their neighbor “pulling” force and not necessarily due to their own 

interactions with MF63. Alternatively, this may have also been due to a cooperativity of multiple 

neighboring fragments augmenting the fixed point primer results. Of these major interacting loci, 

the currently identifiable regions in the literature that contain cis-acting regulatory elements are 

MF70, MF73 and MF86 [303, 304]. Elements of a HoxA7 RARE have been  identified in species 

including Human and mouse[330].  Interestingly, this fragment (MF63) has been found to 

contain a CNS that significantly resembles the Human HoxA7 enhancer element characterized by 

Knittel et al. [302]. 
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A region of MF70 has itself been characterized in the literature, identified as a conserved 

non-coding sequence responsible for HoxA5 promoter activity and comprising a RARE [303] 

(Figure 12). The mouse RARE was shown to bind RARs and mediate RA activation. This may 

indicate why fragment MF70 is highly capable of interacting strongly with so many other 

fragments. Gillespie et al. have determined by chIP analysis that all RAR (RAR/RAR or 

RAR/RXR) are found associated to RAREs before and after RA treatment in F9 cells[333]. They 

also determined that transcriptional repressors such as SUZ12, a histone modifying enzyme and a 

member of the polycomb repressive complex 2 (PRC2), are associated with RARs prior to RA 

treatment and re-associate when RA is absent. RA binding causes a conformational shift in RAR 

and the subsequent release of  bound factors from the repressive complex [334].This may be the 

major  repressive region considering its central location in the linear and 3-D cluster  as well as 

the homology of this specific RARE among the other Hox clusters[303].  

MF85 displays relatively high IFs with some previously mentioned relevant fragments 

such as MF73, MF68, MF59 and MF58. Its neighbor, MF86, however also shows a high 

interaction with these respective fragments but interestingly also shows significant interaction 

with MF70, a fragment containing the HoxA5 RARE. MF85 contains the HoxA2 promoter region 

that has been well characterized in the literature[335]. The fact that fragment MF85 interacts 

with these regions may be, in part, due to the interaction of its more relevant neighbor MF86. 

This RARE containing fragment is capable of recruiting the RA receptor and repressive 

complexes similarly to the HoxA5 RARE [312].  

Our results indicate that the overall 3-D conformation of this cluster appears to contain 4 

looping regions with a central highly interacting core feature. 
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Figure 10. Raw Data of MF86 3C Fixed point Experiment  

An Agarose gel detection of all PCR products for the fixed point 3C experiments of mouse 

fragment (MF) MF86. All contacts are measured in triplicate to ensure that observed signals are 

acceptable. Fragment names are shown above each triplicate. BAC 3C control experiments are 

also done in triplicate and are observed adjacent to each cellular result. The majority of PCR 

products are 200bp, with some exceptions. 
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Figure 11. Analysis of MF86 3C Fixed Point Experiment  

A graphical representation of the analysis for fixed point experiments of MF86 seen in Figure 11. 

The interaction frequency (IF) is plotted against genomic distance in which 0 represents the 

location of MF86. All fragments along the axis are listed above their respective interaction 

frequencies with MF86.  Fragments MF59, MF63 and MF73 display higher than average IFs 

with fragment MF86, indicating the potential for genomic interaction.  
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Figure 12. Analysis of 3C experiments in the Mouse P19 HoxA cluster  

A) A schematic representation of the annotated mouse HoxA gene cluster including the location 

of all fragments used for analysis. The schematic is drawn to scale. B)  A heat map depicting the 

culmination of all fixed point experiments used in examining the conformation of the mouse 

HoxA gene cluster.  Interaction frequencies (IFs) and their corresponding representative colors 

are indicated in the figure legend. Values for interaction frequency ranges were selected based on 

average IF over the entire cluster. Empty interaction boxes are observed due to insufficient data 

collection and weak primer pair efficiency for these sets. C) A schematic 2-D representation of 

the 3-D conformation of the mouse HoxA gene cluster based on the results obtained in the heat 

map (B). The gene region colored in red should be perceived as going into the plane of the paper, 

while the remainder of the cluster (black) is flush with the paper. Loops are denoted by number. 

Genes and genomic distances are not to scale. 
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Figure 13. Conserved Non-Coding Sequences and Mouse Fragments 

List of conserved non-coding sequences (CNSs) identified by comparative analysis and the 

mouse fragment (MF) in which it is located. Previously identified functions of CNSs are listed in 

column 12. New and similarly identified sequences are listed in column 13.   

Adapted with permission from “Evolutionary Conservation of Regulatory Elements in Vertebrate 

Hox Gene Clusters” Santini et. al. 2003  
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Section 3: Discussion 
 

The mouse HoxA gene cluster contains within it important regulators of growth and 

development. Its own regulation, however, seems to elude us to a certain degree. The collinear 

mechanism of Hox gene expression remains mysterious in the sense that it works in this way but 

it is not known how. By examining the 3-dimensional landscape of the HoxA cluster in its 

resting state, we have determined a potential mechanism or level of control for regulating the 

collinear mechanism. 

We began with determining the expression of the HoxA genes in the resting pluripotent 

state in mouse P19 cells to determine a connection between gene expression and chromosomal 

architecture. The resting state showed extremely low levels of gene expression and although the 

quantification of RA induction of Hox genes is not absolutely required for our current purposes, 

the baseline expression level of the HoxA cluster is very relevant. The low levels of HoxA gene 

expression observed in the pluripotent state of the P19 cells increases the likelihood of finding a 

highly condensed chromatic architecture of said cluster. Genes of this Homeobox family are 

generally kept repressed in such structures due to the increased  ratio of repressive/condensing 

epigenetic modifications, such as previously mentioned H3K27/4,  which themselves attract 

other chromatin modifiers to further condense the DNA[336]. 

The mapping of the spatial organization of the transcriptionally silent mouse HoxA 

cluster from P19 cells was carried out using the Chromatin Conformation Capture (3C) 

technology. The P19 cell line is a mouse neuronal differentiation system that has previously been 

used to examine the regulation of Hox gene clusters [337, 338] and is a well characterized 
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developmental model system.  In general, the most highly interacting fragments appear to 

contain the major structural elements responsible for orchestrating the overall  architecture of the 

cluster in this specific cellular state, that being the retinoic acid response elements (RAREs).  

Overall, considering the high interaction between fragments containing identified 

RAREs, we propose a model for regulating the collinearity of Hox gene expression. The 

schematic 2-D representation of the observed 3-D conformation for the mouse transcriptionally 

silent HoxA gene cluster in Figure 10 places the majority of fragments containing a RARE, or 

elements similar to this feature, within the core of the rosette structure, the most densely 

interacting region. Due to the high concentration of RAREs and the cofactors that bind to it 

through association with the RARs, we propose that this microenvironment is responsible for 

regulating expression and therefore development through a co-operative binding theory. We 

believe that this region plays the role of central “control hub” in orchestrating collinearity by 

way of coordinating densely interacting RAREs. This mechanism is similar to that of the beta-

globin LCR which seems to nucleate a “hub” or factory that ties the locus in loops and facilitates 

expression of globin-related genes [339]. Furthermore, other evidence points to factories such as 

these as specializing in the transcription of specific gene subsets [340]. 

The attenuation or repression of one of these RARE associated HoxA genes may cause a 

cooperative effect in which the other RAREs are brought within or retained in this central core 

structure by initial repressive complex binding and subsequent recruitment of more complexes 

by the increase in RARE concentration. This potential model is similar to that proposed by 

Lanzuolo et al. in which higher chromatin organization resulted from the interaction of 

Polycomb response elements (PRE) in the drosophila bithorax complex[341], however, the 
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resolution they obtained was not as high as in the 3C approach applied here. In general, this 

model may effectively lead to histone modifications of large linear domains in the cluster and 

full early cluster repression.  

Four distinct loops are formed from the interaction of the gene cluster. Loop 1 contains 

HoxA1-4, loop 2 contains HoxA 5-7, loop 3 contains HoxA 9, and loop 4 contains HoxA 10-13 

(not including any paralogue genes absent from the HoxA cluster) (see Figure 10). The 

organization of these loops is representative of the timing of expression due to the characteristic 

collinearity of the cluster. Loop 1 genes are generally basally expressed in undifferentiated P19 

cells (Figure 4) [327], and are expressed significantly at 24 hours post RA treatment,  indicating 

that this repressive loop has likely opened up to allow for the appropriate transcriptional 

machinery to operate. Loop 2 genes are expressed at smaller relative levels to the earlier 3’ genes 

and correspond to the second opening of a chromatin loop. The other loops do not contain 

identified RAREs and are therefore not incorporated into this mechanism of control, although 

they may contain regulatory elements that can operate in conjunction with factors involved in 

RA activation, such as PRC1/2 factors. The interacting fragment of HoxA10 does not contain an 

identified  RARE and so its regulation with respect to chromatin remodeling is not yet verified, 

but it would appear that this fragment will  not likely release its interactions upon RA treatment 

with regards to this mechanism . 

Along with the description of a possible level of control explained above, the role of RA 

in causing subsequent release of looping interaction with respect to A-P body patterning requires 

further characterization. RA is expressed along the anterior-posterior axis of the developing body 

in a gradient manner and is also observed in this way during limb development [86]. It has been 
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previously shown that Hox genes from embryonal carcinoma cells display differential activation 

based on RA concentration, with the 3’ genes requiring lower concentrations of RA when 

compared to the 5’ genes[342]. Our theory can be used to explain the concentration dependence 

of RA in Hox gene activation [342, 343]. An increase in RA concentration, whether it is 

observed in cell culture systems or in animal models in which gradients are formed based on 

body structure, could initiate a cascade of decondensation events based on the loops outlined in 

Figure 10 and the concentration of RAREs in these areas. 

When considering this concentration dependence characteristic along with the distinct 

loops created by interacting cis-elements in the HoxA cluster and there sequential activation, we 

can hypothesize that increasing concentrations of RA will sequentially release the interactions 

thereby establishing a collinear mechanism of gene expression. The concentration of RA may 

possibly cause initial release of the most loosely associated loop, followed by the next and so on.  

This may simply be the preliminary step in Hox gene activation. Another possibility, 

which we believe is more likely to function, is based on the number of RAREs involved in each 

looping contact that could potentially require a distinct RA concentration to be effective in 

abolishing the repressive interaction. This theory would imply that the contacts of loop 1 have 

the greatest amount of interacting RAREs followed by loop 2 and then loop 3.  A loop containing 

a high degree of RAREs or other response elements would most likely react earlier to the 

presence of RA. The Hill coefficient is correlated with the number of active binding sites, and 

with the way in which dimers bind to them. The Hill coefficient is observed to increase by 20% 

for three active binding sites when compared to a single active site[344]. When examining the 

number of identified RAREs in the mouse Hox A cluster, we have determined that loop 1 
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contains 11 CNSs, loop 2 contains 7 CNSs and loop 3 contains 3 CNSs [79, 312, 345, 346] (see 

Figure 10 and 11). Although not all of the determined CNSs are confirmed RARE, they do share 

a significant amount of similarity to the consensus sequence of RAREs. Also, RAREs are 

comprised of two distinct “boxes” or sequences and the elements mentioned above may either 

have one or both currently identified. Nonetheless, our conclusion remains the same based on 

this data. 

The molecular mechanisms governing collinearity are still poorly understood. At the ultra 

structural level, spatio-temporal Hox induction was shown to involve extensive nuclear 

reorganization including decondensation and extrusion from the chromosome territory[14, 347]. 

Although distinct mechanisms appear to regulate clusters in different developing systems, 

progressive looping out from the chromosome territory was proposed to induce sequential 

transcription activation along clusters in RA treated mouse ES cells. Our results suggest that 

chromatin loops in silent clusters may represent the underlying structural mechanism of this 

process. Thus, looping contacts may be required for collinear Hox induction. 

Conservation of HoxA spatial organization 

We compared the long-range cis interactions of the mouse HoxA cluster from P19 cells 

to that of the human NT2 cell line. The NT2/D1 cell line is also capable of undergoing neuronal 

differentiation with RA treatment similar to P19 cells and has been extensively used in studying 

the regulation of Hox genes [348, 349]. This allowed us to qualitatively compare the possible 

conservation of chromatin conformation signatures (CCSs). The transcriptionally silent NT2/D1 

HoxA cluster was analyzed by 3C technology (Figure A1) and the results were compared to our 

data. Interestingly, interactions between HoxA10 (MF58-59) and HoxA1 and 2 (MF86), HoxA5 
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(MF70), HoxA7 (MF63) and HoxA13 (MF53) were conserved between species. A contact 

between HoxA11 (MF56) and HoxA5 (MF70) were also observed in both species (Compare 

Figure 10 and Figure A1).    

The chromosomal architecture of the human and mouse HoxA clusters appear to have 

similar configurations. This may prove to be vital in terms of Hox function; however, further 

studies must be carried out. Considering the degree of conservation of the Hox clusters over 

evolutionary time,  with regard to duplication events [350] as well as sequence similarities 

among species[351], we would like to propose that 3-dimensional conformation  of the clusters 

is also a conserved element of Hox gene function.  The identification of these conserved 

interactions across vertebrate species may indicate that the hypothesized collinear control 

mechanism described earlier is also conserved.  

We have also begun preparation for the examination of the effects of enhancer of zeste 

homolog 2 (EZH2) knock down in order to verify its role in regulating the HoxA chromosomal 

architecture. EZH2 is just one of the many components of the Polycomb repressive complex 2 

(PRC2) and is responsible for altering the methylation status of histones though its intrinsic 

HMTase activity [169, 352, 353]. Lysine 27 of histone H3 (H3K27) is an undisputed methylation 

site for both the Drosophila and human versions of the complex. This conclusion is supported by 

both in vitro [168, 352] and in vivo [168] evidence. This methylation marking is the preferential 

binding site of the PcG protein and therefore denotes EZH2 as the initiator of the repressive 

mechanism involved in Hox gene silencing [168].  Cao et al. also determined that the removal of 

EZH2 through RNA-mediated interference both in vivo and in cultured cells, relieved polycomb 

binding [168]. We believe that knocking down this gene through RNAi mediated techniques, not 
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only will relieve the K27H3 methyl groups epigenetic mark but will also affect the overall 3-

dimensional landscape of the cluster due to the removal of these silencing modifications. The 

loss and/or gain of contacts resulting from such a knockdown could reveal more information as 

to the mechanism involved in regulating Hox collinear expression. 

The knock down of EZH2 in the mouse P19 cell line was examined by western blot 

(Figure A2). A 3C library of these cells has been constructed; however, results examining the 

loss or gain of certain contacts have yet to be determined. 

A technology that has recently been developed to analyze large regions of chromatin 

conformation using high-throughput methods can also be implemented to verify our findings. 5C 

technology, developed by Dr. Josée Dostie [269] is similar to 3C technology; however, it utilizes 

microarray detection and therefore has a much larger degree of analysis. This method can not 

only be used to prove our findings, but it can be implemented in examining the interaction 

between Hox clusters. Considering the mechanism of collinearity that affects all Hox clusters, it 

would not be unlikely to find interactions between clusters.  

In conclusion, it would appear that the structural characterization of the mouse HoxA 

gene cluster that we determined directly enables the mechanism of collinear gene expression 

through the network of conserved non-coding sequences that enable the specifically required 

chromosomal structure of 4 distinct loops within this cluster. Considering the degree of 

conservation between animal species (mouse and human), we must also consider the possibility 

that this degree of control is conserved. Further characterization of individual contacts within this 

cluster could reveal the role of specific players in this form of regulation and should be 

considered to corroborate the evidence presented thus far. 
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Section 4: Materials and methods 
 

Design and preparation of control 3C libraries. Mouse Hox clusters control 3C libraries were 

generated from bacterial artificial chromosomes (BACs) as previously described[354].  Libraries 

were generated from BAC clones covering each of the four Hox clusters and one gene desert 

region (ENCODE region Chr.19 (28282589-28459924) for mouse control library). Mouse BACs 

were quantified by real-time PCR with a LightCycler (Roche) in the presence of SYBR Green I 

stain (Molecular Probes®). Equimolar ratio of BAC clones were mixed, digested with a 

restriction enzyme and randomly ligated. The mouse control 3C library was generated by 

digesting the following BACs with EcoRI: RP23-20F21, RP23-196F5, RP23-36P11, RP23-

101K1, RP23-450L4. BAC clones were obtained from InvitrogenTM.  

 

Cell culture. The P19 cell line are mouse pluripotent embryonal carcinoma cells derived from a 

C3H/He mouse[355]. These cells were kindly provided by Dr. Mark Featherstone (Nanyang 

Technological University, Singapore) and grown in Alpha Modified Eagle’s Medium (AMEM; 

Wisent cat. no. 310-010-CL) supplemented with 10% FBS (HyClone®). The cell line was grown 

at 37°C in 5% CO2 atmosphere in the presence of 1% penicillin-streptomycin. All experiments 

presented in this study were performed using log-phase cells.  
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To induce Hox expression in P19, exponentially growing cells were seeded at 1 X 106 per 75 cm2 

flasks in 12 ml of complete DMEM containing 10 µM all trans retinoic acid (ATRA; Sigma cat. 

no. R2625) or no RA control. Cells were treated continuously with RA to achieve maximal 

induction and passaged to maintain exponential growth. Cells were collected after 3 and 4 days 

for RNA extraction. 

 

RNA quantification. Total RNA was extracted from undifferentiated control (Silent) and RA-

treated (Induced) P19 cells with the GenEluteTM Mammalian Total RNA Miniprep Kit as 

described by the manufacturer (Sigma®). Reverse transcription was performed with oligo(dT)20 

(InvitrogenTM) using the Omniscript Reverse Transcription Kit (Qiagen®). The primer sequences 

used to measure mouse HoxA genes and actin controls are summarized in Supplemental Table 

A1.  The basal expression levels all 39 mouse Hox genes were characterized by endpoint PCR in 

undifferentiated P19 cells to verify very low expression levels. In these experiments, total cDNA 

was amplified under quantitative real-time PCR conditions and PCR products were detected by 

ethidium bromide staining on agarose gels.  

3C analysis. Human and mouse cellular 3C libraries were generated as previously 

described[354]. Briefly, exponentially growing cells were fixed in 1% formaldehyde, digested 

with a restriction enzyme and ligated under diluted conditions to promote intermolecular ligation 

of cross linked restriction fragments. 3C libraries were purified and titrated by PCR with 3C 

primers detecting neighboring DNA fragments in a gene desert region (mouse Chr.19 as 

described above). The quality of cellular 3C libraries was verified systematically by generating 

compaction profiles in gene desert regions as described previously[356] (quality control). PCRs 
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were performed manually using amplification conditions described elsewhere[354]. PCR 

products were resolved on agarose gels containing 0.5 µg/ml ethidium bromide and visualized by 

UV transillumination (302 nm). Gel documentation and quantification was performed using a 

ChemiDocTM XRS system featuring a 12-bit digital camera coupled to the Quantity One® 

computer software (version 4.6.3; BioRad). Mouse 3C primer sequences are shown in 

Supplemental Table A1. 

RNA interference and western blotting. Mouse EZH2 knockdown was performed in P19 cells 

by reverse transfection in the presence of 5 nM siRNAs (control or EZH2) using HiPerfect 

transfection reagent as recommended by the manufacturer (Qiagen). Briefly, 6 X 105 cells were 

plated over siRNA/HiPerfect complexes in 35 mm dishes containing a final volume of 2.3 ml of 

complete DMEM (0 hour transfection). Cells attached onto plates in the presence of siRNAs and 

were collected 48 h post-transfection for western blotting. Control siRNA (siGENOME Non-

Targeting siRNA #2) was purchased from Dharmacon. Mouse EZH2 siRNA (5‘-

UUCAAUGAAAGUGCCAUCC-3‘) was purchased from Qiagen.  

 

For western blot analysis, protein samples were prepared by scraping cells directly in 1X SDS 

sample buffer (62.5 mM Tris-HCl pH 6.8, 2% SDS, 7.5% glycerol, 5% beta-mercaptoethanol, 

0.04% bromophenol blue). Samples were transferred to eppendorfs, sonicated twice for 15 sec 

and heated at 95ºC for 5 min. 20 µl of each sample was resolved by SDS-PAGE as previously 

described (gideon’s papers). Gels were transferred onto 0.45 µM nitrocellulose membrane for 45 

min at 100 volts. Immunoblotting was performed with anti-human EZH2 mouse mAb AC22 

(Cell Signalling; cat. no. 3147) and anti-actin rabbit polyclonal Ab (Cell Signalling; cat. no. 
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4967) as recommended by the manufacturer. Horseradish peroxidase-conjugated secondary 

antibodies were purchased from Jackson ImmunoResearch Laboratories. Signals were visualized 

by chemiluminescence (Perkin Elmer LAS, Inc.; cat. no. NEL105) followed by autoradiography. 

Films were scanned with the ChemiDocTM XRS Imaging system and signals were quantified 

with the Quantity One® software.  

Informatics. 

The July 2007 mouse (Mus musculus) genome sequence assembly (mm9) used for our mouse 3C 

experimental design was from the NCBI Build 37 and the Mouse Genome Sequence Consortium. 
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Figure A1. Western Blot of Mouse EZH2 

Protein analysis for the mouse EZH2 enzyme from P19 cells and the Human control from NT2 

cells. Volumes of cellular extract from 20µl to 60µl were used to assay for efficiency of 

antibody. Anti-Actin was used as a positive control    
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Figure A2. Analysis of 3C experiments in the Human NT2 HoxA cluster 

A) A schematic representation of the annotated Human HoxA gene cluster including the location 

of all fragments used for analysis. The schematic is drawn to scale. B)  A heat map depicting the 

culmination of all fixed point experiments used in examining the conformation of the Human 

HoxA gene cluster.  Interaction frequencies (IFs) and their corresponding representative colors 

are indicated in the figure legend. Values for interaction frequency ranges were selected based on 

average IF over the entire cluster.  
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