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Abstract

Full-duplex operation for wireless communications can potentially double the spectral effi-
ciency, compared to half-duplex operation, by using the same wireless resource to transmit
and receive at the cost of a large power difference between the high-power self-interference
(SI) from its own transmitted signal and the low-power intended signal received from the
other distant transceiver. The SI can be gradually reduced by a combination of radio-
frequency (RF) and baseband cancellation stages. Each stage requires the estimation of the
different distortions that the SI endures such as the SI channel and the transceiver non-
linearities. This thesis deals with the development of SI-cancellation techniques that are
well-adapted to the full-duplex operation.

First, we recognize the sparseness of the SI channel and exploit it to develop a compressed-
sensing (CS) based SI channel estimator. The obtained estimate is used to reduce the SI at
the RF prior to the receiver low-noise amplifier and analog-to-digital converter to avoid over-
loading them. To further reduce the SI, a subspace-based algorithm is developed to jointly
estimate the residual SI channel, the intended channel between the two transceivers and
the transmitter nonlinearities for the baseband cancellation stage. Including the unknown
received intended signal in the estimation process represents the main advantage of the pro-
posed algorithm compared to previous data-aided estimators that assume the intended signal
as additive noise. By using the second-order statistics of the received signal, it is possible
to obtain the noise subspace and then to estimate the different coefficients without knowing
the intended signal. Depending on the number of transmit and receive antennas, we propose
to use either the received signal or a combination of the received signal and its complex con-
jugate. Also, we develop a semi-blind maximum likelihood (ML) estimator that combines
the known pilot and unknown data symbols from the intended transceiver to formulate the
likelihood function. A closed-form expression of the ML solution is first derived, and an
iterative procedure is developed to further improve the estimation performance at moderate
to high signal-to-noise ratio. Simulations show significant improvement in Sl-cancellation
gain compared to the data-aided estimators.

Moreover, we present two new Sl-cancellation methods using active signal injection (ASI)
for full-duplex MIMO-OFDM systems. The ASI approach adds an appropriate cancelling
signal to each transmitted signal such that the combined signals from transmit antennas

attenuate the SI at the receive antennas. In the first method, the SI-pre-cancelling signal uses
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some reserved subcarriers which do not carry data. In the second method, the constellation
points are dynamically extended within the constellation boundary in order to minimize
the received SI. Thus, the Sl-pre-cancelling signal does not affect the data-bearing signal.
Simulation results show that the proposed methods considerably reduce the SI at a modest

computational complexity.
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Sommaire

La transmission en duplex intégral (full-duplex) peut augmenter 'efficacité spectrale par
rapport a la transmission en semi-duplex en utilisant la méme ressource temporelle et
fréquentielle pour la transmission et la réception. Cependant, la puissance de l'interférence
(self-interference ou SI), provenant du signal transmit par le méme émetteur, est plus grande
que la puissance du signal utile provenant de 'autre émetteur, ce qui nécessite une combi-
naison de mécanismes de réduction au niveau radio fréquence (RF) et en bande de base
pour graduellement atténuer la SI. Chaque étage demande l'estimation des nombreuses dis-
torsions que subit la SI tel que le canal de propagation et les imperfections de I'émetteur.
Dans ce contexte, cette these propose un nombre d’algorithmes d’estimation et de nouvelles
méthodes pour reduire la SI.

Premierement, nous exploitons la sparsité du canal de la SI pour développer un algo-
rithme a acquisition comprimée pour estimer les coefficients du canal et les utiliser au niveau
de la réduction RF. Pour réduire l'interférence résiduelle, un algorithme basé sur le critere
du sous-espace est développé pour estimer jointement les canaux de propagation de la SI et
du signal utile ainsi que les distorsions de ’émetteur. Inclure le signal utile dans le proces-
sus d’estimation représente le point fort de I'algorithme proposé, comparé aux estimateurs
supervisés classiques ou le signal utile est traité comme bruit. En utilisant les statistiques de
second ordre du signal recu, il est possible d’obtenir le sous-espace du bruit puis d’estimer les
coefficients requis sans connaissance préalable du signal utile. Dépendamment des nombres
d’antennes a ’émetteur et au récepteur, nous proposons d’utiliser soit le signal recu ou bien
une combinaison du signal recu et de son conjugué. Toujours dans le cadre de I'estimation,
nous développons un estimateur a maximum de vraisemblance qui combine les symboles
pilotes et les symboles de données provenants de l'autre émetteur pour formuler la fonction
de vraisemblance. Une expression analytique du maximum de vraisemblance est obtenue et
une approche itérative est développée pour améliorer I'estimé aux larges valeurs du signal
sur bruit. Les simulations montrent une amélioration considérable en terme de réduction de
la ST comparée aux méthodes supervisées.

En plus des algorithmes d’estimation, nous proposons deux nouvelles méthodes pour
réduire la SI dans les systemes MIMO-OFDM basées sur 'injection active de signaux (IAS).
Précisément, I'TAS consiste a transmettre un signal supplémentaire, en plus du signal con-

tenant les données, de sorte que la SI soit pratiquement nulle au niveau des antennes



réceptrices. Dans ce travail, nous suivons deux démarches pour construire le signal injecté.
Dans la premiere, un groupe de sous-porteuses est réservé pour transmettre le signal injecté.
Dans la seconde, chaque symbole, consideré comme un point du plan complexe, peut pren-
dre différentes valeurs afin de réduire la SI. De cette maniere, le signal injecté n’affecte pas
les données transmises. Les résultats de simulations montrent que les méthodes proposées

réduisent considérablement la SI a moindre complexité.
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Chapter 1

Introduction

1.1 Full-Duplex Wireless Systems

Traditionally, wireless communications systems operate in half-duplex mode where a transceiver
transmits and receives in non-overlapping time-slots, i.e., time-division duplex (TDD), or
frequency-slots, i.e., frequency-division duplex (FDD), or in different orthogonal spectrum-
spreading codes, to avoid the possible strong self-interference (SI) from its own transmission
to its reception. As a much higher spectral efficiency is required to support the fast growth
of wireless communications applications, full-duplex operation by simultaneous transmission
and reception over the same frequency-slot is an attractive solution to potentially double the
spectral efficiency if the resulting SI can be cancelled or suppressed to a sufficiently low level
for proper detection of the low-power intended received signal from the other transceiver.

Full-duplex operation is not new and has been successfully used in wireline communica-
tions for a long time. Here, the interference, also called line echo, results from the coupling
between the transmit and the receive wires and from the impedance mismatch when con-
verting the 4-wire interface to the 2-wire interface through the hybrid, as illustrated in Fig.
1.1. This line echo is 3 to 6 dB lower than the intended signal [1] [2] making the required
cancellation level relatively low in the range of 20-30 dB.

One may wonder why current wireless communications systems do not operate in full-
duplex mode. When the transceivers communicate in a full-duplex fashion, the receiver
experiences co-channel SI from its own transmitter, as shown in Fig. 1.2. This SI is usually
several orders of magnitude higher than the intended signal because the latter crosses longer

distance than the SI. For example, considering two transceivers distant by 500 meters, the
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User 2

Original signal

Figure 1.1 [Illustration of the echo cancellation in a wireline communication
system.

intended signal coming from the distant transceiver is attenuated by approximately 120 dB.
If there is 15 dB isolation between the transmit and the receive paths of the same transceiver,
then the SI would be 105 dB higher than the intended signal. This huge difference between
the power levels of the SI and the intended signal increases with more distance between the
two communications transceivers. Therefore, a much higher Sl-cancellation is required in
full-duplex wireless systems than echo cancellation in full-duplex wireline communications.
This power difference dictates the choices of the SI-cancellation techniques and strategies to

achieve the challenging high-SI-cancellation requirements.

R R
transmit cT===D> receive
chain Intended signal chain

Transceiver 1 Sl Sl Transceiver 2

receive ~—— = transmit
Intended signal

-— -—

Figure 1.2 Illustration of the SI in a full-duplex point-to-point wireless com-
munication system.

Given that the transmitted SI is known, it could be used to remove the SI from the
received signal. If this operation is done in the digital domain at baseband, after the analog-
to-digital converter (ADC), then the ADC dynamic range will represent a major bottleneck.
Actually, the input to the ADC is scaled so that the level of the strong SI matches the
dynamic range of the ADC. According to the classical rule of thumb for a 10 bit ADC, the
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resulting quantization noise is 6.02 x 104 1.76 = 61.96 dB lower than the signal at the input
of the ADC. If the SI is 100 dB higher than the intended signal, then the quantization noise
will be about 38 dB higher than the intended signal. Therefore, even if the SI is completely
cancelled at the output of the ADC, the receiver is no longer able to process the intended
signal. To avoid this problem, the SI must be first reduced at the input of the receiver
prior to the low-noise amplifier (LNA) and the ADC, as shown in Fig. 1.3. Then, the
SI can be further reduced at the baseband after the ADC to improve the detection of the
intended signal. Moreover, the transmitter impairments are of significant level compared to
the received intended signal and need also to be reduced [3] [4]. Thus, simply reducing the

SI based on the known transmitted symbols can result in a large residual SI.

1.2 SI-Cancellation Techniques

Recently, a large variety of SI-cancellation techniques have been proposed for full-duplex
systems [3] [5] [6]. The proposed approaches use a combination of antenna techniques, radio-

frequency (RF') techniques and baseband techniques.

1.2.1 Antenna SI-Cancellation Techniques

The antenna Sl-cancellation techniques aim to reduce the SI impinging upon the receiv-
ing antennas by a proper design of the transmit and the receive antenna structures. An-
tenna Sl-cancellation can be achieved by using antenna separation, polarization, and isola-
tion [7] [8] [9] [10], directional antennas [11] [12] [13] or antennas placement to create null
space at the receive antennas [14] [15]. The applicability of each one of these methods de-
pends on the application and the physical constraints of the system. For example, in mobile
applications with small device dimensions, the passive suppression achieved using antenna
separation and isolation is very limited. However, in others systems (e.g., relay systems)
where the transmit and receive antennas are not necessary collocated, antenna separation
and isolation could achieve significant amount of reduction. For instance, in [9], the use of a
directional antenna and 4 — 6 m of antenna separation achieves about 80 dB of suppression.
This large antenna separation might be acceptable in relay systems, but it is not accept-
able in practical mobile applications. A more practical passive self-interference suppression
method with relatively small antenna separation (i.e., 20 — 40 c¢m) is introduced in [16]. The

results show a maximum of 60 dB passive suppression with cross polarization, and a metal
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Figure 1.3 Simplified block diagram of the full-duplex transceiver with the
RF and baseband SI-cancellation stages.
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shield between the antennas. A reconfigurable antenna is proposed in [17] where the main
beam direction of the antenna can be directed into a desired direction by the proper reactive
loading of the parasitic elements to maximize the signal-to-SI-and-noise power ratio.

When building a full-duplex transceiver, we have the choice between two methods of in-
terfacing antennas. Either we use physically separate antennas for the transmission or the
reception, or we use one antenna to simultaneously transmit and receive, where the trans-
mission and reception paths are isolated through a circulator. In the separate antenna
architecture, as illustrated in Fig. 1.4, the internal near-field reflections comprise the signal
propagating directly from the transceiver’s transmit antennas to its receive antennas and
the reflection from the transceiver structure. Whereas in the shared antenna architecture,
the internal reflections come from the antenna impedance mismatch and the circulator leak-
age that does not perfectly isolate the transmit and receive path, but offers some isolation
(e.g., typically 20 dB from commercially available circulators) between the two paths. These
internal reflections are static since they depend on the structure of the transceiver. The
external reflections create multiple copies of the SI, which may vary over time and thus limit

the isolation provided by the antenna designs.
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Figure 1.4 TIllustration of the SI channel for separate antennas and shared
antenna architectures.
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1.2.2 RF SI-Cancellation Techniques

The RF Sl-cancellation aims to suppress the SI before the LNA and ADC by subtracting an
estimate of the received SI from the received signal. Fig. 1.3 shows the general structure of
the transceiver where the RF transmitted signal can be extracted at the transmit PA output,
processed in the RF Sl-cancellation stage and subtracted from the received signal. Analog
RF Sl-cancellation can be first applied [12] [13] [16] to suppress only the internal coupling and
reflections modelled by a programmable analog tapped-delay line (TDL) transversal filter.
Further adaptive digital RF cancellation can also be applied to suppress the SI components
coming from the random external reflections by using a digital symbol-synchronous finite-
impulse-response (FIR) filter [5] [6] [11]. The analog and digital RF Sl-cancellation stages
will be discussed in detail in Chapter 2.

1.2.3 Baseband SI-Cancellation Techniques

The baseband Sl-cancellation aims to reduce the residual SI after the ADC by applying
various signal processing techniques to the received signal. For the baseband SI-cancellation
to be successful, the SI should be sufficiently reduced before the ADC, using the antenna
and RF Sl-cancellation stages. The advantage of working in the digital domain is that
advanced digital processing becomes relatively easy to perform. In order to subtract the
received SI, we need to capture every modification that may happen to the transmitted SI
including the propagation channel and the nonlinearities of the RF components such as the
in-phase/quadrature (IQ) mixer and the power amplifier (PA). This requires an effective
estimation of the SI channel, and the transceiver impairments in order to create an accurate
replica of the received SI signal.

Furthermore, spatial domain cancellation attempts to reduce the SI by precoding at
the transmit chain and postcoding at the receive chain. More specifically, precoding and
postcoding modify the transmission to reduce the SI. They utilize the degrees of freedom
(DoF) provided by the multiple-input multiple-output (MIMO) systems, by confining the
transmit and receive signals to a subset of the available space. This operation sacrifices some
available antennas for Sl-cancellation. For example, it was reported in [18] that a physical
4 x 4 MIMO is used as a 2 x 2 MIMO for data transmission and the rest of the antennas are
used for SI-cancellation. This raises the question: is it possible to perform spatial cancellation

without affecting the DoF provided by MIMO systems? Moreover, these techniques suppose
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the knowledge of the SI and intended channels which motivates the development of channel
estimators for full-duplex systems even more.
In the next chapters, we discuss the existing techniques in more details, improve some of

them and propose new cancellation techniques.

1.3 Applications of Full-Duplex Communications

In addition to point-to-point communications, Fig. 1.5 presents other basic topologies as
potential candidates to work in a full-duplex fashion. First, consider a full-duplex base-
station sending data on the downlink to one half-duplex user and receiving data on the
uplink from another half-duplex user. In this case, the base station can send and receive
simultaneously over the same frequency slot while, in half-duplex mode, it would need two
time/frequency resources to transmit and receive. This requires sufficient separation between
the two users to avoid the interference caused by the uplink user on the downlink user. In the
presence of a full-duplex user, the uplink and downlink with that user can be performed over
the same time/frequency resource. Furthermore, the frequency planning can get simpler as a
single frequency is needed for both the uplink and the downlink. Second, a full-duplex relay
station receives and forwards simultaneously the signal between two half-duplex terminals.
Thus, the relay can increase the spectral efficiency compared to half-duplex operation.

The past few years have witnessed a growing deployment of small cell sizes due to promi-
nence of WiFi, femtocell, picocell, etc. The short distance between the communicating nodes
reduces the transmit and receive power difference and hence the required SI-cancellation level,
which increases the interest in full-duplex operation. To understand this relation, we consider
the following simple example. To serve one user at the edge of the cell, a base station has to
increase its transmit power to compensate the pathloss. In large cells, the transmit power
is higher compared to smaller cell to achieve the same signal-to-noise ratio. Therefore, the
transmitter observes larger receive power difference between the intended signal and the SI
compared to small cells. For small cells, the received SI can be managed, making full-duplex
transmission easier.

In addition to spectral efficiency improvement, full-duplex communications can also im-
prove the overall throughput of a wireless network. It removes the hidden terminals problem
and the resulting collision and retransmission. To understand this point, we consider three

half-duplex nodes A, B and C communicating. We suppose that nodes A and C cannot hear
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(a) Point-to-multipoints (b) Relaying
Figure 1.5 Examples of topologies operating in a full-duplex fashion.

each other and they send packets simultaneously to node B. This means that the packets
will collide and need to be retransmitted. If now the nodes use full-duplex operation, node
B will also transmit to node A at the same time and in the same frequency slot as node A to
node B. Thus, node C is able to sense the medium as busy and hence moves its transmission
to another time-slot or frequency-slot. This feature opens new media access control (MAC)
layer protocols that use the simultaneous transmission and reception [6] [11].

In a cognitive radio network, full-duplex transmission allows the secondary terminals to
sense the traffic in the network during their own transmission [19]. They do not need to stop
transmitting in order to listen to the channel and they can immediately stop transmitting
when the primary terminal starts using the channel. The feasibility of this application
requires the power of the residual SI, after cancellation, to be lower than the power of the
received primary user.

Full-duplex transmission can also be applied to improve the security of wireless data
transfer [20] [21]. Here, the receiver transmits a jamming signal simultaneously while re-
ceiving in such a way that the eavesdropper receives a superposition of the useful signal and

the jamming signal. Without any prior knowledge of the structure of the two signals, it is
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difficult for the eavesdropper to detect the useful signal.

1.4 Thesis Contributions and Organization

The primary objective of this Ph.D research work is to develop new efficient Sl-cancellation
techniques for full-duplex wireless communications. We achieve this goal by studying and
developing suitable estimation algorithms, to accurately reconstruct the SI, that are well-
adapted to the full-duplex context. The research contributions of this work are highlighted
along with the thesis organization in the following.

In Chapter 2, we start with a brief survey of the most relevant state-of-the-art cancellation
techniques. We summarize the existing architectures to reconstruct and cancel the SI. Then,
a brief overview of the existing estimation algorithms used to reconstruct the SI for SI-
cancellation is presented. We also summarize the spatial cancellation techniques applicable
to SI suppression. This background material will be the starting point for the developments
of new algorithms and methods for SI-cancellation.

Various experimental results have indicated that the SI in full-duplex communications
can be mitigated to properly detect the intended signal. However, relatively little is known
about the cancellation limits of these systems. In Chapter 3, we investigate the basic SI-
cancellation bottlenecks in full-duplex wireless systems. To that end, we first classify the
known full-duplex architectures based on where the reference signal is taken from to cancel
the SI. By combining the effects of the transceiver impairments, the estimation error and
the SI channel, our analysis reveals that the main bottleneck to completely cancel the SI
turns out to be either the quantization noise, the phase noise in the local oscillator or the
estimation error, depending on the used architecture. We provide comprehensive numerical
results that justify the need of applying RF cancellation stage and reducing the transmitter
impairments in the baseband cancellation stage.

Next, we turn our attention to the development of estimation algorithms. By exploiting
the SI channel sparsity, a compressed-sensing (CS) based SI channel estimation technique
is developed in Chapter 4 and is used in the digital RF Sl-cancellation stage to reduce
the SI power prior to the receiver LNA and the ADC to avoid overloading them. We also
prove that its sensing matrix satisfies the restricted isometry property (RIP). Subsequently,
a subspace-based algorithm is proposed in Chapter 4 to jointly estimate the coefficients

of both the residual SI and intended channels, and the transceiver impairments for the
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baseband Sl-cancellation stage to further reduce the residual SI. The objective is to develop
an algorithm that estimates the residual SI in the presence of the unknown intended signal.
Therefore, we include the intended signal in the estimation process instead of considering
it as additive noise. It is demonstrated that the SI channel coefficients can be accurately
estimated without any knowledge of the intended signal, and only few training symbols are
needed for ambiguity removal in intended channel estimation. By comparing the mean square
error (MSE) performance of the proposed algorithm with that of the data-aided estimator,
we demonstrate that the subspace-based algorithm offers superior estimation accuracy and
higher SI-cancellation.

The subspace method proposed in Chapter 4 relies on the orthogonality property between
the signal and noise subspaces. These two subspaces are obtained from eigen-decomposition
of the covariance matrix of the received signal. Since the received signal consists of the
SI and intended signals, the dimension of the signal subspace in full-duplex operation is
at least twice than in traditional half-duplex operation. Therefore, to make the subspace
technique works in full-duplex context, the number of receive antennas should be twice the
number of transmit antennas. For this reason, Chapter 5 focuses on developing a subspace-
based algorithm that is suitable for full-duplex systems when symmetric links are assumed.
Here, we exploit both the covariance and pseudo-covariance matrices of the received signal to
effectively increase the dimension of the observation space while keeping the dimension of the
signal subspace unchanged. An iterative procedure is developed to estimate the ambiguity
term and decode the intended signal. Finally, we use simulation studies to show that the
proposed subspace approach provides significant improvements in cancellation performance
and bit error rate (BER) over the conventional data-aided approach.

In Chapter 6, we propose a maximum-likelihood (ML) approach to jointly estimate the
SI channel, the transmitter impairments and intended channel by exploiting its own known
transmitted symbols and both the known pilot and unknown data symbols from the other
intended transceiver. The ML solution is obtained by maximizing the likelihood function
under the assumption of Gaussian received symbols. A closed-form solution is first derived,
and subsequently an iterative procedure is developed to further improve the estimation per-
formance at moderate to high signal-to-noise ratio (SNR). We establish the initial condition
to guarantee the convergence of the iterative algorithm. In the presence of considerable phase
noise from the oscillators, a phase noise estimation method is proposed and combined with

the ML channel estimator to mitigate the effects of the phase noise. lllustrative results show
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that the proposed methods offer good cancellation performance close to the Cramér-Rao
bound (CRB).

Chapters 4-6, as well as most of the existing works, reduce the SI by subtracting it from
the received signal. In Chapter 7, we present a new Sl-cancellation method that reduces
the SI prior to the receiver LNA and ADC for full-duplex MIMO OFDM systems. The
basic idea includes adding an appropriate pre-cancelling signal to the transmitted signal
such that, by its effects, the SI is greatly reduced at the receiver input. The proposed
structure allows for various methods to be developed. One important required property of
the cancelling signal is that it should not affect the detection process at the other intended
receiver. To that end, two methods are proposed in this chapter. In the first method, the
cancelling signal has frequency support on some reserved subcarriers which are not used for
data transmission. In the second method, the constellation points are dynamically extended
within the cancellation boundary in order to minimize the received SI. A combination of both
methods is also proposed to enhance the cancellation capability. The proposed techniques
are simple to implement and do not require any change on the receiver structure.

Finally, the last chapter concludes this thesis.
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Chapter 2

SI-Cancellation in Full-Duplex

Systems

This chapter provides a brief overview of several important concepts related to SI-cancellation
techniques to form a solid background for the following chapters. We first discuss the nature
of the SI channel which leads to the use of the analog RF' cancellation stage and the digital
cancellation stage. We describe both stages and state their advantages and limitations. The
next part presents a quick survey on SI channel estimation. We then discuss the transmitter
impairments that limit the cancellation performance and we continue with presenting the
existing methods to reduce them. The last part presents recent advances in precoding for

Sl-cancellation.

2.1 SI Channel Modelling

Various measurements have been done to characterise the SI channel. Consider the simple
and popular architecture using the same antenna to transmit and receive via a 3-port cir-
culator, the dominant paths of the SI channel come from the leakage through the circulator
and the internal antenna reflections due to the impedance mismatch between the isolator
and the antenna. On the other hand, external reflections from closely-located objects may
occur with much larger delays and weaker levels compared to the dominant paths since they
travel longer distances. It was reported in [22] that the external reflections are about 30 dB
lower than the leakage and antenna reflections paths. When using two different antennas

to transmit and receive, the line-of-sight (LoS) components and the path coming from the
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electromagnetic waves reflected from the transceiver structure represent the most significant
paths [9] [23]. Fig. 1.4 represents the different reflections that constitute the SI channel for
the two antenna configurations. In both cases, the internal reflections are static since they
depend on the structure of the transceiver while the external reflections vary according to
the surrounding environment. In general, the power delay profile (PDP) of the SI channel

is written as [22]:

L

PDP(t? 7—) = P)/ml(s(t - Tm1) + 7m26(t - TmQ) + Z 716(t - Tl)? (21)
=2

where (Vmy, Tmy) and (Ym,, Tm,) are the power/delay of the internal/coupling reflections

and (v, 1), for l =2,..., L are the power/delay of the external reflections.

2.2 Analog RF Cancellation Stage

There are extensive works that describe the analog RF cancellation. Traditionally, the analog
RF cancellation uses the knowledge of the transmitted SI to cancel it before the receive
LNA. A copy of the transmitted signal is obtained from the PA output and passed through
a cancelling circuit to reconstruct a copy of the received SI. The signal at the PA output
includes the distortions of the transmitter, which are reduced by the analog RF cancellation
stage.

The design of the cancelling circuit is highly related to the nature of the SI channel.
As discussed in Section 2.1, the SI channel can be divided into internal reflections with a
smaller number of paths, shorter delays and stronger amplitudes compared to the external
(far-field) reflections. The internal reflections are static as they depend on the internal
components and the structure of the transceiver, while the external reflections vary according
to the surrounding environment. Since it is difficult to adapt the analog circuits with the
variations of the external reflections, the analog RF cancellation stage reduces the static
internal reflections. A cancelling circuit based on balanced transformer, such as a QHx220
chip, is used in [6] [11]. The chip takes the transmitted SI as input, changes its amplitude
and its phase to match the received SI then subtracts the resulting signal from the received
signal. This method achieves about 20 dB reduction in the received SI [6]. Another solution

consists of using tapped delay lines (TDL) of variable delays and tunable attenuators to
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model the ST channel. The lines are then collected back, added up and the resulting signal
is then subtracted from the received signal. Fig. 2.1 shows the described TDL structure.
Tuning algorithms are used to find the optimal coefficients for the attenuator, the phase
shifter and the tunable delay line of each tap. The parameters of the circuit are adjusted
to minimize the residual energy after cancellation [3] [11] or to minimize the error between
the response of the circuit and the internal reflections response [24]. The SI reduction of
the TDL varies from 30 to 45 dB [3] [24]. While the TDL can match the short delay of
the internal reflections, the interaction between the delays and attenuators makes the tuning
very complex. Also, analog RF cancellation is much more challenging for MIMO systems
since it requires adapting different TDLs for each transmit-receive antenna pair.

As the analog RF cancellation can reduce the SI by a maximum of 45 dB, a large amount
of SI is left to be reduced in the following cancellation stages. In particular, the external
reflections need more adaptive cancellation methods, which can be done using digital signal

processing.

Self-interference signal

Variable Variable
delays attenuators

Control
algorithm

RF analog Sl cancellation stage

1Q mixer 1Q mixer

Figure 2.1 TIlustration of the RF analog cancellation stage.
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2.3 Digital SI-Cancellation

Processing the SI in the digital domain facilitates the use of adaptive digital filtering for a
large number of reflected paths due to the external environment. The digital SI-cancellation
is based on the general transversal symbol-synchronous finite impulse response (FIR) struc-
ture shown in Fig. 2.2, where the constant tap-delay is equal to the signal sampling period
and implemented as a D-flipflop clocked by the sampling clock. Here, only the tap-coefficients
need to be specified from an estimate of the SI channel and thus we avoid the interaction
between the delays and the attenuations as it is the case for the analog TDL. As a result, the
digital processing can deal with a larger number of taps than the analog TDL to adapt to
the varying external environment. Digital SI-cancellation is particularly suitable for MIMO
systems as the cross interference between antennas increases considerably the number of taps
needed to reduce the SI.

input

» output

Figure 2.2 Principle of the transversal FIR structure.

The resulting cancelling signal can be subtracted from the received signal at the RF
input of the LNA/ADC to further reduce the SI resulting from the external reflections
and to keep the LNA/ADC not overloaded. This operation requires an additional digital-
to-analog converter (DAC) and an up-converting radio chain to generate the RF signal.
The additional components will slightly change the generated SI leading to residual SI.
This RF cancellation stage can provide 30 dB of Sl-cancellation [5] [16], which, on top of
the previously-obtained 45 dB, still leaves a large amount of SI. Therefore, the baseband
cancellation stage represents the last line of defence against the SI by reducing it after
the ADC. For this, we should estimate the transmitter nonlinearities and the residual SI

channel, resulting from the difference between the actual SI channel and the equivalent
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channel generated by the previous cancellation stages.

2.4 Channel Estimation in Full-Duplex Systems

As previously mentioned, knowing the SI channel is an important step to reconstruct the
cancelling signal. In a practical environment, it is difficult, if not impossible, to completely
cancel the ST due to imperfect channel estimation [25]. In the presence of the intended signal,

the received signal is expressed as:

L
y(n) = Z (z(n—DA(1) + s(n — 1)h**(1)) + w(n), (2.2)

1=0
where h'(l) and h**(l) are the SI and intended channels, respectively, (L + 1) is the number
of paths and z(n) and s(n) are the transmitted SI and intended signals, respectively. By
collecting N observations, the resulting vector y = [y(1), y(2),..., y(N)]T is expressed as:

y=Xh'+ Sh" +w, (2.3)

where X and S are Toeplitz matrices obtained from the known transmitted SI signal
and the unknown intended signal, respectively, h' = [h(0), hi(1),..., hi(L)]" and h¥s =
[h$(0), h"$(1),..., h**(L)]". The existing methods follow a data-aided approach to esti-
mate the SI channel by exploiting the knowledge of the SI data. In [5], the SI channel
coefficients are obtained in the frequency domain by dividing the received signal by the
known transmitted symbols over each subcarrier. A two-step Least square (LS)-based esti-
mator is presented in [26] where a first estimate of the SI channel is obtained by considering
the intended signal from the other transceiver as additive noise. After that, the interference
is suppressed and the resulting signal is used to detect the intended data. A more precise
estimate of the channel is then obtained by jointly estimating the SI and intended channels
using the known transmitted interference and detected data. However, an initial estimate of
the signal channel is important in the detection of the intended data. Minimum mean square
error (MMSE) and LS channel estimators are also used in [27] and [28] for full-duplex relays

and MIMO transceivers, respectively. In general, a linear estimate of h’ is given by [29]:

hi = My, (2.4)
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where the matrix M (to be derived) determines the estimate of h’. For example, using the
LS criterion, M will be given by (X? X))~ X#  while using the MMSE criterion:

M = ((IE [hipy ™y XHX)_I L xn (2.5)

0%+ o? 0%+ o2

2 2

< are the variances of the thermal

where E{-} denotes statistical expectation and ¢* and o
noise and the intended signal, respectively. While the latter needs the knowledge of the
second-order statistics of the SI channel, it enjoys substantially lower channel estimation
error than the LS estimator.

An adaptive least mean square (LMS) algorithm to estimate the SI channel is also pro-
posed in [30] and [31] where the large SI signal compared to the intended signal is exploited
to obtain an estimate of the SI channel. However, many iterations are needed for the algo-
rithm to converge during which it is not possible to recover the intended signal. A power
allocation strategy is presented in [32] to improve the estimate of the SI channel. This strat-
egy leads to a higher power employed to estimate the channel and less power is left for data
transmission which has the advantage of obtaining an accurate SI channel estimate but low
data transmission rate.

The above-mentioned methods were motivated by the knowledge of the transmitted SI,
leading to simple estimators. However, they only estimate the SI channel, making the in-
tended signal behaves as additive noise. This increases the overall noise during the estimation
process and will ultimately degrade the performance of these methods which limits the can-
cellation capability of full-duplex systems. Given the high requirement of the estimation
accuracy, it is important to find more efficient algorithms that can estimate the desired SI
channel without being affected by the intended signal. One direct solution is to set a training
period during which only the transceiver itself is transmitting, and thus receiving only the
SI to properly estimate the SI channel. The downside on this solution is the decrease in
the throughput as the two communicating transceivers need to reserve one period each in a
periodic manner to update the estimated coefficients when the SI-channel changes. Another
approach is to incorporate the intended signal in the estimation process by jointly estimating
the SI and intended channels. As the intended signal is unknown, the intended channel can
be estimated blindly or semi-blindly if some pilots symbols are transmitted from the intended
transceiver. Moreover, in most of the above-mentioned methods, the impairments of the RF

components have not been considered and their effects cannot be cancelled which leaves a
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large amount of SI. As will be discussed in Chapter 3, reducing the transmitter impairments
is primordial to properly detect the intended signal, and thus they have to be estimated and
cancelled.

Spatial domain cancellation attempts to reduce the SI by precoding at the transmit chain
and decoding at the receive chain [33] [18]. As detailed in Section 2.7, these techniques require
the knowledge of both the SI and intended channels which motivates more the development

of channel estimators for full-duplex systems.

2.5 Effect of Transmitter Impairments in SI-Cancellation

In order to subtract the received SI, we need to capture every modification that can oc-
cur to the transmitted SI. This includes the propagation channel and the responses of the
transceiver components such as the IQ mixer and the PA. Actually, the transmitted SI
is slightly modified as it goes through the transmit chain. While these modifications are
relatively low compared to the main signal, they are of significant magnitude compared
to the intended signal and thus will limit the performance of the full-duplex system. In
most practical implementations, the inband image resulting from the transmit IQ) mixer is
about 30 dB lower than the direct signal [34]. In the presence of strong SI of about 50
dB higher than the intended signal, this IQ image represents additional interference for the
intended signal and has to be also reduced. Several recent studies have been performed to
analyze a selection of the transceiver component’s impairments in the particular context of
full-duplex [4] [35] [36] [37]. We mention here that alternative high-speed DAC provides
a direct conversion of the baseband signal to the RF frequency, resulting in an architec-
ture known as direct RF transmitter. This approach can avoid many distortions related to
the up-conversion. Until now, the high-speed DACs have been only used for low frequency
transmission or military communications.

In [35] [36], it was observed that the phase noise generated by the local oscillators can
potentially limit the SI-cancellation capability when independent oscillators are used in the
up-conversion and down-conversion. A shared-oscillator can reduce the phase noise effects
and improve the cancellation performance by 25 dB [37]. In this case, the difference between
the phase noise affecting the transmitted and received SI depends on the propagation delay
that the SI experiences from the transmit to receive chains. A comprehensive analysis of the

transceiver impairments that does not include the phase noise effects is provided in [4] and
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showed that nonlinear cancellation techniques should be implemented to properly reduce the
SI. Such techniques can reduce the effects of the PA in the baseband cancellation stage by
estimating the nonlinear coefficients of the PA [38] and another technique has been proposed

to deal with the IQ mixer imbalance in [39].

2.6 Cancellation of the Nonlinear Distortions

Transmitter imperfections, including the PA nonlinearity and the IQ imbalance, are signifi-
cant limiting factors that bound the SI cancellation capability. To reduce these impairments,
their effects should be properly modeled. The response of the PA is usually approximated

by a Hammerstein model as [39]:

zPA(t) = <Z Oézp+193(t)\93(t)\2p> * [ (1), (2.6)

where a1, for p = 0,..., P, are the complex-valued polynomial coefficient for a nonlin-
earity order of P, and f(t) is the memory of the PA. In (2.6), x denotes the convolution
operator.

An iterative technique is proposed in [38] to jointly estimate the SI channel and the
nonlinearity coefficients required to suppress the distortion signal. The analysis in [38] is
limited to memoryless PA (i.e., f(t) = §(¢)) and to the third-order nonlinearity (considers
only ay) simplifying (2.6) into:

2PAt) = o(t) + azz(t) =) (2.7)

Considering a multipath propagation channel, the received signal at the ADC output is
written as: .
y(n) = Z (R (Dz(n = 1)+ h*()s(n — 1)) + d(n) + w(n), (2.8)
1=0
where d(n) collects the PA nonlinearity and the SI channel and w(n) is the additive Gaussian

noise. In [38], an iterative estimation technique is proposed by following these steps:

1. An initial estimate of the SI channel is obtained using the LS criterion and considering
ZzL:o h*s(l)s(n — 1) 4+ d(n) as additive noise.
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2. The previous estimated channel is used to find the nonlinear coefficients.

3. d(n) is reconstructed and subtracted from the received signal to estimate again the SI

channel.

A similar strategy, based on the LS criterion, has been proposed in [40] to find the ST channel
and the nonlinear coefficients.
The SI image resulting from the IQ) imbalance can be attenuated by using a widely-linear

representation of the received signal [39]. Actually, the output of an IQ) mixer is:
219(t) = qua(t) + ga2* (1), (2.9)

where g; and gy represent the response to the direct signal and the image signal, respectively.
Using (2.9) to model the transmitter and the receiver 1Q) mixers, the discrete-time received

signal is given by [39]:
y(n) = th =) +r(n)

= th 1)+ hi(Da*(n —1) +r(n), (2.10)

where r(n) denotes the sum of all other signal, including the intended signal from the other
transceiver, the thermal noise and the PA-induced nonlinearity; hi(l) is the equivalent SI
channel of the transmitted signal z(n); and hi(l) is the equivalent channel of the image
signal 2*(n) resulting from the IQ imbalance. The authors of [39] observed that the I1Q
imbalance can be mitigated if an estimate of hi(l) is available. Therefore, they estimate
both hi(l) and hi(I) from the observed signal y(n) based on the known transmitted signal
x(n) and its complex conjugate z*(n). Gathering N observations, the resulting vector y =

[y(1),..., y(N)]T is expressed as:
y = Xhi+X'hy+r

hi

= [X X ( h? ) o (2.11)

N—_—— 4
Xaug “,2_/

haug
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where X is a Toeplitz matrix obtained from the known transmitted SI signal, X* is its
complex conjugate, ki = [hi(0), hi(1),..., hi(L)]" and ki = [hi(0), hi(1),..., hi(L)]".
Using these notations, the LS estimator of h,,, is obtained as:

haug = (XaugXaug) ™ Xaugy. (2.12)

aug

where the use of the reference signal and its complex conjugate is referred to as widely-linear
estimation.

A more general approach presented in [41] takes into account the effects of both PA
nonlinearities and 1Q imbalance. The proposed estimator in [41] is similar to the one in [39]
and the estimated vector containing the SI channel and the nonlinear parameters is given
by:

h = [Xpa Xial?y, (2.13)

where Xp, is a concatenation of P Toeplitz matrices with elements x(n)|z(n)|?*, for p =
0,..., P, where P is the polynomial order of the PA and the operator (-)# denotes the
pseudo-inverse of a given matrix.

The aforementioned approaches to estimate the transmitter nonlinearities rely on linear
estimators. Here too the intended signal has been ignored or treated as additive noise. As
such, it should be expected that including the intended signal in the estimation process
should provide significant performance increases. This could be related to blind channel
estimation when the intended signal is unknown or semi-blind estimation when using the
pilot symbols in conjunction with the unknown symbols.

Despite the extensive study on blind and semi-blind approaches in half-duplex transmis-
sion, very little effort has been made to apply them to parameter estimation in full-duplex
systems. Due to the differences in the received signal structure, the blind and semi-blind
algorithms developed for half-duplex transmission cannot be applied in full-duplex due to
the following reasons. Actually, the presence of the SI and intended signal makes the number
of parameters to estimate larger than in half-duplex. Also, we need to reduce the transmit-
ter impairments, which imposes a different estimation strategy. Hence, there is a need to
develop new estimation algorithms that are well-adapted to the full-duplex system model.

This will be treated in the following chapters.



2 SI-Cancellation in Full-Duplex Systems 22

2.7 Spatial Cancellation

Spatial cancellation, based on transmit beamforming, can be combined with the previous
cancellation approaches to further reduce the SI. The signal model in this section is built
upon frequency-flat channels resulting from OFDM transmission over a multipath channel.
We consider that the full-duplex transceiver is equipped with N, transmit and N, receive

antennas. The received signal can be modeled as:
y=H'z + H"s +w, (2.14)

where © = [z1,..., zy,]7 and s = [sy, ..., sn,|T are the transmitted ST and intended signal
from all antennas, respectively, H* and H" are N, x N, matrices representing the respective
MIMO channel from the transmit stream to the receive steam of the same transceiver and
between the two transceivers, and w is the N, x 1 vector collecting the thermal noise. To
exploit the DoF provided by the spatial domain, the transceiver applies a N; X Nt transmit
precoding matrix G, and a Nr x N, receive decoding matrix G'g, with Nt < N, and NT < N,
being the number of input and output dimensions (or the number of independent streams),
respectively. The target is to make the received SI close to zero. Thus, the transmit signal
can be pre-processed using G, as ©* = Gr,x and the received signal can be post-processed

using G'gr, to obtain:

y = Groy
= GRIHZGTxi -+ GRxHusS -+ GRI’LU. (215)

Roughly speaking, the processing matrices G, and G, modify the true SI channel seen by
the receiver. Here, these two matrices are designed to reduce the SI given by G r, H'Gr,T.
One technique, called antenna selection! (AS) [18], selects the transmit and receive antenna
pairs which lead to a minimal received SI. To that end, the transmit and receive filters are

implemented to minimize?:

|G r H' G ||, (2.16)

'This method was originally proposed for full-duplex relay station.
2In practical implementation, only an estimate of the SI channel is available and used in the minimization
process.
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with? the additional constraint that G%, and Gr, are two subset selection matrices (i.e.,
matrices with binary elements such that »; G, (i,7) = 1 for all j and > Gr.(i,5) € {0,1}
for all 7). The filters that minimize (2.16) are obtained by calculating the Frobenius norm
for all possible combinations and choosing the lowest.

The beam selection (BS) technique is based on the singular value decomposition (SVD) of
the matrix H' to find the transmit and receive filters [18] [42]. More specifically, by writing
H' = UXVH where U and V are unitary matrices and the diagonal matrix ¥ comprises
the singular values of H?, the BS is performed by first finding the subset selection matrices
Sr, and St, that minimize:

ISL, 58 2. (2.17)

Then, the BS matrices are chosen as:
Gr, = VS, and Gg, = 8L U". (2.18)

The row and column selection in the BS is based on the diagonal matrix 3 such that the
subset selection matrices Sk, and S7, are chosen to select the off-diagonal elements of 3.
The null-space projection (NSP) has been proposed to completely eliminate the SI [18]
[43] [44] [45]. In this method, Gr, and Gg, are selected such that the transmission and
reception are performed in different subspaces, i.e., the transmit signal is projected to the

null-space of the SI channel. Therefore, the filter design is stated as:
Gr.H'Gr, = 0. (2.19)

The way to solve the NSP depends on the rank of the SI channel. If min{V;, N, } is larger
than the rank of H', the BS previously discussed provides S% 3S7, = 0 by selecting the
singular value zero when choosing Sg, and Sr,. For general low rank SI channel, G, can
be chosen to belong to the right null space of H® (by taking the columns of V associated
with the singular value zero of H') or similarly we choose G, to belong to the left null
space of H'. Other designs can also be adopted for the particular case of N, = N, = 2 and
N, = N, =1 [45].

In general, spatial cancellation requires the number of transmit antennas to be larger than

the number of receive antennas and reduces the available data stream for SI-cancellation.

3In (2.16), ||.||r returns the Frobenius norm of a matrix.
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2.8 Chapter Summary

This chapter provided an overview of the existing works on Sl-cancellation in full-duplex
wireless systems. The cancellation techniques can go from subtraction of the received SI
into precoding to reduce the coupling signal. It was seen that the estimation of the SI
channel is a central issue to develop efficient cancellation methods. This review provided
some motivation for the research proposed in this thesis. In particular, we focus on the
digital SI-cancellation by developing efficient estimators while the design of the RF analog
cancellation is beyond the scope of the thesis. A CS-based estimator is presented for the RF
cancellation stage which exploits the sparsity of the SI channel. Then, subspace-based and
ML algorithms are developed to estimate the residual SI and the transmitter nonlinearities
for the baseband cancellation stage, in the presence of the unknown intended signal. Also,
a new ASI method is proposed to substitute or complete the RF cancellation stage. Before
that, a detailed study of the received SI is presented in the next chapter to help understanding

its nature and developing the appropriate cancellation techniques.
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Chapter 3

Limiting Factors in SI-Cancellation!

In the previous chapters, we briefly discussed the need to reduce the SI in full-duplex sys-
tems. We also explained that due to the high power of the SI, successive cancellation stages
are needed to properly detect the intended signal. In general, it is difficult to give the exact
amount of the SI reduction that can be obtained because of the interactions between many
factors such as the transceiver impairments, the wireless propagation channel, the estima-
tion error, etc. What can be done is the identification of the main factors that affect the
cancellation performance. This allows a better understanding of the obtained performance
and eventually to develop new methods to improve the cancellation capability in full-duplex
systems.

In this chapter, we address in detail the impact of the transceiver impairments in full-duplex
systems. The analysis characterizes the residual SI after the RF and baseband cancellation
stages and specifies the limiting factors of each stage. To that end, explicit expressions are
provided to quantify the distortion power caused by the RF components at different points
in the receiver.

Depending on where the reference signal is taken from, the RF and baseband cancellation
stages may or may not reduce the transceiver impairments. This leads to different architec-
tures of the full-duplex transceiver. The reference signal used for the RF cancellation stage
can be (i) taken from the baseband and then up-converted to RF by an auxiliary transmitter
chain, or (ii) taken directly from the output of the PA through a coupler. For the baseband

cancellation stage, (i) an auxiliary receiver chain can be used to obtain a baseband reference

'Parts of this chapter have been presented in [46].
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signal from the output of the PA and used to cancel the SI or (ii) the reference signal can be
directly taken from the output of the modulator. As it will be discussed, each architecture
has its own limitations.

The effect of transceiver impairments has also been analyzed in [4] [28] but without covering
the different possible architectures and by ignoring the phase noise. Also, the baseband can-
cellation stage in [4] reduces only the linear part of the SI, which does not reflect the actual
performance that can be obtained when applying nonlinear cancellation. In the following, we
introduce the phase noise when analysing the received SI to obtain a more realistic picture
about the residual SI. We focus on the scenario where the transmit and receive chains have a
common oscillator which reduces the phase noise compared to using separate-oscillators [37].
Moreover, a common oscillator is a more natural choice for compact full-duplex transceiver
since the transmission and reception are performed on the same frequency.

The organization of this chapter is as follows. Section 3.1 describes the full-duplex transceiver
model with an emphasis on the impairment characteristics. For simplicity and clarity in pre-
sentation, the discussions focus on a single-input single-output (SISO) transceiver. However,
extension to MIMO transceiver is straightforward. Section 3.2 analyses the powers of the
intended signal and the interfering signal components in different stages of the receiver.

Conclusions are drawn in Section 3.3.

3.1 System Model and Cancellation Scheme

The structure of the analyzed transceivers is given in Fig. 3.1 which follows a typical direct-
conversion architecture [47] [48] [49]. Most of the focus in the calculations is to identify the
limiting factors that dictate the cancellation performance of the SI. One significant aspect
is the reference signal for the RF and baseband cancellation stages. In the following, we
analyze three widely-used architectures. In the first architecture, the reference signals for
both the RF and baseband stages are taken from the transmitter baseband. This requires an
auxiliary transmitter chain to convert the baseband signal to RF. In the second architecture,
the reference signal for the RF stage is taken from the output of the PA and the baseband
stage reference signal is taken from the baseband. The third architecture takes the reference
signal for both the RF and baseband cancellation stages from the output of the PA. Therefore,
an additional receive chain is needed to obtain the baseband reference signal. When using the

PA output for the RF cancellation stage, it is possible to reduce the linear part of the SI, the
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transmitter impairments and the transmitter noise as the reference signal already contains
the different transmitter impairments. This copy of the signal is then passed through a
circuit which consists of parallel lines of variable attenuators and delays. These lines are
implemented to mimic the SI channel in order to obtain a copy of the received SI. The
resulting signal is then subtracted from the received signal. For a multipath SI channel, we
need a correspondingly-large number of delay lines, which becomes quickly limited due to
various reasons such as space limitations and power consumption. In this case, only the main
paths are reduced. On the other hand, by generating the RF cancellation signal from the
digital transmitted samples, the cancelling signal is processed in the digital domain, which

decreases the complexity of the RF circuitry.

|
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Figure 3.1 Simplified block diagram of the full-duplex transceivers with the
RF and baseband Sl-cancellation stages.

The received signal at the antenna input can be written as:
L
Y (t) = Z hiz(t — 7)ed Wt o (1)edWet 4wy (t) + w(t), (3.1)
1=0

where x(t) is the transmitted SI containing the known linear part Zjipea; () and the transmitter
impairments iy (t) (i.e., 2(t) = Zinear (£) + Zimp(t)), 2(¢) is the received signal from the other
intended transmitter (the transmit signal s(¢) convoluted with the intended channel), h{ and
7, denote the attenuation and the delay of the [** multipath component of the (L + 1)path

SI channel and w(t) and wry(t) are the thermal noise and the transmitter-generated noise,
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respectively. In (3.1), w. = 27 f.. is the angular carrier frequency and ¢(t) is the phase noise
affecting the transmitted signal at time ¢. Notice that the phase noise affecting the intended

signal is not considered, since the focus of this work is on the SI signal.

RF Cancellation Stage

Considering the first architecture, the cancelling signal is obtained by convolving the trans-
mitted baseband samples Ziyear (n) with an estimate of the SI channel A%(n) then up-converting

the result to obtain the equivalent signal in the RF as:

L
i) = > hiimear (t — 71)eI @O 4y (1), (3.2)
=0

where E; and 7; are the estimated attenuation and the delay of the I path and w,y(t) is the
additive noise generated by the auxiliary transmitter chain. In (3.2), the phase noise process
in the auxiliary chain is the same as that in the main transmit (Tx) chain since the same
common oscillator is used. We mention that, since the transmitted SI in (3.1), multiplied
by a time varying phase noise process, is further convolved by the multipath SI channel, the
received signal at time ¢ is affected by different realizations of phase noise. However, the
cancelling signal in (3.2) is affected by one phase noise realization. Thus after subtracting
the cancelling signal at the RF stage, the received signal yrp(t) = y*™(t) — 1;(t) is expressed

as:

L
yRF(t) - Z (h;‘zlinear (t - Tl)ej(wCH—(ﬁ(t_Tl)) - h§$linear(t - ﬁ)ej(w6t+¢(t))
=0

+hi iy (t — n)eﬂwtw@n”) + 2(8) 7" wpy (1) + Wane (1) + w(t). (3.3)

On the other hand, the RF cancellation stage is implemented in the same way for both the

second and third architectures where the cancelling signal is given by:

LRF—I
Dit) = Y hjw(t — @)t (3.4)
=0
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where Lgrp paths are generated in the RF cancellation stage. Here, ¥;(¢) is composed of
delayed versions of the signal at the output of the PA, which contains also the phase noise

realization, shifted by the same delay.

3.1.1 Baseband Signal Representation

In the first architecture, after down-conversion, the complex baseband observation of the re-
ceived signal is obtained by multiplying the RF signal ygg(t) in (3.3) by e=7(w<t+9) resulting

1

L

ybb(t) - 9Rx ( Z (hémlinear(t - Tl)ej(QS(t_Tl)_QS(t)) - %mlinear(t - %\Z)
=0

+ Iy Timp (t — n)eﬂ“)(t”)‘f’(t”) +2(t) + waux(t)> + Wimp (1) +w(t),  (3.5)

where ggy is the gain of the receive chain and winp r«(t) collects the different nonlinearities
introduced by the receiver, mainly from the receive LNA and the IQ mixer. Numerical
evaluations will reveal later that the power of wiy, rx(t) can be negligible compared to the
other signal components. To highlight the contribution of the phase noise on the received
SI, we assume a small variation of the phase noise during the propagation delays such that
the difference ¢(t —7;) — ¢(t) is small. Thus, considering the approximation e/(?(=7)=¢(*)
1+ j[é(t — 1) — ¢(t)] and using the notation ¢(t — 1) — G(t) £ 64(¢, 1), the received signal
in (3.5) can be approximated by:

L
ybb(t) ~ 9Rx < Z ( ;xlinear(t - Tl) - héxlinear(t - ﬁ) + j(5¢(t, Tl)hfxlinear(t - Tl)

1=0
+ [1+ 564 (t, 7)) P imp (t — Tl)) +2(t) + waux(t)> + Wimp rx () + w(1).(3.6)
This model captures the essential effects of the SI channel error after the RF cancellation

stage, the transmitter and receiver nonlinearities and the effect of the phase noise on the

received ST given by the term? S 76,(t, 71)hi (Zimear (t — 1) + Zimp(t — 71)). In the following

2Strictly speaking, ZI,L:O §0s(t, 7)hizimp(t — 7;) results from combination effects of the transmitter non-
linearities and the phase noise.
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analysis, all the distortions and noises are modeled as additive terms [47] [50]. The power of
the residual SI after RF cancellation stage for the first architecture is expressed as:

Dsi,RF = (% + Pnl,Tx T Ppn + Pulaux,Rx T pnoise,Tx) 9Rx T Pnl,Rx> (3.7)
where pg i, is the SI power of the linear part at the input of the receiver after the antenna
cancellation stage given by ZzL:o hiZyinear (t — 71), and puTx, PalRx ANd Dol aux Ry are the pow-
ers of the nonlinear distortions produced by the transmit chain, the receive chain and the
additional auxiliary chain used for the RF cancellation, respectively. In (3.7), Orp represents
the amount of suppression achieved by the RF cancellation stage, which, as will be shown
later, depends on the estimated SI channel and the local oscillator quality (or, equivalently,
the phase noise variance) and p,, is the power of the phase noise-induced SI. In (3.7), frr
is applied to the linear part of the SI. We choose to express the individual contribution of
every component in the residual SI in order to identify the factors that limit the cancellation
performance. The power of the residual SI at the input of the ADC will also be used to
derive the quantization noise® introduced by the ADC. Actually, the ADC is preceded by
a VGA, with adjustable gain gyga, so that the input signal fits the operating range of the
ADC. As a result, the presence of strong interference in the received signal effectively de-
creases the number of bits usable for the signal of interest. In our development, we assume
that the VGA operates in an optimal manner to minimize the clipping probability and the
quantization noise.

After the ADC and sampling the baseband signal at instant ¢ = nT;, with T, being the

sampling period, we can express (3.6) as:
L ~
ybb(n) ~ \Y4 9Rx ( Z (hl(l)xlinear(n_l) - hl(l)xlinear(n_l) + hl(l)ximp(n_l)
1=0

+ joy(n, DR (1) (xhnear(n—l)+a:imp(n—l))) +z(n)+waux(n)> +Wimp,rx (1) + wapc(n) + w(n),

(3.8)

3The quantization noise includes also the clipping noise from the lowest and highest signal values at the
output of the ADC.
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where wapc(n) denotes the quantization noise introduced by the ADC.
Following the same procedure, the received signal for the second and third architectures,

after down-conversion, can be written as:

LRF—l
yob(t) = gRX< Z ( fx(t _ Tl)ej(¢(t—rz)—¢(t)) _ hjx(t _ ﬂ)ej(qb(t—ﬁ)—ﬂt)))
=0
L
+ ) hja(t — m)el @O0 4 z(t)) + Wimp rx(t) + w(t)
I=Lrr

Lrr—1

\/gR;< > hiw(t —7) — hin(t —7) + j0s(t, )izt — ) — jos(t, F)hja(t — 7)
=0

QRE

+ Z h;[L’(t — Tl)[l +j5¢(t, ’7'1)] + Z(t)) + wimp,Rx(t) + w(t), (39)

I=Lgrr

where 9 follows from the approximation e/(®(t=m)=¢t) ~ 1 4 jé,(¢, 7). From (3.9), the

residual SI resulting from the phase noise is given by:

Lrr—1 L
Z j5¢(t, Tl)h;l'(t — ’7'1) — j(5¢(t, ﬁ)h;%(t — ?l) + Z j(5¢(t, Tl)hgl'(t — Tl), (310)
1=0 I=Lgrr

where the phase noise affecting the Lrp cancelled paths in the RF cancellation stage can
be completely mitigated if the corresponding SI channel coefficients are perfectly estimated.
On the other hand, the phase noise appears as a limiting factor for the first architecture as
a perfect estimate of the SI channel cannot reduce the effect of phase noise.

Taking into account the received signal in (3.9), the power of the residual SI after the RF

stage, for both second and third architectures, can be expressed as:

1)
psi in + pnl,Tx + Prnoi ,Tx 2
psi,RF - < 7 BR = + Péi,zn + ppn) 9Rrx + Pnl,Rx (311)
F

where the power of the received SI is divided in two parts:
(1) Lrp—1

® g i, represents the SI whose corresponding paths, given by ), ! Tiinear (t — 1), are

generated and cancelled in the RF cancellation stage.
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o pgzn represents the received SI from the other paths 3.1 L M2 (t — 1) that are not

reduced in the RF cancellation stage.

Clearly, the performance of the RF stage, in this case, depends on the number of delays and
attenuators in use. These architectures reduce the SI coming from the most significant paths
and leave the weaker paths to be reduced in the baseband.

The received baseband signal, for the second and third architectures, is written as:
LRF 1
Ypp(n) ng< Z <hz z(n—1) —h'(Dx(n — l)) [1+ jog(n,1)]
+ Z R(D)z(n — 1) [1 4 jds(n, )] + z(n)) + Wimp rx(1) + wWapc(n) + w(n). (3.12)

The effect of the phase noise on the intended signal, as well as the intended channel estima-

tion, are not discussed in this chapter as the objective is to study the SI only.

3.1.2 Residual SI from Phase Noise

The presence of the phase noise leads to a residual SI that cannot be reduced by linear or
nonlinear cancellation techniques. This residual SI may change depending on the transceiver

architecture. For the first architecture, the power of the phase noise-induced residual SI is

given by:
L
Ppn = Psi, Tx Z rYlO'I%nJa (313)
1=0
where o7, = 47 faqpTl is the variance of the phase noise difference d4(n, 1) [51], the 3 dB

bandwidth fsqp determines the quality of the oscillator and 7; is the power of the [*" path.
In the second and third architectures, the phase noise-induced SI is partially reduced, de-
pending on the accuracy of the estimated SI channel. In this case, p,, can be expressed

as:

LRF 1

L
2 _AnfaypTsl
ppn - pSi,TX < Z,yl <1 —€ 2 ) + ) Z O-pnl + Z Upn Z’Ylp51 Tx»
ini Dsi mNtramlng

Ntralmng =0 =Ly
(3.14)
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where we used the expression of the channel estimation error provided in Section 3.4 (Ap-
pendix) for the particular case of the LS estimator and Nyaining is the number of samples in

the initial half-duplex period.

3.1.3 Quantization and Clipping Noise from the ADC

Most of the communications systems use uniform ADCs with 2° equidistant quantization
levels, where b is the number of bits of the ADC. Assuming that the output signal from the
ADC is limited between +1 and —1, the quantization function is given by [52]:

—1, if 2 <22
— -1 ¢ 2¢—2-2° 2g—2°
Qr)=q924=—1,if 2222 <<= ¢=2,..., 2" — 1,
: 202
1, if 1> 5.

In practice, the ADC is preceded by a VGA to fit the input signal to the operating range
of the ADC. As a result, the presence of the SI decreases the amount of bits used for the
intended signal.

The classical relation between the signal and the quantization noise 6.02 b 4+ 1.76 dB was
derived assuming a sinusoidal input signal [53]. When using OFDM modulation, the resulting
signal is well approximated by a Gaussian process due to the central limit theorem [54]. Thus,
the formula 6.02b 4+ 1.76 is no longer valid. Using the Bussgang’s theorem for nonlinear
memoryless systems [55], the output samples of the ADC is an attenuated version of the

input plus a statistical independent Gaussian term. Thus the input-output relation of the
ADC is given by:

Ypb(n) = aapcy/gvaay(n) + wapc(n), (3.15)
where {y(n)} are samples of the input signal to the ADC, axpc is expressed as:

E{y*(n)ysn(n)}
E{ly(n)|?} ~

QADC = 1/gVGA (3.16)
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and wapc(n) is the additive clipping-plus-quantization noise. The power of wapc is obtained

by rearranging the terms in (3.15) as:

papc = E{|ybn(n)[*} — aipcgveaE{y(n)*}. (3.17)

The various expectations in (3.16) and (3.17) can be evaluated using the Gaussian distribu-

tion of the input signal:

+o0
E{lyon(n)|*} = Q*(2) f(, gveapvea,mn)de,
+o0
E{y*(n)ypn(n)} = Q(z) [z, gvaapvea,in)de, (3.18)

—o VIVGA

where pyaa i is the power of the signal at the input of the VGA and f(z, 02) is the probability

distribution function of a Gaussian variable 2 with zero mean and variance o2

3.1.4 Transceiver Impairments and Noise

While it is relatively easy to reduce the linear part of the SI, reducing the different impair-
ments from the transmitter and receiver chains is more challenging, especially when these
impairments are not correlated with the known transmit signal. In the following, we evaluate
the power of the impairments at the input of the ADC and expressed in (3.7) and (3.11).
This is an important part as the total power of the SI dictates the power of the quantization
noise from the ADC.

The additive Gaussian noise represents the thermal noise inherent in the transceiver circuits
and is usually characterised by the noise factor. The output noise power from the receiver

when considering the multiple stages in Fig. 3.1 is:

Proise,Rx = K10 Frx BW ginag1q, (3.19)

where grna and giq are the power gains of the LNA and the IQ mixer, BW is the bandwidth
of the signal, the thermal noise power spectral density is K7y = 107174/1° mW /Hz and Fg,
is the overall noise factor of the receiver which can be calculated using the Friis’ formula
from the individual noise factors Fina, Fiq and Fyga of the LNA, IQ mixer and VGA,
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respectively, as:

FIQ_1+FVGA_1

Frx = Fina + .
JLNA JLNAJIQ

(3.20)

The transmitter noise emission in the same receiver band affects also the performance of full-
duplex systems. While this noise is partially reduced in the second and third architectures,
it is not the case in the first architecture and has also to be derived to properly evaluate the
performance of the overall system. Thus, denoting by Fry = Fiq + F’;I‘—(;l the noise factor of

the transmitter chain, the noise emission from the transmitter pgise Tx is given by:
Pnoise, Tx = kTO BW ngFTm (321)

where gry = giqgpa is the gain of the transmitter and {Fpa, gpa} and {Fiq, giq} are the
{noise factor, gain} of the PA and the transmit 1Q mixer, respectively. In the previous
expressions, it is assumed that the noises generated by other devices, such as lowpass and
bandpass filters, are negligibly low compared to the noise generated by the PA and IQQ mixer.
Besides the additive noise, the nonlinear distortions produced by the transmitter and receiver
chains have also to be modeled. The IQ mixer creates an inband image of the signal [56].
The power of the inband image depends on the image rejection capability aiq of the I1Q

mixer as:

Pimage = A1QPin, (322)

where p;, is the signal power at the input of the 1Q mixer. For the transmit PA and the

receive LNA, the n'" order nonlinearity is related to the power of the input signal py, as [47]:

mn
Pindg
iipy "

Prn = (3.23)
where iip,, is the n'* order input reference intercept point and g is the linear gain of the
component. Such nonlinearity model has the major advantage of making the following
analysis possible.

In the transmission chain, the main nonlinearities are generated by the IQ) mixer and the
PA because of its large gain. We assume that the PA produces nonlinear distortions up to

order P. Using (3.22) and (3.23), the accumulated power of the dominant distortions from
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the transmitter is given by:

2n+1,.2n+1

P
(910 + 1) 'piy ™ gra
Pnl,Tx = JPAQIQPin + Z Q ;’zp% , (3.24)
2n+1

n=1

where only the odd orders falling on the signal band are considered. This distortion is reduced
by the RF cancellation in the second and third architectures since it is already included in
the reference signal. While it is not reduced by the RF cancellation in the first architecture,
which increases the SI power at the ADC input, and the quantization noise. On the other
hand, nonlinear baseband cancellation can reduce the PA-induced nonlinearity in the first
architecture, leaving the quantization noise as the main limitation of this architecture. The
limitation of the three architectures will be discussed in Section 3.2.

Similarly, the receiver (Rx) chain also introduces inband nonlinearities, mainly from the LNA
and the IQ mixer. Thus the total power of the receiver-induced distortions can be written

as:

P op+1
)$ " Ptotal ILNA

2N
=1 Pan4a

PnlRx = QIQYLNAPtotal + (g1Q + Q1q (3.25)

where piota i the total power of the received signal containing the intended signal, the

additive noise and the SI after RF cancellation.

3.1.5 Auxiliary Component-Induced Impairments

This section discusses the effects of the additional components used in the first architecture
for up-conversion of the baseband signal for the RF cancellation stage and in the third ar-
chitecture for down-conversion of the PA output for the baseband cancellation stage.

First, the first architecture requires an additional DAC, an IQ mixer and a PA. The accumu-
lated power of the resulting distortions is expressed in a similar way to the Tx distortion in
(3.24). We mention that the additional PA is with smaller gain than the PA used in the main
Tx chain, which makes the resulting impairment has lower than the main Tx-induced im-
pairment power. Also, the third architecture uses the transmitted signal after the PA as the
reference signal for baseband cancellation. This requires an additional Rx chain containing

an RF attenuator, an 1QQ mixer and an ADC.
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3.1.6 Baseband Cancellation

For the first two architectures, a nonlinear baseband cancellation is performed. This implies
the estimation of the nonlinear impairments affecting the received SI and the SI channel after
the RF cancellation stage. Then a replica of the SI is created from the estimated parameters
and the baseband reference signal and subtracted from the received signal. In this case, the

power of the residual SI after the baseband is given by:

Dsi,in Pnl, Tx
Psi,BB = ( + + Ppn + Pnl,aux, Tx + pnoise,Tx) IRx + PnlRx, (326)
BRFﬁBB BBB

for the first architecture, and by:

1 2
(péi,)in + Pnl1,Tx Pnoise, Tx péi,)in
Psi,BB =

+

-+ + Ppn x T PnlRx; 3.27
BrrOBB Brr BBB Pp > Jfux T Pal ( )

for the second architecture where fBgg is the amount of suppression achieved by the baseband
cancellation stage. The difference in the residual SI power given in (3.26) and (3.27) comes
essentially from the way the RF cancellation stage is performed since the second architec-
ture uses the PA output as reference signal and models some paths of the SI channel, while
the first architecture can model all the paths to cancel in the RF stage. The impairments
resulting from the additional up-conversion in the first architecture are also included in the
residual SI.

On the other hand, the third architecture uses only linear baseband cancellation by convolv-
ing the reference signal with the estimated SI channel without using nonlinear cancellation
since the reference signal already contains the transmitter impairments. The resulting resid-
ual SI power is expressed as:

! 2
<p£i7)in + Pnl,Tx T Pnoise, Tx péi}n
Psi,BB =

+ Ppn | YrRx + Pnl,Rx + Pnl,aux,Rx 3.28
BRFBBB BBB P > * ( )

which is similar to the residual SI obtained for the second architecture with the exception
that the Tx noise is reduced in the baseband and the presence of the additional term pp; aux rx
representing the distortions generated by the auxiliary down-conversion chain, used to obtain

the reference signal in the baseband.
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3.2 System Analysis

In this section, we gather the results provided in the previous section to evaluate the impact
of all components on the overall system performance in order to identify the limiting factors

for full-duplex system for the three architectures.

3.2.1 System Specifications

For illustrative results, we assume the signal bandwidth to be equal to 20 MHz and the
antenna cancellation stage provides 40 dB of attenuation, which is a realistic number obtained
in various reports [13] [6]. Table 3.1 shows the parameters of the involved components in
the transceiver chains with typical values [47] [48] [49] [50] [57].

The impairments from the auxiliary components are much lower than the thermal noise

and will not be included in the following analysis.

Table 3.1 Parameters of the transceiver components.

H Parameter ‘ Value H
PA OIP3 47 dBm
PA 1 dB Output compression point 37 dBm
PA noise figure? 4 dB
IQQ mixer gain (in the Tx and Rx chains) | 6 dB
IQ mixer image rejection 30 dB
IQ mixer noise figure 4 dB
LNA gain 25 dB
LNA IIP3 —8 dBm
LNA noise figure 4 dB
VGA noise figure 10 dB
ADC 12 bits
Ntraining 1000

3.2.2 Residual SI after the RF Cancellation Stage

The RF cancellation stage subtracts a replica of the received SI, based on an estimate of the

SI channel, from the received RF signal. As discussed in Section 3.1, all the channel paths

4The noise figure is equivalent to the noise factor expressed in dB scale.
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can be cancelled using the first architecture while a limited number of paths are cancelled in
the other two architectures. The performance of the RF cancellation stage depends highly
on the accuracy of the SI channel estimate, and also on the number of modeled paths for the
second and third architectures. We suppose that the SI channel is estimated during an initial
half-duplex transmission period (i.e. without the intended signal) using the LS estimator.
In this case, the amount of RF cancellation fSrp for the first architecture is given by (more

details on the derivations can be found in Section 3.4 Appendix):

psi,Tthrainin
Brr = - - . (3.29)
2(L + ]‘)psi,TX Zl:() Vi <1 — e 2 ) + (L -+ 1)0’2

The LS estimator is used here to obtain insight into the achievable RF cancellation. As
discussed in the previous section, all the paths of the SI channel are cancelled in the first
architecture while leaving the transmitter impairments to be reduced in the baseband. On
the other hand, the second and third architectures reduce a selected number of paths, along
with the transmitter impairments, in the RF stage. Thus we cannot intuitively determine
which architecture presents better RF cancellation performance. To answer this question, we
study and plot the power levels computed at the ADC output of the individual components
after RF cancellation versus the transmit power in Fig. 3.2 for the first architecture (using
(3.7), (3.13), (3.17) and the detailed expressions in Section 3.1.4) and in Fig. 3.3 for the
second and third architectures (using (3.11), (3.14), (3.17) and the detailed expressions in
Section 3.1.4) using Niraining = 1000. For the first architecture, the most significant residual
SI comes from the transmitter impairments which are not reduced by the RF cancellation
stage while the linear part of the SI represents the main part of the residual SI in the other
two architectures as a limited number of paths are cancelled.

We also notice that the power of the linear SI in Fig. 3.2, after RF cancellation, is

constant when varying the transmit power while it increases in Fig. 3.3. Actually, for the
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first architecture (Fig. 3.2), the power of the linear ST after RF cancellation, using (3.35), is:

Dsiin _ Dsi,in
Brr Brr
AL+1) Shen (1= ) (4 )02
B Niraining Psi, TxNVtraining
2L+ 1) Sl (1-e™4)

Q

, (3.30)

Ntraining

where the last approximation follows from the fact that the SI is stronger than the thermal
0.2

si, Tx
remains almost constant for the first architecture. For the second and third architectures, as

noise (i.e., & 1). Therefore, the power of the linear SI after the RF cancellation stage
discussed in Section 3.1, Lrr paths are generated and cancelled. Therefore, as the power of
the transmitted SI increases, the power of the linear SI from the paths that are not cancelled

also increases, which explains the behaviour of the curve in Fig. 3.3.

Quantization Noise

To better illustrate the effects of the ADC quantization noise, Fig. 3.4 plots various power
ratios of the intended signal, the residual SI and the thermal noise to the quantization noise.
In Fig. 3.4, we distinguish between two regions depending on whether the thermal noise
is larger or smaller than the quantization noise. When the transmit power is higher than
20 dBm for the first architecture or 15 dBm for the second and third architectures, the
intended signal-to-thermal-plus-quantization noise ratio is lower than the intended-signal-
to-noise power ratio (SNR), as the quantization noise becomes dominant.

Therefore, the RF cancellation stage should guarantee that the quantization noise re-
mains lower than the thermal noise. Suppose that we want to keep the difference be-
tween the thermal noise-plus-quantization noise and the thermal noise less than 1 dB (i.e.,

1010g; o (Pthermal +Papc) — 1010g o (Pihermal) < 1 dB), then the quantization noise should satisfy:
1010g1o(Pthermal) — 101og;o(papc) > —10log,,(10% — 1) = 5.86 dB. (3.31)

Fig. 3.5 shows the minimum amount of RF cancellation required to keep the quantization
noise satisfying the condition in (3.31) for different number of bits in the ADC. The red
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curves with square markers represent the first architecture and the blue curves without
square markers represent the second and third architectures. Clearly, as the number of bits
decreases, the required amount of RF cancellation increases to keep the quantization noise
below the limit. For high transmit power and a low number of ADC bits, the quantization
noise becomes a critical factor as the required RF cancellation increases to infinity indicating
that either the transmitter impairments in the first architecture or the non-cancelled paths

in the second and third architectures become the limiting factors.

Limiting Behaviour of the RF Cancellation Stage

From (3.7) and (3.11), the RF cancellation stage reduces the linear SI in the first architecture
and both the linear and transmitter impairments coming from the modeled paths in the
second and third architectures by [grr that is linearly increased with increasing training
length Niaining. We define the RF' ST — cancellation gain as the power ratio of the SI
before and after the RF cancellation (i.e., psin/psirr), and we plot it versus frp (with the
corresponding training length Ny aining according to (3.29)) in Fig. 3.6. We also included, for
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comparison, the RF Sl-cancellation gain pg in/psirr When using the direct RF transmitter.
Direct RF transmitter performs up-conversion and IQ mixer in the digital domain which
reduces considerably the IQ imbalance compared to direct-conversion transmitter. As [Orp
increases, the RF Sl-cancellation gain for the first architecture saturates at 35 dB, where a
similar number was reported in [5] [58] from experimental measurements. This limitation
results from the transmitter impairments where we can see from Fig. 3.2 that the signal
image from the transmit 1QQ mixer is indeed the limiting factor for the RF cancellation stage.
Therefore, direct RF transmitter can offer higher cancellation gain as the signal image can
be negligible. When using the second and third architectures, the RF Sl-cancellation gain
is limited by the relative level of the reflection paths compared to the two main paths.
The direct RF transmitter is not represented for these architectures since it presents same

performance as the direct-conversion transmitter.

3.2.3 Residual SI after the Baseband Cancellation Stage

Prior to the detection, the residual SI is reduced in the baseband by subtracting a baseband
replica of the residual SI from the received signal. In the first and second architectures, the

subtracted samples are generated by processing the known transmitted baseband symbols
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Figure 3.6 Power ratio of the SI before and after RF cancellation stage vs.
Orr, for transmit power 30 dBm.

with an estimate of the nonlinearity coefficients and the residual SI channel after the RF
cancellation stage. The estimated residual SI channel includes the effects of the transceiver
and the multipath components due to the external reflections. When the third architecture
is considered, the reference signal for baseband cancellation is taken from the output of the
PA. This means that the transmitter nonlinearities are already included on the reference
signal and only linear processing is needed to obtain the cancelling signal. To analyze the
cancellation limits, we assume here that the amount of baseband suppression Sgg can be
arbitrary increased. With this assumption, it is possible to determine the best performance
that can be obtained by the baseband cancellation stage. Fig. 3.7 plots the baseband SI —
cancellation gain (i.e., the power ratio of the SI before and after the baseband cancellation
Dsirr/PsiBe) versus fpp where Sy follows (3.29). It can be seen that the ratio ps rr/psi BB
first increases in a dB-by-dB with fgg and then saturates as fgp gets larger than some level.
One interesting observation is that, despite that the same baseband cancellation stage is
implemented in the first and second architectures, their performance is different.

In the following, we justify the behaviour of the curves obtained in Fig. 3.7. We analyze
the power of the individual signal components expressed in (3.26), (3.27) and (3.28) after

baseband cancellation, represented in Figs. 3.8-3.10 for the three architectures. First, one



3 Limiting Factors in SI-Cancellation 45

60

T
First architecture
— — Second architecturg|
— — - Third architecture
50} : e ———

_ 40 ///
m 7
=3 7,
a Z
o5 30 1
\LL
4
@
o
20f- » 1
10f » 1
0 1 1 1 1 1 1
0 10 20 30 40 50 60 70
B [dB]

Figure 3.7 Power ratio of the SI before and after the baseband cancellation
stage vs. Opp, for transmit power 30 dBm.

same phenomena appears for the three architectures. The residual SI stemming from the
phase noise limits the cancellation performance of the full-duplex transceiver. Combined with
the quantization noise, these two terms are not cancelled in the baseband stage. Actually, the
phase noise is a time varying process making its compensation challenging contrarily to the SI
channel and transmitter nonlinearities that can be modeled using constant coefficients over a
given time interval. However, some methods have been proposed to estimate and cancel the
phase noise effect [36]. On the other hand, the quantization noise is completely random and
uncorrelated with the transmitted SI, making its cancellation almost impossible. Another
observation from Figs. 3.7-3.10 is that the RF cancellation stage dictates the performance
limit of the baseband cancellation stage. Despite the fact that the first and the second
architectures are based on the same baseband cancellation procedure, the second architecture
offers better cancellation performance than the first architecture. As the phase noise-induced
SI is partially cancelled in the RF cancellation stage of the second architecture, the following
baseband cancellation stage has more margins to reduce the SI, leading to higher cancellation

performances compared to the first stage.
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3.3 Chapter Summary

Analysing the SI is one on the most important aspects to study towards developing full-
duplex systems. By covering the three widely used architectures for Sl-cancellation, we
identified the main limitation for every cancellation stage. It turns out that the RF cancel-
lation stage, when taking the baseband signal as a reference, is limited by the transmitter
impairments. On the other hand, using the PA output as reference signal for the RF can-
cellation stage has the advantage of reducing the transmitter impairments as well. The
performance of this method depends on the number of cancelled paths. It was also observed
that the phase noise can be partially reduced for the modeled paths in the RF cancellation
stage. In this case, the maximum amount of total cancellation, from the RF and the base-
band cancellation stages, is limited by the quantization noise of the receiver ADC. When
taking the baseband signal as reference for the RF cancellation stage, the phase noise effect
is not reduced making it the main limiting factor. It was found that the phase noise is not
the major bottleneck for the cancellation performance with transmit powers below 20 dBm
making the residual SI below the thermal noise. Also, the transmitter nonlinearities have

to be reduced in the baseband. According to these observations, we develop, in the next
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chapters, practical algorithms to estimate and reduce the SI.

3.4 Appendix: Proof of (3.14)

First, we consider a training period used to estimate the SI channel for the RF cancellation
stage, where the transmitter receives only its transmitted signal. In this case, the received

signal in the baseband is given by:

Y™ (n) > i (Dz(n = D)™ 4 w(n)
=0

—
S
=

= Y H(Wx(n = 1) + (e — DRI (Da(n — 1) + w(n). (3.32)

The reason for the formulation in @ is to highlight the effect of the phase noise on the SI
channel estimation performance since it is considered as additive noise. It can be verified
that the power of (e%™) — 1)hi(1)x(n — 1) + w(n) is equal to:

L
4 f. Tsl
Priorar = 2Dsi, Tx Z% <1 —e ) + 02, (3.33)

=0

which follows from the characteristic function of the free-running oscillator [59]. One ap-

proach of channel estimation is the least square (LS) method, which estimates the ST channel

from a set of Niyaining received samples y = [y(1), ..., Y(Niraining)]” as:
R = (XTX) Xy, (3.34)
where X is a Toeplitz matrix collecting the known transmit signal and h* = [hZ(O), Ce hZ(L)]

is the vector gathering the estimated SI channel. The corresponding mean square error
(MSE) of the estimated SI channel is given by:

MSE = trace E {(hZ — R (R — ﬁZ)H}

2(L + 1)peirx Yo M (1 - e,w) + (L +1)0?
= . (3.35)

psi,Tthraining
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Using the estimated hi for the RF cancellation stage, in the first architecture, the amount

of cancellation Srp can be obtained as:

_ Psi,in
- {E{X(h —hi)(h R X} (3:36)

which gives the expression in (3.29).
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Chapter 4

SI Channel Estimation and
Cancellation Using
Compressed-Sensing and Subspace

Approaches!

In this chapter, we resort to a different approach for SI channel estimation and cancellation
in a full-duplex transceiver in two stages. The first SI channel estimate is obtained during
a short initial half-duplex period for the RF cancellation stage prior to the LNA/ADC.
Noting that the SI channel has a sparse structure dominated by a relatively small number
of clusters of significant paths [5], we prove that its sensing matrix satisfies the restricted
isometry property (RIP) [62]. Hence, compressed-sensing (CS) theory can be applied to
exploit the sparsity of the SI channel by using a mixed norm optimization criteria to return
the non-zero coefficients and estimate the SI channel with much fewer samples than the linear
reconstruction methods [63]. Note that CS-based channel estimation has been considered in
the delay-Doppler domain, angle domain or angle delay-Doppler domain [64] [65]. We also
derive the regularization parameter that can be selected to sufficiently reduce the SI.

In the second step during the full-duplex operation, the detection of the intended signal
requires the knowledge of the intended channel between the two transceivers. We develop a

subspace-based algorithm to jointly estimate the residual SI and intended channels combined

'Parts of this chapter have been presented in [60] and [61].
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with the transmitter nonlinearity for the baseband Sl-cancellation stage. Since the coeffi-
cients are obtained up to a matrix ambiguity, we propose a method to find the expression
of the SI and intended channels ambiguity matrices with much smaller number of training
samples than traditional data-aided estimator. Our algorithm is based on the orthogonality
between the signal and noise subspaces, a property widely exploited in the field of array
processing for parameter estimation and spectral analysis [66] [67], applied here to the prob-
lem of channel and nonlinearity estimation in full-duplex systems. The reduction of training
data used in the proposed estimator can be explained by the fact that the estimator exploits
the information bearing in the unknown data to find the subspace of the transmit signal.
The knowledge of the signal subspace reduces the number of the remaining parameters to
estimate compared to the LS estimator.

There are different reasons that motivate us to develop another algorithm in the second
cancellation stage different from the algorithm in the first stage. First, the residual SI
channel after the first cancellation stage does not have any specific sparse structure. Second,
we need to jointly estimate the residual SI and the intended channels without knowing the
transmitted data from the other transceiver, and third we need to reconstruct the distorted
SI signal from the estimated nonlinear coefficients of the transmitter. In this situation, the
CS estimator cannot recover the channel coefficients without a perfect knowledge of the
data. In previous full-duplex implementations [5] [6] [58], it is not clear how the residual
SI channel is estimated in the presence of the intended signal, which acts as noise when
trying to estimate the residual SI channel. The presence of the intended signal affects the
baseband Sl-cancellation stage, which motivates us to develop a joint estimation of the
different parameters.

This chapter is organized as follows. In Section 4.1, the full-duplex transceiver with RF
and baseband Sl-cancellation stages is presented. We present our system model in Section
4.2. In Section 4.3, we develop the subspace-based technique for the joint estimation of the
residual SI channel, the intended channel and take into account the transmitter impairments
for the baseband Sl-cancellation stage. Illustrative simulation results are given in Section

4.4 and Section 4.5 presents the conclusion.
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4.1 Full-Duplex System Model

The considered MIMO-OFDM transceiver follows the general direct-conversion structure
in Fig. 1.3 with N, transmit streams and N, receive streams operating in a full-duplex
fashion. The numbers of transmit and receive streams are equals for both transceivers.
Beside the Tx-Rx isolation provided in the multi-antenna sub-system?, two SI-cancellation
stages are included. The RF Sl-cancellation stage is done at RF before LNA and ADC in
order to avoid overloading/saturation. In practical implementation, the I mixer has some
imbalance between the I and Q components, which results in an inband image of the signal.

Similarly to Chapter 2, the output of the transmit [1QQ mixer of the Tx stream ¢ is:

xéQ(t) = g1.424(t) + gquZ(t), (4.1)

where g; 4 and g, , represent the responses to the direct signal and its image, respectively, and
x4(t) is the transmitted signal from the Tx stream g. The complex-baseband equivalent signal
xéQ (t) then passes through a nonlinear PA whose response is modeled with a Hammerstein

nonlinearity as:

wé’A<t>=<a1qx +Za2pﬂqx f)la! ()|2p)*f(t), (4.2)

where f(¢) models the memory of the PA, oy, and ag,i1, are the linear gain and the
(2p+ 1)t -order gain, respectively, for a nonlinearity order of P and % denotes the convolution
operation. In this chapter, we limit our analysis to the third-order nonlinearity (P = 1) to
simplify the notation. Considering multipath channels, the received signal at the Rx stream

r can be written as:
yant( Z hi At) + R () * s4(t) +w (1), (4.3)

where s,(t) is the transmitted intended signal from the Tx stream ¢ of the other intended
transmitter, extended by the cyclic prefix of length N,. hi,q(t) is the SI channel impulse

response of the link from Tx stream ¢ to Rx stream r of the same transceiver while A5 (t)

2The multi-antenna sub-system may include an analog RF cancellation stage to achieve large Tx-Rx
isolation.
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is the intended channel impulse response of the link from Tx stream ¢ of the other intended
transmitter to Rx stream r. w()(¢) is the additive thermal noise in Rx stream r. We
mention that these definitions are presented in Section 2.6, and we reproduce them here for
convenience and to introduce the different notations for MIMO systems. Then, the received

signal passes through a LNA whose output signal is:

YENA() = ko ayf™ (1) + wi A (8), (4.4)

where w(Lr])\, 4(t) is the additive noise caused by the LNA and kpn4 is the gain of the LNA.
Finally, the amplitude of the received signal is adjusted by a VGA to match the dynamic
range of the ADC. Substituting (4.2) and (4.3) into (4.4) and assuming unity linear gain

(a4 =1and g1, = 1), the output samples are given by:
Z Z R (D2l (n = 1) + ag b (Dagips(n — 1) + BE (1)sg(n — 1) +w,(n), (4.5)
q=1 [=0

where (L + 1) denotes the number of resolvable paths, the overall channel responses are
defined as:

W, () = kpnahy (1) = f(1),
W (1) = konah(0), (4.6)

Zaips(n) = 219(n)|x[?(n)[* and w,(n) collects the quantization noise, the LNA noise and the
thermal noise. In this chapter, we suppose that the phase noise is low enough to be ignored.

From (4.5), it follows that the vector y(n) can be written as:

n) = ZX_: (Xiq(n — DR (1) + Xipa(n — 1)(As @ Iy, )h* (1) + S(n — l)hs(l)) +w(n), (4.7)
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where

y(n) = [nn), ya(n),..., yn ()",
hei(l) = [h3T(1)...., hT()]"
R = [B3 0, h“() bR, 0]
R = [T, hféi( >]T,
hi() = [hi (1), h5 (D), ..., hy, (D],
As; = diag{asi, asa,..., azn,},
w(n) = [wi(n), wy(n),..., wy,(n)]". (4.8)

In (4.7), X;4(n) is a N, x NN, Toeplitz matrix with the first column given by the N, x 1
vector [w{Q(n), 0,..., O} and the first row given by [x{Q(n), 229(n), ..., xf\g( )] ®e; with
ey being the 1 x N, vector having one in the first element and zeroes elsewhere. The matrices
Xip3(n) and S(n) are constructed in the same way as X;,(n) but with the samples z ;,3(n)
and s,(n), respectively.

Now let the two N;N,(L + 1) x 1 vectors h* and h* gather all the coefficients of the ST and

intended channels, respectively, i.e.,

hsi — [hSiT(O), hSiT(l),..., hSiT(L)]T,
he = [pT(0), KT(1),..., BT(L)]", (4.9)
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and define:
X;,(0)  Xu(N-1) ... X, (N-1L)
Xig(1) Xi4(0) :
X, X (N —1) |
Xiq(o)

Xiq(N —1) X, (N—-2) ... X, (N — L—1)
S0y S(N-1) ... S(N-1L)
S(1) S(0) :

S = SV -1) (4.10)
S(0)
S(N'— 1) S(N—-2) ... S(N —'L —1)

The N, N x NN, (L + 1) self signal matrix X, includes samples transmitted of the OFDM
symbol from the same transceiver affected by the IQ) mixer and the N,N x N;N,(L + 1)
intended signal matrix S contains samples transmitted from the other intended transmitter.
Then, the received N, N x 1 vector y = [y7(0),..., y"(N — 1)]T, after removing the cyclic
prefix, is given by:

Yy = Xithi+Xip3(IL+1 ®A3®INT)hSi+ShS +w, (411)

where X3 is defined in the same way as X, in (4.10) and w is the N, N x 1 thermal noise
vector.

In full-duplex systems, the SI, shown by the first and the second terms in (4.11), is many
orders of magnitude higher than the intended signal from the other intended transmitter,
shown by the third term in (4.11). This imposes different cancellation stages to reduce
the SI to a sufficiently low level for proper signal detection [5]. The RF cancellation stage
aims to suppress the SI prior to the receiver’s LNA/ADC. Since the transmitted signal is

known, we only need to estimate the SI channel h* to generate the SI replica at RF for
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cancellation. The remaining SI and the nonlinear terms after the receiver’s ADC will be
further suppressed by the baseband cancellation stage as shown in Fig. 3.1. The proposed
estimation and cancellation algorithms for the RF and baseband cancellation stages will be

discussed in Sections 4.2 and 4.3, respectively.

4.2 Compressed-Sensing-Based RF Cancellation Stage

As previously discussed, one major task in the RF cancellation stage is to estimate the SI
channel vector h*. In this section, we build the matrix X, having the same form as X,
in (4.10) from the reference SI signal. If we suppose that an estimate of the SI channel is
available, say at time index t, the SI replica is generated and subtracted from the received
signal in (4.11) during the next transmitted OFDM symbol at time index ¢ + 1 to obtain:

Jir1 = Yer1 — Xep1h™. (4.12)

In order to suppress the SI at time index ¢+ 1, an estimate of the SI channel should be avail-
able from earlier. Therefore, a half-duplex transmission period® is needed at the beginning
to estimate the SI channel and then to reduce the SI without affecting the intended signal
when switching to full-duplex transmission.

During the initial half-duplex fashion period, the transceiver receives only its own signal.

The signal model in (4.11) reduces to:
y=Xh" +w, (4.13)

where the time index is omitted for clarity. The estimation of the SI channel h*® is equivalent
to the traditional problem of training based channel estimation. Usually, the algorithms to
solve this problem rely on the linear LS strategies [68] [69] [70]. However, these methods
do not exploit the particular structure of the channel. Actually, the SI channel exhibits a
sparse structure coming from the fact that the largest tap delay is usually much larger than
the number of nonzero taps. For example, consider the simple and popular architecture
using the same antenna to transmit and receive via a 3-port circulator, the dominant paths

of the SI channel come from the leakage through the circulator and the internal antenna

3While this initial period is used as training period to estimate h*?, two-way communications are in a
half-duplex fashion.
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reflection due to the impedance-mismatch between isolator and antenna. On the other
hand, external reflection from closely located objects may occur with much larger delay and
weaker level as compared to the two dominant paths since they travel longer distance [22].
The "zeros” are actually located between the reflections and the dominant paths and we do
not have any a priori information about the delays of the reflected paths. When using two
different antennas to transmit and receive, the LoS components and the path coming from
the electromagnetic waves reflected from the transceiver structure have delays shorter than
3 ns [23] [9]. Therefore, the channel impulse response has multiple peaks with relatively
higher amplitude for the LoS path and a number of zeros between two consecutive paths
representing the delay difference between the two paths. This behaviour has been verified by
channel measurements performed by our research group. Therefore, the problem turns out to
estimating a sparse channel from the observation y. Hence, mathematically, we are looking
for arg miny, ||h||o such that y = X h. This is, however, a difficult combinatorial optimization
problem and may be intractable even for small size problem. Recently, it has been shown
that when h is sparse, it is possible to replace ||h||o by ||h||; in the optimization problem

and we still obtain the exact same solutions for both problems [71]. The new problem:
arg m}in ||k||1 such that y = Xh, (4.14)

is a convex optimization problem and can be solved by linear programming. In practice, only
noisy measurements are available. Therefore, the constraint y = Xh is replaced by ||y —
X h||2 < ), for some parameter ), to introduce the additive noise. This optimization problem
is computationally tractable since it can be recast as a second-order cone programming [63].
To include the transmitter nonlinearity when cancelling the SI in the RF, the output of the
transmitter chain is taken as a reference signal and convolved with the estimated channel
[26], [6], [72]. That is, if we are able to obtain the exact value of h*, we will have ||y —
Xih" — Xips(Ips1 ® A3 @ Iy, )h*||; = ||w]|, which can be approximated by 02N, N for

2

sufficiently large noise vector w, where o~ is the noise variance. However, the estimated

value h cannot exactly match the real channel h*. Let A"’ denotes the residual channel

~

(h"" = h* — h). In that case, we have:

Yy — qui\l — Xip3(IL+1 X A3 X IN,«)E = Xithsi + Xip3(IL+1 X A3 X INT)h,TSi -+ w, (415)
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After the RF Sl-cancellation stage, the residual SI should be sufficiently low to avoid satu-
rating the receiver LNA/ADC and to allow the successful signal detection in the baseband.

Therefore, using the estimated vector ESi, we want to obtain:

H'y - Xiq/f;' — Xips(Ip41 ® A3 ® INT)?L} ‘2 = H-Xiqh'TSi + Xips(I 41 ® A3 ® Iy, )R + w} ‘;
~ (P, + 0*)N,N, (4.16)

where P, is the power of the received intended signal. To that end, the regularization
parameter A is chosen to be high enough so that (P, + o) N, N ~ \.

The attractive feature in CS theory is that a smaller number of measurements than the
length of h* is sufficient to recover h*. This reconstruction ability depends on the matrix
X. In particular, it suffices that the matrix X satisfies the restricted isometry property
(RIP) introduced in [62] as follows. Let S denotes the number of non-zero elements in
the vector h*. According to the definition in [62], X satisfies the RIP? of order 25 with
parameter dg € [0, 1], for a given integer S, if for every vector @ such that ||0]|p < 25 we

have:
(1—39)[16]]3 < [|X 0|5 < (1+5)]|6]]5. (4.17)

In other words, X satisfies the RIP if the singular values of all the submatrices X+, formed
from X by taking the columns indexed by 7 from X, are in [v/1 —ds, v/1+ ds], where
T cA{l,...,NyN,.(L + 1)} with cardinality no larger than S. It follows that, to prove the
RIP for a given matrix, it suffice to bound the eigenvalues of the S x S Gramian matrix
G = X¥ X7 in the interval [1 —dg, 1+ ds], for all subsets of column indices 7. According

to the Gersgorin’s Disc theorem [73], the eigenvalues of G+ lie in the union of the S discs d;
centered at ¢; = Gr(i,1) and with radius r; = Zf#,jzl |G7(i,7)|, fori=1,...,S. That is,
for two d4 and §, real in [0, 1] and satisfying d4 + J, = dg, if all the diagonal elements of G+
verify |G7(i,1) — 1| < é4 and all the off-diagonal elements satisfy |G7(i,j)| < d,/5, then all
the eigenvalues of G+ contained in the union of the discs d;, ¢ = 1,..., S, are in the range
[1—ds, 14 5]

4The RIP guaranties the uniqueness of the solution to the problem. In fact, for any two different S sparse
vectors 07 and 0, the vector 8; — 02 has at most 25 non zeros elements (if the non-zero elements of 7 and
0> are not in the same positions). According to the RIP inequality, the two images of 67 and 65 are different
as long as 6, is different from 5.
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4.2.1 Proof of the RIP

We need to establish bounds on |G7(i,7) — 1| and 25:1,#@' |G7(i,7)|, for all subsets 7. In
the following proof, the elements of X are Gaussian random variables with mean 0 and
variance 1/N. The matrix X also verifies the RIP when its elements have arbitrary variance
o2 by multiplying each term in the inequality (4.17) by N/o2. Moreover, we suppose a real
matrix X.

Using Lemma 5 in [73], each diagonal element of Gi-(i,7) = 3.0 |z, (n)|?, where p; is the

corresponding transmit antenna index, verifies:

Pr (|G (i,i) — 1] > 64) < 2exp (—%) | (4.18)

where Pr(A) is the probability of the event A. Each column of X contains the N transmitted
samples from one of the N; transmitted streams. Therefore, there are exactly N, different

values for G7(i,4). By the union bound, we have for every subset 7 and foralli =1,..., S:

S
Pr (UU |G (i,i) — 1] > 5d> < 2N; exp (—]Y—gd) : (4.19)

T i=1

For a given subset 7, any off-diagonal element G7(i,j) is the inner product between the
m; and m; columns of X. For convenience, we write m; as m; = n; + p;\N, + d; N, N, with
n; € [1, N,], p; € [0, Ny — 1] and d; € [0, L]. Depending on m; and m;, we distinguish the

following different cases:
1. If n; # n;, then G(i,5) = 0.

2. Ifn; = n; and d; = d; then G-(i, j) is the sum of N terms G7-(,j) = S0 Tp41(n) 1y, 41(0).
The entries of the previous summation are independent. Therefore, applying Lemma

6 in [73] we obtain the following bound:

Pr <]G7(i,j)\ > %g) < 2exp (_53—]\760)> . (4.20)

N2-N,
5

The total number of unique elements having this form is

3. Ifn; = n;, d; # d; and p; # p;, then Gr(i,j) = nNz_Ol_‘di_d"‘ Tp,41(n)Tp, 41 (n+|d; —dj)
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is the sum of N — |d; — d;| independent terms. Using the same formula than in case 2

gives:
) 2N
Pr (]GT(i,j)] > gs) < 2exp e (4.21)
e )
There is L(N? — N;)/2 different terms having this forms.
4. If n; = nj, d; # d; and p; = p;, then G (i, 7) is given by:
N—1—|d;—d;|
GT(imj) = Z xpﬂrl(n)xpﬂrl(n + ‘dl - d]‘) (4'22)
n=0

Unlike the other cases, the entries of the summation are no longer independent since
each element z,,,1(n) appears in two entries. For example, consider that |d; —d;| = 1,

then we have:

G (i, J) =Tp,11(1)2p1 (0) +2p1 (2)Tpoir (1) +@p1a (3)paa (2) - - -+ @psa (N=1)p, 10 (N-2).

(4.23)
Since the odd-order terms are mutually independent, and the even-order terms are also
mutually independent, the summation in (4.23) can be split into two sums, each for

the mutually independent variables. Therefore:

. . (SO . . 60 . . 60
e (16701 = %) < Pr(16H6I > 55 or IGH0.0) = 52)

- do - do
< 2max (o (IG30.0)1 2 35 ) 1659 = 3% )

2
< 4dexp (—(;Oég) : (4.24)

where the last equality follows from the upper bound used in (4.21).

We gather the previous results along with the union bound to establish an upper bound on the
probability that all the elements G7(i, j), for any subset T and i # j, satisfy |G7(i,j)| > 5—5’:

S 2
Pr (U UG+, )= %) <2(L+1)N exp (—25{5) : (4.25)

T j=1
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To obtain the result claimed in Section 4.2, let 6, = 20s/3, 6, = 0s/3 and use (4.19) and
(4.25) to obtain:

AN No
Pr(X not satisfying RIP) < 2(L + 1)N7? exp ( S ) + 2N, exp (__S)

5452 36
> 05N
< (2(L+1)N; +2N,) exp “FigE ) (4.26)
Define ¢; = 2(L + 1)N? + 2N, and for ¢, < 0% /54, we obtain:
. . CQN
Pr(X not satisfying RIP) < exp — 5 ) (4.27)

for any N > %;’i(g;). It follows that the matrix X satisfies the RIP with parameter dg
S

with probability exceeding:
CQN

4.3 Subspace-Based Baseband Cancellation Stage

Once the two-way communications start full-duplex operation, the SI channel estimate ob-
tained during the training period is used to reduce the power of the SI. After the RF can-

cellation stage, the resulting signal in baseband is given by:

L

Ye(n) =D > (hgsia)xg@(n — 1)+ as hl* (Dzg (= 1) + Ri(1)sy(n — l)) +w(n), (4.29)

q=1 1=0

where we use the similar vector structures in Section 4.1. For the RF cancellation stage,
the reference signal is taken after the transmit PA [26], [6], [72]. Therefore, the transmit-
ter impairments are included in the reference signal and consequently, only the SI channel
is needed to model the received SI. On the other hand, the reference signal for the base-
band cancellation is taken from the modulator and thus does not contain the transmitter
impairments. As a consequence, we need to estimate the residual SI channel as well as the
transmitter impairments. Since the self-signal is known, the simplest way to estimate the

corresponding coefficients is to resort to a linear estimator. But this method will suffer from
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large estimation error since the intended signal appears as additive noise and cannot suppress
the resulting distortions from the transmitter impairments. Therefore, the intended signal
and the nonlinear SI components should also be considered in the estimation process. In
this section, we develop a subspace-based method for jointly estimating the SI and intended
channels and the nonlinearity coefficients.

Before presenting the proposed estimator, we need to have a more tractable representation

of the received signal y.(n) to introduce our algorithm. By defining:

x(n) = [x{Q(n) + ag 1T p3(n), .., :Uf\,cf(n) + a3 N, TN ips (1) ! ,
s(n) = [s1(n), ss(n),..., sy, ()",
H™(l) = [p"(), h5™(1), -, /(D]
H(l) = [hi(l), h3(1),.... Ay, (D], (4.30)
the cancelled input signal y.(n) can be expressed as:
ye(n) =Y H™(a(n— 1)+ H ()s(n — 1) + w(n). (4.31)

=0
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Then, we gather the two channel matrices H*(1) and H"*() in one matrix H () = [H"'(I) H*(l)]
and define the N.M x 2N, N block Toeplitz matrix:

0 0 H(L) H(0)
0 0 H(L) H(0)
H(0) H(1)
H(L)
H— : (4.32)
H(L) 0
0
H(0)
: 0
0 0 H(L) . H(0)

where M = N + N, — L and the transmitted data in one 2/NV;,/N x 1 vector:
u = [27(0), s7(0),..., (N —1), sT(N-1)]". (4.33)
Using these notations, the received N, M vector over the N, antennas is given by:

T
Yo = [yg(_Ncp+L)a"'> yg(_1)> yg(o)a y?(l)a> yZ(N_l)]
= Hu+w, (4.34)

where the negative index refers to the cyclic prefix part of the received signal. Note that for
multi-block transmission, the vector in (4.34) is indexed according to the block number ¢,
i.e., Yy.,. We omit this indexation for simplicity and we consider a given number of block to

later estimate the covariance matrix of y..
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4.3.1 Subspace-Based Technique

We assume that the noise samples are uncorrelated, i.e., E{w(n)w*(m)} = o if n = m and
0 if n # m, and the noise and signal samples are also uncorrelated. It follows that, the

covariance matrix R, of y. is given by:

Ryc = E {ycyfl}
= HRuHH—FUQINTM, (435)

where R, is the 2N N; x 2N N, covariance matrix of u.
In practice, the sample estimate, ﬁyc of the covariance matrix R, is used in the estimation

process. Considering T transmit OFDM symbols, ﬁyc is obtained by a time-average:

T

I

Ry =) vewll (4.36)
t=1

The signal subspace is the span of the columns of the matrix H and the noise subspace
is the orthogonal complement to the signal subspace. By assuming independent channels
between different antennas, the dimension of the signal subspace is 2NV, (i.e., the rank of
HR,H" is 2N N;) and the dimension of the noise subspace is p = N,M — 2NN, [74]. To

guarantee that the noise subspace is nondegenerate (p > 0), the number of transmit antenna

in each transceiver N; should be smaller than® |2 |. Therefore, the matrix R, has p
co-orthogonal eigenvectors, denoted by v;, ¢« = 1, 2,..., p corresponding to the smallest

eigenvalue of R, , i.e., 0. A method to avoid the additional constraint on the number of
transmit and receive antennas is detailed in Chapter 5.

As the signal subspace is spanned by the 2N N; columns of the matrix H and by orthogonality
between the signal and noise subspaces, the columns of H are orthogonal to any vector in

the noise subspace. Then we have:
viH =0, fori=1, 2,..., p. (4.37)

From (4.37), we conclude that v; spans the left null space of H. Knowing the left null

space of H, it is possible to determine the space spanned by the columns of H, denoted

°|z] rounds the real = to the nearest integer smaller or equal to .
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by span(H), i.e., the space containing all the linear combinations of the columns of H.
Therefore, knowing the span(H') does not give the exact matrix H since there are infinitely
many matrices satisfying (4.37). However, for the specific block Toeplitz matrix that we
have at hand in (4.32), it can be shown that if two matrices H; and Hj have the same form
as in (4.32) and satisfy the conditions in (4.37), then there exists a non-singular 2V; x 2N,

matrix C' satisfying:

C

The proof of the existence of C' is similar to that presented in [74] with the additional
condition of H(0) being full rank matrix®.

Recall that we are looking for a matrix that satisfies the set of equations in (4.37). Since
the matrix H is entirely defined by the matrices H(0),..., H(L), instead of looking for
the whole N, M x 2NN matrix H, we can restrict our search for the N, x 2N, matrices
H(l), I=0,..., L. Now, considering again the set of equations in (4.37), each eigenvector

v; can be written as:

v = [V (1), V(). v] ()], (4.39)
where v;(m), for m = 1,..., M, are N, x 1 vectors. Then, each equation in (4.37) is
rearranged as:

L
> vl n+1)H() =0, n=N,—L+1,....,N—L
1=0
min(L,M—n) L
o vin+DHO+ Y vln-N+DH(@) =0, n=N+1-L..., M,
=0 l=max(0,N—n+1)
(4.40)

6In [74], the authors proved that two Toeplitz matrices spanning the same subspace and having all zero
elements above the principal diagonal are proportional with a scalar constant of proportionality. In our case,
it turns out that the two matrices are related by a block diagonal matrix.
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or in the following matrix form:
OH=0 i=1,..., p, (4.41)

where H = [H”(0), H”(1),..., H'(L)]", and:

vi(N,—L+1) v (N,—-L+2) ... vI(N,+1)
vi(N,—L+2) v (N,—L+3) ... vI(N,+2)
0, = viE(M — L) vi(M—L+1) v (M)
vi(M —L+1) v (M) 0
v (M) 0 0
0 0
0
vli(1)
+ 0 .
vi(1 vi(2) vE(L+1)
v (2 vl (3) v (L +2
vi(N,—L) v(N,—L+1) N Z O\

Collecting all the ®; matrices in a Np x N,.(L + 1) matrix:
e=[el, el .. e, (4.42)
we can rewrite (4.41) in a more compact form as:
©H = 0. (4.43)

Therefore, the column of H can be obtained by finding a basis of the null space of ®, with

the additional condition of H # 0 to avoid the all zeroes solution. In practice, we perform
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the singular value decomposition (SVD) of ® and choose the 2N, right singular vectors as
the columns of H.
As discussed above, the solution is not unique. For Hj obtained from the SVD of ©, the

intended channel matrix is proportional to Hy:
H = H,C, (4.44)

where C is a 2N, x 2N, invertible matrix. We will next present a method to find the matrix

C.

4.3.2 Resolving the Ambiguity Matrix C

Let H{ denote the block Toeplitz matrix in the form of (4.32) obtained from the estimated

matrix Hy. Using (4.38), the received vector in (4.34) is reformulated as:

C
C
y. = Hj ‘ U+ w. (4.45)
C

By multiplying the received signal by the pseudo-inverse of Hj, the modified 2N;N x 1

received signal is given by:

Yy, = ' u + W, (4.46)
C

where” w = Hgéﬁ w. By dividing the vector gy, into N vectors of size 2/N; x 1:

Yo = [yZ(O), yg(l)a R yZ(N - 1)]T7 (4'47)

"M% denotes the pseudo-inverse of a given matrix M.
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we have:

>+E(n),nzO,...,N—1. (4.48)

From its definition, the matrix H is composed from the concatenation of two matrices, H"*
and H?*, representing the residual SI channel and the intended channel, respectively (i.e.,
H = [I:ITSiI:IS} ). In the same way, we divide C' in two 2N; X N; matrices C* and C* where
the first one is associated with the SI and the second one is associated with the intended

signal. Considering this division, we expand (4.48) as follows:
y.(n) = C'z(n) + C*s(n) + w(n), n=0,..., N —1, (4.49)

or, by developing x(n) = x;(n) + Gz} (n) + Asx;y3(n) with G = diag{g21,..., g2.n,} and
A3 = diag{a&b ) OéB,Nt}:

Y.(n) = C'z;(n) + C"z}(n) + CPx3(n) + C*s(n) + w(n), (4.50)

where @;(n) = [z1(n), ..., zx5,(0)]", Tips(n) = [T1.43(n), ..., Tyn.ps(n)]’, C = C'G and
C? = C'A;. In (4.50), the vector x;(n) is the undistorted SI while C* and C"? cover the
effects of the IQ) mixer and the PA, respectively. The vector g.(n) is the sum of a determin-
istic term representing the known transmitted self-signal, a stochastic term containing the
intended signal received from the intended transmitter, and the additive noise. For a large
number of subcarriers, the elements of the vector s(n) approach a Gaussian distribution [75].
Thus, we can reasonably assume that the unknown transmit symbols s(n) are Gaussian vari-
ables. Therefore, knowing the transmit vectors x;(n) and x;,3(n) and conditioned on the
matrix C*, Y,(N) is a Gaussian vector with mean C'x;(n) + C"x}(n) + CP3x;)3(n) and
covariance matrix P = C*R,C*" 4 o2 (Iv{éq ﬁo)_l. Adopting the Gaussian hypothesis, the

log-likelihood function is given by:

N—1
L(C',C",C", C°)=—Nlog|P|— Z (¥.(n)—C'z;(n)—C"z;(n) —C’ip:"a’:ip:s(n))HP*1 X
n=0

(@C(n) — C'zi(n) — C"zx}(n) — C’ipga:ipg(n)) , (4.51)
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where |.| returns the determinant of a matrix. The Maximum-Likelihood (ML) estimates of
C', C", C'P® and C* maximize the function £(.) given in (6.11). The direct maximization
of the cost function £(.) requires a 6N2-dimensional grid search, which is intractable in
practice. To overcome this complexity, we look to a closed-form expression of the solution.

Noting that £(.) is a separable function of the matrices to estimate, we first minimize the
cost function with respect to one matrix. The obtained minimum is a function of the other
matrices. Then, we introduce this minimum back in the expression of the cost function to
reduce the number of unknown. Minimizing this new function yields the global maximum
of the original log-likelihood function [76].

We first maximize the log-likelihood function in (6.11) with respect to P. The solution of
this problem is [77]:

Py, = (F.(n)—C'zi(n)— C" 'z} (n) — C"xiy5(n)) x

H

(ﬂc(n) — C'z(n) — Ciqa:f(n) - Cip?’a:ipg,(n)) (4.52)

Substituting P by Py into the log-likelihood function in (6.11), we obtain the so-called

compressed likelihood function, that depends on the unknown matrices C* C* and C%3:

=

-1

L.(C',C.C") = —log

(]

(9.(n)—C'zi(n)— C"x;(n)— C"x;p3(n)) x

I
o

n

(n) = C'w,(n)—Cai (n)— CPaips(n)) " |, (4.53)

(

<

where the terms irrelevant for the estimation have been discarded. The ML estimates of

these matrices are given by:

Ci,,Ci Ch — L.(C',C", C™). 4.54
mp &M S ur T A L A ( ) (4.54)

At this point, we need to introduce some definitions. Let C' denotes the 2N? x 1 vector
obtained by stacking all the columns of C*7 on top of each other (i.e., C' = vec(CT)) and
Z;(n) be the 2N; x 2N? matrix given by:

Zi(n) = Ly, @ =} (n). (4.55)
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C'a, C"3 and &3(n) are also defined in the same way. Using these notations, the maxi-

mization problem in (4.54) is alternatively expressed as:

N-1

Chur Cit O, = ang_ min |3 (5(n) = &i(n)C" = & ()€ — Fiya(n)C™) x
Ci’ciq7cip3 0

(9.(n) ~ &(n)C" — & (n) G iipg(n)éip?’)H ‘ (4.56)

This modified problem allows us to obtain the following simple LS solution [29]:

is N-1 1y
cu | = (Z iH(n)i(n)) > &t (n)g,(n). (4.57)
ézps?) n=0 n=0

where Z(n) = [z!(n) ;" (n) iﬁg(n)]T. Note that the elements of &;,3(n) come from the
cascade of the IQQ mixer and the PA, and, hence, contain the signal image due to the IQQ mixer
unbalance. To simplify the estimation process, we approximate the elements of® &;,3(n) by
zq4(n)|zy(n)|?. Since we are interested in the ML estimate, we define &y, as the difference
between the ML and LS estimates:

CiL Cls
Evr=|Cl, | - | CH |, (4.58)
Cii Cls
C Cis
and let & = ci | — ézqs denote the difference between the LS solution and a given
C'ir3 éng

value of C?, C' and C'"3. We also consider the following two notations:

d(n) = we(n) = il(n)ézS - i:(”)CNﬂLqS - iipg(n)éipﬁ’,

A~

R, = d(n)d" (n). (4.59)

8By this approximation, we ignore the amplitude of a3 492 , compared to s, and ga 4.
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As shown in Section 4.6 (Appendix), the optimization problem at hand is equivalent to:
N-1 R R R
€u1, = argmin > et ()R E(n)€ — d¥ (n) R T(n)€ — €& (n) R, d(n).  (4.60)
n=0

Its solution is obtained by nulling the derivative with respect to &:

N-1 1N
Enir = (Z %H@)ﬁﬁ(n)) Y & (n)R;d(n). (4.61)
n=0 n=0
Rearranging the expression in (4.61) using the notations given above, the ML estimate is
given by:
CV’]iML N-1 “In-1
Cii | = (Z %H(n)ﬁd%m)) > & (n) R, 'G,(n). (462)

Note that the difference between the ML and LS estimates comes from the term ﬁ;l in
(4.62).

For completeness, we present a method to find the ambiguity matrix of the intended
channel C?®. Using the estimate in (4.62), we obtain a cleaner version of g .(n) as Z(n) =
y.(n) —il(n)CN’}w L—&F (n)CN']Z\Z 1 —Tip3 (n)CN’JZ\I/’[?’L Assuming that a sequence of pilot symbols are
inserted in the subcarriers indexed by P = {p1,..., pp,,..}, then the intended transmitted

signal at antenna ¢ is the sum of:

Pilot
1 <« -
P(n) = S Z,6327rpm/1\7’
) = 3 S

d o L ej27rkn/N
si(n) = stq(k) , (4.63)

k¢P

where the first sequence sP(n) contains the pilot symbols and the second sequence sg(n)
contains the unknown data symbols. By separating the pilot and data sequences in the

expression of Z(n), C* can be obtained as:

1y

c - (Z SNPH(n)sz(n)> " (n)Z(n), (4.64)

n=0
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where s?(n) is defined in the same way as &;(n) using the pilot sequence s?(n) instead of the

self signal x,(n).

4.4 Illustrative Results

In this section, we provide some simulation results on the performance of the proposed
cancellation schemes applied to a MIMO full-duplex system using OFDM-4QAM with N =
64. A complete transmission chain is implemented to model the PA, the IQ mixer, the
LNA and the ADC. The PA is modeled by a memory polynomial whose coefficients are
derived based on practical values of the intercept points. The image rejection ratio of the 1Q
mixer is set to 28 dB. The ADC is realized by a 14-bit uniform quantizer to incorporate the
quantization noise. Therefore, most of the nonlinearities of the transceiver chain are modeled.
These parameters are also used in the following chapters, unless specified otherwise. The
wireless channels are represented by multipath fading models with 9 paths (i.e., L = 8). The
SI channels are measured while the intended channel taps are generated as complex zero-
mean i.i.d. Gaussian random variables. The amounts on antenna isolation is 40 dB, which is
a realistic number reported in a many previous implementation of full-duplex systems [6] [13].
In the following, the SNR is the average intended-signal-to-thermal noise power ratio. Unless
specified otherwise, the received intended-signal-to-SI power ratio (SIRjnput) at the received
input (before cancellation) is assumed to be —50 dB (i.e., the SI is 50 dB higher than the
intended signal).

We compare the performance of the proposed subspace algorithm with the LS estimator
with two different scenarios for the LS estimator. In the first scenario, the intended signal
is considered as additional noise and only the residual SI channel is estimated. In this case,
the estimate h7% of h"! is equal to X#y. In the second scenario, we assume an ideal case
that the intended signal is also known and both the residual SI and intended channels are

estimated as follow:
<ASLS> = [X S|"y. (4.65)
LS

While the perfect knowledge of the intended signal is not a practical assumption, this proce-
dure is taken as a reference to evaluate the performance of the proposed method. For both

scenarios, the LS estimate uses 50 OFDM symbols. We also compare the proposed method
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Figure 4.1 Output SINR versus input SNR after different cancellation stages
with Ny =1 and N, = 2.
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Figure 4.2 Output SINR versus input SNR after different cancellation stages
with Ny =2 and N, = 4.
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with the widely-linear estimator proposed in [39] and the general LS formulation given in
(2.13). Note that the algorithm in [39] ignores the effects of the PA nonlinearities and does
not incorporate the intended signal in the estimation process. Let SINR,s and SINRy,, denote
the average intended-signal-to-residual-SI-and-noise power ratios after the RF cancellation
stage and after the baseband cancellation stage, respectively. The sample covariance matrix
is obtained with 7" = 50, 70 or 100 OFDM symbols, and the intended channel is assumed to
be unchanged during 7T'. Figs. 4.1 and 4.2 represent the relation between the input SNR and
output SINR after different cancellation stages for (N; =1, N, =2) and (N; =2, N, =4),
respectively. It can be seen that the proposed algorithm greatly outperforms the LS-based
when the intended signal is considered as noise (i.e., shown by the curve labelled "noisy
LS” in the first scenario). Actually, in this scenario, the estimation error from the LS algo-
rithm is very high, and thus, instead of reducing the SI, it introduces additional error, which
makes SINRy,;, after the baseband cancellation stage even lower than the SINR,; after the
RF cancellation stage. This result confirms the need to jointly estimate the SI and intended
channels in order to obtain good cancellation performance. The cancellation performance of
the LS-based using known intended symbols (i.e., shown by the curve labelled ”joint LS” in
the ideal second scenario) is greatly improved and comparable with that of the proposed al-
gorithm at low input SNR. However, the joint LS-based algorithm needs the transmission of
training symbols from the intended transmitter to obtain a good estimate of the SI channel
while the proposed algorithm does not, and hence is more bandwidth-efficient. Moreover,
the joint LS performance saturates as the SNR increases. This saturation is caused by the
transmitter impairments, which are not modeled by the joint LS estimator. At high SNR,
the proposed algorithm offers a superior performance approaching the perfect cancellation
performance, especially for increased T'. The good estimation performance of the proposed
algorithm can be explained by the fact that the estimator exploits the information bearing
in the unknown data to find the subspace of the transmit signal and the remaining ambi-
guity factors are solved using the known SI data. On the other hand, the proposed method
achieves performance close to that of the widely-linear estimator for SNR lower than 20 dB.
At high SNR, the widely-linear estimator shows a noise floor because the PA nonlinearity is
not considered during the estimation process while the general LS formulation includes the
PA nonlinearity in the estimation process, which improves the SI cancellation at high SNR.
Moreover, the proposed algorithm takes into account both the I(Q) imbalance and the PA

nonlinearity. Besides, pilot frames incur an overhead and require synchronization between
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the two transceivers. This improvement comes at the cost of some computational complex-
ity. Actually, the widely-linear algorithm involves the computation of the pseudo-inverse of
aTNN, x2(L+1)N, matrix. On the other hand, the proposed algorithm requires the eigen-
decomposition of the N, M x N,M covariance matrix, the SVD of a Np x N, (L + 1) matrix
(the matrix © defined in (4.43) and the inverse of a 6 N? x 6 N? matrix to find the ambiguity
terms in (4.62)). Table 4.1 summarizes the comparison of the widely-linear algorithm and

the proposed subspace algorithm.

Table 4.1 Comparison of the proposed subspace algorithm and the widely-
linear algorithm.

Subspace algorithm

Widely-linear algorithm in [39]

- Eigen-decomposition of a N.M x
N, M matrix.

-SVD of a Npx N, (L+1)p matrix.
- Inversion of a 6N? x 6N? matrix.

Advantages - Joint estimation of the SI and in- | - Reduced complexity: requires the
tended channels. pseudo-inverse of a TN N, x 2(L +
- Reduces the PA nonlinearity. 1)N, matrix.
- Does not require time-orthogonal
periods.

Disadvantages | Higher complexity: - Requires time-orthogonal period.

- Does not reduce the PA nonlin-
earity.

- Does not estimate the intended
channel.

Figs. 4.3 and 4.4 show the mean square error (MSE) of the obtained SI channel estimates
versus the SNR for (N, = 1, N, = 2) and (N; = 2, N, = 4), respectively. As expected,
the performance of the proposed algorithm is closely related to the accuracy of the sample
covariance matrix, i.e., the MSE decreases with larger OFDM blocks. For 70 blocks, the
corresponding MSE approaches that with perfectly known covariance matrix. The widely-
linear estimator still provides good estimation performance for low SNR but the presence
of the PA nonlinearity acts as a noise floor which ultimately saturates its performance at
high SNR. As it can be expected, the MSE performance of the LS-based estimation when
On the other hand, the LS-based

joint estimation of the two channels presents relatively good performance at the expense of

considering the intended signal as noise is very poor.

additional training sequence.
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Figure 4.6 Intended channel estimation MSE versus SNR.

In Figs. 4.1-4.4, as mentioned, the SIRi,, is fixed at —50 dB. Fig. 4.5 shows the output
SINR after different cancellation stages of the proposed algorithm for SIRi,,us from —100
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dB to 20 dB with SNR set to 11 dB and 5 dB. Clearly, SINRy,;, remains constant over a
wide range of SIRinpu. For relatively high SIRj,pu values, the SINRy,, after the baseband
cancellation stage deteriorates as compared to SINR,; after the RF cancellation stage. In
this case, the SI is well reduced after the RF cancellation stage, which makes the channel
estimation error in the baseband cancellation stage relatively high, and thus increases the
residual SI.

To complete our study, performance curves are drawn for the MSE of the intended channel
estimate in Fig. 4.6. As explained in Section 4.3.2, the subspace algorithm needs some known
symbols to solve the signal channel ambiguity. To illustrate the impact of the training
length, the LS-based estimator uses one OFDM symbol to estimate the channel and we
vary the amount of known symbols in an OFDM block to be 50 %, 25 % and 16 % of the
OFDM block. Compared to the LS-based estimator, the proposed algorithm offers better
performance using fewer known training symbols. Moreover, we obtain similar performance
different pilot lengths. This shows that the subspace algorithm can robustly estimate the
intended channel from few training symbols. Actually, using the subspace algorithm, the
problem of estimating the (L + 1) N, N; channel coefficients is transformed to estimating the
2N}? x 1 ambiguity vector C*. Thus less parameters need to be estimated, which can be
done from a reduced number of pilots.

Figs. 4.7 and 4.8 display, respectively, the bit error rate (BER) performance curves of
the OFDM-4-QAM and OFDM-16-QAM systems using the proposed and LS estimators. In
these figures, 25% and 16% of the transmit symbols are known to estimate the channel,
represented by the dashed lines and the solid lines, respectively. These results show that the
BER when using the LS estimators depends on the number of training symbols from the
intended transceiver, while the proposed algorithm is not affected by the number of pilots
and results in a significantly lower BER compared to the LS estimator. This is expected

because the channel estimation error exhibits the similar tendency.

4.5 Chapter Summary

This chapter presented two estimation techniques for the RF and baseband Sl-cancellation
stages in full-duplex MIMO transceivers. The first algorithm for the RF Sl-cancellation
stage is based on the concept of CS to reduce the SI before the LNA. Then, in the baseband

cancellation stage, a subspace-based estimator is applied to find the residual SI channel,
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Figure 4.7 Performance (BER) comparison of the proposed and LS estima-
tors in full and half-duplex OFDM-4-QAM systems with 25% of pilots (dashed
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the intended channel and to compensate the SI distortion caused by the transmitter im-
pairments. The proposed algorithm performs a joint estimation of the different parameters
by exploiting the available knowledge of the transmitted SI while the intended signal is un-
known. Compared to the standard non-blind LS estimator, the proposed scheme does not
require training blocks to find the residual SI channel and needs fewer training data to solve
the intended channel ambiguity and, therefore, offers better bandwidth efficiency. Moreover,
it is able to compensate the distorted SI. Simulation results have shown that the proposed

algorithm improves the channel estimation accuracy and the cancellation performance.

4.6 Appendix: Proof of (4.60)

Ci
First, let C = | C |. Using the notations introduced in (4.58) and (4.59), we can write:
éip?)

(9.00) ~ #n)C) (3.(n) ~3)C) " = (m.l0)~&(n) (Cus+€) ) (n)—(n) (C¢)) "

(4.66)
and further develop to obtain:
d(n)d" (n) — d(n)(@(n)€)" — 2(n)€d" (n) + (n)€€"x" (n). (4.67)
Injecting (4.67) into the cost function in (4.56), we obtain the following expression:
| N
Ri+ Y dn)(@(n)€)" — @(n)€d" (n) + &(n)€€" " (n)], (4.68)
n=0
or the following equivalent cost function:
1 N-1
I+ CRy S d(n) @(n))" — E(n)ed” (n) + F(n)e€" " () (4.69)
n=0

Noting that, when N is large, the LS and ML estimates are close to the true value. Therefore,
the vector € can be assumed small. Using the fact that, for? ||M||p << 1, [I + M| ~ 1+

9|M]||F denotes the Frobenius norm of the matrix M [78].
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trace(M ) and the property that the trace is invariant under permutations, the minimization

problem can be reduced to the one given in (4.60).
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Chapter 5

Widely-Linear Subspace-Based

SI-Cancellation!

Chapter 4 considers SI channel and parameters estimation for the RF and baseband cancel-
lation stages. One notable aspect of the proposed subspace algorithm is the need of more
receive antennas that transmit antennas to guarantee a nondegenerate noise subspace. This
constraint may limit the application of the algorithm. In this chapter, we develop a subspace-
based algorithm suitable for general MIMO full-duplex systems with arbitrary numbers of
transmit and receive antennas. We exploit both the covariance and pseudo-covariance matri-
ces of the received signal to effectively increase the dimension of the observation space while
keeping the dimension of the signal subspace unchanged. The joint processing of the received
signal and its complex conjugates, known as widely-linear processing, has been used in many
works to improve the detection performance of various systems [80] [81] [82]. Also, in an
entirely different context, the improper property of the received signal was first exploited
for channel identification in [83] to obtain a virtual SIMO model from a SISO one. Other
works follow on this direction for multiuser detection [84]. One recurrent assumption in
these works is the use of real-valued symbols to obtain a non-zero pseudo-covariance matrix.
We propose in this chapter a method to use the widely-linear processing to either real or
complex symbols by forcing the transmit signal to be improper. We justify the advocated
time domain approach and compare its performance to a frequency domain approach and

we generalize the PA model to any nonlinearity order. As stated in Chapter 4, we cannot

IParts of this chapter have been presented in [79)].
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blindly recover the channel coefficients since an ambiguity term always appears in the final
estimate [85]. This ambiguity is resolved using a sequence of pilot symbols, considerably
shorter than needed in training-based techniques. In the following, we propose a joint data
detection and estimation of the ambiguity term to considerably reduce the length of the pilot
sequence. We show through simulation that just one pilot symbol is sufficient to perfectly
estimate the channel.

This chapter is organized as follows. The subspace-based channel estimation is described in
Section 5.1 with the widely-linear processing. In Section 5.2, we describe the joint decoding
and ambiguity removal procedure. Illustrative simulation results are given in Section 5.3 and

Section 5.4 presents the conclusion.

5.1 Widely-Linear Channel Estimator

We propose to apply a subspace-based algorithm to jointly estimate the SI and intended
channel coefficients along with the nonlinear coefficients. The subspace method presented
in Chapter 4 relies on the orthogonality property between the signal and noise subspaces.
These two subspaces are obtained from eigendecomposition of the covariance matrix of the
received signal? y after the RF cancellation stage. The covariance matrix R, of the received
vector y is given by:

R,=HR,H" + o°Iy,, (5.1)

as long as the signal samples are uncorrelated from the noise samples.

The signal subspace is spanned by the columns of the matrix H. Noting that the columns
of H are, by construction, independent if there exists an [ € [0, L] such that H(l) is full
rank?®, the matrix H is a full-rank matrix. Therefore, the dimension of the signal subspace is
2N N;. It follows that, to obtain a nondegenerate noise subspace, its dimension N, M —2N;N
should be larger than zero, and thus, the number of receiving antennas should be larger than
the number of transmitting antennas to make the subspace method work. In the particular

case of N; = N,, the matrix R, cannot be directly used to find the noise subspace. As an

2We mention that the received signal after the RF cancellation stage is simply referred by y. in Chapter
4 and is referred by y in Chapters 5 and 6.
3The previous condition is verified for independent channels between different antennas.
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alternative, we consider the augmented received vector as:

= ()
(5 ) () () o

The use of the augmented received vector is usually referred as widely-linear processing. In

this case, the augmented covariance matrix Ry of y has the following structure:

Rg:ﬁRaﬁH—i—O’QIQMNT, (53)

_ u
where Ry denotes the covariance matrix of the augmented transmit signal u = ( ) and:

— H 0
i (7 ) o

It is worth mentioning that the proper noise has a vanishing pseudo-covariance [86]. The main
purpose of using the extended received signal is to increase the dimension of the received
signal and thus avoid the degenerate noise subspace. Hence, the subspace identification
procedure can be derived only if the signal part covariance matrix, given by H Raﬁ i
of the covariance matrix Ry is singular. It results that d, = rank(ﬁ Raﬁ 0y < 2MN,.
In this case, the signal is confined in a d,-dimensional subspace and the remaining noise
subspace is with dimension 2M N, — d,. Singularity of Ry is a necessary condition to obtain
a nondegenerate noise subspace. Actually, noting that H is full-rank, non-singular Ry results
in rank(ﬁRaﬁH) = 2M N, and thus the matrix ﬁRaﬁH spans all the observation space.
On the other hand, since the matrix H is a tall matrix, singularity of R; is not a sufficient
condition to guarantee the singularity of H Rgﬁ =

The matrix R; can be expressed in a block form in terms of the covariance matrix of wu,

R, = E{uwu'}, the pseudo-covariance matrix C,, = E{uu’} and their complex conjugates

Ry — B Cu) (5.5)
C; R,

as:
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In the following, we distinguish two cases of real and complex-modulated symbols.

5.1.1 Real-Modulated Symbols

For real-modulated symbols, it can be shown that Rz = oM ® Iy, with the 2N x 2N

matrix M having the following form:

1 0 0] 1 0 0
0 0 1
0 0 110
M = , (5.6)
0 01 0
0 110
0 1 010 0 1

and o? is the variance of the transmitted signal. The block diagonal elements of M follow
from the fact that E{s,(n)s;(m)} = o® if n = m and 0 otherwise. Also, the non-diagonal
blocks are obtained from:

—j2m

E{S,(p)Sy(k)}e ™

(np+mk)

E{sy(n)s,(m)} =

=| -
] =
] =

=

I

=
o~
|

0

E{ 55 (p)le —LFE (n4m)

Il
=] -
WE

3
Il
o

o?, ifn+m=0orn+m=N,

- (5.7)
0, otherwise.

From (5.6), we note that each column of M appears exactly two times (the first column of M
is the same as the (N + 1) column and the i column of M is the same as the (2N —i+2)™"
column, for i = 2,..., N). Therefore, the matrix M has exactly N independent columns
and thus its rank is N. It follows that the rank of Ry is 2N N;.

In the following, we show that Ry has zero eigenvalue with multiplicity 2N N, and 22 also
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with multiplicity 2N N;. Since M is of rank N, then it has NN strictly positive eigenvalues,
Ti, To,..., Tn, and eigenvalue 0 of multiplicity N. Since the covariance matrix Ry is given
by a?M ® I,y,, it follows that Ry has also N eigenvalues 71, T», ..., Ty each of multiplicity
2N; and eigenvalue 0 of multiplicity 2N N;. To find the non-zero eigenvalues, we solve the

characteristic polynomial of M with respect to 7 given by:
‘M - TI2N) —0, (5.8)

where [.| returns the determinant of a matrix. First, if 7 = 1 is an eigenvalue of M, then it
exists a vector @ # 0 such that Ma—a = 0. It follows that a(1) = a(2) =--- = a(2N) =0,
which is in contradiction with a # 0. Therefore, 1 is not an eigenvalue of M.

By writing M as a block matrix:

In M
M=|"" b2 (5.9)
M, Iy

the characteristic polynomial of M, for 7 # 1, is written as:
M = rhy| = |(1=D)Iy||[(1 = )Ty = Mia(1 = 1) Iy M,

= (1-7)N <1 —7—(1- T)l)N, (5.10)

where we used the fact that M, oM, 9 = Iy. Then, the solutions to )M — TIQN) = 0 are
0 and 2. Therefore, all non-zero eigenvalues of M are equal to 2 and thus all the non-zero
eigenvalues of Ry are equal to 2a2. Then, the matrix Ry is decomposed as UDU" where
D is the 4N N; x 4N N, diagonal matrix with zeroes in the first 2N N; diagonal elements and
202 in the last 2N N, diagonal elements and U is an orthogonal matrix whose columns are

the corresponding eigenvectors of Rj.

5.1.2 Complex-Modulated Symbols

For complex symbols, the pseudo-covariance matrix C,, is generally equal to the zero matrix,
which makes the matrix Ry full rank. To avoid this problem, we apply a simple precoding

at the input of the inverse fast Fourier transform (IFFT). It transforms the data symbol X,
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to:

X,=PX,+QX].

(5.11)

where P and @ are two matrices. By combining the data symbol X, and its complex

conjugate, we force the pseudo-covariance matrix to be different from zero.

The choice of P and @ can be done as follow. To make it simple, we consider the matrices

P and Q having the following block structure:

p_ alns;, O0Iy/o
0Ly bIng )’

Q: OIN/2 CIN/2
dIns; 0@y ’

(5.12)

for given real numbers a, b, ¢ and d. Similarly to the real modulation, we have R; =

a’M @ Iy, where M for complex modulation is given by:

PQ" +QP" PPT+QQ"
(a® + *) 0 0

(ad + bc) 0 0

Mo PPT+QQT PQT—l-QPT)

0 (b* +d*) (ad + be)
0 (ad + be) (a® + 2)

for a® +c? = b> +d>?. Thus, for a, b, c and d satisfying a® + ¢ = ad + bc and b* +d? = ad + bc,

each line of M is repeated two times and Ry has rank 2/NN;. As an example, we can take
a = 0.757, b = 0.5032, ¢ = 0.4935 and d = 0.7506. By doing so, the covariance matrix
R has rank 2N N, and can be decomposed as UDU! with D the 4NN, x 4N N, diagonal

matrix with zeroes in the first 2NV N, diagonal elements.
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5.1.3 Subspace-Based Algorithm

The noise subspace is the span of the p = 2M N, —2N N, eigenvectors of Ry corresponding to
the smallest eigenvalue 0% and the columns of H Raﬁ H helong to the signal subspace. Due
to the orthogonality between the signal and the noise subspaces, each column of H R{;H i
is orthogonal to any vector in the noise subspace. Let {v;}}_, denote the p co-orthogonal
eigenvectors corresponding to the smallest eigenvalue of R;. Then we have the following set

of equations:
vIHRH" =0, i=1, 2,..., p. (5.13)

From (5.13), we conclude that v; spans the left null space of H Rgﬁ " For convenience, U

is written as a block of four 2NN, x 2N N, matrices:

v (U b : (5.14)
Us U,

where the columns of [UlT , ul ] T are the eigenvectors of Ry corresponding to the eigenvalue
zero and the columns of [UQT , Ul }T are the other eigenvectors. Then, taking into account

the eigenvalue decomposition of Ry, the set of equations in (5.13) are equivalent to:

HU.
vl > 1=0,i=12..., p (5.15)
H'U,

By dividing v; into two M N, x 1 vectors, ie., v; = [V, VZQ}T, (5.15) is rewritten as:

vl HU, + v, H*'Uy = 0, (5.16)

fori =1, 2,...,p. The matrix H is completely defined by the set of matrices H(l), for
1 =0, 1,..., L. Therefore, the specific structure of H should be taken into consideration
when solving the equations in (5.16) to obtain a more accurate estimate of the channels. To
that end, we divide the two vectors v, ; and v, as follows:

vi; = Wh(1), v5(2),..., vLD]", j=1,2i=1,2..., p, (5.17)

.3 1,3 1,3
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where each v; ;(n), forn =1, 2,..., M, is a N, x 1 vector. From (4.32) and (5.17), each

term v/f H in (5.16) is rewritten as:

L
> i+ HH(), n=Ngp—L+1,....N—1L
=0
min(L,M—n) L
> vim+nHO+ Y vin-N+DH(), n=N+1-L,..., M,
=0 l=max(0,N—n+1)

(5.18)

and v/, H* can also be partitioned in the same manner. By introducing h(l) = vect(H(1))

and V;;(n) = Ly, ® Vf;(n), for i = 1,..., pand j = 1, 2, it is easy to verify that
vi(n)H(l) = R (1)V;%(n). Let denote the 2NN, x 2N, N, (L + 1) matrices V;;, for j =1, 2,
as:
Viij(Nep —L+1) V;;(Nyp—L+2) oo Vii(Nyp+1)
Vii(Nep —L+2) V,;(Ny,— L+ 3) . Vii(Nep +2)
‘/;7]' = ‘/;,j(M — L) WJ(M - L -+ ].) e ‘/;7](M)
Vii(M —L+1) Vi (M) 0
V(M) 0 0
0 0
0
Vii(1)
+ 0 : ’
Vi, Vii(2) Vii(L
Vii(2 Vii(3) Vii(L+2
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and h = [A7(0), A"(1),..., AT(L)]". Then, using the previous notations, (5.16) is rear-

ranged to obtain:

h"VU, + R" VLU, = 0, (5.19)
or, by taking the transpose of the previous equation:

UV, h +U!'V;,h* =0, (5.20)

fori =1, 2,..., p. Note that the difference between (5.16) and (5.20) is that (5.20) takes
into account the Toeplitz blocks structure of H. Now, collecting all the previous equations,

we obtain:

©,h + O,h* =0, (5.21)

where:

e, = [(UVi)", UV, ..., UV, )],
0, = [(UI'Vio)", (U'Vao)", ..., (U'V,)"]". (5.22)

Separating the real and imaginary parts of (5.21), we have:

(m<c§>1+c§>g> (-6, +§>2>) (aw})) o (5.23)
(O, +0,) RO, -0, ) \3(h)

.

h

o

From (5.23), the vector h belongs to the right null space of ©. In practice, h is a linear
combination of the 4N, N, right singular vectors of the matrix ©, denoted by 3;, which
are equal to the eigenvector of the Gramian ®®  corresponding to the zero eigenvalue.

Therefore, an estimate of b is given by:

h— P, (5.24)
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where ® = [B1, B,..., Ban,n,] and the 4N, N, x 1 vector ¢ represents the ambiguity term

to be estimated. The complex channel vector can also be obtained as:
h = ®c, (5.25)

where ® is obtained by combining the lines of ® in the following way:

- 67"eal = =
d=|_ — D@ =Py + Pinag: (5.26)
imag
and j is the complex number satisfying j? = —1.

We mention that the matrices Us; and U, do not depend on the received signal and can be
computed offline prior to the transmission. It is also seen that the over-estimated channel
order L does not affect the estimation process. This is a common property with other

subspace-based estimators [87].

5.2 Resolving the Ambiguity Term

As mentioned above, the subspace that contains the channels is obtained and the ambiguity
term needs to be estimated to extract the exact coefficients. Different approaches can be
applied to solve the ambiguity term e¢. To do so, we highlight the contribution of ¢ on the
received vector y. First, we separate the matrix ® in two NyN,.(L+ 1) x 4N; N, matrices ®;

and ®, which contribute in the SI and intended channels, respectively (i.e., h'st = ®,c and
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hs = <I>Sc). By rearranging the elements of ®; as:

®,,(0)
®,,(0)
‘ ®,,(0) ... (0
B, x,(0) 1(0) ~:(0)
. ®,,(1) ... P;n((1)
Q)Z 1(L : :
’ &, (L) ... Bin(L
o D) (D)
q)i,Nt(L)

T

where each ®;,(1) is a N, x 4N, N, matrix, H™" = [HT“T(O), H"(1),..., H™*"(L)
can be written as:
H™ = &,(Iy, ® c), (5.28)

and H* = [H*"(0), H"(1),..., HST(L)]T can also be written as H® = & (Iy, ® ¢),
where @, is defined in the same way as ®;. H™ and ®; are used to build the matrices H"*
and W, respectively, having the same block structure as H in (4.32).

Next, we define the diagonal matrices G and A, whose diagonal elements are, respec-

tively, g = [g2.1, - - -, gg,Nt]T and o = [agpi11,-- -, a2p+1,Nt]T, and we denote by x;,,(n) =
T ) )
[Z1ipp(n), ..., th,Z-p,p(n)]T, and @;,, = [w27;7p(0), L :cz};p(]\f — 1)} . Using the previous

notations and by developing @ = x; + (In ® G)x} + Z;::l(IN ® A,)Tip, in term of the

transmitter impairments, one can express the received signal in (4.34) as:

Yy = :IIZ-(INNt ®c)ja: +:I’S(INNt ®c)s+w,

~
Hrst Hs

P
= ‘I’z‘(INNt®C) <33Z + (IN@G)Q:: -+ Z(IN(X)AP)CL‘@@) +\I’5(INNt®C)S + ’U),(529)

p=1

where W, and H*® are defined in the same way as ¥, and H"* respectively, and s =
[s7(0),..., sT(N —1)]". After some manipulations, one can verify that (Iny, ® ¢)x; =
(x; @ Iyn,n,)c and (Iny, ® €)s = (s ® Iyn,n,)e. Then, the received vector in (5.29) is
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rewritten as:
P
y= \I!Z<( + (Iy ® G)x; —|—Z Iy®A))Ti,,) ®I4NtNr)c+\I’ (s ®@ Iun,n, e +w. (5.30)
p=1

In (5.30), the received vector y is expressed as a linear function of the unknown vector e. This
formulation makes the estimation of ¢ more tractable. While the transmitted SI is known, the
distorted parts (In ® A,)x,, and (I ®G)x} of the SI from the cascade of the IQ mixer and
PA need to be estimated. We begin by writing the following cost function f(c,s, G, A,) =
|y — (2 + (In@ )i+ 30 (In® Ap)Tipy) ® Livyy, Je — By(s® Iiy,w, )el[* depending
onc, G, A, (forp=1,..., P)and s. Given an initial estimate ¢ of ¢, the minimization
of f(¢,s,G, A,) with respect to s, G and A, can be recast as a LS problem. Then, using
the solutions §, G and A\p, we minimize f(c, s, @, A\p) with respect to ¢. We iterate this
procedure until the estimated parameters converge. An initial estimate of ¢ is obtained using
the LS criterion as:

~

¢ = (¥, (x; ® Ly, )" v, (5.31)

where the operator (-)# returns the pseudo-inverse of a given matrix. At the k" iteration, the
estimate ¢j,_; obtained at the previous iteration is used to find s, G and A, (or equivalently

g and ) as follows:

i
gk
i | = [@.Crr, Wi(diag{2]}B) @61, Wi(ding{wip1} B) @& 1, .
ary

v, <diag{:1:ip7p}B) ® Ek,l] ? (y — \Iliék,lwi), (5.32)

where, for clarity, we introduce B = 15 ® Iy, and CA’k,l = Iyn, ® ¢x_1 and we use the
equality (((IN ®G)x)) ® I4NtNT>c = <(diag{a:f}B) ® c)g. Then, sy is transformed in the
frequency-domain and each element of the frequency-domain vector is projected to its closest

discrete constellation point. The obtained vector is converted back to the time-domain to
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obtain a better estimate s; of s. Then, an update of ¢ at iteration k is obtained as:

P #
Ek = (‘Pz <<wz + (IN ® Gk) + Z (IN ® Ap,k> wip,p> ® I4NtNT> + W, (gk ® I4NtNr)> Y.

p=1
(5.33)
If a set of P pilot symbols are available at subcarriers indexed by P = {p1,..., ppu..}

the intended transmit signal at antenna ¢ can be represented as the sum of two signals:

Ppilot
sh(n) = > Sy(p)e™ N sl(n) = S, (k)em N, (5.34)
i=1 k¢P

where the first sequence sP(n) contains the pilot symbols and the second sequence sg(n)
contains the unknown data symbols transmitted by other intended transmitter. Then, the

received vector in (5.30) is rearranged as follows:

P
y=y, ((azl + (In®G) x} —|—Z (In® A,)) a:ip,p> ®I4NtNr> c+W, ((sp+sd)®I4NtNT)c+w,

p=1

(5.35)
where s? and s? are constructed in the same way as s and contain the pilot symbols and
unknown symbols, respectively. The initial estimate of ¢ is modified to incorporate the pilot

symbols as:
#
/C\O = <‘I’Z(£BZ X I4NtNr) + ‘I’S(Sp & I4N,5NT)) Y, (536)

and the estimates of 8%, G and A, at iteration k are given by:

~d
Sk

9r
al,k = [\Ilsé\’kfl, ‘IIZ (dl&g{.’l}:}B) (059 Ek*l; ‘IIZ <d1ag{w1p71}B> (059 Ek*l; ey

~

apj

\Ili<diag{a:ip7p}B) ® ak_l] ! <y —0,C s — \I:Sék_lsp). (5.37)
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As before, 8¢ is converted to the frequency-domain, demodulated then transformed to the

time-domain to obtain 8¢. The updated estimate of ¢ at iteration k is obtained as:

P
N #*
Ek = (‘I/Z(( .+ (IN ®Gk :1: +Z IN®A3p a:lpp) ®I4NtNr) + P ((Sp—|— Sz) ®I4NtN'r)> Y.
p=1

(5.38)

In the following, we summarize the different steps of the proposed algorithm:

1. Compute the augmented covariance matrix Ry by time averaging of T" received samples

e () ()

2. Perform eigendecomposition of Ry and take the p eigenvectors v; corresponding to the

as:

smallest eigenvalue of Ry.

3. Construct the matrix © from v; and compute the 4N, N, singular vectors of © corre-

sponding to the zero singular value to form ®.
4. Build the matrices ®; and ®, as given in (5.27).

5. Estimate the ambiguity vector ¢ by iterating between (5.32) and (5.33) if no pilot
symbols are available or between (5.37) and (5.38) if a set of pilot symbols are available

from the intended transceiver.

Both algorithms in this chapter and Chapter 4 use the subspace concept to estimate the
unknown parameters. Yet, both of them are applied to two different situations and the
derivations and details included in this chapter are different from those disclosed in Chapter
4. In fact, although the objective is the same that the estimation problem is tackled via the
subspace concept, the formulation and the application of the subspace technique are different
from those disclosed in Chapter 4. In the following, we summarise the main different points

in the two chapters. We refer to the algorithm presented in Chapter 4 by linear subspace.

e The linear subspace algorithm is developed under the assumption that the number of
receive antennas (NN,) is double than the number of transmit antennas (V;) and cannot
be applied when N, = N,;. As detailed in the beginning of Section 5.1, the use of the

augmented received vector can solve this problem.
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e In this chapter, we have to make the 4N N, x 4N N, covariance matrix Ry in (5.5) with
rank 2N N;. To that end, we distinguish two cases:

1. For real-modulated symbols, a complete arguments proving that the 4N N; x4 N N,

matrix Ry is of rank 2NN, is given in Section 5.1.1.

2. For complex-modulated symbols, direct application of the algorithm is not pos-
sible as the pseudo-covariance matrix C,, is equal to zero making Ry full rank.
To solve this problem, we apply a precoding technique as detailed in Section
5.1.2. This precoding technique can open other field to exploit the subspace tech-
nique in communication systems. Actually, most of the applications related to the
subspace concept are limited to larger receive antennas than transmit antennas
and only real-modulated symbol are used when combined with the widely-linear

formulation.

e The manner we manipulate the covariance matrix is different. In the linear subspace
algorithm, R, is full rank while in this chapter Rj is not full rank. Also, the use
of the received signal and its complex conjugate creates redundancy on the estimated
parameters as they appear with their complex conjugates in the orthogonal equations.
These two facts lead to additional manipulations from (5.13) to (5.26).

e The way we solve the ambiguity term in the two chapters is different. In the linear
subspace algorithm, we were able to separate the received OFDM signal over the N,
antennas into N vectors of size 2/N; x 1, each one depends on the ambiguity term in a
linear manner. Then the ambiguity term is obtained by average over the N vectors as
given in (4.62) and (4.64). However, in this chapter, the received signal is not divided
but we are able to separate the contribution of the ambiguity term and the different
nonlinearity coefficients (namely g and «, for p=1,..., P). The developments that
lead to this separability are presented in from (5.27) to (5.30). Finally, the obtained
estimates of the ambiguity term (in (5.33) and (5.38)) and the nonlinearity coefficients
(in (5.32) and (5.37)) are different from the estimates obtained in the linear subspace
algorithm where we combined the ambiguity term and the nonlinearity coefficients in

one term.
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5.3 Simulation Results

PE

MSE
5

F| —B— subspace one iteratiq
—+&— subspace 2 iterationg
—&— subspace 3 iterationg
F| —B&— subspace 4 iterationg
— — - clairvoyant subspace|
—=A— ML one pilot
)" | —A— ML 20% pilots
—*— LS one pilot
—¥— LS 20% pilots

I I

107 Il Il Il Il
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Figure 5.1 SI channel estimation MSE versus SNR with 60 received OFDM
symbols.

In this section, we provide some simulation results on the performance of the proposed
estimation algorithm for a 2 x 2 MIMO full-duplex system. The transmitted bits are mapped
to 4-QAM symbols then passed through an OFDM modulator of length N = 64. The wireless
channels are represented by multipath Rayleigh fading with 5 paths. Since the exact number
of paths is supposed to be unknown, the algorithm is parameterized as if there is 8 paths. In
the following, the SNR is defined as the average intended-signal-to-thermal noise power ratio
and the estimation MSE of H is MSE = E{HH - I/LI\||2} To model the RF impairments, a
complete transmission chain is simulated. The PA coefficients are derived from the intercept
points by taking the IIP3 = 20 dBm [88]. For the IQ) mixer, the ratio between the direct
signal and the image is set to 28 dB which is specified in 3GPP LTE specifications [34].
The ADC is modeled as a 14-bit quantizer to incorporate the quantization noise. Therefore,
no simplifications are made regarding the different impairments. Antenna separation can
attenuate the SI by 40 dB while the RF cancellation stage reduces the SI by 30 dB [6]. The
proposed algorithm is compared to different channel estimators: the least square (LS) and

the maximum likelihood (ML) algorithms. For the LS estimator, the channel coefficients
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Figure 5.2 Intended channel estimation MSE versus SNR with 60 received
OFDM symbols.
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Figure 5.3 SI channel estimation MSE versus percentage of pilot symbols for
SNR = 10 dB.
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Figure 5.4 Intended channel estimation MSE versus percentage of pilot sym-
bols for SNR = 10 dB.

are obtained using the known self signal and the pilot symbols in the intended signal. It
simply considers the unknown symbols as additive noise. The ML estimate is obtained by

maximizing the following cost function:
,C(HTSi, Hs) = log ‘R| . (,y — H™p — Hssp)H R! <y — H e — Hssp) 7

where R = o*?H*" H?® 4 %1 N, - Here we anticipate on the ML estimator detailed in Chap-
ter 6. The covariance matrix is obtained by averaging 60 OFDM blocks. Figs. 5.1 and 5.2
plot the MSE versus SNR curves for the SI and intended channel estimations, respectively.
In both figures, one pilot symbol, from the intended transceiver, is used to solve the ambigu-
ity matrix. For comparison purpose, a perfect estimate of the ambiguity term ¢ is obtained
aS Cperfect = Argmin, ||[h — ®c||3 and the corresponding curves are labelled by clairvoyant
subspace. It is seen that, when one pilot symbol is used in the ML and LS estimators, the
proposed subspace algorithm offers notably lower MSE over a large SNR range. We also
represent the performance of the ML and LS estimators when 20 % of the transmit symbols
are known (the pilot symbols are equally spaced within one OFDM symbols) while keeping

one pilot symbol for the subspace method. In this case, the three algorithms give comparable
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performance at low SNR region with the expense of lower bandwidth efficiency for the ML
and LS algorithms. As the SNR increases, the performance of the LS estimator saturates
due to the reduced number of pilot symbols and the presence of the unknown transmit signal
from the intended transceiver which acts as an additive noise. While the subspace algorithm
exploits the information bearing in the unknown data to find the signal subspace. The am-
biguity term is first solved using the known transmit symbols then the iterative decoding
ambiguity estimation is applied to improve the estimation performance. From Figs. 5.1 and
5.2, three to four iterations are sufficient to converge and the obtained performance is close
to the performance when the ambiguity term c is perfectly obtained. As it can be expected,
the estimate of the SI channel is more accurate than the estimate of the intended channel.
This can be explained by the fact that the self-signal is known while one pilot symbol is
known in the intended signal.

The number of pilot symbols is a critical issue in channel estimation since a large pilot

102 T T T T T
. . —+&— subspace one iteratiqF
—&— subspace 2 iterationg
—&— subspace 3 iterationg
—A— ML estimator
10" 4 —%— LS estimator

i i i i i i i i
15 30 45 60 75 90 105 120 135 150
Number of OFDM symbols

Figure 5.5 SI channel estimation MSE versus number of OFDM symbols for
SNR = 10 dB and one pilot symbol.

sequence provides better estimation performance but reduces the bandwidth efficiently of
the system. In Fig. 5.3 and 5.4, we compare the impact of the number of pilot symbols on
the performance of the three estimators. It can be seen from these figures that the subspace

method is not greatly affected by the number of pilot symbols since the subspaces are ob-
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Figure 5.6 Intended channel estimation MSE versus number of OFDM sym-
bols for SNR = 10 dB and one pilot symbol.

tained using the second-order statistics of the received signal and not the transmit signal
itself. Clearly, the proposed algorithm outperforms the ML and LS estimators at reduced
number of pilots while this tendency is inverted when the number of pilots increases. How-
ever, a system with large amount of pilot symbols is not of practical interest.

In Figs. 5.5 and 5.6, we evaluate the impact of the number of observed OFDM symbols on
the estimation performance. For the three algorithms, we consider the transmission scheme
where the number of pilot symbols is set to one and the SNR is 10 dB. As the subspace
algorithm is based on estimates of the second-order statistics of the received signal, its
performance varies with the number of OFDM symbols. All three algorithms are able to
estimate the SI channel with an error floor for the LS. The ML and subspace algorithms offer
the similar performance. On the other hand, the LS estimator fails to recover the intended
channel, for any number of OFDM symbols. This can be explained by the fact that the
number of unknown (intended channel coefficients) is larger than the number of pilot sym-
bols. Hence, it is not possible to use this method when the number of pilot symbols is small.
The ML estimator presents also poor estimation performance for the intended channel, while
the subspace method is able to return a good channel estimate, with a better bandwidth

efficiency compared to the other estimators, as soon as there are enough OFDM symbols to
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compute the covariance matrix.

Our primary motivation of this work is to develop an accurate channel estimator to can-

60 T T
subspace one iteration -
subspace 2 iterations -

subspace 3 iterations b
— — - frequency domain LS 20% pilo
— — —frequency domain LS one pilot
— — - perfect cancellation

50

17}

40r|

SINR [dB]

10 20 30 40 50 60
SNR [dB]

Figure 5.7 Output SINR versus input SNR after SI-cancellation.

cel the SI signal. The performance of the SI-canceller is represented by its achieved out-
put signal-to-residual-SI-and-noise power ratio (SINR) after SI-cancellation versus the input
SNR. Ideally, if SI could be completely cancelled then the residual SI after cancellation is
0, and consequently the output SINR equals the input SNR as shown by the dashed line
“perfect cancellation” in Fig. 5.7. In other words, the “perfect cancellation” is considered as
the ideal upper-bound for the SINR. As shown in Fig. 5.7, with 3 iterations, the proposed
subspace-based SI-canceller can offer an output SINR very close to the upper-bound over a
large SNR range. At low SNR, the large estimation error results in a larger residual SI after
cancellation, which ultimately affects the output SINR.

We also investigate in Fig. 5.7 a frequency-domain method to estimate the different pa-
rameter using the pilot symbols on some subcarriers. We resort to the LS estimator to find
the channel responses at the pilot subcarriers. Since the remaining subcarriers contain un-
known symbols from the intended transceiver, the complete channel responses are obtained
by linear interpolation of the estimated coefficients. Thus the frequency-domain approach

uses only the portion of the signal containing pilots while the proposed approach exploits
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the whole received signal through the second-order statistics. As shown in Fig. 5.7, the
performance of the frequency-domain approach highly depends on the number of pilots since
the interpolation cannot model the variance of the channel in the frequency-domain. On
the other hand, by exploiting the whole received signal through its second-order statistics,
the proposed method offers good performance even with one pilot and still outperforms the
frequency-domain approach (even with much larger number of pilots). Fig. 5.8 plots the
BER versus SNR curves of the two approaches. To improve the BER, the SINR should
be kept as high as possible at the demodulator. To conclude, while the frequency-domain
approach is more intuitive, it needs a large number of pilots and is outperformed by the
proposed method.

We evaluate the performance of the system in the presence of phase noise by simulation.

subspace algorithm one pilot
frequency domain LS one pilot
frequency domain LS 20% pilofs

=5

10

0 2 4 6 8 10 12 14 16 18 20
SNR [dB]

Figure 5.8 BER versus SNR comparison of the proposed and the frequency-
domain LS techniques.

Figs. 5.9 and 5.10 plot, respectively, the SINR and the BER versus the phase-noise 3 dB
bandwidth f345 for SNR = 20 dB, and common oscillator at the transmitter and the receiver.
The residual SI depends on the quality of the oscillator represented by its f3;p. Higher f3:p
results in a fast varying process. From these figures, the proposed method still offers good
cancellation performance, which is degraded as f3gp increases.

The PA nonlinearity effects on the performance of the proposed algorithm are also investi-
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Figure 5.9 SINR after Sl-cancellation vs. f34p.
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Figure 5.10 BER vs. phase-noise f345.

gated through simulations. Fig. 5.11 plots the resulting SINR after cancellation versus the
value of the PA IIP3 for SNR= 20 dB. For perfect cancellation, the resulting SINR after can-
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cellation would be the SNR= 20 dB. A lower IIP3 indicates higher PA distortions (or poorer
PA) and hence reduces the resulting SINR after cancellation. Fig 5.11 shows that as the I1P3
value increases, the cancellation performance is improved. However, for a sufficiently high
ITP3 (e.g., 18 dBm or higher), the PA distortions are no longer dominant and the resulting
SINR after cancellation is unchanged. This can be explained by the fact that, when devel-
oping the algorithm, the third-order component of the signal g ,3(n) = z}?(n)]z[?(n)|* is
2

approximated by x,(n)|z,(n)|* to simplify the algorithm. This approximation only affects

the algorithm performance when the nonlinear coefficients are sufficiently high.

5.4 Chapter Summary

In this chapter, a subspace-based estimation has been proposed to jointly estimate the SI
channel, the intended channel and the transmitter impairments for MIMO full-duplex sys-
tems. By exploiting the covariance and pseudo-covariance matrices of the received signal,
an effective way has been formulated to apply the subspace method for symmetric MIMO
systems. The complete characterization of the second-order statistics of the received signal
avoids the constraint on the number of transmit and receive antennas stated in Chapter 4.
While the widely-linear formulation is appropriate for both situations, it is more convenient
to select the direct subspace algorithm of proposed in Chapter 4 to reduce the size of the

manipulated vectors and matrices.
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Chapter 6

Maximum Likelihood SI-Cancellation!

In Chapters 4 and 5, we rely on the subspace approach to estimate the SI parameters for
the baseband cancellation. This approach was first motivated by the need to incorporate
the intended signal in the estimation process. Unlike the transmitted SI, the intended sig-
nal is not known beforehand. Therefore, the estimation process is based on the statistics
of the received signal. In this chapter, we jointly estimate the SI channel, the intended
channel and the transmitter nonlinearities, for the baseband cancellation stage, using the
maximum-likelihood (ML) criterion when a set of subcarriers are reserved for pilots transmis-
sion. Since the received signal contains a mix of known and unknown data, the developed
estimator exploits these known data and the second-order statistics of the unknown data
from the intended transceiver towards the identification of the channels. The full use of
the received signal reduces the number of needed pilot symbols compared to training based
techniques. The received signal is approximated by a Gaussian process to formulate the like-
lihood function. Using some approximations, we derive a closed-form solution to maximize
the likelihood function. A substantial improvement in estimation accuracy is obtained by
iteratively estimating the second-order statistics of the unknown signal and the unknown
coefficients.

As stated in Chapter 3, the transmitter nonlinearities have to be reduced in the baseband
cancellation stage. However, the phase noise from the local oscillators can also result in
high residual SI [35]. A shared-oscillator reduces the phase noise effects and improves the

cancellation performance by 25 dB compared to two separate-oscillators for the up-conversion

'Parts of this chapter have been presented in [89] and [90].
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and down-conversion [37]. In this case, the difference between the phase noise at the transmit
and receive chains depends on the delay that the SI signal experiences from the transmit chain
to the receive chain. A frequency-domain method to compensate such phase noise is proposed
in [91] and a time-domain phase noise estimation technique is developed in [36]. These
methods consider the intended signal as an additive noise, which reduces the estimation
accuracy. In this chapter, once an initial estimate of the channel coefficients is obtained, we
propose a ML estimate of the phase noise affecting both the SI and intended signals, which
avoids the drawback of considering the intended signal an additive noise.

The remaining of the paper is organized as follows. In Section 6.1, we present the full-
duplex communication system model under consideration. The analysis and development of
the proposed ML channel estimation algorithm are presented in Section 6.2 and the procedure
to estimate the phase noise process is detailed in Section 6.3. Section 6.4 provides illustrative

simulation results and Section 6.5 presents the conclusion.

6.1 System Model

Consider that P subcarriers are dedicated to transmit pilot symbols. We define the index
set of the subcarrier reserved for pilots by P = {p1,..., pp,,,}, then the transmit signal

sqt(n) can be represented as the sum of the following two signals:

Ppllot

sZt(n) — \/7 Z Sqt pz 6327szn/N
L) = =SS, 6.1

k¢ P

forn =0,..., N —1 where the first sequence s} ;(n) contains the pilot symbols S, ;(p;), pi €
P, and the second sequence si ,(n) contains the unknown transmit data symbols S, (k), k ¢
P, during the t* OFDM block. Using (6.1) and following the same model as in Chapter 4,

the received signal in (4.29) becomes:

yrt ZZ hrsz xqt l) + hrsz zq(l + Zhrsz Zp,2p+1 (n—l)|a:q,t(n—l)\2p

q=11=0

A Dl D B 541 + s+ ). 62



6 Maximum Likelihood-Based SI-Cancellation 109

In (6.2), the equivalent global channel responses of the IQ image is:
hyy (1) = gaghyy (D), (6.3)

and the global channel responses for the PA distortion and the combined PA and IQ distor-

tions are given by, respectively:

h:ij’ipgp“ () = azp+1,qh§fj(l),

h:,sg’ip’2p+1’iq(l) = Oé2p+1,q92,qh:,5;(l)- (6.4)

To allow a more articulate description of the problem, we define the set of N x (L + 1)
circulant matrices X, 4, for ¢ = 1,..., N; in which the first row is [2,4(0), (N —
1), g¢(N—2),..., x,+(N—L)] and first column is [z,+(0), z,:(1),..., z4,:(N —1)] and the
N x Ny(L + 1) matrix Xy = [ X1 cirt, Xocirts---s XN, cirt]- The matrices S and X p 041
are defined in the same way as X, but using the sequence {s} (n)} and {zq(n)|ze.(n)*}
instead of {z,:(n)}, respectively. We also gather the channel coefficients from all the transmit

antennas to the 7" receive antenna as:

8% rS% TSt 5% 5% T
h* = [h(0),..., h(L), ..., hI%,(0),..., B% (L)),
S S S S S T
hy = [h4(0),..., B2 (L), ..., hin,(0),..., B2N(L)],
Hﬁ - [Hﬁ,lv Hﬁ,Z? R Hﬁ,NJ ) (65)

where the N x N circulant matrix H  is defined as:

he,(0) 0 .0 R(L) ... k(1)
hyq(1) '
H, = : h; (L)
h; (L) ... h;,0) 0
0 h (L) ... he ,(0)

The vectors h7s:4  RIstw2r+l and RT5HP20TLE are defined in the same way as h7*" in (6.5)

using hyso'9(1), hrs®2PH () and hpsh®2PH(l), respectively. Using the previous notations,
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the received signal at antenna r can be reformulated in vector form as:

P
_ TSt * 1, TS1,1q rst,ip,2p+1 * rsi,ip,2p+1,iq Py, S S od
yr,t—Xthr +Xt hr +§ : (Xt,inerlhr +Xt,ip,2p+1hr )+St hr+Hr Sy Wy,

p=1
(6.6)
where y,; = [y,.:(0), ..., yre(N — 1)]T is the received N x 1 vector after removing the cyclic
prefix and sf = [s¢,(0),..., s? (N — 1)}T. In the following, we limit our analysis to the

third order PA nonlinearity. This is done to simplify the notation and to make it more

illustrative. The generalization for any nonlinearity order can be derived from the following

development by putting the vectors h’*»#2*T1L4 on top of each other. By collecting the
. .. . T r 1T

received vectors from the N, receiving antennas in y;, = [yu, e yN“t] , We can express

(6.6) as:

Y, = (INT ® Xt)hrsi + (INT ® X:)hrsi,iq + (INT ® Xt’ip’3)hrsi,ip,3
+(In, ® X; ) B0 P3 4 (I, @ SY)R° + H*s{ + wy, (6.7)

where ® refers to the Kronecker product between two matrices, Iy, is the N, x N, identity

matrix, the intended channel coefficients are collected as:

e = [mT R R

H = [HT, H,..., HI]", (6.8)
h"¢" is defined as: .
Pt = et R R (6.9)

and h"sb4 Rrsbir3 and k4P are defined in the same way. In the following, we assume
that the noise and the transmitted signals are independent, and the signal and noise variances

are o and o2, respectively.

6.2 ML Estimator

To reduce the SI in (6.7), we need to estimate the residual SI channel h"*’ and the var-
ious equivalent channels from the transmitter impairments from the received signal y;.

In this chapter, we propose a joint estimation of the SI and intended channels, exploit-
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ing both the known pilot symbols and the statistics of the unknown part of the received
signal. The use of the known and unknown transmit data in the estimation process is
commonly referred as semi-blind channel estimation [85] [92]. To that end, we introduce
h = [h”SiT, previal prsiipsT - prsiip3,iql hST]T as the vector to be estimated and D, =
Iy, ® Xy, In, @ X, In, @ Xyips, In, @ X[y 3, In, @ SP] as the matrix gathering the
symbols sent by the same transceiver and the known pilot symbols sent by the other intended

transceiver. It follows that the received signal in (6.7) can be simply formulated as:
y, = D;h + H*s! + w;. (6.10)

For a Gaussian received data?, y, is a Gaussian random vector with mean D,k and covariance
matrix R = o> H*H*" 4+ 62Ty . A total of T OFDM symbols are used in the estimation

process. Following the Gaussian model, the log-likelihood function is given by:

T

L(h) = —-Tlog|R| — Z(yt - Dth)HRfl('yt — D;h). (6.11)

t=1

The ML estimate of h is obtained by maximizing the log-likelihood function £(-). As the
covariance matrix R depends on the unknown vector h®, maximizing the cost function with
respect to h® appears to be computationally intractable since it involves a N;N,.(L + 1)-
dimensional grid search. To overcome this complexity, we first ignore the relation be-
tween R and h® and we maximize the log-likelihood function with respect to R and h =
[hTSiT, prsiial | prsiipsT - prsiipdiel hST] T. This separability is exploited to solve the prob-
lem in a low-complexity manner. In the following, we derive a closed-form solution and an

iterative method to estimate the channels.

6.2.1 Closed-Form Solution

By considering separable variables h and R, the conditional approach to maximize the
log-likelihood function can be used. In the conditional approach, the covariance matrix
is modeled as deterministic and unknown. Therefore, the matrix R is substituted by the

solution Ry (k) that maximizes (6.11) for a fixed h. Hence, maximizing (6.11) with respect

2The Gaussian assumption is well justified for OFDM transmit signal [75].
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to R leads to [77]:

1 T

Ryn(h) = T Z('yt — D.h)(y, — Dth)H‘ (6.12)

t=1

Substituting R by Ryr(h) in (6.11), we get the so-called compressed likelihood function
93] [94]:

1

L.(h) = —T1log T Z(yt — D.h)(y, — Dth)H ) (6.13)

t=1
where the constant terms irrelevant to the maximization have been discarded. It follows that
the ML channel estimate is given by:

hy = arg mi?xﬁc(h). (6.14)

In order to find a closed-form solution of (6.14), we first compute the LS estimate of the
channel [29]:

T -7
hrs = <Z DtH-Dt> ZDf{'yt- (6.15)
=1

t=1

Then, we define d; = y, — D;hg and R=1 /T Zthl d;d!. Following theses notations, the

compressed likelihood function in (6.13) can be rewritten as:

L(h) =
- 1 &
—Tlog|R + = > Di(h - hys)(h — hys)" D' — D,(h — hys)d]’ — di(h — hs)"DJ|.
t=1
(6.16)
Let define £ = h—hg. Asthe block number T increases, the LS estimate h g approaches the

ML estimate h,;;,. Therefore, the difference &5, = hy, — hrs between the two estimates

becomes small. Using the fact that for any matrix M satisfying ||[M||r < 1, we have
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|I + M| ~ 1+ trace{ M}, the log-likelihood function in (6.16) is rearranged to obtain:

T
~ 1 ~
L.(h) = —Tlog )R‘ -7 (1 + trace {R‘1 Y Dg" Dy - Dtdf - dig" DY }) :
t=1

(6.17)
where we substitute h — hyg by & Using the commutative property of the trace, the

maximization of L.(h) is equivalent to:

T
Eur = arg m?xz ¢"DIR'D,¢ —d'R'D,¢ — ¢"DIR'd,. (6.18)

t=1
By setting the first derivative with respect to & to zero, the solution to (6.18) is given by:

> D/Rd,. (6.19)
t=1

T
Eur = (Z D/ R—lDt>
t=1

Using d; = y; — D;hs and hy;;, = hps + &y, a closed-form expression of the ML channel

estimate is given by:

T -7
hap = <Z D{fﬁlpt> > DRy, (6.20)

t=1 t=1

For large data record, we show in Section 6.6 (Appendix A) that limy_, R=R. Considering

the expression of y; given in (6.10), the estimator in (6.20) is expanded as:

T -7
hy = h+ (Z D{fﬁlpt) > DR (H's} +w,), (6.21)
t=1 t=1

from where we can verify that the estimator is asymptomatically unbiased.

The ML estimate obtained in (6.20) is different from the LS estimate because of the weighting
matrix R~L. Actually, the ML and LS estimates are equivalent in the presence of white
Gaussian noise. In our case, the effective noise is composed of the thermal noise and unknown
transmit signal, which is not a white noise. In an alternative interpretation, the ML solution
can be viewed as a weighted LS solution where the covariance matrix of the noise affecting

y,; is exactly R and we use R as an estimate of R.
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6.2.2 Iterative ML Estimator

The closed-form solution in (6.20) depends on R, which is an estimate of the covariance
matrix R. Therefore, a better estimate of R results in a better estimate of the channel vector
h. On the other hand, the matrix R depends on the unknown intended channel coefficients
h® that we want to estimate. Assuming again the separability of the log-likelihood function
in h and R, a common approach in this situation is to resort to an iterative procedure. If the
channel vector is given, the covariance matrix R that maximizes the log-likelihood function

given h is:

1

Ryr(h) = > (y. — Dih)(y, — D). (6.22)

t=1

Conversely, if R is available, the solution to the problem arg maxy L(h, R) can be computed

as:

T
hy(R) = (Z DA R‘lDt> > DI'R'y,. (6.23)
t=1 t=1

The proposed approach iterates between (6.22) and (6.23). At the " iteration, the estimate
R, ; obtained at iteration i — 1 is used to find h as h; = hy;(R;_1). Then, the estimate
of R is updated at iteration i as R; = Ry (h;). The algorithm is stopped when there is no
significant difference between two consecutive estimates. Like most of iterative algorithms,
initialization is a critical issue for convergence. In our case, setting Ry = I appears to be a
reasonable starting point. At the first iteration, we obtain the LS estimate given in (6.15).
As we iterate, the matrix R; acts as a weighting matrix to improve the estimated channel.

The proof of convergence to the global maximum of the log-likelihood function may not
be straightforward because the function at hand is not verified to be convex. However,
using the closed-form expression obtained in the previous section, it is possible to prove the
convergence to a stationary point close to the ML solution. In fact, when initializing the
algorithm with Ry = I, the iterative algorithm gives us, in the second iteration, the same

channel estimate given in the closed-form solution in (6.20). That is, after two iterations,
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the algorithm operates close to the ML solution. Following the arguments in [76], we have:

L(h;, R;)

= max L(h;,R)
> L(hi, R;_1)

= max L(h,R; )
L(h; 1,R; 1).

Y

(6.24)

Therefore, the log-likelihood function is increased after each iteration, and for a good initial-

ization, the algorithm converges to a stationary point close to the ML solution. Simulation

results presented in Section 6.4 confirm that, when initializing the algorithm with Ry = I,

the iterative algorithm converges after 4 to 5 iterations. The main complexity of the LS

estimator comes from the computation of the inverse of <ZtT:1 D[ Dt) while the proposed

ML algorithm involves an additional matrix inversion of the NN, x NN, matrix R; at each

iteration compared to the LS estimator.

Table 6.1 provides a complexity comparison of the estimation algorithms proposed for

the baseband cancellation stage, with the corresponding application since every algorithm

has its own requirements in term of number of antennas and pilot symbols.

Table 6.1 Comparison of the baseband estimation algorithms.

ble number of transmit
antennas NV,

- No need for pilot sym-
bols

to the number of trans-
mit antennas /N,

- No need for pilot sym-
bols

Linear subspace algo- | Widely-linear subspace | ML algorithm

rithm algorithm
Main com- | - Eigen-decomposition: | - Eigen-decomposition: | Matrix inversion:
plexity O(MN,)* + O(N,(L + | O(2N,M)? + | O(Niger (5(L+1)+NN,)3)

1)p)? OAN;N,.(L+1))?

- Ambiguity  term: | -  Ambiguity  term:

O(2N;)? + O(6N}?)? O(N + p + 1)N,)* +

O(4N;N,)?

Application | - Number of receive an- | - Number of receive an- | - No restriction on num-
cases tennas N, should be dou- | tennas N, can be equal | ber of antennas

- Need some pilot sym-
bols
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6.3 Phase Noise Suppression

While the knowledge of the SI channel and the transmitter impairments are essential to
reconstruct the received SI signal, some other RF components can affect the SI and, it is
desired to consider their effects when cancelling the received SI. Phase noise, introduced by
both transmitter and receiver oscillators, has been considered as one of the main limiting
factors in Sl-cancellation. Considering the presence of phase noise in the received signal,

(6.2) can be rewritten as:

Yri(n )=
<Z Z W) (zge(n — D)+l (n — 1)) -t 4 By (1)sg,(n — l)ej¢iz,q> e 19mr a4 (n),
g=1 1=0
(6.25)
where ¢! is the phase noise of its own ¢'" oscillator of the transmitter side affecting the

n,q
nth SI sample, ¢;, . is the phase noise of the gth intended transmitter oscillator, affecting the

nth intended received sample, ¢,,, is the oscillator phase noise at the rth receive antenna
affecting both the SI and intended signals, and xlmp (n) collects the transmitter impairments
from the IQ mixer and the PA. For generality, we use different notations for the phase noise
process from different antennas, allowing us to apply the proposed method for independent
oscillators at the different antennas or a common shared-oscillator. The phase noise processes
in (6.25) changes from one OFDM symbol to another and should be indexed by time ¢, but
this notation is ignored for clarity while we keep in mind that the phase noises change from
one ODFM symbol to another.

Since the transmitted symbols multiplied by different phase noise realisations are further
convolved by the multipath channel impulse response, the received sample n is affected
by L + 1 different realizations of phase noise. However, the phase noise, due to oscillator
imperfection, is typically a very narrowband process and, hence, changes slowly over time.
As a result, the difference in phases during these L + 1 consecutive symbols can be assumed

to be negligible in order to simplify the development of the algorithm, i.e., ¢}, ; = ¢! , and
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g = Png for 1=0,..., L. Therefore, the received signal in (6.25) becomes:

yrt( ) =

Z R () (zga(n—1) +2iP (n—1)) e%nra 4 e (D) (sh (n—1)+58 ,(n=1)) /%ra + w4 (n),
q=1 1=0

(6.26)

where ¢! — Qny and @, . = @), — Pn, are the combined transmit and receive

phase noise processes affecting the SI and the intended signals, respectively. It is noteworthy

n,q,r

to mention that we adopt this assumption only during the development of the algorithms
and simulations are performed using the actual phase noise process. Denoting 7, ,+(n) =
S hrsi(1)(z,0(n — 1) + 23" (n — 1)) the received SI and the transmitter impairments in the
absence of phase noise, also 57 ,(n) = S s (Dsh ,(n—1) and 57, (n) = S hs (1)sd,(n—
[), the N received samples of the t*" OFDM block can be expressed as:

Yrt = Z diag{%ﬁq,t(n)}Qi (dlag{ Sr.q, t( )} + dlag{gg,q,t(n)}> q)vs",q + Wyt (627)

where diag{Z, ,:(n)} is a diagonal matrix with diagonal elements {Z, ,+(0),..., T (N —1)}
and:

q)j“,q = |:6-7¢0,q,7‘, €J¢1’T’q, Cy 6J¢N_1’T’qi| ’

q)i,q —_ [ej‘bg,r,q’ ejQSiq,r, e ejqﬁ\’—l,q,r}T ' (628)

Assuming an estimate of the channel coefficients is available, from the proposed estimator in
Section 6.2, the joint estimation of the phase noise vectors <I> gand ®7 forg=1,..., Ny
involves recovering 2N N; parameters from /N equations. This is an underdetermined problem
and may have many different solutions. Thus, exploiting the fact that the phase noise is
slowly varying over time, we consider that it remains constant over [, consecutive samples,
which divides the number of unknowns by [,. Let Eig and Eiq denote the reduced version

of ® and ®; whose elements are defined as E;q(n) = ®; (nl,) and Eiq(n) =& (nly,),
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respectively, and let:

Fr04(0) 0 . 0
Tygt(ly — 1) 0
_ 0 %7“7(1775([}7)
-Xr,q,t— . ’
0 fr7q7t(2lp —1) 0
Trgt(N = 1)
0 fr7q7t(N — 1)

§f,q,t and §jf,q,t are defined in the same way as E,q,t using the pilot part s} ,(n) and the

unknown part gg,t(n) of the intended signal. Denoting }r,t = | X1t Xone| and

§f,t = §f_’,17t, ey §f,Nt’t} , the received vector in (6.27) can be approximated by:

N
~ X & P ad FH
Yo = Z erqvtq)w + Sr,q,tq)r,q + Sr,q,t(ﬁr,q + Wy,
q=1

— X,/ ®, + 5@ + 51,8 +w,, (6.29)
— —iT —ir 17T —s —sT —s7 17 . .
with &' = [‘I%,p o ‘I%«,NJ and B° = [@T,l,..., @rth} . Finally, by collecting the phase
noise processes as:
—i [T =i —ir |7
T — [q)f, 3 . @ﬁ} ,
=S =S =S =S T
3 = [<I>1T, N <I>]3;] , (6.30)

and defining the block diagonal matrices )A(/t, §f and §§l with block diagonal elements fm,

~ ) . T
S?, and Sﬁt, forr=1,..., N,, respectively, the received vector y; = [yft, e y%ﬁt] over

the NNV, antennas can be written in the following compact form:

Y = X, @ + S'®° + 5% + w,. (6.31)
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— _ T
Similar to Section 6.2, we gather the parameters to be estimated in one vector ® = [(I’ZT, <I>ST]

and the known transmitted signals in one matrix as D, = [)A(/t, §f } . Thus, by adopting the
Gaussian model to the received vector vy, the log-likelihood function to estimate the phase

noise, knowing the channel coefficients, is expressed as:
=1 =S = H =
Lon <<I> D ) = —log|Ry.| — <yt _ Dt<I>) R (yt _ D@) , (6.32)

where R, is the covariance matrix of y, given by R, = E {§§@S$SH§;1H } + o Iyy,. Tt

is noteworthy to mention that maximizing £,,(-,-) with respect to &' and @ leads to the
ML estimate of the phase noise processes. Compared to the problem of channel estimation
in Section 6.2, the covariance matrix R, depends on the statistical properties of the phase
noise process and not on its actual realization of the process. Therefore, the problem is
reduced to minimizing (y; — IN)tq))HR;,% (y: — IN)tfﬁ) with respect to ®. By setting the first
derivative to zero, it can be shown that the ML estimate of the phase noises is given by:

By, = (Df! lef)t)1 D/'R,y. (6.33)
The closed form expression of R, depends on the oscillator type. In Section 6.7 (Appendix
B), the expression of R, is given for a phase-locked loop (PLL)-based oscillator and a
free-running oscillator.

The main complexity of the phase noise estimation procedure comes from the inversion
of the 2NN;N, /1, x 2N NN, /l,, matrix ﬁtHR;r}ﬁt. Note that the phase noise estimator
needs also the inverse of the covariance matrix R;nl, which is computed one time only, since
it depends on the characteristics of the oscillators only and not on the transmitted signal.

The matrix ﬁ{{ depends on the SI channel, the transmitter impairments and intended
channel. An iterative technique is used to jointly estimate the channel coefficients and the
phase noise required to suppress the SI signal. First, an initial estimate of the channel
is obtained using the proposed ML algorithm by ignoring the presence of the phase noise.
Then, the estimated channels are used to obtain an estimate of the phase noise vector ®
from (6.33). Next, we use the estimate of the phase noise to shift the transmitted SI signal
and intended signal and estimate the channel coefficients again from the shifted reference

signal. We iterate this procedure until the algorithm converges.
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As any iterative method, the convergence to the actual solution should be discussed.
The proposed method may converge to a stationary point which is different from the actual
channel coefficients and the phase noise processes. For example, if h:fq" and e/%nrp are
solutions to our estimation problem, then h7%e/’ and el ®nr0=P) would also be solutions.

. . . . 7/ . Z 7/ Z .
Actually, the phase noise process at time n is written as ¢;, ., = &;,_; ., +0,, ., where 9, . is

%
n,7,q

sum of a constant term ¢, . and a variable term A =" d; . When combined with

the innovation process at time n. Thus the phase noise process ¢ can be expressed as the
the propagation channel, it is not possible to separate the phase of the channel coefficients
and qﬁé,T,q. Therefore, the channel estimation algorithm returns an estimate of hﬁfqiej %ra and
hivqej‘i’g»r»q while leaving the variable part of the phase noise A}, and A7 to be estimated
during the second part of the procedure. The iterative algorithm is more likely to converge
to the points (h,ﬁf;ej‘z’émq, A, ,) than the actual points (b5, ¢!, ,.). A more detailed study

on convergence is presented in Section 6.8 (Appendix C).

6.4 Simulation Results

In this section, we provide some simulation results to illustrate the performance of the
proposed algorithm in terms of the estimation error and the Sl-cancellation capability in
different scenarios. The wireless channels are represented as a frequency selective Rayleigh
fading channel with 9 equal-variance resolvable paths (L = 8). The SIR;, at the input of
the RF cancellation stage is assumed to be —50 dB. A first estimate of the SI channel is

obtained during an initial half-duplex period as:
~ —1
R = ((Iy, @ X)" (In, © X)) (In, © X)" s, (6.34)

and the input to the proposed algorithm is the output of the RF cancellation stage. The
data are drawn from 4-QAM constellation then passed through an OFDM modulator. Unless
otherwise specified, the number of observed OFDM blocks is set to 7" = 60. The pilot symbols

are inserted periodically in some subcarriers before the OFDM modulator.

6.4.1 Performance in the Absence of Phase Noise

We first evaluate the performance of the proposed channel estimator in the absence of phase

noise. Fig. 6.1 and Fig. 6.2 depict the MSE of the proposed method when estimating the
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residual SI A™** and the intended channel h®, respectively. The pilot symbols represent 20%
of the total transmitted data. To properly assess the performance of the proposed channel
estimator, the MSE of the algorithm is compared with the Cramér-Rao bound (CRB), as a
benchmark for the performance evaluation of the estimator. The expression of the CRB is
given in Section 6.9 (Appendix D). We also compare the ML estimator with the LS estimator.
The iterative ML algorithm is initialized with Ry = I in the absence of any prior information
about the intended channel. As mentioned in the previous section, the LS estimate is
obtained in the first iteration of the proposed algorithm. From the simulation results, the
closed-form ML and the LS perform closely to the CRB for moderate SNR. However, the
LS saturates at high SNR. This saturation is due to the presence of the unknown received
signal from the intended user, which acts as noise floor as the SNR increases. Whereas, at
low SNR, the thermal noise is dominant as compared to the unknown transmitted signal
and the estimation performance is mostly affected by the thermal noise. The closed-form
ML also presents a noise floor at high SNR because of the different approximations adopted
to obtain the closed-form expression. As we iterate, this saturation is reduced since we have
a better estimate of the covariance matrix R. At low SNR, convergence is obtained after 3
or 4 iterations while more iterations are needed at high SNR.

Fig. 6.3 represents the relation between the input SNR and output SINR (SINR,,;) after
SI-cancellation. It can be seen that the proposed iterative algorithm outperforms the closed-
form ML solution at moderate and high SNR. Actually, the MSE saturation of the closed-
form ML is reflected in SINR,,; since the cancellation performance is directly related to the
accuracy of the estimated SI channel. Fig. 6.4 shows the amount of baseband cancellation
apg, defined as the SI power at the output of the RF stage divided by the remaining SI power
after the baseband cancellation. Both iterative and closed-form solutions are compared to
the LS estimator. Clearly, the proposed algorithm outperforms the LS estimator. Note that
the performance of the LS estimator saturates at high interference power as a consequence
of the channel estimation MSE saturation at high SNR shown in the previous simulations.

The estimation of the intended channel needs some pilot symbols from the other transceiver.
In Fig. 6.5, we evaluate the performance of the proposed algorithms when varying the num-
ber of pilots with SNR= 20 dB and with 7 iterations for iterative ML algorithm. The MSE
for SI channel estimation (in solid lines) is less affected by the number of pilots than the
intended channel estimation (in dashed lines). For very small number of pilots, the SI chan-

nel is estimated by using the known self-signal and the statistics of the intended signal. For
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Figure 6.1 SI channel estimation MSE vs. SNR with N; = N, = 2.

more pilots, the intended channel can be estimated and a more accurate estimate of the
statistics of the intended signal can be obtained.

To investigate the effect of the RF cancellation on the performance of the proposed
scheme, we investigate the relation between the two following parameters: (i) the RF can-
cellation gain agrp defined as the ratio between the SI input and output powers of the RF
cancellation stage, and (ii) the baseband cancellation gain agg. The results plotted in Fig.
6.6 show that, the more agrr increases, the more agg decreases. In fact, as arp increases, the
amount of SI left for the baseband cancellation stage is reduced, leaving not much interference
to be cancelled in the next stage.

Increasing number of transmit antennas N; and receive antennas /N, results in more
channel coefficients between the different antennas, and thus, more parameters to estimate
from a larger number of observations coming from the receive antennas. Thus, as the number
of antennas increases, the size of the matrices involved in the closed-form and iterative
solutions increases too. In fact, the matrix R involved in the closed-form solution has a size
of NN, x NN,, and its complexity increases with the number of iterations. On the other

hand, one may intuitively think that, as the number of parameters increases, convergence
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would require more iterations. Table 6.2 summarizes the number of iterations required for
convergence to estimate the SI and intended channels for different values of N; and N, (taking

Ny = N,) obtained from extensive simulations.

Table 6.2 Number of iterations vs. number of antennas for SNR= 20 dB.

Number of antennas | 12|34 |5
Number of iterations | 4 | 6 | 719 | 10

Fig. 6.7 illustrates the ratio of the achievable rate of full-duplex to that of half-duplex
versus the SNR using a SISO system. The rate of the full-duplex transmission is given by
Rpp = 2log(1 + SINR), where the SINR is obtained after the baseband cancellation using
the widely-linear subspace algorithm of the iterative ML algorithm. Also, the rate of the
half-duplex transmission is given by Ruyp = 2log(1 + SNR). At first, for systems operating
at low SNR, full-duplex does not give much advantage over half-duplex. As the operating
SNR increases, the full-duplex-to-half-duplex rate ratio increases to obtain more than 80%

increase in spectral efficiency for certain values of SNR.

full-duplex—to—half-duplex achievable rate ratio

—6— Widely-linear subspace estimafar
—¥— [terative ML estimator
N N N

10 20 30 40 50 60
SNR [dB]

Figure 6.7 Full-duplex-to-half-duplex achievable rate ratio vs. SNR.
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6.4.2 Performance in the Presence of Phase Noise

In this subsection, we evaluate the performance of the proposed algorithm in the presence of
phase noise. The estimate of the SI channel used in the RF cancellation stage is still obtained
during the initial half-duplex period in the presence of all noise components. Figures 6.8
and 6.9 show the SINR,,; for different values of SNR in the presence of phase noise with
independent and shared PLL-based oscillator at the transmitters and receivers, respectively.
The quality of the oscillator is often measured by its 3 dB bandwidth f3;5. Higher 3 dB
bandwidth level results in a fast varying process making its estimation more difficult. In
this figures, we set fsgqp = 100 Hz. It is observed that the presence of phase noise reduces
the SINR,,; after cancellation, and the shared-oscillator case offers higher SINR,,,; than the
separate-oscillators case. Actually, the effects of phase noise can be reduced by using the
same common oscillator in the up-conversion and down-conversion of the same transceiver.
In this case, the difference between the phase noises in the transmitter and the receiver
depends on the delay that the SI experiences from the transmitter to the receiver. While
the proposed method improves the cancellation performance by estimating the phase noise
and mitigating its effects, a noise floor appears at high SNR. This noise floor comes from the
approximation of the same phase noise over a set of samples used when developing the phase
noise estimation algorithm. We also mention that a shared-oscillator is possible in practice
when the transmit and the receive chains are located at the same transceiver.

The residual SI depends on the quality of the oscillators f3;z. The resulting SINR,,; as
a function of fs34p is given in Fig. 6.10 for the common and separate-oscillator cases when
the SNR is fixed at 35 dB. In the common oscillator case, the proposed algorithm can keep
the SINR,,; constant for f3;p lower than 300 Hz. In the case with separate-oscillators, one

can see that the phase noise makes the SINR,,; increases starting from f3;5 = 100 Hz.

6.4.3 Simulink Platform

A full-duplex wireless communications link simulator is implemented with Matlab and Simulink,
using SimRF library to include more realistic responses on the RF components. The follow-
ing results support the extended simulations presented in Chapters 5 and 6. We consider
here an OFDM-SISO system with the general system level parameters shown in Table 6.3.
Fig. 6.11 represents a general view of the developed platform.

Figs. 6.12 and 6.13 show the spectrum plots of the SI at different points of the receiver.
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Figure 6.8 SINR,,; after Sl-cancellation vs. SNR in the presence of phase
noise from a shared-oscillator for f3;p = 100 Hz.
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Figure 6.9 SINR,,; after Sl-cancellation vs. SNR in the presence of phase
noise from separate-oscillators for f3;p = 100 Hz.
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Figure 6.10 SINR,,; after SI-cancellation vs. 3 dB bandwidth of phase noise

f3dB-
Table 6.3 System level parameters using in Simulink.
H Parameter ‘ Value H
Bandwidth 20 MHz
Carrier frequency 2.08 GHz
Sampling time 4x107%s
PA gain 30 dB
PA I1P2 and IIP3 45 and 20 dBm
ADC bits 12 dB
LNA gain 25 dB
LNA IIP2 and IIP3 43 dBm and —8 dBm
Constellation 4-QAM

Fig. 6.12 illustrates the case where only linear SI-cancellation is performed in the baseband
and Fig. 6.13 illustrate the case where both linear and nonlinear cancellation are performed

in the baseband cancellation stage. For comparison, we also plot the spectrum of the intended
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Figure 6.11 High level block diagram of the Simulink platform.
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signal. The spectral regrowth due to transmitter impairments makes the SI higher than the
intended signal if the transmitter impairments are not reduced in the baseband. Table 6.4
summarises the obtained BER from the Simulator platform when using the ML and the
widely-linear subspace algorithms in the baseband. Table 6.4 indicates the BER results

obtained from the Simulink platform and in Chapter 5 are in close agreement.

Table 6.4 BER vs. SNR.

SNR [dB] | BER using the widely-linear | BER using the ML algo-
subspace algorithm rithm

0 0.095 0.1102

5) 1.4 x 1072 1.8 x 1072

6 6.3 x 1073 6.1 x 1073

7 4.6 x 1073 4.8 x 1073

10 8.1x 107 1.12 x 1073
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6.5 Chapter Summary

In this chapter, ML channel estimation in full-duplex MIMO transceivers has been investi-
gated. A closed-form expression was obtained to jointly estimate the residual SI channel,
transmitter impairments and the intended channel. An iterative procedure was also pro-
posed to avoid the performance saturation of the closed-form solution as high SNR. The
iterative procedure incorporates the statistics of the unknown received signal to improve the
estimation performance. In the presence of significant phase noise, a method that exploits

the previous channel estimate was proposed to mitigate the effects of the phase noise.

6.6 Appendix A: Proof of limp_, R=R

In this appendix, we want to prove that limy_, R = limgp_,o 1/ Tdtdf = R. First, d;, =

y; — D;hrs can be written as:

T -1
d = y—D, <ZD£ID71> ZDi{yn
n=1

n=1

n=1

T -7
— Dh+H's! +w,— D, |h+ <ZDfDn> > Dy (H*s; +w,)
n=1

T -l /7
= H's!+w, — D, <Z D Dn> <Z D (H*s? + wn)> : (6.35)
n=1

n=1
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Thus we obtain:

T
didl" = (H's!+w) (H*s{ +w,)" — (Z D{an) <ZDH (Hs —i—wn)) (H*s!+w)"
T T -1
_ (Hssf+wt) <Z (Hss‘fl—}—'wn Dn) (ZD,?DTL) DtH
n=1
T -1/, 7 T T —1
+D, (Z DY Dn) (Z DI Hssd+'wn) (Z (H*st+w,) Dn) (Z DY Dn) DI

n=1 n=1 n=1 n=1
(6.36)
By definition, we have R = 1/T ST, did. Since:
. S s .d H —
Jim. l/TZ (H*s! +w,) (H's! +w,)” =R, (6.37)

the first term in R converges to the covariance matrix of H 8! +w,. The limit of the second

i8:

Jim Z D, <Z D! Dn) (Z D! (H*s! + wn)) (H*s{ +w,)"

n=1 n=1
T -1
= Jim 7 ZDf (Z P D”) (DI (s w) (HCs!+ w,)”
-1
=Eq D, lim (;Df’Dt> DV R
=0, (6.38)

—1
where limp_, o <ZtT:1 D[ Dt) = 0. Following the same development, the other two terms

converge also to 0. It results that limy ., R = R.
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6.7 Appendix B: Covariance Matrix ﬁpn

In this appendix, we give the expression of the covariance matrix ﬁpn used to estimate the
phase noise in (6.33). This is done for the cases of using PLL or free-running oscillators.
First, for separate-oscillators in both the transmitter and receiver, the covariance of e/n.ra
ol

and e "/« is given by:

]E {ej¢fz,r,q€_j¢fz’,r’,q’ } — E {ej(¢n,r—¢n/,r/+¢f1/}q/—¢2,q)}

(£ {e/Onr=0n )1 R {ej(‘z’iﬁq_qb%’q)} , forqg=¢, r=1"

E {ej(ﬁ,’q—sz,q)} e T, forq=¢, r#1,

- e mE {ej(%w—%/,r)} : forq#4q, r=1r',

\e’("éﬁ";n), forq# ¢, r#1,
(6.39)

where ¢} and o, are the phase noise variances at the transmitter and receiver oscillators,
respectively. For a free-running oscillator, the phase noise process is modeled by a Brownian
motion process with the difference between two realizations of the phase noise at time n and n’
following a Normal-distributed random variable with zero mean and variance 47 35T |n—n'|

and f3qp is a parameter describing the oscillator quality [95]. Then we have:
E {6j(¢fl/’q*¢i,q)} — e~ 47"f3dBZs\n—n/\ ’ (640)

with T being the sample period. For PLL oscillator, the output phase noise is modeled as
Ornstein-Uhlenbeck process [96].
For a shared-oscillator at the transmitter and the receiver?, the covariance of e/ and

j¢5/ ! o d .
e’ 'n'.r.d reduces to:

E {6j¢;,r,qeij¢:ﬁ,r/,q’} — E {ej((z)n-,’r*d)n’,r)} E {6j(¢:‘/’q7¢fl,q)} \ (641)

which can be evaluated given the nature of the oscillator.

30ne shared-oscillator is used between the antennas of one transceiver but two different oscillators at the
transmitter and the receiver are needed since they are located a two different transceivers.
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For independent transmit signal and phase noise process, it can be shown that:
E {§g$S$SH§gH} —E, {§gz@¢ {ESESH} §gH} , (6.42)

where E;{-} and E4{-} denote the expectation with respect to the unknown intended data
and the phase noise, respectively. Considering the block structure of §f, :S'vfIEd) {58581{} §fH

1s written as:

Qd QdH
S R, ... Ry \/[S5¢
Qd QdH
SNt RNhl o« e RNT,NT SNt
Qd QdH Qd QdH
Sl Rl’lsl “e e Sl RLNTSNT
= )
Qd QdH Qd QdH
SNTRNT7181 “ e SN,«RNryN'rSNT

where R, ,, = E {ELEZH} is a NN; x NN; matrix. Then, it can be shown that:

Ny

St R, S =" Z s¢ Ry S (6.43)

m,n’~m,q’
g=1¢'=1

with R =E {Efnﬁfﬁ,}. By developing element (i, j) of the matrix Sd R Sy,

m,n mq7

have:

S0, RS g zzh — )R i, 1 (1) ( — 12).(6.44)

11=012=0

Since the intended signals are independently transmitted over the different antennas (i.e.,
E {sd(i)s(j)} = 0if ¢ # ¢), it can be verified that E{[Sd Rggnsg{g] i, ]} — 0 for

q # ¢'. For ¢ = ¢, and noting that E {sg(i)sg*(j)} = 0 if i # j, the element (i, ) in (6.44)

can therefore be calculated as:

min(L,L+i—j)

E{ |80 R, S| i)} =a® 30 h (ORI [0, (0. (6.45)

l=max(0,i—7)
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Thus, combining (6.43) and (6.45), the expression of ﬁpn is obtained with (6.39) for separate-

oscillators and (6.41) for a shared-oscillator.

6.8 Appendix C: Proof of Convergence

We prove in this appendix that the proposed iterative method converges to (hfqiej ‘bém, Aﬁm, q)
and (hivqej Pora, A ). Following the notations in Section 6.3, each phase noise process ¢!

n,r,q n,r,q
is represented as the sum of a constant term qbé,r,q and a variable term Afmq. Small values
of A?  and A3 satisfy eAnra a2 1+ jAL . Therefore, we have & = ® + jA, and the

log-likelihood function (6.11) when considering the presence of phase noise can be rewritten

as:

L(h)=-Tlog|R|— Y (y.— Dih)" R (y, — D;h) + F(Ayh),  (6.46)

t=1

where the elements of h are written as h,ff;ej‘z’ém and hiqej‘z’gm and F(Ay, k) is a function
of the channel coefficients and the variable part of the phase noise. The first iteration of the

joint channel and phase noise estimation procedure is performed by:

T

arg mﬁax = —-Tlog|R| — Z (yr — D,ﬁ)H R ' (y,— Dh), (6.47)

t=1

and ignores the other terms containing the variable part of the phase noise. Thus, the
problem in (6.47) returns an estimate of h, which will be considered as an estimate of
the channel, leaving the variable terms A; to be estimated in the second step. As we
iterate, the reference matrix D, used to estimate the channel is rotated by the phase noise
coefficients obtained in the previous iteration, which leads to the reduction of the contribution
of F(Ay, h) in the log-likelihood function (6.46). Therefore, a better estimate of h can be
obtained, which results a better estimate of A; during the second step of the iteration. The
iterative procedure guarantees a monotonic increase of the log-likelihood function through

the set of re-estimation transformations. As a conclusion, the proposed algorithm converges
to the point (h, A,) instead of (h, ®).
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6.9 Appendix D: Stochastic CRB

The CRB is defined as the inverse of the Fisher Information Matrix (FIM) [29]. Following

the derivations in [85], the real FIM can be formulated as:

R(Jnn) —%(th)> +2<%(th*) —Q(th*)> (6.48)

Tu(h)=2 (
%(th) %(th) %(th*) %(th*)

where

T
N - o ., OR _ . OR
Jun(i, §) = (Z Df{R 1Dt> (1,7) + trace (R lah*(i)R lah*(j)) ’

t=1

OR OR
N -1 -1
Jun(i,j) = trace (R 8h*(i)R 3h*(j)) . (6.49)

The first derivative of R with respect to h*(7) is:

OR 0, fori=1,..., AN;N,(L+1
= oo (L+1) (6.50)

Oh* (i) aQHth—If(z), otherwise.

The expression of the CRB depends on the specific realization of the channel. Therefore, we
average the obtained CRB over a set of independent realizations of the channel coefficients.

Note that in (6.50), we keep the dependence of the covariance matrix R on h®.
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Chapter 7

Active Signal Injection for

SI-Cancellation!

The cancellation methods proposed in Chapters 4-6 are based on the time domain approach
by creating a cancelling signal and subtracting it from the received signal. Other approaches
use beamforming for SI-cancellation, usually referred as spatial cancellation. In these meth-
ods, the antenna patterns are adaptively shaped to mitigate the SI by creating a null space
in the direction of the received antennas of the same transceiver.

While the previous methods can significantly reduce the SI, they suffer from various draw-
backs which complicate their implementation. Practical implementation of the RF cancella-
tion stage needs an additional RF chain, for every receive antenna, which rapidly increases
the complexity/cost of the MIMO system and rises compactness issues. Therefore, one may
wonder if it is better to use the additional RF chains to transmit in a half-duplex fashion.
Moreover, spatial cancellation techniques sacrifice some of the available antennas for SI-
cancellation [18] [98], and hence reduce the available multiplexing gain and transmission
rate compared to using all available antennas for data transmission. For example, it was
reported in [18] that a physical 4 x 4 MIMO is used as a 2 x 2 MIMO for data transmis-
sion and the rest of the antennas (called auxiliary antennas) are used for Sl-cancellation.
Thus the full resources of the channel are under-utilized. A natural question is whether
it is better to operate in half-duplex with a 4 x 4 MIMO. Moreover, the precoders require

complex optimization procedures and most of them are designed for flat frequency channel.

IParts of this chapter have been presented in [97].
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Thus they have to be implemented for each subcarrier of the OFDM signal in a separate
manner. Applying precoding also affects the transmitted signal to the intended transceiver,
which needs to be considered when designing the precoding matrix. Null-space projection
methods [18] [99] require that the SI channel is not full-rank to project the SI on the null
space of the SI channel, a condition that is not always satisfied in practice. Accordingly,
improving the Sl-cancellation capability requires other solutions to be explored.

In this chapter, we resort to an entirely different approach to reduce the SI in full-duplex.
The proposed method can be classified as a spatial domain cancellation technique but with-
out counting on precoding. Thus, we avoid the need to reduce the DoF offered by MIMO
systems. The basic idea, called active signal injection (ASI), is to add an appropriately
chosen signal to the transmit signal such that, by its effects, the SI is reduced at the input
of the receiving antennas. When designing the cancelling signal, we should keep in mind
that the intended receiver is still able to decode the data-bearing signal without necessarily
knowing the cancelling signal.

To that end, two methods are presented. In the first one, called tone reservation, a small
set of subcarriers are reserved to transmit the cancelling signal whose effects are seen in the
time-domain. Since the subcarriers are orthogonal, the cancelling signal will not cause any
distortion to the data-bearing signal. Fortunately, the problem of finding the values of these
subcarriers can be formulated as a convex optimization problem for which we are able to
obtain a closed-form solution. This method adds a small complexity at the transmitter but
does not require any additional operation at the receiver side.

The second method is based on the observation that, for any received point belonging to
the constellation boundary, the receiver is able to decode the transmitted symbol correctly.
Therefore, the constellation can be relaxed such that the transmit data plus the cancelling
signal, at each subcarrier, still belongs to the boundary of the data point. This extra DoF is
exploited to reduce the SI. The constellation points are dynamically extended in an active
manner to reduce the received SI. The method is labelled constellation relaxation since we
are not restricted to a given number of points. These two methods are inspired from the
solutions proposed in [100] [101] for the problem of peak-to-average power ratio (PAPR) in
OFDM modulation systems and can also be combined to enhance the cancellation perfor-
mance. For the PAPR problem, the objective is to reduce the peak of the OFDM symbol
in the time domain by slightly changing the data on some or all subcarriers. While the

objective of the proposed method is to minimize the combined signals from the transmit
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antennas at the receive antennas of the same transceiver. Thus we modify the techniques,
originally designed for PAPR reduction, to the problem of reducing the received SI.

The remainder of this chapter is organized as follows. Section 7.1 presents the idea of
the active signal injection cancellation structure. Section 7.2 presents the tone reservation
method and Section 7.3 presents the constellation relaxation method. A combination of
these two methods is presented in Section 7.4. Section 7.5 provides some simulation results

and Section 7.6 presents the conclusion.

7.1 Novel Active Signal Injection for SI-Cancellation

In the following, we introduce the new ASI approach for SI-cancellation. The general for-

mulation is as follows:

Ty(n) = wq(n) +¢y(n)

= (Xq(k) + Cy(k))e ~, (7.1)

where the time-domain signal ¢,(n), or its equivalent frequency-domain representation C, =
[C,(0),..., Co(N —1)]", is injected at transmit antenna ¢ and designed to reduce the SI.
The bared signal 7,(n) denotes the signal that will be transmitted, i.e., the data-bearing
signal x,(n) plus the cancelling signal ¢,(n). Fig. 7.1 gives an illustrative representation of
the proposed method. For this structure to be effective, the developed method should satisfy

the following properties:

1. Choose ¢,(n) to reduce the SI at the receiver input of the same transceiver, after that

the transmitted signal T,(n) passes through the transmit chain and the SI channel.

2. The other intended receiver (of the other transceiver) should be able to efficiently
decode the data-bearing signal X, (k) from the combined X, (k) + C,(k) without nec-
essarily knowing C, (k).

3. The injected signal C,(k) should not reduce the data rate significantly.

The following methods are proposed to design the cancelling signal:
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e Tone reservation: For which the data-bearing signal X, (k) and the injected signal

Cy(k) occupy disjoint subcarriers.

e Constellation relaxation: Where the symbol X, (k) + C,(k) represented as a point in

the complex plane belongs to the decision region of X, (k).

In the following sections, we give detail implementations of the proposed methods.

X,(0) >

X(N-1) =]

OFDM
Mod

1Q mixer PA

c,(n)

XN‘ 0) —>

Xy (N=D)—>]

OFDM
Mod

e fonc o

T 1Q mixer PA

cy, ()

A
0 ]

Transmit chain

To the intended receiver
—_—

intended receiver

Receive chain

Intended signal
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ntended signa
<\ g

Self-interference close to zero

Figure 7.1 Simplified diagram for the proposed ASI SI reduction method.

7.2 Tone Reservation for SI-Cancellation

The intended receiver must decode the values of X, from the received vector X, + Cj.

In the tone reservation method, the two transceivers agree on reserving a small number of

subcarriers for SI reduction. By constraining the injected signal ¢,(n) to lay in the reserved

subcarriers, the data-bearing vector X, can be easily separated from C,. Thus, the intended
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receiver does not need to know the value of C,. The signal ¢,(n) is designed such that it
has frequency support on the reserved subcarriers and its effect is seen in the time-domain.
In the following, we show that the problem of finding the injected signal can be solved in a
tractable manner.

Let Ry, = {i1,..., igr,} represent the set of subcarrier’s index that are reserved for SI-
cancellation at the transmitting antenna ¢, where R, is the number of reserved subcarriers.
For simplicity, we assume that R, = R for all antennas ¢ = 1,..., N;. Calling R the
complement of R, in the set {0,..., N — 1}, we have:

X,(k), ifkeRe,
Xy(k) + Cylk) = ol%) _ ’ (7.2)
O k), ifkeR,

With this choice of C,, the demodulation is not affected by the cancelling signal. The only
change at the receiver is to only decode the signal in the subcarriers k € R{. It follows that

the OFDM signal at transmit antenna ¢ can be written as:

j2mwkn

o1 e
Tq(n) = JN ZXq(k)

kERS

1 j2mkn
Vi > Cylk)e ™~ (7.3)

kER,

As discussed in the previous section, the transmit signal 7,(n) is passed through an IQ) mixer
and becomes:
TI9n) = Tg(n) + g2 Ty(n). (7.4)

To simplify the development, we assume below that the PA induced impairments are negli-
gible. We acknowledge that the PA impairments must be suppressed. This can be done in
the baseband cancellation stage as detailed in Chapters 4-6. The received signal at the Rx

stream r is:

L

yr(n) = zt: Z (hivq(l)féQ(n — 1)+ Ry (D)sq(n — l)) + w,(n), (7.5)

g=1 1=0

where R (1) is the SI channel between the Tx stream ¢ and Rx stream r of the same
transceiver and h; ([) is the intended channel of the link from Tx stream g of the other

intended transmitter to Rx stream r. Our goal is to find the set of vectors C,, for ¢ =
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1,..., N, that minimize the received SI, given by the term:
Z Z h. (n—1), (7.6)
q=1 1=0

under the constraint that Cy(k) = 0 for k ¢ R,. That is, the problem at hand is formulated

as:

Iin Z [l

such that Cq(k) =0, for k¢ Ry, g=1,..., Ny, (7.7)

where y' = [¢71(0),..., yP'(NV — 1)]T and the condition on the reserved subcarriers is ex-
pressed in the constraint. Solving the problem as it is presented in (7.7) seems to be com-
plicated. Therefore, we first include the constraint in the objective function to obtain an
unconstrained minimization problem, easier to solve. First, note that the fast Fourier trans-
form (FFT) coefficients of &}, denoted }q, are related to the FF'T coefficients of x, as:

_ N-1 o
X, (k) = z*(n)e N
1 *
327rnk
n:0
N—1 *
_j2mn(N—k)
fr—y x N
(n 0 )
q “(k), for k=0 or 5
X:(N — k), fork;«éOand 5
Before further development, let Qp = {q1,..., ¢,} denote the subset of antennas that have

reserved subcarrier k for SI-cancellation? (i.e., ¢, € Qy if kK € R,, ). For a fixed subcarrier k,

we distinguish three cases:

1. If the antenna index ¢ € Qy, then X, (k) = 0 and C,(k) # 0.

2The number of elements in Q; may change from one subcarrier to another.
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2. If the antenna index g € Qn_y, then X (N — k) =0 and Cy(N — k) # 0.

3. If the antenna index ¢ ¢ Qp U Qn_y, then X (k) # 0, X, (N — k) # 0, Cy(k) = 0 and
Cy(N — k) =0.

Therefore, the received SI signal Y5I(k) at antenna r in the frequency domain can be written

as:

VIR = oo (k) (Xa (k) + gog X2V — k) Cylh) + g C2(N — )

= N d KO+ Y dig(k)g2Ch(N — k) + Zyy, (7.9)

qEQk q€EQON_k

where d,,(k) is the SI channel response at subcarrier k and Z, , is the data dependent term

given by:

Zry = Z drq(k)gqu;(N_k)“' Z drq (k) Xq(k)+ Z drq(k)(Xq(k)“‘gqu;(N_k))'
q€Qy, q4€EON & qEQrUQON

(7.10)
Thus, using the Parseval equality, ||y>||3 is equivalent to its following frequency-domain

representation:

Iyl = ) Iy (B)?

2

= D D d(B)Cyk)+ Y dig(k)gogCo(N — k) + Zp| . (7.11)

k=0 [q€Qy qEQN—k

We now manipulate [|y>!|3 in (7.11) in order to make the problem of reducing the SI in (7.7)
easy to solve. In the following, we distinguish two cases.
First, for k = 0 and k = N/2, we have X,(k) = X/ (k). Noting that Q; = Qu_y for k = 0
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and k = N/2, |[YS(k)|? can be simply written as:

2

|Y;SI(]€)|2 = Z (d?"q(k)cq(k) + drq(k)glch(k)) + Zrk

q€Qk

2

= lcgkdﬁQk + CgkcllvﬂQk + Zr,k 5 (712)

where Cy, is the vector containing the symbols from antennas that have a reserved subcarrier
at position k (i.e., Co,(q) = Cy(k) for g € Qy), dr.o, = [drg, (K), ..., dqu(k)]T and d,. o, =
(92,00, (F), - G2,000rq0 (k)]T, for {q1,..., qo} C Q. By developing |Y,*(k)|?, we obtain
the following matricial expression:

Y3 (k)P =C8, M} ,.Ch + Ch M* - Co, +CE ME Cy + C§, M7 ;. Co,

dd* d,d*

+d;o,Co, 75y + d 0.CoZrk+ Zr <dr 0.Co, + Cfi;’I{QkCQk + Z:,k;) , (7.13)

where the matrix M} ;. is defined as:

M} =d o, dlly, . (7.14)
In the same way, we also define Mig d, der o> Mcll%d* = CZ,7de7I,:IQk and M[{g* —

JT,QkaQk. In (7.13), the vector Cg, appears in many positions by taking its transpose or
its conjugate transpose every time. To factorize all these terms, we develop the expression
in (7.13) in term of the real and imaginary parts of its different elements. By introducing
the extended vector CV’Qk = [R{CE, } ${C, }}T, }Yf’l(k)}Q is rewritten as:

YSI(k
k ATk k k k A Tk
CQ (Mgd* JMdd*>+<Mdd* ]Md,i*>+< Mid* ]Mdd*)+< MJJ* ]MJ,E*>>5Q
k k k k k k k k k
A Mg Mgy M —MJ 5 MG, —MzZ, —IMgg Mg g
M.,
+2 [R{d] g, Ziy + dlo, 71} Sl Zok + AL, 25} | Co, + 120kl (7.15)

~~
T
vr,k
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Finally, we obtain the following compact form:
5~ - ~
YS'(k)|” = C§, M,k Co, + v .Co, + | Z,il*. (7.16)

For k # 0 and k # N/2 and using the fact that 6’q(k) =Cy(N — k), YTSI(k)‘2 is written as:

2

VI R)|" =D deg(B)Cy(k) + Y drg(k)g2,Ci(N — k) + Zpp| - (7.17)

qeQy, qEQON_k

As shown in Section 7.7 (Appendix A), Y}’ (l{;)}2 can be written in a similar matricial form
as for k =0 and k = N/2 in (7.16). Thus, the constrained optimization problem in (7.7) is

equivalent to the following unconstrained problem:

N, N-1

win C"MC +v"C+)> > | Zul, (7.18)

r=1 k=0

where M and v are defined in (7.43) and the constraints on the reserved subcarriers in
(7.7) are now included in the objective function in (7.18). The problem of minimizing the

quadratic function in (7.18) is solved in a closed-form as:

C=-M"v, (7.19)

where we show in Section 7.8 (Appendix B) that the matrix M is invertible.

The choice of the reserved subcarriers is an important issue for this method. The natural
choice is to select R, such that the SI is minimized. This is an NP-hard problem since we
need to check all possible discrete sets R, and cannot be solved for large values of subcarriers
N. On the other hand, subcarriers with relatively low SNR, which are unused or carry low-
rate data, can be instead reserved for SI reduction. This requires the reserved set R, to
be sent to the receiver. In this work, the reserved subcarriers are selected periodically over
the frequency band while efficient algorithms to improve the selected subcarriers are left for
future work.

One other important issue is the number of reserved subcarriers. Increasing the number of
reserved subcarriers would improve the cancellation performance as we have more freedom to

design the injected signal but it also decreases the amount of transmitted data. Moreover,
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since the subcarriers are orthogonal, we need to reserve the whole interval [0, N — 1] to
reduce the SI. Therefore, we distribute the reserved subcarriers over the transmit antennas.
Considering that the signal image creates interaction between two subcarriers, a minimum
of QiNt reserved subcarriers are needed to cover the whole subcarriers when the reserved
subcarriers subsets R, at the different transmit antennas are disjoint.

To implement the proposed method, the transceiver is expected to know the SI channel.
Therefore, a half-duplex transmission period is needed at the beginning to estimate the SI
channel. This is a common assumption used to implement the RF cancellation [6] [5] and
the spatial cancellation [18] [98].

7.3 Constellation Relaxation for SI-Cancellation

In the constellation relaxation method, each symbol is allowed to be mapped to a point in
a specific set of the complex plane. Our purpose is to reduce the SI by judiciously choosing
the appropriate constellation points from the allowable set. That is, considering a 4-QAM
modulation in each subcarrier, there is 4 points laying in each quadrant of the complex plane.
The decision regions are the four quadrants bounded by the real and imaginary axes and an
error occurs when the additive noise® translates the received sample into another quadrant.
Any point that is farther from the decision boundaries than the actual constellation point
will not affect the decision performance. Thus it is possible to transmit any point within
the quarter-plane outside the actual constellation point. This idea is illustrated in Fig. 7.2
where the gray region represents the possible extension of the corresponding constellation
point. The injected signal C,(k) in the frequency-domain will be chosen to only move the
actual point in its corresponding gray region. That is, the point X, (k)+ C, (k) is still located
in the decision region of X (k). If properly adjusted, the combination of this injected signal
can reduce the received SI.

This idea can be generalized to other higher-order M-QAM. The exterior points can be
extended in the same way as for the 4-QAM while the interior points do not have the
flexibility to be changed since they are limited from all sides. Fig. 7.3 shows the extension
process for 16-QAM constellation. For M-PSK constellations, the points lie on the outer
boundaries and are extended in a region parallel to the decision boundary to maintain the

minimum distance between the points. All these extra degrees of freedom are next exploited

3 Assuming white Gaussian noise.



7 Active Signal Injection for SI-Cancellation 148

to reduce the SI.

For the constellation relaxation method, the problem of reducing the SI can be formulated

Figure 7.2 [Illustration of the constellation relaxation principle for 4-QAM.
The gray regions represent the extension region for the corresponding point.

as:
Ny
1 SI|j2
7.20
i 218, 2 17 )
such that the additive signal C, for ¢ = 1,..., N, satisfies the extension constraint available

for every constellation point. We now look for a practical method to solve the problem in
(7.20). We start by manipulating the cost function to highlight the variable to optimize.
Unlike the tone reservation method, the injected signal has support over the whole frequency
slot. Thus the OFDM signal to be transmitted at antenna g, before it goes through the IQ

mixer, is given by:

=z

1 «— i2mkn
wq(n):\/—ﬁ O(Xq(/f)Jqu(/f))@ N (7.21)

i
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N

Figure 7.3 [Illustration of the constellation relaxation principle for 16-QAM.
The gray regions represent the extension region for the corner points and the
arrows represent the possible extension of the side points over one dimension.

Then the received SI signal at the input of the receive antenna r is given by:

Ny L
v (n) =D ) by (& (n — 1), (7.22)
g=1 1=0
Applying again the Parseval’s theorem } y! ’2 = HY,,SI’ }2, we have:
, N-1
|, = DIV k)P
k=0
N N )
= D |drg(B)(Cylk) + g2,Cy (k) + Wig| (7.23)
q=1

where

Wop = Z yq () (X (k) + 92,4 Xy (K) ) (7.24)
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Note that the summation in (7.11) is performed over a set of selected antennas Qj and Qf
for every subcarrier, while in (7.23), the summation is performed over all the transmitting
antennas. Therefore, if we consider that Qp = Qf = {1,..., N}, Y;Sl(k)’2 is simply

obtained following the same approach as in Section 7.2:
YS(R)[* = CTN, 4 C, + ul, Ci + Wi, (7.25)

where N, and u,, are built in the same as M, and v, in (7.16) for k = 0 or k = N/2,
or as M, and v, in (7.37) given in Section 7.7 (Appendix A). Thus we have:

N-1

1Y, 3=C'N,C +ulC+ ) Wl (7.26)
k=0
where NN, is the block diagonal matrix given by:
N., 0 ... 0
0 N, ;
N, =| 2 : (7.27)
; - 0
0 ... 0 N, N
T -
u, = [UZD o, ul ﬁ] depends on the SI channel and the transmitted data and C =
- _ar
[C’OT e C’ﬂ . Then, the cost function in (7.20) is equivalent to the following quadratic
2
function:
N, N N _ N-1 N,
DNYIHE=C"Y NC+> ufC+> > Wy (7.28)
r=1 r=1 r=1 k=0 r=1
N uT

To have a tractable formulation of the constraint, consider for instance 4-QAM modulated

signal. Then the problem can be mathematically formulated as:

min C"NC + uT(NZ',
c

such that — diag {5{:} C <0, (7.29)
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where < compares two vectors element by element and diag {X } returns a diagonal matrix

whose diagonal elements are the elements of the vector X obtained by rearranging the
transmitted symbols in the same way as C. The constraint in (7.29) restricts each element
of C to have the same sign as the corresponding element of X (i.e., X (n) and C(n) have
the same sign). As a consequence, every element is allowed to extend only in the allocated
region. The attractive feature of the resulting problem in (7.29) is that the constraints are
now linear and the cost function is quadratic, which makes the problem easier to solve using
quadratic programming [102].

The constraints in (7.29) have to be adapted depending on the modulation scheme. Here,
we present a procedure to change the constraints for 16-QAM and the same idea can be
applied to most of the modulations. As illustrated in Fig. 7.3, the 4 interior points cannot
be extended while the side points can be extended only in one dimension (either in the real
or imaginary part). On the other hand, the 4 points in the corner can be extended in both
dimensions. It follows that the injected signal C,(k) at subcarriers whose symbols X, (k) are
at the interior points should be equal to zero. This requires adding an additional constraint
to (7.29). Let E be a matrix whose elements are zeros except for the diagonal positions
where X, (k) is an interior point. Thus the constraint EC = 0 forces the injected signal
C to satisfy the constraint for the 16—QAM. Same principle is applied for the side points
by making either the real or imaginary part of C,(k) equal to zero. With these additional
constraints, the problem can still be solved using quadratic programming.

We should mention that, when C,(k) # 0, X, (k) + C,(k) has more energy than the original
signal X, (k). This power increase can result in reducing the SNR margin. To control the
power increase, the amplitude of Cy(k) is constrained to be lower than a given value. We
show through simulations that a good SI reduction is obtained with the expense of 1 dB

power increase at the transmitter. Finally, the problem to solve, for 16-QAM constellation,
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is given by:

min C"NC + uT(NZ',
c

such that — diag {5(/} C =0,
EC =0,
C = Ly,
C = Lipwl, (7.30)

where L,, and L;,, represent the upper and lower bounds that limit the values of C and

1 is the all-one vector. To keep the symmetry of the transmitted signal, we usually choose

Lyp = —Liow- In this case, the maximum power increase Picrease 1S:
2
Pincrease = 2Lup, (731)

and the procedure is adapted to 4-QAM modulation by ignoring the constraint EC =0 in
(7.30).

7.4 Combination of Both Methods

The tone reservation method needs to sacrifice some subcarriers to carry on the cancelling
signal, while the constellation relaxation method increases the average transmit power. To
further enhance the SI reduction while saving resources, we combine the two previous meth-
ods. In this case, we distinguish between two sets of subcarriers. One set contains the
reserved subcarriers which are not constrained by the transmitted data, and one set of sub-
carriers contains both the data-bearing signal and the injected signal where the injected
signal is chosen according to the rule described in the previous subsection. To that end, the
constraints in (7.30) are modified to take into account the reserved subcarriers. Let Ccr

denote the vector obtained from C by taking the elements associated with the non-reserved
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subcarriers. Thus the new problem is:
min C"NC + uTCN’,
c
such that — diag {XJCR} 503 =<0,
EcrCor =0,
C = Ly,
C = Liyl, (7.32)

where the reserved subcarriers have the flexibility to take any value.

Baseband Sl-cancellation stage can also be applied at the receiver to offer further SI sup-
pression. A replica of the received SI is obtained using the known transmitted signal, an
estimate of the transmitter nonlinearities and an estimate of the SI channel then the ob-
tained replica is subtracted from the received signal. In practice, the baseband cancellation
is only possible if the SI is already attenuated to avoid saturation of the receiver components.
Baseband cancellation schemes that suppress the transmitter impairments have been stud-
ied in [39] and Chapters 4-6. These schemes are based on the presumption that the receiver
knows its transmitted data and models the transmitter impairments to have an accurate

approximation of the actual received SI.

7.5 Simulation Results

In this section, we evaluate and compare the performance of the proposed cancellation
schemes applied to a 4 x4 MIMO full-duplex system using OFDM-4QAM with N = 128 sub-
carriers. The wireless channels are represented by multipath Rayleigh fading with 5 paths.
A complete transmission chain is implemented to model the PA, 1Q mixer, LNA and ADC
responses. The PA coefficients are derived from the intercept points by taking 1IP3 = 20
dBm. The image rejection ratio of the I() mixer is set to 28 dB which is specified in 3GPP
LTE specifications [34]. The ADC is realized by a 12-bit uniform quantizer to incorporate
the quantization noise. Thus no simplifications are made in the simulations regarding the
different impairments. Without any reduction, the SI is 100 dB higher than the intended
signal. The amount of passive cancellation is 40 dB [6] [13]. Let arg, acr and arg cr repre-

sent the amounts of SI reduction provided by the tone reservation method, the constellation



7 Active Signal Injection for SI-Cancellation 154

relaxation method and the combination of both methods, respectively. In the following, we
evaluate the performance of the cancellation schemes in term of the cumulative distribution

function of the amount of SI-cancellation and its average.
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Figure 7.4 Cancellation performance of the tone reservation scheme when
N; = N, = 4, the SI channel is perfectly known.

We first focus on the schemes with perfect knowledge of the SI channel. Fig. 7.4 illustrates
the performance of the tone reservation method. The plots show the cumulative distribution
function of arp for different number of reserved subcarriers. In Fig. 7.4, we vary the number
of reserved subcarriers used to reduce the SI from 25% to 12.5% to study the SI reduction
versus data rate trade-off. As it can be expected, more reserved subcarriers provide better
performance reduction but reduce the transmission rate of the data-bearing signal. An
average of 13 dB of SI reduction is obtained with 12.5% reserved subcarriers and 17.73 dB
of reduction can be reached when reserving 25% of the subcarriers.

As explained in Section 7.3, the extended points result in increasing the average power,
which can be controlled by adjusting the lower and upper bounds on the values of the
extended points as given in (7.30). Fig. 7.5 plots the amount of SI reduction when using the

constellation relaxation method. As the limits on the extended points increase, there is more
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Figure 7.5 Cancellation performance of the constellation relaxation scheme
when Ny = N, = 4, the SI channel is perfectly known.

space that can be used to design the cancelling signal which provides larger SI reduction. The
plots show that a reduction of 17.48 dB is obtained on average with a small increase of 1.4 dB
in the transmit power. The "power increase” in Fig. 7.5 represents the maximum allowable
power increase, specified by the constraint in (7.30). We evaluate through simulations the
actual power increase and the resulting amount of reduction when fixing the maximum power
increase, where the results are reported in Table 7.1.
For 4-QAM, all symbols can be extended since they are located at the corners of the

constellation. For higher-order constellations, the interior points are not extended, which
To study the performance of the

reduces the flexibility to design the cancelling signal.
proposed method for higher-order constellations, Table 7.2 presents the amount of reduction
It can be seen that the amount of reduction is

obtained for different modulation orders.

reduced when increasing the modulation order.
By combining the two proposed methods, it is possible to avoid their limitations while

obtaining good cancellation results. Fig. 7.6 illustrates the cancellation performance of the

combined methods. With the chosen parameters, the number of the reserved subcarriers is
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Figure 7.6 Cancellation performance of the combined methods when N; =
N, = 4, the SI channel is perfectly known.

Table 7.1 Power increase of the constellation relaxation method.

Maximum power increase in | Actual power increase in dB | Average amount of reduc-
dB tion in dB

0.3 0.26 6.35

0.6 0.42 7.91

0.8 0.67 8.6

1 0.91 12.08

1.2 1.17 15.02

1.4 1.26 17.48

reduced three times as compared to using only the tone reservation method, while obtaining

the same amount of reduction. Actually, combining the two methods provides more flexibility
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Table 7.2 Amount of reduction for different M-QAM order.

Modulation E(acr) with 1.4 dB power | E(acr) with 1.2 dB power
Increase increase

LQAM 17.48 dB 15.02 dB

16-QAM 14.86 dB 12.04 dB

64-QAM 11.39 dB 9.39 dB

256-QAM 10.16 dB 8.52 dB

when designing the cancelling signal which offers higher reduction which can go up to 36 dB
on average.

Now we consider the practical case of imperfect SI channel. An estimate of the SI channel,
using the LS estimator, is obtaining during a half-duplex period where each transmitter re-
ceives only its own signal. Fig. 7.7 illustrates the cancellation improvement for the different
reduction schemes with an estimate of the SI channel. We compare the proposed methods
with the spatial cancellation methods proposed in [18]. Note that spatial cancellation meth-
ods reduce the input and output dimensions by using N°¢ and N7¢ transmit and receive
streams for data transmission. We consider, for comparison, the antenna selection (AS) and
the beam selection (BS) methods [18] where the BS is equivalent to the null-space projection
if N°¢, NS¢ and the rank of the SI channel are low with respect to N; and N,. Both AS
and BS are sensitive to input and output stream NtSC X NTSC. aps and o sg refer to the
amount of reduction obtained by the BS and AS methods, respectively. Fig. 7.7 shows that
the spatial cancellation outperforms the tone reservation and the constellation relaxation if
the BS is used with N°¢ = N3¢ = 2 transmit and receive streams. On the other hand, the
tone reservation and the constellation relaxation techniques offer significantly higher spectral
efficiency by transmitting 4 independent streams. Moreover, combining the two proposed
techniques offers better performance than the spatial cancellation methods, while using all
antennas for data transmission.

Fig. 7.8 compares the proposed methods with the spatial cancellation in term of BER
versus the initial signal-to-interference power ratio (SIR) without any cancellation. The SNR
is fixed at 20 dB. Here, an adaptive baseband cancellation stage is applied at the receiver
by estimating and subtracting the residual SI. Then, we use linear zero-forcing decoder

at different antennas to detect the intended data from the other transmitter. If the SI is
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when Ny = N, = 4 and estimated SI channel.

sufficiently reduced or with large initial SIR, the full-duplex system achieves almost the same
BER at a half-duplex system. One counter-intuitive feature from Fig. 7.8 is that higher BER
is obtained using the AS and BS methods than the proposed methods, even when the SI
reduction provided by the AS and BS is higher than the amount of reduction obtained by the
tone reservation or the constellation relaxation methods. Actually, when implementing the
AS or the BS, both transmit and receive filters are applied at the transmitted and received
signal, respectively, and the amount of SI reduction shown in Fig. 7.7 is measured at the
output of the receive filter. However, the receive filter is performed at the baseband, after
the ADC, which makes the SI before the ADC still large and thus increases the quantization
noise. Whereas the proposed methods reduce the SI at the input of the antennas before the

ADC reducing considerably the quantization noise.
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Figure 7.8 BER vs SIR for the difference cancellation techniques when Ny =
N, = 4 and estimated SI channel.

7.6 Chapter Summary

This chapter presented a new ASI scheme to reduce the SI in full-duplex systems. The
proposed scheme reduces the SI by designing a cancelling signal that is transmitted with
the data-bearing signal. The ASI scheme allows for different techniques to be developed.
The main criteria when developing such methods are the reduction of the SI at the input of
the receive antenna and the detection of the transmitted data should not be affected by the
cancelling signal. In particular, we proposed the tone reservation technique by sending the
cancelling signal on some dedicated subcarriers of the OFDM signal and the constellation
relaxation technique by allowing the transmitted data to take one value from a whole range.
Compared to the RF cancellation, it is possible to avoid adding additional components to
create a replica of the SI and subtract it. Compared to spatial cancellation, the proposed
methods do not reduce the input and output dimensions of the available MIMO system. A

marginal number of subcarriers are used to design the injected signal and/or a small increase
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of about 1 dB in the transmit power represent the main drawback of the proposed ASI.

7.7 Appendix A: Development of the Cost Function for the Tone
Reservation Method

By defining Co¢ = [Cyy (N = k),..., Co.(N — &))" and dy.0r = [92.0,drgy (K): - - -, 92,000, (F)]"
for {q1,..., ¢} € Qn_k, and following the same strategy as done for £k = 0 and k = N/2 in

Section 7.2, |Y,3(k)|? is reformulated as:

Y (R)? = CT M. CQz + Cngjd*C*Qk

In (7.33), MZZJ* =d, der o Mk =d! chfl; o and M~~ = cfl;gchl;HQz By expending

Cyg, and Cge to their real and imaginary parts as CQk = [?R{Cgk} 3{C}, }]T and /CVYQZ =
T
[%{CTE} %{CTZ}] , (7.33) is rewritten as:

Vi 'Z\Tk ME i ME
+Cl, << ad ) d*,J) Co, + ( ad TV aa ) 5QC>
% Tk k k k k k
' _]Md*,EI N Md*,[i jMd & Md,c’z“*

[éﬁ{dr o k} d{dr o Ziit| Cop +17Z4P (7.34)
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On the other hand, |Y’Y(N — k)|? can also be written as:

VSN = B2 =
MN*k o 'Mka MN*k 'Mka
A (o N LN G N EN
Kk A rN—k N—k k A rN—k nrN—k K
—JMg,d* _Mg,d* _]M;g* Mczg*
N—-k N—k N—k . N—k
LCOT. Md,[f* JMd,éZ* Co, + Mg — My Co
FANMTE M) Mt )T
+2 [%{dZQ%_kZ:,N—k} S{dZva_kZ:,N—k}] Co,
+2 [R{dlo, , Zin-} S{dloy  Zrni}| Cop + |Zow il (7.35)

Because of the image signal from the IQ mixer, C,(k) appears at subcarriers k£ and N — k.
Therefore, the two expressions in (7.34) and (7.35) are combined to result to the following

expression:

D/TSI(]{;)F + D/TSI(N - k>|2 - Cnggk,QZCQi + CngSIkaCQk + ngMgz,QkCQk
+ CTngi,QECQE + ’ngCQk + ’UgiCQz + ‘an‘Q + ‘Zr,N—kPa (736)

or in the following more compact form:

k k 0.
YSWE+ YN -k = [65, €8] (one Moner) | For
" " o AL\ Mb o, M C
—— Q5,9 V109,98 9
cr T ~

Mr,k Ck

+ | Zrk + 1 Zrv—i]?

[ (0)3
——
vZ:k

= CI'M,,Cy +v!,C, +|Zi)* + | Zon-il?,  (7.37)

T T
i [va vgi] Co
k

where the matrix M, 51«792 collects the common terms between C’gk and Cg¢ as:

k . k N—-k . N—k
ME o — (Md,&* ]Md,J*) + < M5~ — Mg, ) 7 (7.38)

—M* —jMYF — MY
d,d d,d d,d
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and the other matrices M§ o | Mgz,Qk and M, 527% follow the same principle as:

. N—k ngN—k
MF _ MC’Zd* _JMid* I MJ,J* ]MJ,EI*
Qr,Qr Mk Mk 'Mka MN*k
JVL g g+ d,d* —J d.d- dd
kE_ angk N—k agN—k
MP _ Md*,éz“ jMd*,éZ + Md,éz“* jMd,éZ*
Q5L —iM* - — M jMN:k _ M-k
d*.d d*.d d,d* d,d*
kE _ safgk N—k A rN—k
v | Mg giMG 5 My " — My,
M%QZ = AE A + AgN—k AgN-k ) (7.39)
IV e TV d JV g g+ d,d*

Also, the vectors vg, and vge are the sum of the coefficients multiplying égk and (NZ'QE,
respectively, in (7.34) and (7.35) and given by:
vo, = 2 [Wdlo, 7} S{dllg, Zuut]+2 [Rdloq_ Zini} oy Zin-i}]

vg, = 2 [%{dZQzZ;k} %{dZQZZ:,k}]+2 [@R{dT Z o} g{deMzﬁN,k}} (7.40)

T7QN7]€

Gathering all the expressions in (7.16) and (7.37), we obtain:

N-1
1913 = C"M,C + v/ C + Y |Z4]*, (7.41)

k=0

~ - - ~ ~ T T
where C = [Cgo, Ci,..., Cy_y, Cy } , U, = ['UZO,..., vrTﬂ] and M, is a block diag-

onal matrix given by:

M, = | e (7.42)
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It follows that the cost function in (7.7) is written as:

Ny " Ny " Ny N N, N-1
S ME=C"Y M.C+> v/ C+> > |Zul”, (7.43)
r=1 r=1 r=1 r=1 k=0

M oT

which gives the result in (7.18).

7.8 Appendix B: On the Invertibility of the Matrix M

From (7.42) and (7.43), the matrix M is a block diagonal matrix. Therefore, to show that
M is invertible, it suffices to show that every block ZZ,V:’"I M, ., for k =0,..., N/2,is full
rank. For £k = 0 and k = N/2, M, is the sum of 4 square matrices, each of rank 1 and of
size equal to 2card(Qy), with card(Qy) denoting the number of elements in Q. Therefore,
M, . is of rank min(4, 2card(Qy)). It follows that, if 4V; < 2card(Qy), the the matrix
SN M, is of rank 4N, otherwise it is of rank 2card(Qy) (i.e., full rank). When choosing
the reserved subcarriers, we allocate one antenna to every subcarrier making card(Qy) equal
to one most of the time and can be equal to two, depending on the total number of reserved
subcarriers. As a result, we have 4N, > 2card(Qy) and the matrix S M, ,, for k = 0 and
N/2 is full rank. We can proof by the same reasoning that the other matrices, Z,{V;l M, ;.
for k =1,..., N/2—1, are also full rank.
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Chapter 8

Conclusions and Future Work

8.1 Concluding Remarks

Along this thesis, we consider the problem of Sl-cancellation in full-duplex wireless commu-
nications systems. Conventional approaches subtract the SI from the received signal and
thus reveal the need to estimate and reconstruct the received SI. In the previous works,
the proposed estimators ignore the intended signal by either using a training period to es-
timate the SI parameters, resulting in a reduced spectral efficiency, or simply considering
the intended signal as additive noise. In our work, we incorporate the intended signal in the
estimation process by exploiting its second-order statistics and the transmitted pilots. We
develop new estimation algorithms for Sl-cancellation that achieve superior accuracy and
spectral efficiency than the available approaches. The main contributions and corresponding
results are summarized as follows.

The strong SI imposes multiple cancellation stages at the receiver. In Chapter 3, we
studied the SI before and after each cancellation stage, taking into account the transceiver
impairments. Specific emphasis was put on the reference signal for the RF and baseband
cancellation stages. This analysis identified the main limiting factors for SI-cancellation. We
clearly justify the need to reduce the SI before the LNA/ADC, using the RF cancellation
stage, to avoid high quantization noise from the ADC. The analysis revealed also that the
transmitter nonlinearities have to be modeled and cancelled in the baseband cancellation
stage, which was treated in the following chapters. Once the transmitter nonlinearities
were suppressed, the phase noise was identified as the main bottleneck that prevents from

completely cancelling the SI.
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In Chapter 4, we focused on the problem of parameters estimation for SI-cancellation. A
CS-based estimator was proposed to estimate the SI channel for the RF cancellation stage.
This estimate is obtained during a short initial half-duplex period. Then, in the presence
of the intended signal, we proposed a subspace-based algorithm to estimate the SI channel,
the transmitter nonlinearities and the intended channel for the baseband cancellation stage.
Including the intended received signal in the estimation process is the main advantage of
the proposed algorithm compared to previous works that assume the intended signal as an
additive noise. By using the covariance matrix of the received signal, it is possible to obtain
the noise subspace without knowing the intended signal. From there, the channel coeffi-
cients are obtained up to an ambiguity term which is recovered, along with the transmitter
nonlinearities, using the known transmitted SI and the pilot symbols in the intended signal.
We used the SINR after cancellation to show that the proposed subspace estimator provides
superior accuracy and spectral efficiency than traditional LS estimator due to its reduced
pilot requirements.

In full-duplex, the received signal in the baseband consists of the residual SI and intended
signals, the dimension of the signal subspace in full-duplex operation is at least twice than in
traditional half-duplex operation. The subspace estimator proposed in the previous chapter
requires the number of transmit antennas to be double of the receive antennas. In Chapter 5,
we circumvented this requirement by processing the received signal and its conjugate. This
procedure allows us to double the observation space under some conditions on the pseudo-
covariance of the transmitted signal. Also, an iterative procedure is developed to recover the
ambiguity term and detect the intended data. Simulations show that the proposed estimator
offer better cancellation capability, using one pilot symbol from the intended transmitter,
than the LS estimator. Also, an accurate estimate of the intended channel is obtained from
one pilot symbol.

Still within the context of parameter estimation and suppression techniques, we explore
in Chapter 6 the ML estimation by using both pilots and unknown data from the intended
transceiver. To avoid the high complexity of maximizing the true likelihood function, we
decoupled the covariance of the intended signal from the intended channel. This resulted to
an approximate closed-form solution and allowed us to develop a simple iterative method.
We also proposed a phase noise mitigation technique. We first estimate the phase noise
affecting the transmitted and received SI then we rotate the reference baseband signal with

the estimated phase noise before subtraction.
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In summary, in these chapters, we

Finally, the novel Sl-cancellation technique proposed in Chapter 7 represents an alter-
native to the RF cancellation stage. By transmitting a cancelling signal with the useful
signal, the received SI can be considerably reduced. We proposed two methods to design
the cancelling signal, namely the tone reservation method and the constellation relaxation
method. We obtained a closed-form expression of the cancelling signal when using the tone
reservation method, making it easy to implement. Also, the constellation relaxation method
can be implemented using quadratic programming. The side effects are a marginal decrease
in the effective SNR, in the order of 1 dB, and/or sacrifying a small number of subcarriers to
transmit the cancelling signal. By combining both methods, we avoid their limitation while

obtaining good SI reduction.

8.2 Future Work

Chapters 4-6 showed that including the intended signal in the estimation offers a considerable
gain when cancelling the SI. This motivates us to explore other directions related to these
techniques.

When developing the ML estimator in Chapter 6, the equivalent channels for the direct
signal and the image signal from the IQ mixer, for example, are supposed to be independent.
However, they are related by a multiplicative factor that represents the response of the
IQ mixer to the image signal. Exploiting this relation can further improve the estimation
accuracy. Also, still with the ML estimator, the assumption of independent covariance
matrix and intended channel coefficients allowed us to develop the estimator which is an
approximation of the ML estimator. However, keeping this dependency will lead to the true
ML estimator. One way to solve the problem in this case is to use numerical methods such
as Newton-type algorithms.

In Chapter 6, we proposed a method to mitigate the phase noise. For instance, we cannot
apply the same approach to estimate the phase noise using a subspace-based algorithm as
the phase noise is a time varying process and the resulting subspace will change from one
symbol to another. In this case, we can approximate the time-varying process by a basis
expansion model, where the problem of estimating the time-varying phase noise reduces to
the estimation of a set of static coefficients. This direction is currently under development

with some primary results presented in [103].
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When implementing the tone reservation method proposed in Chapter 7, the reserved
subcarriers are chosen in a random manner. A more judicious placement strategy can offer
higher SI-cancellation. Also, a rigorous study on the trade-off between Sl-cancellation and
the transmission rate is certainly useful. This study may reveal an optimal number of
reserved subcarriers to sufficiently reduce the SI while maximizing the transmission rate. The
same study could be done for the constellation relaxation method where here we optimize
the upper and lower bounds that limit the extended points given in (7.30).

The proposed ASI method is well adapted for OFDM-MIMO systems. While the con-
stellation relaxation method can directly be applied to non-OFDM modulated signal, we
may need to rethink the tone reservation method. Also, the MIMO system used to transmit
different cancellation signals on each antenna such that the combined signal at the receiver
is close to zero. Thus the method cannot be directly applied for SISO systems. One way to
adapt the method is to consider the signals coming from the different reflection as virtually
transmitted by multiple antennas and design the cancelling signal according to it.

In cellular network, the base station can operate in full-duplex by transmitting on the
downlink to one user and receiving on the uplink from another user simultaneously over the
same frequency slot. The two users can operate in half-duplex to avoid SI. But the uplink
user will interfere with the downlink user, in particular when the two users are located close
to each other, arising another kind of interference. Thus other methods should be applied

to manage this interference.
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