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ABSTRACT 

The hl~t()ry of c1asslcal condltloning IS summanzed The contnbutlons and 

wcaknc~~cs of ~cvcral earlJer models of c1asslcal condltlOmng are studled Two new 

neuronal m()dd~ arc proposcd The I;rst, called the delay-producmg connec.:tlOn,\ (or 

DPC) model, I~ an extensIOn of the Klopf( 1988) and Sunon & Barto (1981) models The 

DPC modcJ make~ two contnhutlOns (1) It reprcs\!nts the trace of each condltlOned 

stimuli (CS) hy dlflèrcntml cquatlons, and (2) It replaces cach CS In the activation rule 

wlth a trace of the relevant CS A method 15 suggestcd to measure the trace of a CS The 

second mode!, callcd the adaptm:: de/ay.l· (or AD) mode!, 15 proposed as an extensIOn of 

thc DPC model to account tor the phcnomenon of mhlhltlOn of delay 80th models 

reproduce the shape of a CR, the curve of efficacy of condlhol1lng as a functlOn of the 

mtcrstlmulus mtcrval (ISI), the dependcnce of the optimal [SIon CS duration, the 

cxttnchon of a CR (even for long lastmg CSs as opposed to Klopfs (1988) model), and 

severaJ othcr propertles of c1asslcal condltlOnmg 
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Ri~SlJMÉ 

L'historique des découvertes du condItIOnnement classique est résullle l ,C~ l(lfI:e~ 

et les faiblesses de dIvers modèles eXistants de conditionnement das~lque -;ont etudiees 

Deux nouveaux modèles neuronaux sont proposés Le prenllcr, le modèle a ('Olll11'\1I11l\ 

prodUl,wnt des déhw (ou CPD), est une extensIOn des modèles Jc Klopf (19SS) d de 

Sutton et Barto ( 1981) Le modi!le CPD apporte deux contributIOns (1) Il rcprc-;l'nll' la 

trace d'un stImulus conditIOnnel (SC) par une équation dlllërcntlclk. ct en " Il'Illplaœ 

les SCs, dans la règle d'actIvatIOn, par leur trace Une méthode est proposee pour rneSlil el 

la trace d'un SC Le seeond modèle, le modèle à d,Hms adaptllll!' (ou [)/\), c,>t dl!\dopp~ 

à partir du modèle CPD, afin de rendre comptc au phénomène de Cf(m~ancc de la latence 

de la réponse condItIOnnelle (Re) dans la techmquc d'antICIpatIOn Le~ deux modèlc~ 

reprodUIsent la forme de la RC, la combe de l'cfficaclh~ du conditionnement cn rnm.:tloll 

de l'mtervalle entre le SC et le stimulus inconditionnel (SI), la dépendance de "lIItervalle 

SC-SI optImal envers la durée du SC, l'extinctIOn (mêmc pour un long S{' 

contraIrement au modèle de Klopf (1988)) ct de nombreuses autres proprtétc~ du 

condItIonnement claSSIque . 
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1. INTRODlJCT\ON 

C!asslca! condltJonmg IS at the mterface of threc mam field" or psydlOlogy 

physlOloglcal psychology, amma!learnmg and the ncural net\\ork. para(hgm III l'ogllltl\e 

psycho!o!,'y New findmgs have expanded the !-lCOpC of c\a!-l!-lIc.t1 l'OIH.lltlOlllng pllll'e ...... l'~ 

TradltlOnal VICWS consldcrcd c1asslcal wndltlOnmg to Illereh' 111\ 01 \l' "'l'l'Ictor\', 

reflexlvc, or l'motlOnal proccsscs 1I0WCVCI, cVldence no\\' !-lho\\ ~ the II1VO" l'ment nI' 

c1asslcal condltlomng m drug tolcrancc etTccts, rclap~es to drug ahlN.\ the placebo clll'cL 

the operatIon of the Immune 'lystcm, VlcanOllS Icarmng ,md evcll 111 TlIk-gO\l'lncd 

behavlor "Classlcal condltlOnmg 1 1 has bccn round to on:lIT 111 '>Implel and '>llllplcI 

orgamsms and recently l'ven dcmonstratcd ln bram ~lJces and 111 lItero " (rurkkan, J 9X'») 

New dlscovencs m classlcal condltlOntng have "hcd !-lome IIght on It,> neurohlOlogleal 

mechamsm Classlcal condl.\Onmg has also hecn studlcd at the levcl of the ncuroll 

(Byrne, 19R7, Carew, :~awk.ms, and Kandcl, 19XJ, Hawkllls, l'are\\', & Kandel, l'>X6, 

Thompson et al, 1984) 

1.1 Definition of Classical Conditioning: 

A classlcal condltlOnmg (or Pavlovlan condition mg) process I~ a Icarnmg 

procedure mvolvmg four baSIC components 

(1) the r 11lcondll lOlled St rf1lufus (US), 

(2) the r Incondll /Oned Re.\pon.w! (UR), 

(3) the COfldrlroned Strl1lulm (CS), 

and (4) the ('ondrtrofled Re.\pOflSe (CR) 

Pnor to conditIon mg, the US mnately eltctts the UR, but the CS doe,; not ellclt the 

CR. Dunng conditlOnmg, the CS IS palrcd wlth the us Fllllowmg condltlontng, the ('S 

ehclts the CR The stren1:,rth (or mtenslty) of the CR Incrca'ies ~tcad"y dunng acqU/\lllon 

untl! a maxImum or asymptotlc levells reachcd 

The c1assle example of thls procedure ,., the hIstone case of Pavlov'., dog Whcn 

food (US) IS presented to a dog, the dog ~tart~ to salIvate (UR) When a hell 1'> prc<iented 

to a dog, wtthout food, It produces nothmg but an orrelllmg respotl\e (OR) If the hell 

(CS) IS repeatedly assoctatcd wlth the pre~cntat/On of food, the dog will Icar.1 10 ..,allvate 

(CR) when the bell rmgs, cven If the bcIl I~ now not füllowcd wlth food (no US or 

extInction) Classieal condition mg 15 a t'orm or assoCiative Jcarmng Ilowevl:r, the 

ammal bemg condltlOned not only makcs an a~socJatJon bet\\<cl:n two ,>tlJnu Ir , hut al,>o 

leams a temporal relatlOnshlp bctween a CS and a US Bccau.,l: thl'> a.,..,OClatlon 1'> non

commutative, It represents the leammg of a fundamental cau~al rclatlon,>hlp A ,>uoJcct 

leams that the CS prcdlct~ the US, that I~ whcn a subJl:ct dctcct~ a CS, a (JS 1'> l:xpcctcd 

6 
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Wlth c1a':>slcal condltlOmng an orgamsm IS able to dlscnmmate cause and eITect 

relatlOnt;hlp<., ln the envmmment 

1.2 Aims and Mcthod: 

Alter a pre"entatlOn of the physlologlcal computatlonal context and after a brlef 

n:vlew of propcrtlc~ of cla~<)lcal condltlOmng and a rCVlew of sorne models of Pavlovlan 

condltlOnmg, 1 will prc~cnt two ncw model') of Pavlovlan condltlOmng The tirst, 

pre"cntcd 111 Chapter 4, and callcd the Jelay-pr(}(lllcmg conne('/ If ms (or OrC) modp.1. IS 

an exh:mlOn of the K lopf ( 1(88) and Sutton & Sarto ( 1981) models Tht'! DPC model 

Indude~ two contributIOns It proposes (a) representmg the trace of each CS by a thlrd

order dlflerenttal equatlOn, and (b) replacmg each CS ln the actIvatIOn rule by the trace 

of the CS The second mode!. presented m Chapter 5, and called udupllve cleluy.\' (or AD) 

mode!, 1<; an extensIon of the DPe model whlch accounts for the phenomenon of 

IIlhlbltlon of delay and f()r CS preexpv~ure eOècts The AD mode! ~sumes that the 

amplitude of the trace of a CS as weil as the poSitIOn of ItS peak can change dunng 

condltlOmng Both models have mterestmg features each reproduces the shape of a CR, 

the curvc of ctTic~cy of condltlOnmg as a functlOn of the mterstlmulus mterval (lS1), the 

dcpcndence of the optimal ISI on CS duratlon, the extmctlOn of a CR (even for long 

la~tmg CS" a~ opposed to Klopfs ( 1988) modd), and ~t:veral other propertle~ of ciasslcal 

condltlOmng Ilowcver, the A[) mode! does not glve a rchable account of sorne 

propertH!~ that are explamed by the DPC model 1 al50 present a new method of 

measurlng dlflcrent parametcrs of c1asslcal condltlOnmg (SectIon 5 5 of Chapter 5) My 

wor\.. IS thcoretlcal and the "expenments" accomphshed are computer simulatIOns 

Many models of Pavlovlan condltlOmng are dlscrete as a functlOn of mtensity of 

t;tllnull (c g, Hall & Pearce, 1980, Rescorla & Wagner, 1972. Wagner, 1975), ThiS 

mcans that a ~tlmulus IS a~8umcd to be clther present or absent One of my alms IS to 

Incorporate thc mtensltles of the stimuli as real numbers Another way to dlvlde models 

IS accordmg to thclr real-hme propertles Sorne model are non-real-tlme models (e g, 

Hall & Pcarce, 1980, Rescorla & Wagner, 1972, Wagner, 1975) and others are real-tlme 

rnodcls (c g , CI luck & Thompson. 1987, Klopf, 1988, Sutton & Barto, 1981) "Real-tlme" 

In thl~ context docs not mean contInUOUS tlme, It means "the temporal assoclatlon of 

signaIs cach cntlcal evcnt In the sequence leadmg to learnmg has a tlme of occurrence 

assoclated wlth Il, and thls lime plays a fundamental role [ ]" (Klopf, 1988), 1 e the tlme 

sequence of events IS Important Non-real-tIme models usually have the trtal as the ume 

umt Real-tlme modcls, however, make Il poSSible to explore tmle contIngencles and to 

producc more ~ophlstlcated predIctIOns fhls 15 Important because close to 30% of the 
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major propertles nf c1a~slcal condll1omng (sec rahle () 1 ln /\ppcndl' 1)) are Ical-tlllle 

properhes Wlth a real-tnlle modcl It IS po~slbk to c'\.platn tht: 11lt111cnce (lI ... tll1lulu" 

duratlOn and dela~~ hct\\cen 'ltlllluh on the rcsllltlllg l ~R IIlterNt\ l'hl'" IlllluL'Tlcl' 1" 

entlcal Forexumple, If the CS Isprc~cntedalkr the liS (hach\.micondlllOlllngl.1 \l'I\ 

weak CR devdops, Whlk a ~trong CR dcvdops ",hen the CS l~ prc~en1L'd IU"I hl'foll' thl' 

onset of the US (as 111 trace condltlOmng) /\Iso. \VIth a mode! that 1 ... cont1l1110U, 111 1 q~;l1d 

to Intenslty. It IS pO~~lblc 10 c'\.plu1l1 the lJ1t1uencc orthe l JS lIItensll\ and tlll' CS mIl'Il"II\' 

on the CR strength 

Model S t)f Pa\' lovlan condlttom ng can be dlVllkd IIltn 1 \Hl calegolle, 111 .lllolhrl 

manner, accordmg to thctr claIm \0 umvcr~ahty l'he first catcg,orv c1alllb to l'\plalll ail 

types of classlcal condltlonlng Rcscorla & Wagner'., (1972) modd and thc W.tgI1CI 

\ 1981) SOP model \vol!ld he ln Ihl'> category Thc ~econd categorv ..,ceh. ... tn n.pl'lln a 

specIfie rdlex of a glven ammal /\n example of tfll<., latter categorv would hl..: (lIud

Thompson's (1987) mode! of the sIphon rctractlOI1 reflex or the l\plv"la, .lI1d Ihl' 

SchrnaJuck-Moore (1989) mode! of hlppocampal mampulatlOn'-. on the da!'>!'>ILull\ 

condltlOned IlIcllla/mg /71cmhrllllc rc.\poll.\l' (NMR) l'ht: approach thal 1 takc 1:111" Il1tO 

the tirst catcgory Ilowever, In achlcvmg greater gcncraltty, tlH.:re I~ Il rI""- or appl.";lIl1lg 

more arhltrary To mmlml/e that nsk, 1 apply rnv rnodd ... to a partlcular .,ct of data, 

namely NMR JO rahhlts 

1.3 Dcvcloprncnts in Classical Conditioning: 

SlI1ee the semmal works of l3echtercv (1913), Watson ( 1920) and Pavlov (pavlov, 

1927), elasslcal condIilOmng ha~ lradlhonally bccn Ihought to apply 10 uncondltlOncd 

retlexes of secretIOn. motor rcsponsc or ernotlOnal response Condltlonmg 01 <,ecrcllOI1 

\Vas shown \VIth ~altva, gastnc JUlees (Pavlov, 1927), pancreat IC en/yme~, and 1 r1'>ullll 

(Mayer, 1953) CondltlOntng of motor rcspon~c ha ... hcen ~ludll:d, lor l:,ample, wlth 

wlthdrawal of the Icg (Bechtercv, 1913), and the ntctltatmg membranc rclkx (Baldw!fl & 

Baldwin, 1981, Hughes & Schlosberg, 193f.) ConditIon mg of emotlOnal rl.:"pon"c \Va., 

observed wlth the condltlomng of lear (Wat~on, 1(16), galvanlc ..,km rc<-'poll<'C 

(Perruchet, 1979), cardlac response (Bouchard, 1974, Monn d al, 19X7J, and food 

aversIOn (GarcIa ct al, 1966) Recently, the ... ct of lm., to whlch Cl;l%lcal Ulndltlol1l11g 

applies has been extcndcd, although sorne of the rc<,ults arc stIll a matter f()r dchale 

Drug Tolerance 

SIegel and hl~ as~oetatcs (SIegel ct al, 1976, IlJ77) u<.,cd Jnorphltlc a<, th(' Ils 

producmg an UR of analgc'ita They <.,ugge<,tcd that the envJr(>nmcnl whcn.: thl.: drug I~ 

taken can aet as a CS and that the CR IS opposcd to the (JR MorphIne produœ,> analgc~la 



and hypoactlvlty whlle the opposed CR, they propose, produces hyperalgesla and 

hypcractlvHy ft has also been suggested that condltlomng 15 responslble, at least ln part, 

''(u the phenomenon of drug tolerance (MacRae & Siegel. 1988. Schnur & Martmez. 

1989. SICgel, 1976, 1(87) Tolcrance to a drug develops when, wlth repeatcd use, the 

ctTcctlvcne~~ of the drug declmes and thus larger doses are necessary to achlcve the same 

pharmacologlcal dTcçts Siegel (1977) found that exposurc to the envlTonment (CS) 

wlthout the drug (US). once the association has been "conditlOned", results ln the 

extinction of the opponent CR, the ehmmatlon of the CR produces a st ronger reactlon to 

thc drug Itsclf Slcgel and hls assoclates (Siegel et al, 1982) observed that drug overdose 

tYPlcally occurs when an addict takes hls or her usual drug dose, but ln an unfamJllar 

envlron,llf't This opposite condltloned reactlon (CR) to drugs has been shown wlth 

drugs other than morphme. Siegel (1972, 1975) showed that ammals to whom Insulin 

was admmlstered dl~played a CR of hyperglycemia: Lang (1966) observed that animaIs 

wlth a hlstory of atropme administration demonstrate hypersahvatlon as a CR; Greeley 

( 1984) and Manstield and Cunningham (1980) dlscovered opposed CR to the 

hypothcnme clTeet ofalcohol; Hmson, Poulos & Cappe Il (1982) showed opposed CR to 

the sedative etTeet of pentobarbltal, Poulos ( 1981 ) showed opposed CR to the anorexie 

effect of amphetamme. Mathematleal models of addictIOn assume an exponential decay 

over lime of recldivism pressure and relapse rate (Fan & Elketroussl, 1989) ThiS IS 

consistent wlth the vlew that the envlfonment acts as a CS and that the CR is to take 

drugs ThiS CR IS extmgUlshed an an exponentlal fashlon as a usual c1asslcally 

condltloned CR would be 

Placebo Effect 

W lekramasekcra ( 1985) proposed that the placebo elfeci could be modeled usang 

classleal condltlOning, and furthermore he made t 7 specifie predictIOns from the model. 

One of these predictions IS a descnptlon of the no(:eho effect as the antlthesls to placebo 

eHeet. CSs can acqulTe harmful etTects through aSSOCiation with iIIness. 

Immune System 

Ader and Cohen (1982, t 985) aecldentally dlscovered that envlronmental events 

could suppress the funetlomng ofthe Immune system Followlng the p14.rlng of saccharin

tlavored water (CS) wlth cyclophosphamlde (US), a drug that produces nausea and 

supprcsses the Immune system, sorne of the test animais dled as a result of the 

presentation of the CS wlthout the US Later they eonfirmed those preliminary results by 

studymg the development of the Immune dlsease lupus erythematosus ln New Zealand 

mlcc Other studles have successfully classieally condltloned other Immune responses 

such as hlstamme release JO guanea P1b'S (Russell et al • 1984), natural killer cell actlvlty 
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m mice (Ghanta et al, 1985), adjuvant arthntls In rats (Klostcrhall~n & Klostcrhalfcn. 

1983) and delayed-type hypersensluvlty In normal humans (SmIth & McDantc\s. 19~3) 

Vlcanous Leammg' 

A subJect can leam to respond to a partlcular stImulus as a rcsult of oh~el"\ mg the 

expenenc~ of othcrs The development of a CR folioWIng such an obsel"\'utlon IS callcd 

VlcarlOlIS condllummg Bandura (1977) demonstratcd that CS-CR assocmtums can he 

acqUlred by humans through Vlcanous condJtlonmg expcnences Mmcka ct al (1l)~4) 

found that monkeys leamed to fear snakes aner exposure to another monkcy rcactmg 

fearfully to a snake Wlthout such exposure, the monkeys dld not tear snakcs 

The foregomg studles mdlcate that Pavlovlan condltlonmg IS such a w".fcsprcad 

phenomenon that It deserves detalled study Furthermore a model capahle of prcdlctmg 

the properties of classlcal condltlomng is likcly to have applications m a wlde fa'1gc of 

domains 

1.4 The Neural Network Paradigm: 

Models containmg networks of neuron-hke umts have becomc dommant m the 

study of both cogmtlve psychology and arttticiai mtelligence (e g, Anderson & 

Rosenfeld, ]988, Feldrnan. 1985, Lacouture & Marley, 1991, Rumelhart & McClelland, 

1986; Shultz & Schmidt, 1991) Arhficml neural networks are frequcntly rcfcrrcd to a ... 

connectlomst models, parallel dlstnbuted processing (POP) models, or adaptlve/sclf

orgamzing networks. These networks tyPlcally have a large number of umts and arc 

applied to phcnomena such é)5 visual pattern perceptIon, decision makmg, word 

recognition, and coordinated motor actions 

Main Charactenstlcs of Neural Network Models' 

Artlficlal neural networks are assumed to possess two baSIC fentures 

a) Each neuron-like unit 15 govemed by two equatlons, an activatIon rule and a 

learnmg rule The acllvallOn rule involves the combinatlon of mputs entenng the umt 

and determmes what the output should be. Connec/IOn we/~hls are aS'iocl3ted to cach 

connectlon. The influence of an input on the output under the activation rule IS 

proportlonal to ItS connection weight The learnmg rule specifies how the conncctlon 

weights should be modified. 

b) InteractIOns between umts Imply the transmISSion of activation Icveb l'rom the 

output of one unit to the mput of another. Most often outputs arc postulated to be an ail 

or none finng (0 or ] usually) The mput levcl of the recelvmg umt 15 often the product of 

the CUITent actIvation level by the CUITent connectlOn welght at the recclvmg unit 
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Briel' J Iistory 
McCulloch and PJtts (1943) were the mventors of our modem concept of the 

activatIOn rule They eontended that a neuron will tire in an all-or-none fashion If the 

~um of It~ mputs cxceeds a certain threshold This IS mathemaucally represented by 

Equations 1. 1 and 1 2 

" 
Y(t) = J( L l V,(t) X,(t) ] ), 

1= 1 

whcrc f(Z) ~ {: 

if Z> T, 

otherwlse, 

and where' 

and 

Y(t) 15 the output at tlme t, 

V,(t) IS the connect1On weight of mput 1 at tlme t~ 

X1(t) IS the activation level of input 1 at time t, 

J(Z) IS the actIvatIon functlon (or threshold function), 

T is the threshold 

( 1.1) 

(J 2) 

Donald 0 Hebb ( J 949) IS the ongmator of the pnnclple on whieh many modem 

leammg rules are based He wrote' 

"When an axon of cell A IS near enough to exclle a cell Band repeatedly 

or perslstently takes part ln firing It, sorne growth process or rnetabohc change 

takes place in one or both cells such that A's effic,ency as one of the cells finng B 

,s increased " 

ln other words, a connectlon welght Increases Ifpresynapttc actlvity IS cont·guous In tlme 

to postsynaptlc actlvity ThIS IS ealled the Hebbian leammg rule, and is mathematieally 

represented by EquatIons (1 3) and (1.4) 

L\ VI(t) == c X.(t) Y(t), (1.3) 

where' L\ V,( t) IS the change," eonnectlOn welght of input i at the time step t, 

and c IS a rate parameter 

The same EquatIon In a dlfferential rorm (Sutton & Barto, 1981) reads: 

dVI = c XI(t) Y(t), (l.4) 

whcrc dV, is an mtimteslmal variation or V, at time t. 

ln etTeet, Hebb applied the ancient law of temporal eontlguity at the neural level. 

ln mathemattcal tcrms, the welght value VI is the correlation of the activation of unit i 

\VIth the output 
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\mazmgly, th(' œVH!\V of the mam leammg rulcs for ncuml nctworks IS al the 

same tlme a revlew of sorne major models of classlcal l'ondltlonmg Furthermore, the 

Hebblan leammg rule has rceently mterested physlOlogtcal psychologlsts hecausc of the 

phenomenon of long-term potentlatlOn (LTP) Bhss and Lomo (1973) dl~co\'ercd that 

mtense electncal stlmulatlO!l of the presynapttc perforant path of the hlppocampus 

caused a long-term mcrl.asc m the magmtude of cx.cltatory postsynaptlc potentlal., m the 

dentate !'')'Tus, thls mcreasc IS called LTP The rcsuIts suggest that neurons are 1 khlmlll m 

character w1th respect to thelr leamlllg mechamsm Researchers are trytng to shed ~ome 

Itght on the relatlonshlp between thls physlOloglcal phenomenon and the hehavlor of 

whole ammals (Shapiro & Caramanos, 1990) 

Wldrow-Hoff Leammg Rule 

Sutton and Barto (1981) reahzed that what has hecn called the Widrow-lloll' 

leammg rule (Widrow & Hoif, 19(0) was cqulvalent to the RescorIa & Wagner ( 1972) 

model of classlcal conditlOmng (Rescorla & Wagner, 1972) This rule IS also J...nown as 

the delta rule, or the adalme rule, or the LMS (Jeast mean square) rule (CHuck & Bower, 

1988; Rumelhart, McClelland et al, 1986) The Wldrow-lloll' rule IS an Iterative 

procedure for solvlIlg a set of hnear mequahtles An exact solutIOn to sueh a set of Imcar 

mequahtles eXIsts if the deslred response IS a Imcarly separable fùnctlOn of the stimulus 

patterns, This rule IS expressed by the followmg equatlon' 

~Vl(t) = Cl [Z(t) - Y(t) l Xl(t), (15) 

where Z(t) IS a speCIal mput signai 

The Rescorla & Wagner rule has the form' 

al ~ [ À(t) - L YJ(t)], (1 6) 
J6~ 

where: al is the sahence of the CS" 

is related }O the assoclablhty between the US and the CS, 

(Rescorla & Wagner assume that there arc two possible valucs f(lf f\ 
~o which IS the value of ~ when thcre 15 no remforcemcnt and 

~l whlch IS the value of ~ when there IS a remforcement), 

À(t) is the mtenslty of the US at tlme t, 

and S is the set of (mdexes ot) ail stImuli present on the CUITent tnal 

al and ~ are constant valued leammg rate pararneters Mt) has a constant positive 

value when the US IS present and equals zero whcn the US IS absent 
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Wc can .,how that EquatIOn J 5 IS a special case of Equation J 6 when X,(t) IS 

cqual to 1 when the CS, III present and IS equal to 0 when the CS, IS absent By punmg 

Z(t)-'",_(t), and c, " <.l, r~ JO Equation J 5, we gel 

" 
<1, r\ [ )..(t) - 2: [X/t) VJ(t)] ] (1 7) 

rI 

" Notice that L Vit) and L [XP) Vit)] are two equlvalent notatl(lns The 
Ib\ 1 = 1 

tirst terni IS the sum of ail the welghts of the CSs present m a tnal. The second tenn IS the 

sum of ail the welgths multlphed by X"t), and X,(t) is equal to 1 when the CS, IS present 

and is equal to 0 when the CS, IS absent Thus, Equations 1.7 and 1.5 are ~quivalent 

undcr the glven condItions to Equation 1 6. 

Klopf( 1972, 1982) 

Klopf mtroduced the notIOns of synaptlc ehglblhty and remforcement lOto real

tlme leammg mechamsms, takmg lOto account sequentlal rather th an slmultaneous 

cvents HIS leammg rule IS. 

AV,(t) '= c X,(t-k) Y(t-k) S(t), ( 1.8) 

where. set) IS the neuronal membrane potentlal (S(t) IS approxlmately equal to '/(t»; 

and k 15 the nominal mterval oftlme requued for a neuronal output to feed back 

and mfluence the neuronal mput 

ln thls model, pTesynaptlc actIvity X,(t-k) and postsynaptic aCtlVlty Ytt-k), when 

they occur In cünjunction, Tender a synapse ehglble for modification However, the 

etlicacy of an eltglble synapse does not change unless the subsequent membrane 

potentlal, S(t), IS nonzero ThIS S(t) functlons as a remforcer This leammg rule correlates 

events orthe past [X,(t-k) and Y(t-k)] wlth an event of the present [S(t)] 

Sutton & B~no ( 19l1i 

SutiQrl and Bano invented a leammg rule for their model of c1assical conditioning 

which IS also used for other applications of neural nets (Simpson, 1990) Theu rule is. 
- -

.1 V,<t) = c_X,(t) [ Y(t) - Y(t) ] , 

where. X ,( t) = a X .(t-I ) + X,(t-I). 

1

1 IfZ> T, 

f(Z) = 0 
otherwise, 

" Y(t) = f( Z(t) + L [V,(t) X,(t) ] ). 
1=1 

and 
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The van ables and parameters are the followmg 
- -
X.(t) 15 the trace of X.(t) (X.(O) -=- 0), 

X.(t) signaIs the presence orthe CS. when the CS. IS present X.(t) 1, otherwise 

X1(t)-=0, 

Y(t) IS the output response at tlme t y(t) I~ the UR when X(t) () and Y(t) IS th\.! 

CR when Z(t)=O, 

Y(t) IS the trace of Y(t) at hme t (Y(O) = 0). 

2(t) lS the mtenslty of the US at lime t. 

a IS a poslttve constant, 

and p IS a posItive constant wlth value less th an 1. 

It is important to note that m the preceding Equations 1 10a and 1 IOh. the 

notation (t-l) does not represent current real ume t minus one umt of feal hmc, but rathcr 

it represents the tlme step number mmus one lime step ThIS notatum 15 used throughout 

the thesis. It IS a standard III thls area (see Klopf. 1986, 1988, Sutton & Barto, 1981) 

The curve of XI(t) looks hke an average of X,(t) ln the last At multlphcd hy a 

constant The curve of Y(t) looks hke an average of Y(t) ln the last /\t If wc mtcrprct 

X ,( t) and Y (t) as means, the rule ln EquatIOn 1 9 computes the correlatIOn betwecn the 

mean value of X.(t) and the devlatlOn from the mean of Y(t) 

Klopf (1986) & Kosko ( 1986) 

Klopf ( 1986) has proposed a correlation equatlon that corrclates the changes ln 

X.(t) Wlth the change ln Y(t). ThIS same rule was mdependently discovered by Kosko 

(1986). It is calk:d ditTerentlal Hebblan learnmg The rdation IS 

~ V.(t) = c L\XI(t - k) L\ Y(t) 

Klopf ( 1988) 

(1 1 1 ) 

Klopf (1988) modlfied hls ditTerentlal Hebblan leammg rule m order to simulale 

c1asslcal condltlOmng. ThiS rule IS called drive-rem forcement Icarnmg (D-R) and IS as 

follows: 
r 

~ V.(t) = t\ Y(t) L Ck 1 VI( t -k) 1 ~X.(t - k), (1 12) 

where: ~ V.(t) = 

.1 y(t) = 

Here: X.(t) 

M(.(t - k) 

.=1 

VI(t + 1) - V.(t), 

Y(t) - Y(t-I), 

r,(t-k) - X;(t-k-I) 

otherwlse. 

is the frequency of action potentials at the ith synapse at time t, 

represents a posltJve change m presynaptic level at lime t-k. 
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Y(t) IS the postsynaptlc frequency of tinng at dlscrete Ume t, 

A Y(t) represents a change ln postsynaptlc level at tlme t, 

l' IS the longest mtersnmulus mterval, measured m dlscrete tlme 

stcps, ovcr whlch delay condition mg IS effective; 

and Ck I~ an cmpmcally estabhshed learmng-rate constant 

Note that X.(t) and Y(t) are not hmlted to the bmary values 0 and 1 They 

rcpresent frequenclcs of tiring, so they can take any real value between 0 and, say, 300 

As E D. Adnan ( 1946) found, the frcquency of finng (or frequency of action potentials) 

ln a nerve ccII is relatcd to thc mtenslty of the stimulus (Kuffier, Nlcholls, & Martm, 

1(84) ActJ()O potentlals are bnef electncal pulses, about 0 1 V in amphtude, that last for 

about 1 msec and move along nerves Thus thls mode 1 can simulate CS mtensity 

vanatlon effects Slnce Y(t) can take other values than Just 0 or 1, it is defined wlth a 

dlfferent activatIOn functlOn /(Z) than Equation 1 2. The activation functJon 15 now the 

f()lIowmg' 

f(Z) ~ {~ 
if Z < T, 

If T:s; Z :s; 1; (1.13) 

If Z > 1 

Dnvc-rcmtorccment leaming theory has been wldely used since 1988 (Baird & Klopf, 

1992; Baird and Klopt: 1993, Gluck, Parker & Relfsnider, 1988; Klopf, Morgan & 

Wcaver, 1993, Morgan, Patterson & Klopf, 1990) 

Classlcal condltlOnmg, by dcfimtlon, IS a form of associative leammg. Welghts in 

neural networks represent association strengths between umts It therefore makes sense to 

poSlt that an etlèctlve model of classlcal condltlomng Will make an interestmg leaming 

rule (or neural nctworks ln thls perspectIve, the search for an effective leammg rule IS 

the search for an effectIve model of c1asslcal condlttomng The converse also seems to be 

true Neural networks can be used to slmulate c1asslcal condltioning and make It poSSIble 

to reproduce behavlors that other models of Pavlovlan condltionmg cannot adequately 

account for (Kehoe, 1989; Klopf. 1988, Sutton & Sarto, 1981) Examples of those 

behavlors are (see Chapter 2 for definitlons) compound condltlomng, negatlve patteming 

(XOR), and poSitive patteming 

Neural networks usmg leammg rules analogous to classical condltloning models 

can then he applied to more cognitive problems such as categorization leaming (Shanks, 

1991), behef perslstence (Vallée-Tourangeau. 1993), evaluatlOn of causahty, and so on. 

ln thls way, there IS a bndge between behavioral and cogmtive psychology 
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2. THE MAJOR PROPERTŒS OF CtASSICt\1. CONDITIONIN(; 

ClaS51cai condltlonmg 15 a very complex phenomcnon that cxhlhns numcrous 

properties The loglcal procedure IS 10 study thosc charactenstlcs hcl(lre hUlldmg a mo(tel 

leproducmg Pavlov Jan condltlOn,"g Thus the pro~rtles of Pavlovlun condlttomng arc 

presented ln detalt. smcc they are what Ihe models attempt to tit The n:adcr can rcler 10 

Table 0 1 in Appendlx 0 for a summary listing of the followmg propcrtlcs 

2.1 Types of Classical Conditioning 

We have seen that classlcal condltlOnmg can be shown \VIth dln'crent llSs, t(lI' 

e~:amplt! with food, loud nOise shock (Hall & Pearce, 1980), morphme injectIon (SICgel, 

1982), Immune system depresslon (Adler & Cohen, 1980, 1982, 1985), putT of alf m Ihe 

eye (Gormezano et al, 1983), and so on. The CSs can also be m dttTcrcnt modalttlcs, I(n 

example visual, audltory, tactile, or gustlltlve (Klein, 1991) 

ConditIon mg can be elther exclIalory or ml"hllory ln excltatory condltlonmg the 

CS acquires the ability to signaI the presence of a US, whcreas m mlubltory condltlonmg 

the CS signais the absence of a US (Doré, 1988) The strength of an cxcltatory CS can 

only be measured by the strength of the CR, but the strength of an mhlbltory CS can hc 

evaluated by ,"duect measures The presence of an mhlhltory CS 1 can make the 

acqUIsition ofa new CR (CS2 - US) siower ThiS IS called Ihe re/ardallOn lesl (Marchand 

& Moore, 1974, clted by Gormezano, Kehoe, & Marshall, 1983) Also If a second CS 

(CS2) has acqUired the aOllity to produce a CR (CR2) then the slmultaneous prescntatu)J1 

of the mhlbltory CS1 wlth the excltatory 2S2 produces a smaller CR2. ThiS IS called Ihe 

summat/OfI test (Rescorla, 1969, clted by Doré, 1988) Excltatory and mhlbltory 

conditIOn mg can he referred to as the leammg of a posItive and a negatlve correlatIon 

respechvely (Kamm & Kremer, 1971) 

At one time, there was a concem regardmg the nature of the condltlOned 

response. Is the CR Just the UR e\tcited by the CS" Or IS the CR a behavlOl' distmctlvc\y 

dl fTerent from the UR? Pavlov (1927) defended a stlmulu!; substItutIOn (S-S) thcory 

suggesting that as a result of conditlOT1Ing, the CS becomes able to ehclt the UR More 

recently, the consensus IS that even when the CR IS analogous to the UR, they arc never 

perfectly identlcal (Mackintosh, 1974) ln fact, the CR seems to mlmlC the UR m sorne 

cases and to be opposed to It JO other cases When a CR mlmlCS a UR Il IS a nmdtlwned 

jàcillla/lOn When a CR IS opposed 10 a UR It tS a condllloned dlmmutlon and lhe CR .'

called a cumpensa/ory CR (Wagner, 1981) 
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The followmg are examples of a CR that mlmlcs the UR conditIOn mg of the 

salivatIOn reflex wlth dogs (Pavlov, 1927), condltlomng of the mctltating membrane 

rc~pon<;c wlth rabhlts (Gonnezano et al , 1983), human eyelid conditIOn mg (Klmble and 

()~t, 1961, cltcd by Wagner, 1981), siphon retractlon reflex \VIth AplysJa (Kandel & 

Sehartl, J 985) The followmg are examples of compensatory CR CR to the sedative 

cHeet of pcntobarbltal (II Inson et al, J 982), CR to the hypothennta effeet of alcohol 

(Grcclcy, J 984, Mansfield & Cunnmghan, J 980) and ail the other examples mentlo.lll~d 

carller for drug tolerancc Cardiac deceleratlOn IS often the CR to shock-palred CSs, 

whcreas the UR to shock IS cardlac aeceleratlOn (Obnst, Sutterer, & Howard, 1972) 

Note that both an mhlbltory CS and a compensatory CS have the ablhty to 

decreasc the UR Howevcr, the compensatory CS generates a measurable CR whlle an 

Inhlbltory CS produces a "Silence of behavlOr" Table 2 1 summanzes the different types 

of CR wlth thelr motlvatlonal propertles Often the behavlOr IS comphcated by a mixture 

of faCIlitatIOn and dlmmution depending on what IS measured. For example Wagner 

( J 981) reports that, ln 11mb fleXIOn conditlOmng m the dog with a cortical US, the 

probablhty of a dctectablc UR to a threshold US was mcreased bya pnor CS, while the 

vIgor of the UR to a trammg-Ievel US was decreased. 

Aversrve Condltlomng ApetltJve CondltJonmg 

Faclhtatmg Compensatory Facllitatmg Compensatory 
CR CR CR CR 

Condltloned Excitation Aversrve Apetltrve Apetltrve Avers Ive 

Condltloned Inhlblflon Neutral Neutral Neutra 1 Neutral 

Types of Pavlovlan condltlOmng wlth thelr motlvatlOnal propertles. 

Table 2.1 

CondltlOmng situations can vary accordmg to the rate of remforcement. In 

co!llmuow. remforc:emenl a CS 15 followed by a US 100% of the tlme, while a partial 

/'e/lllo/'œmelll procedure IS one in which only a portion of the CSs that are presented are 

tollowed by the US. 
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2.2 Properties of Pavlovian Conditioning 

The types of condltlomng that have Just l'leen \.kscnl'll!d rosses.: Illany 

charactenstlcs Those charactenstlcs are summanzed "1 the rc~t of thls chaptel 

AcquIsitIOn, ExtlOctlon and Spontancous Recovcry 

The tYPlcalllcqUl,\lIlOfl L'urve of the CR, 1 e the ~trength of the CR a~ a funchon 

oftnals, IS usually takcn to be ~lgmOld 10 shape (S-shapcd) (Mackmtosh, 1974, Pa\-Io\-, 

1927) Thts means that the tirst trIals show a posltlvdy accclcratmg CUTVC l(lT the CR 

whlle the subsequent tnals show a CR amplitude thal acccleratcs negatlvely and reaches 

a constant value, the asyrnptotlc value of the CR AcqUISition has a slowcr mlhal rate I(lr 

partial reinforcement but the asymptotlc levcls of the CR arc hlgh (Gorme/.ano ct al , 

1983) Spaced CS-US presentations producc faster acquIsItion of the CR than doc~ 

massed presentation (Klem, 1991) CafTe me and benlednnc (two stimulants) mcrcase the 

rate of acquiSitIOn SodIUm bromlde (a depressant) slows the rate of acqUlsllum (1 hlgart 

& MarqUIS, 1940 ctted by Klem, 1991) 

The condltlOned response decays when the CS 15 prescntcd wlthout the US ThiS 

phenomenon, called extm<.:tlOn, IS observed to be negatlvcly acccleratmg and normally 

reaches zero as an asymptote (Klem, \99\) The extmctlon of an excltatory CR tS usually 

descTlbed as bemg slower than Its acquIsItion (Bush & Mostdler, )\,)55, Rcscorla & 

Wagner, 1972, Wagner, 1981) However, condltloned Inhlbltors extmgutsh much more 

slowly (If at ail) than condltloned excitators ExtmctlOn IS slowcr m partial remforccmcnl 

procedures than ln contmual relntorcement procedures ThiS IS called the l'lIrtlai 

re"ifurcement extinctIOn ejfecl (P/Œ/~') (Gormezano ct al, 19K3) ExtinctIOn IS raster 

wlth massed extmctlon than Wlth spaced extinctIOn (HIIgard & MarqUiS, 1940 clted hy 

Klein, 1991) Empmcal mvestlgatlon revcals that the longer the CS-al one cxposure lasts, 

the h'Teater IS the reductlon m CR strength (Montl & SmIth, \976, Shlpley, 1974, cltcd hy 

Klem, 1991) The two stImulants catlème and benzednne !.Iow extinctIOn hut the 

de pressant sodIUm bromlde enhances extmctJon (~hlgard & MarqUIS, )940 cllcd hy 

Klem, 1991). 

If one watts a certam penod of lime after an extmctlon proccss and then presents 

the CS agam, the CR often reappears The retum of the CR followmg extmctlOn IS called 

spunlaneous rec.:uvery (Doré, 1988) ConUnued presentation of the CS wuhout the US 

eventually leads to the long term suppression of the CR (Klem, 199 t) 1 mtcrprct thls la~t 

observatIon m the followmg terms the more CS-alone pre~entatlons there are, the 

smaller the spontaneous recovery Bouton (1991) tound that reacquIslllOn of an 

extmgUlshed CS tS dependent on the context ln a context simllar to the extinctIOn 

context, the reacqulsltlon would he slower than the ongmal acqUIsitIOn 
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Tlmc RdatlOnshlPs Between the US and the CS 

nelay c()nJlllOnm~ 15 a condltlOmng procedure In whlch CS onset precedes US 

onsct and CS om,et occurs at the same ume or after US onset Delay condttioning 

rroduce~ condltlOned excitation (Klem, 1991) 

l'race c()ndll/()nm~ I~ a condltlOnmg procedure JO whtch the CS IS presented and 

termmatcd pnor to US ons et Trace condltlOnmg produces condltloned excitatIOn (KleIn, 

1991) As the delay betwecn CS onset and US onset (1 e., the mler.wmulu.\ mterval or 

ISI) mcreases, the rate of acquIsition mcreases, reaches a ~.!a~., then decreases, and tends 

toward zero lor long ISI The asymptote of the CR IS more a function of the ISI th an of 

the CS duratlon (KleIn, 1991) 

ln thc smwlfaneous condtllOnmg paradlgm, the CS and US onsets oceur at the 

~amc tlme, as do CS and US otTsets Sirnultaneous conditIOn mg produces small 

CXCltatOry conditlOmng or no condltlOning at ail (Flaherty, 1985 clted by Klopf, 1988). 

Sorne condltionmg has been reported for stmultaneous conditlomng ln the case of fear 

condltlOnmg (Burkhardt & Ayres, 1978, clted by Klopf, 1988) 

ln hackwllrd condtllOl1mg, the US IS prescnted and termmated pnor to the CS 

onset Currently, the consensus appears to be that backward conditlOmng can \ead to a 

weak conditloned eXCitatIOn Inlttally but that extended backward condltlOmng usually 

ylclds conditlOned inhibition (Wagner, 1981) 

Delay condltloning produces stronger condltloning than trace condltlomng Trace 

condltlOnmg produces stronger condltlOllmg th an slmultaneous condition mg Fmally, 

simultaneous conditlomng produces stronger condltlomng than backward conditlOning 

(Klein, 1991) "Longer optimal ISis have been observed for long fixed delay CSs than for 

short trace CSs" (Schnelderman, 1966, clted by Sutton and Barto, 1981) 

ln a temporal condlllOnmg expenment, there IS no dlstmctlve CS. lnstead, the US 

is presented at regular mtervals, and over time the CR wtn appear just prior to the onset 

of the US (KleIn, 1991).Thls leads to a weak and unstable CR (Doré, 1988). Another 

temporal phenomenon was revealed by Pavlov's c1assic research (1927) Wlth dogs He 

demonstrated the developrnent of the ablhty to suppress the CR unttl the end of the CS

US mterval, a phenomenon he labeled mlllhllwn of delay. The CR peak tends to be 

located around the Ume of US-UR onset (Gormezano et al , 1983) Kimmel reported that 

the latency Gf the gal vante skm response (GSR) mcreases W1th trammg (Kimmel, 1965 

clted by Klem, 1991). The vanance of the CR seems to mcrease W1th the CS-US mterval 

(Gorrnczano et al, (983) Millenson and his assoclates (Millenson et al, 1977), studymg 

the nictltatmg membrane retlex 10 rabblts, gave the US sometlmes at 700 msec after CS 

onset and sometlrnes at 200 msec after CS onset The CR exhlblted 2 peaks, one at 200 

19 



msee and one at 700 msee The peak of the CR at 700 rnsee appcars only \\ hen the US IS 

not presented at 200 msec The peak helght ratio IS fl'"0portlonal to the nllmher of 

remforcement ratio for hoth delays CS prcexposlIre has heen -;ho\\n hl ... Io\\' the 

acqUisItIon of mhlbltton of delay (Sehachtman, Channel, & 114111, 1487) 

US and CS EtTccts 

l 's duraI IOn ettc<.'I.\ dC!.lgnatc the tàct that the longer the US lasts, the tàster 

the acquIsition and the hlgher the asymptote of the CR (Gorrnezano ct al , 19N~) ln the 

same way as US duratlOn, an mereased US mtcnslty produces tàstcr acqulsJtu)O and a 

hlgher asymptote of the CR This IS called l l,"'" mlcnsl~V cJjl!cts (Prokasv, ('rant. & Mvcrs, 

1958 elted by Klem, 1991) Pnor exposure to a US reduccs Ils atllhty to rcmforcc 

excltatory condition mg, a phenomenon called 1 l,"'" pr(!expo.\ure e//c('1 (Ramhch & 

LoLordo, 1979) A subset of the US preexposure etTeet IS the proxmwl Ils C'(cd ln 

rabbit eyehd condltlOning (Terry, 1976) and m 13ste aversion condltlomng (DornJan & 

Sest, 1977), It has been shown that presentatIon of a "proximal US" shortly bct()rc a CS 

IS palTed wlth a "eondItlOnmg US" attenuates the latter US's potcney 

CS mtenslty ean affect the strenbJth of the condltlOncd rc~p()nsc A greatcr CR 

strength IS produced by a more mtense CS (Sames, 1956, Frey, 1969, cItcd hy Klem, 

1991), a phenomenon called CS mlemllv elfeL'l.\ However, an mtensc CS docs not 

produee an appreclably greater CR than a weak CS Nonetheless, If both the mtcnsc and 

the weak CS are expenenced, the mtense CS Will produce a slgmficantly grcater CR th.m 

the weak CS «('nee and Huntl.r, 1964 clted by Klem, 1991) 

Nonremforced presentatlons of a CS pnor \0 rcmfon;ed presentations retards 

subsequent acquIsitIOn of the CR and lowers the asymptotlc strcngth ofthe CR Thcsc arc 

the CS preexposure ejfecl.\' or laient mhlhlllOn (Baker & Mackmtosh, 1977, Lubow & 

Moore, 1959) Latent mhlbltion affects both excltatory and mhlbltory condltJonmg 

(Klem, 1991). In sensory preconulllOnmg, two neutral stimuli CS, and CS2, are paned 

prior to remforcement In a second phase, CS, 15 paued wlth a US The CS,-US pamng 

results in the abihty of the CS2, as weil as the CS" to ehclt the CR The best procedure 10 

produee a strong effeet requITes that ( 1 ) the CS2 precedes the CS, by several <;econds and 

(2) use of only a few CSrCS, pamngs m order to prevent the devclopment of Icarncd 

ITrelevanee (Rlz)ey & Rescorla, 1972 cated by KleIn, 1991) ExtInction of the CR, abo 

extinguishes the CR2 (R'zley & Reseorla, 1972) 

Configurai Learnmg 

('onjlgura/ /earnmg deslb'llates the c1assleal condltlomng procedures InvolvIng 

more than one CS The fol1owmg descnhes propertles In dlfTerent configuraI Icammg 

situations 
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rhe aequl~ltlOn of a CR IS Impa.red when the CS-US mterval IS too long 

1 fowcvcr, ~evcral ç,tudlCs (reported by Klem, 1991) have observed that the attenuatlOn of 

condltlomng produccd by a CS-US Interval ean be redueed If a second stimulus IS 

prescntcd bctween the CS and US Pavlov (1927) found that a more mtense tone 

over~hadowed the a~~ocJatJon of a Ics~ mtense tone wlth the US The rate of acquIsitIOn 

I~ greater and the a~ymptote of the CR IS hlgher for the more saltent CS when two CSs 

of dlffercnt ~allencc arc presefltcJ together Wlth the US (Klem, 1991) This IS ealled 

()vC!n/llIdowlI1)!, Ovcrshadowmg does not always oecur when two eues of dlfferent 

o;;ahcnce arc palrcd Wlth a US, ln fact there are sorne clrcumstances ln whlch the presenœ 

of a sallcnt eue leads to a stronger CR th an would have occurred If the less saltent cue 

had been prc~cntcd alonc (GaTCIa & RUf\mlak, 1980, clted by Klem, 1991) When thls last 

situation occur~ Il 15 called the polenltallOn of a les ... salienl eue 

Kamm (1968) dcmonstrated that the presence of a prevlously assoclated cue 

(CS I ) Will prcvcnt, or block, the development ofa new assocIation between a second cue 

(CS2) and the US Wc say that there IS h/ockmg of CS2 by CS I Mackmtosh and hls 

assoclatcs (Dlckmson, Hall, & Mackmtosh, 1976, Mackmtosh, Bygrave, & Pieton, 1977, 

Pearce & Hall, 1980) sho\\'cd that a surpnsing1 event (surpnsmg US or CS) can p':event 

the CS I from blod.lng the CSrUS association ThiS IS sometlmes called unb/ockmg 

Pavlov (1927) observed that followlng CS-US pamng, present mg the CS wlth 

another ncutral stimulus (CS2) enabled the CS2 to ehclt the CR Note that the CS2 IS 

prcsented a certain len!,'1h of tlme before the CS, as ln a CS-US pamng The usual CS

US pamng IS a tirst-order condlttonmg, whtle leammg the CR as Just descnbed, by 

associatIOn of CS2 wlth CS" IS a second-arder condllummg Accordmg to Pavlov any 

condltlomng process of an order hlgher than one IS hlgher-order condltlOnmg. The 

strength of a CR acqUired through hlgher-order condItIOn mg IS weaker than that 

devcloped through first order condltlOmng. The CR to the CS2 nses and then 

extmguishes after repeated pamng wtth the CS, The CS, also extmgUlshes (Klem, 

1991 ) 

The phenomenon calted concilllOned mhlbltlOn can be produced m dtfferent ways 

One way IS to establtsh an excitatory conditiomng by pamng a first CS (CS,) wlth a US, 

ma tirst phase ln a second phase, the CS (CS I) IS presented at the same ttme as a new 

CS (CS:!) but the US IS absent The CS2 becomes a condltioned mhlbltor. In relation to 

condltloned inhIbitIon, It IS opportune to tntroduce a notatIOn that IS useful to descnbe 

cxpenments wlth several condltloned stImula The dlfferent CSs are represented by 

1 A surprismg stimulus ln thls context IS a stimulus that IS presented for the tirst time or that IS presented at a 
new mlem,lty level 
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dlfferent letters The mmus (-) Slgn as a superscnpt mdll:ates that the contiguratlOn IS not 

remforced, whlle a plus (+) ~Ign mdlcates that the conliguratlon IS fl'1I1forced 

CondltlOned mhlbltlon would he thereforc rcpresentcd hy AI AB- A ... \lppllsed to 

second order condltlonmg, successIve pamng of CSs A and B dOè!- nol kad 10 l'\tllKtllHl 

of both CRs They both rcach an asymptote Notc that the dllTl'renœ bd\\Cl'11 

condltloned mhlbltlOn and second order condttlOl11ng I~ that 111 condlllOned lnlllhlllO[\ the 

onset and otTsct of the stimuli arc synchrol1J/cd, whlle m sCl:ond ordcr condltlonlt1~ 

stImulus B precedes Stl mulus A (K lem, 1991) 

:n an overexpectat/Ofl task, ead. of two CSs (A and B) arc palrcd ... epmaldy wlth 

a US and both acqUlre the maxImal CR 130th CSs arc then combl11cJ, III a "'l'cond ph,N,~. 

and the compound AB IS rcmforccd wlth the ~amc US as cach rccclvcd III the /ir!-I pha ... e 

The tirst trials of the second phase exhlblt a CR that IS grentcr than cach IIldl\'ldual 

response, after whlch the CR to the compound decrea~es 1 f we test cadi IfIdlvldllal ('S III 

a thlrd phase, each of thelr CRs are ~maller than an phasc 1 (Rescorla &, Wagner. 1972) 

ThIS sequence can be represcnted by At BI, AB t, test A te ... t B ln a 

supercondll1011Ing procedure, a tirst CS (A) IS treated 111 ~uch a \Vay Ihat Il hœome ... il 

condltlOned 1I1hlbltor (e g , X t- AX-), then stimulus A 15 pmrcd wlth a ... econd ... tlmulu,> Il 

and remforced /3 Will have a tàster rate of acquIsitIOn and a hlgher asymptote ln pre~encl' 

of the rnhlbltor A than It would have wlthout the rnhlbltor (Rescorla & Wagner, 1 ()72) 

Thts sequence can be deplcted by X t- AX-, AB l 

In a dl.w,:mnmul "m learnmg cxpenrnent, presentations of the compound /\X arc 

remforced and mlxed wlth presentatIon of the compound BX that IS nol rel11fi.)H;ed (A X' 

BX-) The condltlOned responsc to AX tends toward an asymptote, the condltloned 

response to BX rncreases and then decreases The CR to A IS greater Ihan the ('R ln X 

The CR to X IS l,rreater than the CR to B The CR to 11 tends toward I.ero (Re ... corla & 

Wabrner, 1972) The psed(}(ù\cnmmatwn procedure IS a trcatment rn wlllch the 

compounds AX and BX arc both partlally remforced on a 50% ~chedule (1 e, rcrnforced, 

on average, once every two presentatIOns of the compound) l'hls can he rcprc~cntcd hy 

AX- 0 5, AX+ 0.5, BX- 0 5, BX+ 0 5 The condltlOned re~,ponsc 10 X arter trallllng 1'> 

greatct than the CR to A or to B The CR to A IS equal to the CR to B (If they have equal 

saltence) Even when we control for the numocr of US presentatIOns, the CR to X I~ 

much greater m a pseudodlscnmmatlOn task th an III a dlSCnmlnatlon ta<,k (Rc<;corla & 

Wagner, 1972, Wagner, Logan, Haberlandt, and Pnee, 1968) 

Compound condlllOnmg uses configuratIon A + AX+ that 1<', A IS rernrorccd whcn 

presented alone and the compound AX I~ also re1l1forced ThiS procedure producc~ a 

f,lfeater CR for A than for X Another compound condltlonrng expcnmcnt u~e~ the 
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configuration A- AX+, where A IS not remforced wh en presented alone and the 

compound AX Îs rcmforced This procedure produces the reverse result, namcly a greater 

CR t'Or X th an for A (Rescorla & Wa!,rner, 1972) 

P(),\'lllve pallermng mvolves a more complex discnmmatlOn than the prevlOus 

oncs Positive pattcmmg Involves remforced presentations of the compound (AB+) 

mtenmxcd wlth an equal number of unremforced presentations of the separate 

components (A- Bo) (Kehoe, 1989) The CR to the compound AB IS greater th an the CR 

to the <;eparate clements (A or B) The CR to the separate elements (A or B) increases at 

tirst and then decrcases dunng trammg Negallve patlernmg mvolves the nonremforced 

presentation of the compound AB (AB-) mtenmxed with an equal number of remforced 

presentations of the separate components (A+ B+) (Kehoe, 1989) The CR to AB 

mcreases faster than the CR to A or Band then decreases, tendmg toward zero Negative 

paUcrmng takes more tnals to leam th an positive patteming. Keho~ (1989) has shown 

that the leaming of condlttoned mhibitlon (A + AB-) in a first phase accelerates leaming 

of negatlve patteming in a followmg phase 

Therc are other types of configuralleammg tasks, such as thefea/ure posillve task 

(AB', A-) and sllmu/u,\' (.'ompoundmg (A+, B+, test AB) Recently Pearce (1993) used the 

lollowmg configuration A +, B+, C+, ABC- The compound of three stlmuh was not 

remforccd whlle the mdlvldual stimuli were remforced, He observed that the CR to the 

pairs of stimuli (AB, AC, or BC) decreased raster than the CR to the mdivldual cues (A, 

B, or C) 

ThiS Impresslve list of propertles IS only a bnef summary of the vast literature on 

c1asslcal condition mg, The hst also constltutes the data domam that mathematlcal models 

of Pavlovlan condttiomng currently attempt tu explain. 
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3. MODELS OF CLASSICAL CONDITIONING: A CRITICAL REVn:\V 

ln the prevlous chapter sorne models of classlcal condItion mg were descnhed III 

the perspective of thelr use as leammg rules for neural networks No\\' a tew mndels or 

c1asslcal condltlOmng are gomg to be descnbed and cvaJuatcd by comp.mng thclr 

predictIons with the experimental properbes of classlcal condltlonmg For each mndel, 1 

give a descnptlon of thelr mam assumptIons, theu major contnbutlOns and thcu maJor 

problems. The reader can refer to the Tables D 1 and D 2 ln Appendlx () for a summal)' 

of the propertles of classlcal condltIoning accounted for by the dl tTerent modcls 

3.1 Historical Perspective 

Pavlov ( 1927) suggested that as a result of conditlonmg, the CS becomes able to 

eliclt the same response as the US. According to Pavlov, the presentatIon of the US 

actlvates one area of the bram StImulatIon of the neural area responslble for proeesslng 

the US leads to the actlvatron of a bram center responslble for generatmg the lJl~ Then; 

IS an mnate, dIrect connectlOn bctwecn the bram center stlmulated hy the US and the 

bram center controlling the UR When the CS IS presentcd, Il excItes a dlstmct bram area 

When the US follows the CS, the bram ccntcrs responslble for proeessmg the CS and the 

US are active at the same tlme ln Pavlov's Vlew, the slmultaneous actlvlty ln lwo neural 

centers leads to a new functlOnal neural pathway between the active neural eenters The 

establishment of thls connectlon causes the CS to actlvate the neural ccnt(,f proee~smg 

the CS, whlch then arouses the US neural center, and tinally the US center actlvates the 

response center for the CR ln short. Pavlov asserts that the CS becomes a suhstltute for 

the US. Since Pavlov's (1927) work, It has been shown that m many CIrcumstancc'i of 

c1asslcal conditlomng the CR does not mlmlc the UR Compcnsatory CRs arc ln 

contradictIon wlth Pavlov's (1927) vlew (Schnur & Martmez, 1989, Siegel, 1987, 1988) 

Konorski (1967) poslted that the represcntatlon produccd by any stImulus 

Involves the actIvation of a senes of "umts" m order, m the same way as ln a neuronal 

projection system, beginnmg wlth receptlve umts, followed by transit untts, and 

eventt'ally terminatmg wlth so-called gnostlc unrts The units at several IcvcJs of the 

represemiltional series are capable, when actlvated, of producmg bchavloral ctTccts A 

CS WIll come only to actlvate a portIon of the sequence appropnate to the US Konorskl 

assumed that only the hlghest level, gnOStlC untts, of the US rcprc<icntatlon can he 

actlvated by a CS and only the actlvlty of such untts Will he reflected ln the CR Ihs VICW 

can account for the dlfference between the CR and the UR Wagner and hl~ assoclates 
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drcw inspIratIon from Konorskl's (1967) theoretlcal vlew to butld thelr SOP (Wagner, 

1981), and AESOP models (WabJl1er & Brandon, 1989). 

Hull (1943, 1952) mtroduced a mathematlcal fonnahsm for leammg and 

motivatIOn that has been very mfluenual. The ablhty of verbal theones to predlct 

bchavlor IS hmltcd by then imprecise nature Hull's forrnalism was an attempt to correct 

thls Imprccl~lon Hull (1943) developed a formula that expressed how the strength of a 

behavlor IS related to leammg and motivatIOn The formula was 

sEr =-= sHr x D, (3.1) 

whcrc sEr 

sHr 

IS the strent,rth of the behaV10r (note. s r stands for Stimulus-Response), 

IS the strent,rth orthe leamed response (the habit), 

and D IS the strength of the dnve. 

For cxample, the strenbrth of the behavior sEr could be measured by the number of trials 

necessary to obtam extmctlon after an acquIsition phase, the habit sHr could he measured 

by the number of trammg tnals presented during the acquisition phase~ and the drive 0 
& 

could be measured by the nurnber of hours of food depnvation m a case where food is 

used as a remforcer By 1952, Hull had modlfied hls initial formulation to add the 

construct of mcentlve motIVation, symbolized as K K represents the quantity and qua1ity 

of the rein forcement. Thus the formula becomes: 

sEr = sHr x D x K. (3.2) 

This relation Implies that the increment (or decrement) ln learning is dependent upon the 

amount'Of habit already condltloned and upon the strength of the reinforcement. 

ln 1955, Bush and Mosteller presented a stOChastlC model of conditioning that 

was c10sely related to Hulhan theory This model specifies the changes in probability of a 

response (APn) as a result of a leaming trial by the followmg equation: 

APn = P (À-Pn), (33) 

where p IS the leammg rate parameter, 

Pn is the proLability of a response on tnal n, 

and À is the asymptote of leaming 

Jl and À are determmed by the nature of the US and CS mvolved on a trial. This model 

reproduces the negatlve acceleration and the asymptote of the acquiSition CUNeo 

3.2 The Rescorla & Wagner (1972) Mode' 

MalO AssumptlOns of the Rescorla-Wagner Model 

The reader can refer to Equation 1 6 for a forma) descnption of this model. The 

tour main premises of the Rescorla-Wagner (1972) model are the following : 

1- There is a maximum aSSOCiative strength that can develop between a CS and a 
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US The asymptotic level of condttlonmg IS dctennmed by the strength of the US 

2- The amount of associative strength gamed on a partlcular trammg tnal IS atlccted 

by the level of pnor trammg 

3- The rate of condltlOmng vanes dependmg on the CS and the US lIsed l'he nUe IS 

hlgh wlth sorne stimuli, but low wtth others 

4- The level of conditIOn mg on a partlcular tnal IS mtlucnced not only hy the 

amount of pnor condltloning to the stimulus but also hy the level of prcvious 

condltiomng to other stimuli assoclated wlth the US 

The Malor Contnbutions orthe Rescorla-Wab'llCr ( 1972) Model 

The Rescorla-Wagner (1972) model glves a good account of the phenomena of 

overshadowmg and blocking The model also providcs an explanatlon lor the US 

preexposure effect (Baker & Mackintosh, 1979), and for the acquIsItion of a condllioned 

inhibition Predictions are in ab'Teement with expenmental data for procedures of 

configurai leammg such as overexpectatlon, supercondltlonmg, discnmmatlon Icammg, 

pseudodlscnmmatlon, and compound condltlonmg 

The Problems of the Rescorla-Wagner (1972) Model 

Behavloral data show that condltlOned inhIbition docs not extmgulsh. whlle the 

Rescorla-Wagner (1972) mode 1 predlcts Its extmctlon. For example, a eondlttoned 

mhlbitor IS represented by a negatlve value ofVI(t) and dunng extmctlon the US IS absent 
(i.e. À.(t) = 0). Therefore Equation 1.6 becomes L\VI(t) = (lI ~ [ .VI(t)] This tcrm IS 

poSitive smce VI(t) IS negatlve, so IVI(t)1 decreases and therelore inhibition IS 

extingulshtng. The results of a Simulation 1 of theu model, shown in Figure 3 l, I!lustrate 

this problem. Notice that m the followmg figures CS l, CS 2, VI, and V 2 stand t(n CS l, 

CS2, V .. and V2 

In order to predict the acquisition of a conditioncd excitation ln a second-order 

condltionlng procedure with the Rescorla-Wagner (1972) model, one has lo make a 

variable substitution' V) becoming 'i.. The model does not predlct clther the CS 

preexposure effect or sensory preconditlOnmg Smce the Rescorla-Wagner (1972) mode! 

IS not a real-ume model, none of the mtratnal effects are explamcd by the modcl ThiS 

means that delay conditioning, trace conditlonmg, backward condihomng, simultaneous 

conditioning, mhlbltion of delay. the shape of the curve of the CR, the US durallon 

etTects. and the CS duration etTects are left unexplamed 

lin addition to my own new models, 1 simulated the Rescorla &. Wagner ( 1972) model, the Pearce &. Hall 
(1980) model. and the Klopf(l988) model The results are summanzed in Appendlx D, Table D 1 Ali 
figures, including Figure 3 l, result from these Simulations 
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• Rescorla-Wagner (1972) with 2 CSs 

Conditioned Inhibition Procedure and Extinction Procedure: 
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Vl 

0.00 " c.. ~----------------------------------------. 
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-95.96 

"~-------------------------------' - r 
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TRIALS 

• Figure 3.1 The CS2 in an acquisition phase becomes a conditioned inhibitor 
(V2 < 0) and in the extinction phase V2 tends toward zero. 
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3.3 The Sutton & Barto (1981) Model 

AssumptiOns of the Sutton & Sarto ( 1981) Model 

The reader can refer to Chapter 1 (Equations 1 9, L lOa, 1 Wh, 1 2. 1 1) for a 

fonnal descnptlon of the model. The tive core assum ptlons of the SuHon & Barto ( \98\ ) 

model are the followmg 

1- There is a trace for each CS., that tollows the amphtudc of thc CS.' hut tnl'fcascs 

more slowly and decays more slowly than the CS.ltself 

2- The CS. cornes to eliclt the same responsc as the US, l~orrcspomhng to Pavlov's 

(1927) stimulus substitution theory Th~ CR and the UR are added togethcr m what wc 

can cali the output response. 

3- There IS a trace of the output response whlch tollows the amplttudc of the out\,ut 

response but which mcreases more slowly and dccays more slowly than the output 

response itself. 

4- The trace of the CS. causes the correspondmg connccllon weight V.(t) to bccol11e 

"tagged" as being eliglble for modification for a certam penod of tlme (the dura(lon of 

the trace of the CS.). This IS Klopi's (1972) idea 

5- The effectlveness of a remforcement is proportlonal to the dlllèrcnce hetwccn the 

output response and the trace of the output response. 

The MaJor Contributions of the Sutton & Barto ( 1981 ) Model 

Sutton and Sarto's ( 1981 ) model is a real-lIme model whlch makes Il possIble to 

address the question of mtratrial etTects Thelr model reproduces a curve somewhat 

analogous to the aliymptotlc CR versus ISI (lOter-stlmulus mterval) The rondel ca" 

slmulate the CS and US duration etTects. The behavloral ohservatHm that trace 

condltloning IS stronger than slmuJtaneous condltiomng IS rcproduced. The mhlbltory 

aspect of the backward conditiomng procedure IS predictcd by the modcl The modcl also 

accounts for second-order conditlomng Several othcr propertles arc cxplamed the CS 

mtensity effects, condltioned mhibltlon, blockmg, overshadowmg, US mtenslty cffCCl~, 

and several configurai Jeammg procedures 

Problems wlth the Sutton & Sarto ( 1981 ) Model 

In the formulatIon ofthelr model, Sutton and Barto POStt Ihat X.(t) I~ cqual to 0 or 

1 and that the constants c and a are the same for each CS ThIS docs not make Il possIble 

to have CSs of dlfTerent sahence ln my modeling, 1 assume that X.(t) varies betwecn 0 

and 1, as do Z(t), Y(t) and X.(t) Accordmg to Klopf(J988), the Sutton & Barto (1981) 

model does not reproduce expenmental data for the delay condltlonmg procedure. The 

Sutton & Barto (1981) model predicts acquisItIon of a conditloncd mhlbltlon for delay 

conditlOning mstead of a condltlOned excitatIon. ThiS last problem occurs beeausc m a 
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dclay condltlonmg procedure the CS IS present dunng the complete duratlon of the US. 

X .(t, IS nece~sanly greater at the end of the US than at the begtnnmg of the US If we cali 

t, the tlme step of US onset and t2 the tlme step of US offset, then X .(t2) > X.(t,) Let 

Y(t) - Y(t-I ) and ZO) - 1 when the US is present We have .1 V.(t) == 0 for t, < t < t2. 

bccausc IYCt)-YCt-1 )1= 0 for II < t < t2 Then, after the first tnal, the total change of 

conncctlon wClght .1 V. 15 

AV. _ .1V.(t,) + .1V.(t2), 

c X.(t, ) [ Y(t, ) - Y(t,-l)] + c X.(t2 ) [ YCt2) - Y(t2-l) ]. (3.5) 

Because we are studymg the first tnal, V.(l) = 0 for t :5 l, Also, smce we postulate that 

Icammg IS slow, 1 e I.1V.(t2)1 = E «1, we obtain that 

" Yeti ) f( Z(t,) + L r v.(t,) x.(t,)]), 
1= , 

f( 1 + 0), 

1, (3.6) 
" 

Y(t,-I) =: f( Z(t,-)) + L [ V.(tl-l) X.(t,-I) ] ), 
1=1 

f(O + 0), 

0, (3.7) 

" Y(t:! ) -= f( Z(t2) + L [V.(t2) X.(t2)] ), 
1= , 

== f( 0 + E 0 ), 

0, (3.8) 

" Y(t-,-I) f( Z(trl) + L [ v,(tr 1) X,(tr 1) ] ), 
,=, 

f( 1 + &.1 ), 

- 1. (3.9) 

By substitut mg Equations 3.6-3.9 m Equation 3.5, we obtam: 
- -

I~V. c XI(t,)[ 1 -0] + C X.(t2)[0- 1], 

c [X,(t, ) - X.(t2)] 

Bccause we have X.(t~) > X.(t 1), this means that AV. is negative and delay conditioning 

produces conditloned mhlbitlon. 

Another problem is that the Sutton & Barto (1981) model simulates only 

facllltatmg CR, I.e. a CR that mlmics the UR. Furthermore. experimental data show that 

the optimal ISI can he longer than the CS duration (Gormezano et al., 1983). The Sutton 

& Barto (1981) model cannot reproduce such a phenomenon because X.(t) decreases as 
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soon as CS, otfset occurs Thelr model al 50 does not explam the followmg phenomena 

spontaneous recovery, CS preexposure etTects, sensory precondulOmng, the shape of the 

curve of the CR, and inhibition of delay 

3.4 The Klopf (1988) Model 

Assumptlons of Klopf's (1988) Model 

The reader can rerer to Chapter 1 (Equation l. 12 and the followmg) tilr a t<mnat 

descriptIon of the model Klopf's (1988) model 15 based on the followmg elght maJor 

assumphons' 

1- The CSI comes to CItClt the same response as the US This IS the stImulus 

substitution theory of Pavlov (1927) The CR and the UR arc addcd togethcr m what wc 

can cali the response. 

2- The change m conncctlOn welght of the CS, at a glven hme IS proportlonal tu the 

product of the change of the CS amplitude by the change of the output response at that 

tlme 

3- Only posItive changes m input CS levels are used m the correlation 

4- Instead of correlatmg approximately slrnultaneous CS level changes and output 

response changes, earher CS level changes should be correlatcd wlth later output 

response level changes 

5- The mterval between correlated changes in mput CS level and changes ln output 

re5ponse level ranges from one tlme step to the maximum effective tSt ln dcIay 

condittomng 

6- The magmtude oran carher CS level change (at a Ume t-k) corrclated wlth a latcr 

output response level change (at ~ t1mc t) should be wClghtcd by a factor CI. Ck 15 an 

empirîcally estabhshed leammg-rate constant that 15 proportlonal to the efTicacy of 

conditlomng when the ISI IS k 

7- The change m a connectlon weight is proportion al to the absolutc value of' the 

current connectlon welght. 

8- ConnectlOn welghts are elther mhlbitory or excltatory, 1 e conncctlOn welghts 

are elther negatlve (VII) or poSitive (Vel ) 

Major ContnbutlOns orthe Klopr (1988) Model 

Klopfs (1988) model reproduces expenmental data for the de/ay condltlonmg 

procedure, as opposed to the Sutton & Barto (J 981 ) model whlch dld not • hs model al'\o 

accounts for the InitiaI posltlVe acceleratlon in the S-shaped acqul~ltlOn curves ln antmal 

leammg Klopfs (1988) model reproduces the correct order of magmtude for the 

ditTerent time contingency procedures, 1 e. delay condltlomng IS stronger than trace 
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conditlOmng, trace condltlOmng IS stronger than simultaneous conditlOning, a~d 

simultaneous conditlOnmg is stronger than backward conditioning The curve of the 

asymptotlc stren!,'lh of the CR as a functlon of ISI is reproduced by the Klopf (1988) 

mode\ The optimal rSI m his model can be longer than the CS duratIon, ln agreement 

wlth expenmental data (Gormezano et al, 1983) and as opposed to the Sutton & Barto 

(1981 ) model 

The model can simulate the CS and US duration efTects. The inhibitory aspect of 

the backward conditlomng procedure is predlcted by the model. The model also accounts 

for second-order conditiomng. Several other properues are explained. the CS intenslty 

efTects, condltloned inhibition, bJocking, overshadowing, US intensity etfects, and 

several contigurallearning procedures. 

Problems with Klopf's (1988) Model 

1 realized that Klopfs (1988) model predicts an extinction rate that varies as a 

functlon of the CS duration. This IS presented in Figure 3.2. This is very different from 

the results of myOPe model presented in Chapter 4 (see Figure 4.) 0). In fact the 

exttnction rate m Klopfs (1988) model decreases steadlly as a functlOn of the CS 

duration and eventualiy reaches zero This means that the CR of a long CS, i.e. a CS with 

a durahon that is longer than the maximum effective ISI ID delay conditioning (i.e. t), 

does not extinguish at ail An example of slJch a case is presented ID Figure 3.3 

_80 
~70 
~ 60 
~ 50 
c: 40 

.,g 30 
g 20 

Extinction Rate Versus CS Ouration: 

~l°l ____________________ ::::~~==== ___ 
LU 0 

05 15 2 25 3 

CS Ouralion [sec] 

Figure 3.2 The extinction rate predicted by Klopfs (1988) model decreases as a 
function of the CS duratlOn, the ISI and the US bemg constant. Extinction rate in this 
tigure is obtatned after an acquisition phase and 2 extinction trials. The extinction rate is 
equal to the ratio of the strength of the CR on the second test trial over the strength of the 
CR on the tirst test trial The strength of the CR was the same for the tirst tnal of each 
CS duration (I.e. 0.6) The acquisition phase had 10 trials for the CS duration of 0.5 sec 
and 5 trials for the other CS durations. 
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For example, Ifwe have a CS duratlon of t, and an ISI oft l , \VIth t, '" t '" t:!, then therc 

would be acqUIsitIOn of a CR (a condltloned eXCitatIOn), because ISI IS t2 whlch IS Jess 

than t However, dunng the extmctlon process, when no US is prcsented, the decrcasc of 

~ V1(t) occurs when ~ Y(t) < 0 whlch IS at the CS otTset If we suppose that the CS nnsct 

occured at a bme to, then at the CS otTset t IS equal to to I-t, and wc have 
r 

~Vl(tO+t,) = ~Y(to+t,) L C"IV.(t()l-t,-k)I~X,(t()~t,-k) (3 10) 

k=' 
The positive part of L\X.(t()+t,-k) IS equal to zero for the whole durallon of the CS, except 

at the CS onset when t = 10, 1 e. ~X.(t{) > 0 whlch IS for k = l, Howevcr, Ct. IS cqual to 

zero for k = t" because t, > t. Thus ~ V.(to+t,) = 0, whlch mcans that V.(t) dues not 

change and therefore there IS no extinctton 

Another problem with Klopfs (1988) model IS that "C
J 

15 an cmpmcally 

estabhshed leammg-rate constant that IS proportlonal to the ctlicacy of condltlOnmg 

when the ISI IS J" (Klopf, 1988) However, Klopf ( 1988) dld not speclty cxactly how the 

efficacy of conditiomng IS measured, 1 e. he did not speclty the CS and US duratum., lIscd 

to measure the efficacy of conditlOmng The CS and US durahon are Important bccause 

they change the shape of the curve of efficacy of condltlOnmg as a functl(m of the ISI ln 

fact, "longer optimal ISIs have been observed for long tixed delay CSs than for short 

trace CSs" (Schnelderman, 1966, cited by Sutton and Barto, 1981) 1 f the maxImum val ue 

of C" is at k = j, then because each c" 15 constant, the optimal ISI IS always at t - J lime 

steps. In other words, because each C" IS constant, Klopfs (1988) modcl cannnt 

reproduce the fact that the optimal ISI van es with CS duratlOn 

Klopfs ( 1988) model slmulates facihtatmg CRs, I.e CRs that mlmle the l IR, but 

not compensatory CRs. His model also does not explam the tol1owmg phenomena 

spontaneous recovery, CS preexposure efTects, sen50ry preconditlomng, the shape of the 

curve of the CR, and inhibItion of delay 

To summanze the above diSCUSSIOn, the Rescorla and Wagner (1972) model IS 

hlghly efficlent~ with few equatlons It slrnulates many propcrtle~ of c1asslcal 

condltlonmg However, It IS not a real-tlme mode! and consequently docs not reproduec a 

whole set of propertles of classlcal condltlOnmg Klopfs (1988) model rcproduces the 

propertles accounted for by the Rescorla and Wagner (1972) modcl plus sc veral real tlme 

properties, but It has many equatlOns The Sutton and Barto (1981) model IS mtcrrnedmte 

between Rescorla and Wagner's (1972) model and Klopf~ (1988) model It IS a real-tlme 

model and IS efficient but does not account for as rnany propertlCS as Klopf's (1988) 

model. Overall, Klopfs (1988) model seems supenor to the others 
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Klopf (1988) 

Acquisition and Extinction of a CR: 
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Figure 3.3 A long CS acquires the abtlity to elicit a CR, but the CR doesn't 
extinguish. Connection weights (Vil, Vel) stay constant when the CS is presented alone. 
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4. THE DEL, ... \' PRODlJCING CONNECTIONS MODEL 

ln thls chapter, 1 develop a real-ttme model of classlcal condltlontng nlls modcl 

IS motivated by the prevlOusly dcscnbed properttcs and bUllds upon prcvlOus modc\s of 

c\asslcal condilloning There are two major dltlèrenccs between the modeI prcsented 

here and prevlOusly mentlOned models (Hebb, 1943, Klopt: 1972, 1986, 1~88, Rcscorla

Wagner, 1972, Sutton-Barto, 1981). The tirst tèature IS a change ln the acttvatulIl rule 

that enables Y(t) to mlmlC a real CR The second l'eature IS that the connectIOns havc the 

ablhty to produce delays. After conditlomng, thls modcl produccs fixcd de\ays hetween a 

CSI onset and the peak of the corresponding CR This dc\ay 15 tixed as opposed to 

vanable ln my later adaptive delays model The modcl 15 conscllucntly cullcd "dc\ay

producmg connectIons (or DPe) model" SectIon 4 2 presents argument~ for why thcse 

features were tntroduced 

4.1 Formai Description orthe Delay-Producing Connections Model 

The model can be summanzed by the followmg equatlOns wlth the notatIon 

defined ln Table 4.1. The ratlonale underlymg the sc assumptlOns 15 set out III detall aller 

they have bet'n oresented. 

VI(t) = VI(t-l ) + L\ VI(t), 

L\VI(t) = a l(t-2)P(Y(t)-Y(t-I», 

{

o If XI (t) < 0, 

ul(t) = _ 
XI ( t) otherwise, 

(4 la) 

(4 Ih) 

(42) 

3- 2-. -. 
d Xdt)+30 d Xdt)+302 dXdt)+03 Xdt>=2A dX .(t) 

dt dt dl dl 
(43) 

n 

Y(t) = J(Mt) + L [al(t) VI(t)] ), 
1=. 

If Z < T, 

If T ~ Z ~ M, 

If Z ;> M, 

Y(t) = PB Y(t-I) + (1- PB) Y(t-l), 

and a.(O) = Vl(O) = Xl (0)= Y(O) = 0 'ït 1 e {l, .. ,n} 

For the defimtions of the symbols, the reader can reter to Table 4 1 
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Symbol Definition 

A 15 a constant that controls the amplitude of the peak of u)(t) 

(x)( t) IS the trace of the CS) at t1me t 

B IS a Icarmng rate parameter relatcd to the US 

r~B 15 an extinction rate for the trace of Y(t) 

feZ) IS the activatIon functlOn 

Â(t) IS the mtenslty of the US at t1me t 

M IS the maximum value of Y(t) 

T IS a threshold for Y(t) (as Klopf (1988) dld, 1 wIll take T=O) 

Tp IS a dclay between the onset of CS) and the peak of u)(t) 

wh en the CS) IS a stcp-llke mput 

8 IS a constant fixmg the delay between the onset of CS) and the 

peak of 0.)(1) Normally, S = 2 / Tp 

V)(t) IS the conncctlOn welght between the CS) and the output at tIme t. 

X)(t) IS the amplitude of the CS. at tlme t 
-
Xl (t) IS the vlrtual trace of the CS) at tlme t. When Xi (t) IS pOSItIve It IS 

eqUlvalent to Œ.(t), but when Xi (t) IS negative, It represents an 

mertm (or a reluctance, or a delay) to produce a trace of the CS). 

Y(t) IS the response at lime t 

Y(t) IS the trace of the response Y(t) at time t. 

DefinitIOns of the Vanables and Parameters of the ope Model. 

Table 4.1 

4.2 Assumptions of the Delay Producing Connections Model 

InItIaI Hypothesis 

ln accordancc wlth a number of authors (Hebb, 1943, Klopf, 1972, 1982, 1986~ 

Rcscorla-Wagner, 1972. Sutton & Barto, 1981), the Imtlal hypothesls IS that the rate of 

change ln connectlon welght IS proportlOnal to the product of a functlOn of the CS) and a 

functlOn of the CS) and the US. Formally, thls hypothesls can be expressed as 

~ V.(l) =:: qX)(t)) F[À(t), Y(t), Y(t)], (4.6) 
Il 

whcrc Y(t) -= Â(t) + L X)(t)V)(t), From (1.1) 

Â(t) IS the mtensIty of the US at tlme t, 
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Y(t) 15 the neuronal output at the lime t, 

and Vtt) IS a form of average of the values of Y~t) o\'cr the last few ttme stt:ps y(t) 

IS a functlOn of Y( t-J...) 

ln the models we study wc ha ... \! euhcr Y (1) - 0, y (t) ~B Y (t-I) t ( 1- J\B) YU-l ), 

or Y(t) = Y(t-~) ln Hcbb's ( 1(43) Icarnmg ruk, the corrc~pondtng functlOns arc IlX,(t)\ 
= eX,(t) and Fp.(t), Y(t). Y(t)\ - Y(t) (~cc Equation 13) For Rcscorla and Wagn\!r 

(1972), the functtOns are tlX,(t))=u, and I-p.\t). Y(t), Y(n\ - ~\12À(t)-y(t)1 - J\[ À(t)-
n 

I X,(t)V,(t) ], where a, IS the sahence orthe cs, and À(t) I~ the ~tlt:ngth orthe liS (~t:e 

EquatIOn 1 7) Klopt's (1972, 1(82) model uscd tlX,(t)j cX,(t-"-) and I-\À(t), Y(t), Y(nl 

= Y(t-k)Y(t) (see Equation 1 8), whlle ln Klopf (19~6) tlX,(t)] c'\X,(t-k) and 

F[À(t), VIt), Y(t)] = Y(t)-Y(t-k) (see EquatIOn 1 Il), ta"-mg Y(t) Y(t-"-> ln Ills more 

reeent model Klopf ( 1988) adopts a more complex formulation that cannot he rcduced to 

the form tlX,(t))F[À(t), Y(t), Y(t)) (see Equation 1 12) Sutton and Barto ( 1981) have 
- - -

used flX,(t)\ = c X,(t) and FIÀ(t), Y(t), Y(t)j-' (Y(t) - Y(t)1 bee EquatulO 19) takmg 
- -
Y(t) -= IlB Y(t-1) + (1- ~B) Y(t-I) (sec EquatIOn 1 lOb) 

ln the present context the tùnctlon tlX,(O) can be mterpreted a~ the trace of the 

CSI and the functlon F[À(t), Y(t), Y(t)1 as the "assoclabthty" of the US Assoclabthty 

represents the amount of remforcemcnt a US can provtdc at a gtven moment III ttme The 

absolute value of F[À(t), Y(t), Y(t)] IS hnked to the "surpnse" caused by the US onset or 

offset 

To have the rate of change of VI proportlonal to a functlon of the amplitude of the 

CSI makes sense because' (1) the strength of the CR durmg acquIsItion mcreases wlth 

the nurober of tnals (Pavlov, 1927), 1 e the number of CS, prcscntatHlOs, (2) more 

intense CSs have a faster acqUIsition rate. 

ln the same way, to have ~ VI proportlOnal to a functJon of the US and the CS 15 

loglcal because: ( 1 ) acquIsition IS taster and the asymptote hlgher liJr a ~lrongcr US, (2 ) 

the level of conditIOn mg on a partlcular tnalls mfluenced not only by the amount of pnor 

condltlOnmg to the stimulus but also by the levcl of prev\Ou~ condttlOntng ln other 

stlmuh assoclaled Wlth the US (Kamm, 1969, RC!lcorla-Wagner, 1972) 

The shape of the curve orthe CSI trace 

The tirst question IS. what IS the shape of the curve of th..:: l'SI trace (1 C , fl X,(t) 1)" 
From the propertles of c1asslcal condutOnmg, whlch wcrc revtewed m Chaptcr 2, I,cveral 

charactenstlcs of the curve of tlX,(t)l can he deduced ln the foltowmg, 1 let ul(t) -

qX.(t)]. Consequently, the change of connectlon wCIght bccomes 

~ V
I
( t) = a.(t) F[Mt), Y(t), Y(t)]. (4 7a) 
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Trace conditIOn mg and backward condltionmg are symmetncal situations m 

terms of the tlmmg relatIonshlps between the CS and the US but produce very different 

rcsults wlth backward conditIOn mg bemg weaker th an trace condltlonmg. This leads to 

the assumptlOn that the trace of a CS ( 1 e, (11(t) ) and the assoclablhty of a US (Le., 

FIMt), Y(t), Y(t» ) must have different shapes as a functlOn oftlme 

From the faet that trace condlhomng IS stronger th an backward eondltlonmg, one 

can dcduce two other thmgs. Flrst, the decay of ŒI(t) must be slower than the mcrease of 
- -

FIÂ(t), Y(t), Y(t»), otherwlse ŒI(t) and F[À(t), Y(t), Y(t)] would not overlap and there 

would he no trace conditlomng Second, the mcrease of (ll(t) must be slower than the 
- -

decayof FlÂ(t), Y(t), Y(t)], otherwlse ~(t) and F[À(t), Y(t), Y(t)] would overlap more 

and backward condltlOmng would be stronger 

The positIOn of the peak of ~(t) must change Wlth the CS duratlOn, because 

"longer optImal ISis have be~n observed for long fixed delay CSs than for short trace 

CSs" (Schnelderman, 1966, clted by Sutton and Sarto, 1981) ThiS could be explamed if 

wc suppose that (11(t) mcreases slowly and that this mcrease IS dimmished by CS offset 

However, (11(t) must contmue to mcrease even after CS offset because often the optimal 

ISI m a trace condltlonmg procedure IS longer than CS duratlon For example, with the 

ntctltatmg membrane reflex (NMR) ofrabblts, a CS of50 msec W1th a US of50 msec has 

an optlmallSI ofaproxlmately 250 msec (Gormezano et al, 1983). 

(ll(t) must decay slowly even when the CS IS stIll present because "a long CS IS 

Ignored shortly after It begms, whereas even an mstantaneous overt CS causes arl mternal 

reprc~\!ntatlOn of sorne slgmficant duratlon" (Sutton & Barto, 1981). 

The shape of the curve of ~(t) m Ight be analogous to the shape of the curve of the 

asymptotlc strenb'lh of the CR as a functlon of the ISI. ThiS means that ŒI(t) would be 

zero for a certam delay after CS onset, then (1,(t) would slowly mcrease and reach a peak 

(in 250 msec for NMR) and then would have an even slower decay. ThIS latter hypothesis 

has been proposed by Gluck and Thompson (1987) and m a modlfied fonn by Klopf 

(1988) However, we have to be cautious W1th thls hypothesis because acquisition IS not 

only the result of ŒI(t), but rather the result of the product of (11(t) W1th 

F[Â(t), Y(t), Y(t)] 

On the basls of the foregomg reasomng, the predicted shape of the trace of a CS 

(Le, (1(t» tor a short CS and a long CS IS portrayed in Figures 4 1 and 4.2 respectlvely 
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Alpha for a Short CS: 

cs 1\ __ _ 
~ .... 

Alpha 

......... ... ...... 
.. .. .. • ft 

Figure 4.1 The theoretlcal curve of (l,(t) for a short CS. IX.(t) contmues to IIlcrl:.tse 
even after CS. offset a.(t) shows a slow mcrcase and an even slower decay 

Alpha for a Long CS: 

cs J 
................ 

Alpha 
... . . . 

.. .. .. ... ... • • ft. 

Tlme 

Figure 4.2 The theorettcal curve of u.(t) for a long CS. The peak of <X,.(t) occurs later 
for a long CS than It does for a short CS. a.(l) decreases even when the CS. IS still 
present. 
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The Shape ot the Assoclablflty of a US 

Loglcally, the next question IS' what IS the shape of the assoclabthty ofa US (i e, 

FIA(t), YU), Y(l)) )? Hebb's (1943) suggestion leads to F[À(t), V(t), V(t)] = V(t), with 
Il 

Vtt) -= ),0) t L lXI(t) VI(t)] (see Equation 1.3), Rescorla and Wagner (1972) chose 
, -1 

" 
F[A(t), V(l), V(t)1 = P[2A(t)-V(t)] -= [ À(t) - L XI(t) V.(t) ] (see Equation 1 7), Sutton 

and Barto ( 1981) set F[Mt), V(t), V (t» = [V(t)- Y(t)] where V (t) = P Y(t-I ) + (1 - P )Y(t-1) 

(sec Equation 19), and Klopf(l986, 1988) chose F[À(t), V(t), V(t)) = V(t) - Y(t-l) (see 

Equations 1 Il and 1 12) 

Thcre is an advantage 10 not havmg the assoclability of a US (F[),(t), Y(t), Y(t))) 

dcpend on À(t) exphcttly, as opposed to the formulation of Rescorla-Wagner (1972). 

There 15 no way t'Or a connection to be "mformed" of Â(t) other than through the 

postsynaptlc membrane Thus, It makes more sense that F[À(t), Y(t), V(t)] be solely a 

function of Y(t) (the sum of ail inputs to a neuron) and of V(t), rather than depending on 

À(t) exphcltly as weil. It IS a coherent way to define a neuron-like umt Furthermore, an 

equatlon of F[À(t), l'(t), l'(t)] as a function of a difTerence between Y(t) and a trace of 

V(t) (Y(t-I) or V(t» can take lOto account the fast mcrease and fast decay hypothesized 
- --

carhcr for F[À,(t), V(t), V(t»). Therefore. F[Mt), Y(t), Y(t)] "" F[O, Y(t), V(t)] == 

F(â Y(t) secms a reasonable chOice 

Takmg Y(t) as the response IS equivalent to adopt the stimulus substitution theory 

of Pavlov (1927), I.e. the CR mlmlcs the UR. However, there IS a problem Wlth the 

defimhon of V(t). V(t) IS the response that follows the stimulus Inputs Â(t) and X,(t). 

Wh en À(t)=O and X,(tptO, Y(t) is the CR. When À(t>*O and Xlt)=O, then y(t) is the UR. 
" Y(t) =: f( L [X,(t) V.(t)) ) is the CR, but it does not have the shape of a real 

expenmental CR. Since XI(t) is generally a square wave, a CR whlch lS equal to Y(t) will 

also be a square wave, whlle the typlcal curve ot a CR as a functton of tlme has a skewed 

nght bell shape (Gormezano et al., 1983). In fact, the curve of the CR looks tike the 

hypothesized curve of Cl,(t) (see Figure 4.3) ThiS leads me to assume that y(t) should be 

modulated by Cl,(t) The activation rule that 1 have been discussing thus far IS glven by 

Equation 1. lOb of Chapter l, takmg z( t) = À( t), 1 e. 

" Y(t) = /(Â(t) + L [X.(t) V,(t)] ). from (1.10b) 
,=1 

Replacmg X,(t) by Cl,(t) ln Equation 1 l, results ln 

" 
V(t) = /(À(t) + L [a,(t) V.(t)] ). (4.4) ,-, 
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F[1..(t), Y(t), Y(t)] keeps the same notatIon, only the delinttlon of Y(t) changes The CR 
" 

becomes equal to f( L u\(t) VI(t) ) (1..(t) = 0 becausc À(t) corresponds to the US wlllch 
1=\ 

is not usually present when testmg for the CR) and has a skc\Vcd bell shape as long as 

(11(t) retams thls shape and as long as f(Z) IS not operatmg at saturatIon f(Z) 15 not 

operatmg at saturatIOn If 0 < J(Z) <.. M, where M IS the maximum value of J(Z) 11\1s 

would be coherent wlth Kloprs (1988) detimtlons of the vanables Y(t) and XI(t) Fm 

Klopf (1988), Y(t) and X1(t) represent finng tTequencles. ThiS means that they C'1n ta~e 

on a wtde range of values (between 0 and about 300 Hz), not only the values 0 or 1 as ln 

many other models (e.g., Sutton-Barto, 1981) A delinitlon of f(Z) that would he 

consistent wlth my previous assumpttons would be the form glvcn ln Equatum ... 5. 
namety: 

a: u 
E 
::J 
E . ~ 
~ 

0 
QI 
t:n 
! c 

~ 
If 

0 

If Z < T, 

If l' $ Z $ M, 

If Z > M 

Experimental CR Curves: 

025 

. , 

0.5 

Time 

.......... -.......... . 

075 

-.. 
---CRl 

CR2 

Figure 4.3 ApproxImative curves of expenmcntal CRs These CRs are of the 
nictitating membrane reflex m rabbits. CR, Illustrates an ISI of 200 msee whlle CR2 
corresponds to an ISI of 750 msec These curves are based on Gormczano el al. (1983) 

Now that the curve of Y(t) is more cIearly dcterrmned, It is pOSSIble to glve a 

more precise definition of the associability of a US: F[À(t), Y(l), Y(t)! == F(A V(t) What 

definitlOn of ~ Y(t) should we adopt. ~ Y(t)=Y(t)-Y(t) (Sutton-Barto, 1981) or h Y(t)~ 

Y(t)-Y(t-I) (Klopf, 1988)'1 At this pomt the equatlon for ~ VI(t) IS h VI(t) -= fL.(t)F( t\ VU» 

In a backward eonditiomng procedure the US offset occurs before the CS onsct A VU) 
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bccomcs negatlve after the US offset (because Y(t)<Y(t-1 » and .1. Y(t) will subsequently 

tend toward zero (as Y(t) tends toward zero) After the CS onset a,(t) slowly mcreases. If 

;\ Y(t) stays negatlve for too short a penod oftlme, a,(t) would be very small, the product 

(1.,(t)F(,-\ YU» would also be very small, and ~ VI(t) would not chanb't! much If ~ Y(t) IS 

cqual to (Y(t)-Y(t-I», L\Y(t) would be negative for only one ttme step after US offset, 

whlch I~ 100 ~hort lor (.(,(t) to be notlcably bJfcater than zero By choosmg .1. Y(t) equal to 
- -

(V(t)-Y(t», the amount oftime that ~Y(t) stays negative can he controlled through Y(t). 

Thus, we will take .1 V(t) == V(t)- Y(t) and F(.1 Y(t» = P .1 Y(t). Usmg also Equation 4.7a, 

the cquatlon tor.1. V,(t) then becomes 

t\ Viel) -= a,(t) P (V(t)- V(l», (47b) 

whcrc P IS a leammg rate parameter related to the associability of the US (as m the 

Rescor)a-Wagner (1972) mode) 

Classical condltlOning can be seen as a fonn of causality leaming, the CS being 

the cause and the US bemg the effect. It makes sense for the change of associative 

strcngth to corrclate a pnor value of the CS wlth a current value of the US, as did Klopf 

(1972, 1982, see Equatton 1.8) Thus, It would be coherent to take <x,(t-k) instead of <x.(t) 

an EquatIon 4 7b This change Implies an even slower increase of the CS, trace, Le. 

tTX,(t)] = a,(t-k). whlch retlects the fact that condltioning is weaker for backward than 

for simuitaneous condittonmg, and weaker for simuitaneous than for déiay and trace 

condltlomng. Thus, we obtam' Ô VI(l) = a,(t-k) P (Y(t)-Y(t» However, after a few 

slmulatlons using (Y(t)- Y(t», It appeared that this term did not vary qUlckly enough, not 

producing enough mhlbiuon, 1 e extmctlOn was too slow. (Y(t)-Y(t-l» gave better 

results, thus we amve at 

~V,(t) = a,(t-k) P (Y(t)-Y(t-l) (4.8) 

What value of k should be used? The process of extinction of a CR with the delay 

producmg model IS dlfferent from other real-tlme models (e g, Klopf, 1988; Sutton & 

Barto, 1980) ln fact, in the tirst part of the CR, when ôa.(t) is poSitive, ôY(t) is positive 

and VI(t) mcreases However, ln the second part of the CR, when .1a,(t) lS negative, 

'" y (t) lS negattve and V I( t) decreases The mechamsm that insures that V I( t) decreases 

more m the second part than it has increased in the tirst part lS the presence of the -k in 

Equation 4.8 Dunng extmctlon the US lS absent, so À.(t) = 0 and Y(t) depends only on 
" L al(t)V,(t). The number of lime steps where ôV.(t) is bJfeater than zero (i.e. the 

number oftlme steps where (Y(t)-Y(t-l» lS greater than zero) IS reduced by k lime steps 

(because a.(t-k) = 0 for k more time steps than with a.(t), when (Y(t)-Y(t-l» > 0). 

However, the number ofttme steps where Ô V,(t) is smaller than zero stays the same with 
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al(t-k) or al(t) (because ul(t-k) :--- ° for the wholc penod when (Y(t)- Y(t-I)) ',0) Tlm. 

insures more deerease than mcrease, unless al(t) or ~~ IS too large 1 tned the value ~ - 1 

and the model was satlstàctory but J3 had to he sm ail (around () 2) In order 10 produce 

extinctIOn and eondlhoned inhIbItIon Such a sm ail value of J\ produccs a ~Imv 

acquisitlOn Then 1 tncd k=2 and thls produced a more stahle extInction I(}r an lughcr 

value of (3 (around 0.6). Theretore, 1 adopt k --= 2 

An EquatIon for the Trace of a CS 

At thts pomt the trace of the CS, (1 e., tYX,(t)J) and the assoclahlltty of a liS (1 e . 

F[Â,(t), Y(t), Y(t)]) depend on al(l) The prohlem IS what IS the cquallOn of (11(1 r' GlUCk 

and Thompson (1987) have, 10 thelr stoehastlc modc!. a plastlctty runctlon <Nt) that IS 

very mueh like our detenmmstlc al(t) They uscd the cquatton (I>(t) T(t)( 1-'1'(1)), where 

T(t) is a functlon that IS zero at t = 0, but which Jumps to 1 whcn a CS actIon potentlUl IS 

generated, and then cxponenttally decays Thus, after an actIon potenttal IS gcneratcd 

(J>(t) is 

for (4 9) 

where to is the tJme of the last actIon potenttal This equalton IS not Ideal for (ll( t), made 

from the fact that the connectlOn has to "memonze" the tlme tl) hy sOInc mysteflous 

mechamsm. The curve of an expenmentaJ CR has another propcrty that IS not Includcd ln 

<IJ(t)· close to the CS onset, the CR IS posltlve!y acccleratmg The slopc or the CJ~ IS zero 

and then slowly increases (sec Figure 43) (Gorm/!7.ano ct al, 1983) 1I0wcvcr, Equation 

4.9 does not have a positively acceleratmg curve ln the nClghhorhood of t -- 1", as can he 

seen in Figure 4.4. 

Another curve that IS analogous in shape to EquatIon 49, IS (1,(1) t c-Ol, hut as 

can be seen ln FIgure 4.5, It IS also not pOSltlvely aceclcratmg ln the nCIghborhood oft 0 

Figure 4.4 

Time 

The graph of a
l
( t) =: e-ot( J - e-Ot ) 
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lime 

"igure 4.5 The graph of <x.(t) = te .Ot 

The simplest equatlon that fulfills the specifications for <x.(t) and IS positively 

acceleratingJust alter CS. onset, is: 

<x.(t) = t2e ·01 (4.10) 

(See Appendlx A for other mathematlcal Teasons to use EquatIOn 4 10.) Figure 4.6 

Illustrates Equation 4.10. T piS defined as the delay between CS. onset and the peak of 

<x.(t). Note that Tp :::: 2/8. 

Figure 4.6 The equation a.(t) = t2e -01 is positively acceleratmg in the neighborhood 
of t = 0 There is a dclay of Tp = 2/8 between the onset of the CSI and the peak of a.( t), 
tor a step-hke CS •. 

The next step is to represent a.(t), the trace of the CSI , by a ddTerential equation. 

The use of a difTerential equatlon makes the system more physically realistic because a 

connection only has to "memorize" mformation regarding the last few tlme steps (e.g., 

a. (t - 1), ai (t -l), and a. (t - 1) ) instead of "memorizing" to for an indefinite penod 
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of lime as wlth Equation 4 9 Appendlx A contams the demonstratlOn of a thtrd-ordcr 

differentlal equatlOn, whose output is equal to At2c -Ol for a stcp-lt"e ,"put X.~ t) nus 
equatlon is the followmg. 

3- "I-

d X, (t)+30 d-X.(t)+302 dXd t )+03 X.(t)=2A~IX.~~ (43) 
dl dl dl dl 

In EquatIOn 4 3, A IS a constant that controls the amplItude of the peak of u.( t) and XI ( t ) 

is the trace of the CS. When XI (t) IS positIve Il 15 cqUlvalcnt to u.(t), hut when X, (t) IS 

negative, it represents an mertta (or a reluctancc, or a de1ay) to producc a trace of the CS. 

By taking only the positive part of Xi ( t), wc get the followmg equatlon for u .• ( t) 

{

o If X, (t) < 0, 

a.(t) = 

X, (t) otherwise 

(42) 

The motivation of each component of the model IS now completcd 

4.3 Results of Simulations Using the ope Model 

The OPC Model was applied to vanous SituatIOns m classlcal conditlOnmg 

Simulations m thlS chapter and the next one were exccuted wlth the Mlcrosolt Excc\ 4 () 

spreadsheet on an IBM PC compatIble computer 1 

ChOice of Parameters 

The constants in the model were chosen to approxlmate the mctltatmg memhrane 

response (NMR) in rabblts The parameters used '" the simulattons arc presentcd ln 

Appendix C. The NMR was chosen because more data were avallahle on Its real-tllne 

properties e was chosen around the optimal ISI and then mcrcascd untll the slmulatltm 

reproduced the expenmental curve of the asymptotlc strength of the CR as a functlon of 

the ISI Note that this method is as valid as Klopf's (1988) decislon to ta\..e values ore" 
that titted the same curve and as valid as Gluck and Thompson's ( 1987) cholce of 0 to fit 

the same curve. Using thls process, e was found to be equal to <) 09 IlL Now that () IS 

fixed, A can be found by using the followmg equatlon l'rom Appcndlx A 
n 2 2 

A = arnaxu e 
4 

(AIO) 

Ifwe want the maximum value of a,(t) (I.e., Umax) to be equal to one, then 1\ is cqual tn 

153. ~ was chosen with hlgher values than expenmental data would suggcst, ln ordcr to 

Il thank Richard S Sutton for the suggestion that 1 use a spreadsheel to devclop the c,lrnulatlOns Thl'i Idea 
saved me sorne lime 
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accelerate executlon, bccause of tlme and computer memory limitations 2 Therefore P 
was chosen equal to 0 6 PB controls the dampmg of the trace ofY(t) (0 < PB <1), PB = 0 

Imphes a very small dampmg (Y(t) = Y(t-I», while PB = 09 produces a slow change ln 

Y(t) At tirst, PB was fixed at zero and then slowly mcreased to obtaln a plausible 

amount of backward conditIOn mg The final value used for PB was 0 1 M, the maximum 

value for Y(t). was chosen hlgh enough to aVOId Y(t)=M MIS cqual to 3. The amplitudes 

of the CSs are set equal to 1 0 and the mtenslty of the US is set equal to 1 0 This 

combinatlon of values for M, the CS amplitudes and US mtenstty ts equlvalent to Klopfs 

(1988) chOices for M, he used M = 1, but set the US mtenslty around 0.5 and the CS 

amplitudes around 0 2 ln thls way M IS greater than Y(t). 

Results 

The OPC model predicts a Wlde range of classical conditioning phenomena, 

includmg backward conditlOmng, delay condiuomng and trace condttioning, conditioned 

and uncondltloned stimulus duratlOn and mtensity etTects, partial remforcement etTects, 

mterstlmulus Interval etTects, second-order conditionmg, condltioned inhibition, 

extmctlon, blockmg, overshadowmg, compound conditiomng, discrimination leaming, 

overexpectatlon and superconditioning etTects. However, those results are not presented 

ln detall for thls model, smce they are presented m detail for the adaptive delays model in 

Chapter 5 whlch IS an extension of the present model. Only the most mteresting results 

are presented ln the current chapter The reader can refer to Appendix C for more detai ls 

on the parameter values used and to Table D 1 in Appendlx D for a summary of the 

propertles predicted by the model. 

The MOSt mterestmg charactenstlcs of the model are the following: 

1- lts output Y (t) mimlcs the CR, as can be seen from the result of a simulation ln 

Figure 4.7 The predicted CR IS positively acceleratmg Immediately after the CS onset 

and skewed to the nght. 

2- The curve of o,(t), the trace of the CS" reproduces the behavlOr that has been 

deduced for short and long CSs. (See Figure 48.) The peak of <lw(t) is reached more 

qUlckly after the onset of CS. for a short CS,_than for a long CS •• whlle a.(t) decreases for 

a long CS, even if the CS. IS still present. This means that the optimal ISI will be smaller 

for shorter CSs than for longer CSs. This prediction ditTers from Klopfs model where the 

constants Cl. are inde pendent of the CS durahon (see Equation 1.12). 

::Thls IS a ralher common practice. The examples of simulations provided by Gluck
Thompson ( 1987) reach an asymptote an only 3 or 4 trials for the acquisition of a CR . 
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3- With the mode! presented here, extmctlon occurs for CSs of any duratlOn FIgure 

4.9 shows an example of extmctlon for a CS of 1000 msec, and FIgure 4 \0 glves the 

curve of the extmctlOn rate as a tùnctlOn of the CS duratlon Figure 4 lOIs very dltlèrcnt 

from the equlvalent curvc for Klopt's ( 1988) model as dlscussed ln Chapter 3 (see Figure 

3.2) Klopfs (1988) model predicts no extmctlon for long CSs, 1 e lor CSs that arc longer 

than t (the longest ISI over whlch delay condltlOmng IS ctlèctlvc) 

CR in a Trace Conditioning Procedure: 

100 
lE 90 
~ 
lE 80 'SC 

70 /0 
~ 60 -oa: 50 Cl)U 
CI 40 /0 
'i! 30 
CI) 

20 (J -CI) 10 a.. 
a 

0 300 
lime Since CS Onset [msec] 

Figure 4.7 The CR obtamed W1th a simulatIOn of the delay-produclng connections 
mode) for a trace conditioning procedure 

0.9 
.1 08 
.: 0.7 
ë5 06 

CI) 05 
-g 04 --a 03 
~ 02 

Alpha for a Short and a Long CS: 

01 
o~--~------+-----~=---~ 

a 05 

Time [sec] 

1 

--- Long CS (1 sec) 

Short CS 
(50msec) 

Figure 4.8 The curves of ~(t), the trace of the CS •• computcd usmg Equation 4.11 
and 4.12 for two ditTerent CS duratlons. The short CS duratlOn IS 50 mscc. The long CS 
duration is 1000 msec The peak of <1,(t) for a short CS occurs before the peak of alt) for 
a long CS. ~(t) is decreasmg for the long CS even when the long CS is stIll prc~ent. 
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.'igure 4.9 AcqUlsltton and extinction Wlth a CS that lasts for 1 sec. Extinction is 
rapid cven if CS duration IS long. This simulation was done in a delay conditlOning 
procedure The ISI was 250 msec, the intertrial mterval ( ITI ) was 3 sec. 

12 -~ 10 ....... 
Q) 

10 8 
a: 
c 6 

02 
(j 4 c 
0"; 

x 2 
LU 

Bdindirn Pae \/asus CS CUraicn: 

o~----------~----------+-----------~---------~ 
100 2CO Dl 400 

CS OJniirn [rrœ:] 

Figure 4.10 Extmction rate as a function of CS duration, the ISI and the US being 
constant The extmctlon rate in this figure IS obtained after an acquisition phase and 2 
extmctlon trials The extinctIOn rate is equal to the ratio of the strength of the CR on the 
second test tnal over the strength of the CR on the tirst test trial. The acqUisition phase 
had 10 tnals for the CS duration of 100 msec, 3 tnals for the CS duration of 500 msec, 
and 5 trials for the (Jther CS duratlOns CRs were of equivalent amplitude. 
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4- Fmally, by choosing e appropnately, the model reproduces the rclatlonshlp 

between the asymptotlc strength of the CR and tht! [SI. as dcplctcd m FIgure 4 1 1 

A$yn1ltotic strength of the a:l versus 1 SI: 

100 
cc 90 () 

E 80 
;, 

70 E 
.~ 60 
~ 

50 '0 
GI 40 
i' 30 ... 
1:: 
GI 20 ~ 

~ 10 
0 

-50 0 50 100 150 200 250 300 

ISI [msec) 

Figure 4.11 The strength of the CR as a functtOn of the ISI m a trace condltlOlling 

procedure, as obtamed with the delay-producmg connections modcl 

InhibitIon of Delay 

Although these results are interestmg, there IS a problcm. Wlth expenrnental CRs, 

the shape of the CR changes dunng trammg (Gormezano ct al, 1983, Pavlov, 1927) 

Wlth a long ISI the peak of the CR moves dunng trammg toward the us onset I\t the 

end of the trammg period, the peak of the CR IS at the US onset This phenomenon IS 

known as mhibition of delay Inhlhltlon of delay could be the rcsult of an "cmcrgent 

property" of a network of several umts, wherc cach umt bchavcs al'cordmg lo sorne 

leaming rule. In facl, the most prevalent explanatlOns for mhlbltlOn of dclay, among 

theonsts, mvolve real-tlme neural models Thesc models use dclay Imes (Desm()nd, 

1990, Desmond & Moore, 1988, Desmond & Moore, 1991, Gro<.;sberg & SchmaJuk, 

1989; Sutton & Barto, 1990) and assume that each CS generates a cascade of stimulus 

elements X.(t), each wlth ItS own tlme course The a~SOClatlve strength V.(t) of each 

element is proportlOnal to its mtenslty X.(t) at US onsct. The CR IS the rc<.;ult of the ~urn 
n 

across the products for each element (L [Xlt) V/t) J ) at a tlme t Thcrel()re, the rc~ult 
J=I 

of that sum is a CR with a peak at US onset 

48 



• 

• 

• 

To explam how delay Imes operate m real brams, we could mvoke transmIssIon 

delays through the nerve cells ActIon potentlals travel along a nerve at a speed up to 120 

meters/sec (Kutncr, NICholls, & Martm, 1984) To create a delay of one second, we 

would nccd 120 mctcrs of nerves However, the chemlcal transmISSIon at the level of the 

~ynapsc IS slowcr than the electncal transmIssion A transmISSIon delay of 0 5 to 1.0 

m~ec IS assocmtcd wlth a chemlcal synaptlc transmiSSIon (Kumer, Nlcholls, & Martm, 

1984) Il would therefore take 1000 to 2000 synaptlc transmIssions to generate a delay of 

one ~econd These numbers are not ImpossIble, but they suggest that the explanatlon of 

dclays IS not Il kely to be related to transmIssIon delays 

Instead, delays could be due to actIvatIon delays. By actIvatIon deJay, 1 mean the 

amount of tlme a ccII takes to reach Its maxImum finng frequency This amount of tlme 

could he of the order of several msec and is therefore a plausIble source of delays m the 

bram The delay-producmg connectIOns model can be extended to include a mechanism 

analogou~ to dclay lmes If we have a random dIstribution of e (a dlfferent el) for each 

connectlon), each connectlOn would have ItS own ttme course. A set of such connectIons 

would rcproducc the efTects of a delay line. This last hypothesls deserves to be 

mvcstlgatcd, but for now 1 Will mvesttgate m another direction, whlch IS to assume that e 
IS modlfied dunng trammg 
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5. THE ADAPTIVE DJ.:LA YS MODEL 

The folloWlng chapter descnbes an extensIon of the DPC mode! of Chaptcr -1 

This extension was developed to provlde an explanallon of mhlbltu)fl of dclay and <.. 'S 

preexposure etTects InhibItion of delay can be secn as an emergent propcrty nfa nctwor"

that would use the DPe model, but the adaptlVc delays mode! IS an aHempt to e'phull 

inhIbition of delay at the level of connectIOns '1'0 do so, dclay~ of vanable kngths 

between the CS onset and the US onset were mtroduccd ln other words, the output delay 

at a connection 1 adapts to the mput delay between the l'SI and the l IS 111C~l' 

charactenstlcs Jed me to choose the name "adaptlve dcJays (or AD) rnodcJ" A Jecrca~c 

of the amplitude ofal(t), as a result ofnonremforccd CS presentatIOns, \Vas mtroduœd lo 

explam the CS preexposure effects Section 5 2 explatns the ratlOnale lor thcsc changes 

5.1 Formai Description Qf the Adal"tive Delays Model 

and 

The model can be :;ümmanzed by the followmg cquatIons 

VI(t) = VI(t-l) + AVI(t), 

AVI(t) = a l(t-2) 13 (Y(t)-Y(t-l), 

a\(t) = LXI (t)J, 

if z > 0, 

othefW1se, 

(4 la) 

(4 lb) 

from (4 12) 1 

(5 1) 

3- 2- -
d Xi(t)+30' d Xi(t)+30,2dXdt)+03Xdt)==2AOJ)dXl(t), (52) 

dt 1 dt 1 dl 1 1 dl 

ASI(t) = -hSI(t)al(t) + (s lAt) SI(t) fa.(t-2) - u l(t-3)] Lt.\ Y(t)J2, (5 3) 

fi 

Y(t) = /O ... (t) + L [~(t) VI(t)] ), (44) 

/(Z)~ {~ 

,.,1 

if Z < T, 

if Ts Z s M, 

If Z > M, 

Y(t) = J3s Y(t-l) + (1- J3s) Y(t-l), 
- -

~(O) = VI(O) = XI (0)= Y(O) = 0 

(45) 

(1 10) 

VIe {l,. ,ni 

IThis notation is borrowed from Donegan, Gluck and Thompson (1989) 
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Symbol Definition 

A IS a constant that controls, wlth D, the amplitude of the peak 

of cx.(t) 

alt) IS the trace of the CS. at tlme 1. 

r~ is a leammg rate parameter related to the US 

f}B IS an extmctlOn rate for the trace ofY(t). 

D is a constant that controls the decrease of the amplitude of 

the peak of cx.(t) as a functlOn of habituation. 

I<Z) is the activatIOn functlon 

h is the habituatIon rate of 9.(t) 

À(t) IS the intenslty of the US at time t. 

M IS the maxImum value of Y(t) 

s IS the sensitization rate of 9.(t) 

T is a threshold tor Y(t)(as Klopf (1988) did, 1 will take T=O). 

Tp IS a dclay bctwccn the onset of the CS. and the peak of a.(t) 

when the CS, IS a step-Itke mput 

9.<t) IS a constant fixmg the dday between the onset of CS. and the 

peak ofa,(t}. Normally 9,(t) = 2 / Tp ' 

V.(t) is the connection weight between the CS. and the output at tlme t. 

X.(t) is the amplitude of the CS. at tlme 1. 

Xi( t) IS the vlrtual trace of the CS. at tlme t. When Xi (t) IS positive it is 

eqUivalent to cx.(t), but when Xi (t) IS negative, it represents an 

inertla (or a reluctance, or a delay) to produce a trace of the CS. 

Y(t) is the response at tlme t. 

Y(t) is the trace of the response Y(t) at tlme t 

Detinitlons orthe Van ables and Parameters of the Adaptive Dclays Model. 

Table 5.1 

Note that .fh = 0 and s = 0, then L\9.(t) = 0 , 6.(t) is constant and the AD model is 

equlvalent to the delay producmg connections model. In other words, the DPe model is a 

special case of the AD model . 
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~.2 Assumptions of the AdaptÏ\'c Delays Model 

An evolving u!il.} 

Wab'l1er ( 1976), Mackintosh ( 1 (75), i'earcc and Hall ( 1 (80) have suggested that 

the assoclatlvlty of a CS. (the equlvalent of the mab'11Itudc of a,(t)) changes dunng 

condition mg If we admit that the trace orthe cs.' 1 C u.(t), changes wtth trammg, then 

the imttal hypothcsis that u,( t) IS a functlon solcly of thc CS. no longcr hold~ lIowc"cr, 

that hypothesis was a tirst approximation ln thls section, 1 continue to mamtam that <l .• ( t) 

de pends predominantly on the CS, and hypotheslle that the change of (ll(t) 1" "Iow 1 

make that hypothesis because the movement of the peak of the CR, Junng the process of 

Inhlbitton of delay, IS slow This new premlse does not atlect my reasomng CtlOCernmg 

the shape ofu,(t), because u,(t) changes slowly and the premlses were pnmanly based on 

the hypothesis that the change of connectlon welght was cxplamed by a product of the 

two functions qX,(t)] (the trace of the CS,) and F[Â.(t), Y(t), Y(t)1 (the assocmblhty of a 

US), rather than restmg on the mvanablhty of qX.(t)). 

The new hypothesis is as follows When À(t)=O, Y(t) IS cqual 10 the CR 

Accordmg to Equation 4.4, Y(t) IS moduhted by u,(t) ln the lollowmg way 
n 

Y(t) = /(À(t) + I. [a,(t) V,(t)]) Stnce the peak of the CR moves temJXlrally dunng 
,~, 

condltlOmng, one can hypotheslze that It IS a change ln the poSition of the peak of a,(t) 

whlch causes thls movement T p , the position ln tlme of the peak of a.( t) (Tp - 2 / n). 
could change as a result of the habituation and the sensltlzatlOn proccsses 

Habituation IS a decrease an the strenb"h of a behavloral responsc that occurs 

wh en an Imtlalty novel ehclting stimulus IS repeatedly presented. The most prevalent 

physlOloglcal explanatlon of habituation anvolves a synaptlc mechamsm (Kandcl & 

Schwartz, 1985), or more precisely a presynaptic mechanism Work on Aplys13 has 

shown that reduced responSlveness occurs as a result of a long-Iastmg dcprcs'\Hln of 

lransmltter release trom the tenninals of the ~ensory neurons to the motor ncurons The 

presynaptlc action potentlal becomes shortened ln duratlon This gJVCS fiSC to a wcakcr 

inward calcium current and therefore to a smaller amount of transmlttcr rclcasc 

Sensitlzation IS the enhancement of an ammal's reflex rcsponscs as a rcsult of the 

presentation of a strong stimulus 

Since the CS is by Itself a neutral stimulus, It IS loglcal to thmk that It should be 

govemed by the laws of habituation. This hypothesls IS confirrned by CS prcexposure 

etTects CS preexposure etTects correspond to the followang phenomenon nonrcantorccd 

presentations of a CS prior to reinforced presentatIOns retard subsequent acquIsition of 

the CR. These efTects can he explamed. In a first approximation, If we assume that (L,(t, 
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hablluatcs to the nonremforced presentations of the CS, (i.e. to X,(t». In other words, the 

amplitude of <1.,(t) would decrcase wlth nonreinforced presentations of the CS! and thls 

would slow a subsequent acquIsition of the CR wlth reinforced presentations of the CS!, 

When thcrc IS a long CS and the US onset is at the end ofthe CS, smce there is no 

rcintorccmcnt at tirst, alt) would habituate to the CS! (that is X,(l». The amphtude of 

fl,(t) would decreasc and the position of its peak would move forward in time in the 

directIon of the US onset (Tp would mcrease) This hypothesis IS summanzed ln Figure 

5.1 Convcrsely, a scnsltlzation, provoked by the US onset, would change the amplitude 

of <1..( t) and move the position of ilS peak toward the US onset. Sensitization would have 

the elTeet of mcreasmg or decreasmg T p as weil as increasing or decreasing the 

maximum amphtude of <1.,(t). 

ALPHA AS A FUNCTION OF HABITUATION: 

1 
09 

108 
f07 
'006 

"" 1 \ 
1 \ 

1 \ , \ 
\. 

-8 05 , 
.~ 04 , 
0.03 '\ .... --
~02 .- .... ,~-

.... 
01 " ---O~~~+-----+-----+-----~~~ 

o 02 04 0.6 0.8 1 

Time[sec] 

-- -- Tp = 0.2 

---Tp=O.4 

Tp=08 

Figure 5.1 The assumed behavior of <l,(t). the trace of the CS" as a function of 
habituatIOn In thls example, when the amplitude of <l,(t) goes from around 0.9 to around 
0.3, ils peak moves from t :: 0.2 to t = 0.8 sec. 

The mechanisms of habituation and sensitization that are proposed here may or 

may not exist at the level of the synapse of real neurons. That IS not the point at issue 

here Even if these mechamsms of modification of Tp do not exist physiologically, this 

leaming mie cou Id otTer an tnterestmg way to approxlmate the behavior of a populatton 

of neurons by a smgle connection. If only for this reason, It is worthwhile pursuing this 

hne of thought. Furthermore, to model the CS preexposure efTects and inhibition of delay 

in a single process is an attractive possibility. 
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It therefore makes sense to Implement habituation and sensltu.atlon at the le"c1 of 

the connectlon welghts ln tàct, habituatIOn and sensltl7.atlon have been mtroduced ln 

leaming rules by several authors (Gluck & Thompson. 1987, Grossherg & SchmaJul. 

1987, Hawkins & Kandel, 1984). Gluck and Thompson m theu !ltochasltc modc1 of 

Aplysla used the following equatlon for habituation· 

(10 our notation) AV.(t) = - Pl V.(t) X.(t). 

where 132 IS a constant that govems the rate of habituation Grossberg and SchmaJul 

(1987) use, to simulate habituatIOn, the dltTerentml equatlOn (~V -- B( I-y) - C S y whcre 
dl 

B, C and S are constants Here agam the variation of a vanable (y) IS proportlOnal to thls 

same variable muItlplied by a negatlve constant ln my DPC model, the v"nable that 

would show the phenomenon of habituation IS 9. The habituatIOn lerm will then he 

-hO.(t), where h is the habituation rate However, habituation should oceur only when 

there is a CS. This can be obtained If we multlply -hO.(t) hy X.(t) or o..(t) Should wc 

multiply by X.(t) or by u,(t)? Ifwe have a very long CS" a.(t) Will ,"crease, reach a peak, 

and then decrease toward zero, while X.(t) WIll stay at a constant value dunng the full 

duratlon of CS •. This means that If we use X.(t) ln the habituation Icrm, a very long CS 

could provoke a sigmficant decrease of 9,(t) ln just one tnal. ThiS ctlect would he 

minimlzed by using a.(t)~ the habituatIOn term then becomes -hO.(t)fl.(t) The detmlcd 

explanation for the choiee of sensitlzatlon term IS provlded m Appcndix B The final 

expression for the variation of9.(t) IS: 

A9.(t) = -h9.(t)a.(t) + (s/.1t) 9.(t) fo.,(t-2) - a.(t-3)J LA V(t)J2, (53) 

~J~{: 
ifz > 0, 

where (5 ) 

otherwise, 

9.( t + 1 ) = 9.(t) + A9.(t), (5.4 ) 

and s IS a sensitizatlon rate constant. 

In order to have the amplitude of a,(t) decrease when T p Increascs, I.e. when 0 

decreases, we replace A by ASD in Equation 4 3. This ylclds 
3-. 2- -. 

d X 1 (t)+30. d X\(t)+30. 2 dXdt)+O 3 X,(1)=2AO/)dX\(1), (52) 
dt 1 dt 1 dt 1 J dl 

The maximum amplitude of (1.(t), Omax' IS determmed by Equation A H) (sec Appcndlx 

A): <Xma" = A( 2 / e )le -1 Substttutmg A9D for A in Equation A J 0 rC!iults ln 

<lma.x = 4A9D-2 e -2, (5.5) 
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where D 15 a constant that governs the decrease of the amplitude of a,(t), the amplitude 

of a.(t, bemg proportlonal to 1} to the power D-2 If D==2, then Omax "" 4Ae ·2 , and the 

amplitude of a.(t) IS mdependent of e That means that there IS no habituatIOn for 0=2 

If D < 2, then a ma" mcreases wlth mcreasmg T p Therefore to arrive at an habituatIon of 

the amplitude of a,(t), one must take D> 2 ln the following 1 W111 assume that D > 2. If 

Equation 5 5 IS cxpresscd as a functlOn of T p' Instead of e, thmgs are clearer. 

Substltutmg 0 = 2 / T p ln Equation 5 5, we obtam 
4(2 D- 2 )A e -2 

(lmu" =-" TD-2 
(5.6) 

P 

From Equation 5.6 It IS easy to see that If T p mcreases, <XmL" decreases (provlded that 

(»2). 

Because T p adapts Itself to the delay between the onset of the CS. and the onset 

of the US, the modells called adapllve delays model. 

5.3 Results of Simulations Using the Adaptive Delays Mode., 

The AD model was applied to a series of situatIons in classical conditioning. The 

results of these simulations are presented below. The final parameter values used are 

dlsplayed ID Appendlx C 

Cholce of Parameters 

As 10 the DPC model, the constants ln the model were chosen to approximate the 

nictitating membrane response (NMR) in rabbits. We can define TpmlD as the shortest 

delay blologlcally possible between the CS onset and the peak of the CR. T pmm is fixed 

by the shortest ISI that generates a poslttve associative strength in trace condltioning ln 

rabblt NMR, the shortest ISI in a trace condltioning procedure that generates 

condltioning IS equal to 100 msec, wlth a CS of 50 msec and a US of 50 msec. By 

simulation T pmlO was found for this case to he equal to 175 msec. T pO, the initial value for 

the delay between the CS onset and the peak. of a,(t), was chosen arbitranly because no 

data were avallable to suggest Its value It was chosen close to T pmm' but a bit higher in 

order to accelerate learnmg in trace conditlOning for long ISI (i.e. greater than 250 msec). 

At, the time IOterval between two tlme steps, has to be smaller than approximately one 

quarter of T pmm' otherwise the equatlon of ut(t) IS unstable. Taking a certain safety 

marglO, t\t was fi xed at 25 msec. 

The amplItude of u.(t) is controlled by the parameters A and D (see Equation 

5.5). D was selected by approximation, startmg at D -= 2.0 and increasing until the 

simulation reproduced the expenmental curve of t'.e asymptotic strength of the CR as a 
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functlOn of the ISI If we choose the maxImum amplitude of ct,(t) equal to one, then A 

can be detennined by EquatIon 5 6 and by usmg T
p 

= T pllUIl m the followmg way 
4(2 0 - 2 )A e -2 

Œma.x = 0 ') T -~ 

pmlO 

(57) 

(5 1\) 

TO-2 e 2a 
and so A = pmm max 

4(2D-2) 

With <Xma'\. = l ,0= 2 8 and T pmlO = 0.175 sec, this glves A = 0.26 

The values of h, sand P were chosen by tnal and crror If one Increuses the 

habituation rate h, one must mcrease the sensltlzatlon rate s, otherwlse hahltuatlon w.1I 

dominate over sensltlzation and consequently the amplitude of the CR w.1I dccrcasc cvcn 

ifthere is a reinforcement. The sensltlzatton rate s tends to synchrontze the peal of u,(1) 

with the onset of the US s affects the leaming rate because, for a short US, when the 

peak ofalt) arnves at the same tlme as the onset of the US • .1o.,(t) IS very small "Iso the 

rate ofchange of V,(t) IS proportlonal to .1a,(t) tor a short US and Aa,(t) IS small around 

the peak of a,(t) (see Appendix 8, Equation B3) Conscqucntly, the taster u,(t) 

synchronizes itself with the onset of the US, the tàster leammg stops The habituation 

parameter h also atlècts the leaming rate, becausc il dccrcascs the amplitude of (x.(t) h, S 

and J3 were chosen with hlgher values than cxperimental data would suggest, ln ordcr 10 

accelerate executlon, because of tlme and computer rncmory hmltatlons 2 1 then assume 

that one trial of simulation corresponds to N cxperimental tnals Unless otherw.sc 

specified, in the following simulations h IS equal to 0 05, s IS equal to 0 03, and Ji IS cqual 

to 0.6. If J3 i5 greater than approxlmatcly 0.7 the Increase of V,(t) IS too fast, and therc .5 
no extinction and no condittoned inhibition 

PB controls the damping of the trace of Y(t) (0 < PB <' 1) PR .: () Imphcs a very 

sm ail damping (Y(t) = Y(t-I» whlle PB -= 0 9 produccs a slow change ln VCt) At first. 

J3B was fixed at zero and then slowly increased to obtam a plausIble amount of backward 

conditlOmng The final value used tor J3B was 0 1 M. the maximum value for V(t), was 

chosen high enough to avoid Y(t)=M. M is cqual to 3 The amplitudes of the CSs arc set 

to J 0 and the Intenslty of the US is also set to 1.0. 

2As mentioned in Chapter 4, this is a rather common practicc. The cxamplcs of 
simulations provided by Gluck-Thompson ( 1987) reach an asymptote ln only 3 Of 4 tnal~ 
for the acquisition of a CR . 
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Rcmarks About the Figures 

hgure~ 5 2 to 5 31, tor the most part, have the same tormat. On each figure there 

are several curve~ and eaeh eurve has ItS own scale Two curves that are the same size on 

pa~r mlght have dlfTerent scales The seale of a curve IS plaeed at Its left As an 

cxamplc, the notation 999E-02 means 9 99x 10.2, I.e. 0099 Alpha and Theta are 

cqulvalcnt notations tor a(t) and O(t) VI and V2 are equlvalent notations for V,(t) and 

V2(t) When a US and a CS overlap, the CR often resembles two supenmposed peaks. 

Usually, a low, broad peak merges Into a hlgh, narrow peak The narrow, high peak 

should he IbYJlored, It IS only a transltory effect The Sutton-Barto (1980) model and the 

Klopf (1988) model produce the sa me transltory effeet. This effect eould he mimmized 

wlth a smaller p, but thls would slow the acquisition of a CR 

Types ofCondltlomng 

The AD mode! makes it possible to slmulate condltloned excitation as weil as 

condltloned inhibition, as can he seen an Figures 52 and 53 respectively. Figure 5.2 

shows the acquIsition of a conditloned excitation, whlle Figure 5.3 shows the acquislton 

of a condltloned mhlbltlon A conditloned excitator CS, has a positive value of 

associative strenbrth V,(t), whlle a conditioned inhibitor has a negatlve value of V.(t). In a 

simple case, when a US starts at a tlme tl and ends at a lime tb Ifwe have ~(tl-2) > 

(1,(tr2), thls produces excitation and V, mcreases If we have (1,(t l-2) < (1,(t2-2), this 

produces inhibition and V, decreases (see a demonstrahon ln Appendlx B) The model 

however only allows simulation of facllitatmg CRs, I.e. CRs that mlmlC the UR. This is 

also the case W1th the Sutton and Barto (1981) model or Klopf (1986, 1988) models 

AcqUISition and Extmction 

The model exhibits the mam propertles of the acqUistlOn of a CR. The curve of 

acquIsition is sometlmes S-shaped (see Figure 5 2) or IS simply negatlvely accelerating at 

other tlmes (see Figure 5 4) If the delay between the peak of ~(t) and the onset of the 

US is long, then the peak of (1,( t) moves toward the onset of the US (by the hypothesized 

mechanism of habituation and sensihzation). ThiS leads to a posltlvely acceleratmg 

acquIsItion curve However, when the onset of the us IS close to the peak of (1,(t), 

acqUisItIOn IS already hlgh and there is only a negatlvely acceleratmg acquisition curve 

for the CR Ali the curves of acquIsition of a CR are negatlvely acceleratmg at some 

point and reach an asymptote Partial reinforcement leads to a slower acquisition curve 

ThiS etlèct can be seen by companng Figure 5.4 wlth Figure 5.5. Both figures represent 

equlvalent delay condittonmg procedures, except that FIgure 5.4 IS a continuai 

relntorcement and Figure 5 5 IS a partial reinforcement (the CS IS remforced once out of 

two presentations). Aller the same number of US presentatIons, the condltloned response 
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in continuai remforcement reaches 0 2, whlle It reaches 0 08 in the partial rcml()rccment 

situatIOn 

ExtinctIOn is represented ln Figure 5 3, 54 and 5 5. Thesc ligures dlsplay " 

negatlvely acceleratmg extmctton, where the amplitude of the CRs tends toward Icm Fur 

sm aller CRs, extmctlon IS slower than acqUisitIOn For trace condition mg, wlth a vcrv 

short CS, alt) IS very small and extmctlon, bemg proportlOnal to (X,(t), wlll oc very slow 

Condltloned inhlbltors don't cxtmgUlsh, 1 e the negattve value of V,(t) stays thc saille 

during extinctIOn, as shown In FIgure 5 3 This concords \VIth cxpcnmental data. 

Extmctton IS slow for partIal reinforcement when the CR acqUlrcd IS small 

Time Contmgencles 

The strength of the CR produced by the AD modcl f,)r thc dlllcrcnt tllne 

contingency paradlgms generally follows experimental tindmgs Delay condltlonlng 

produces stronger CRs than trace conditionmg, as can hc secn by companng Figure 5 () 

with Figure 5.7 After 20 trials of delay conditlOnlng the CR reaches 0 28 (sec Figure 

55), whlle after 20 tnals of trace conditJomng the CR reaches 009 (sec Figure 5 7) 

Simultaneous conditionlng, as Illustrated by Figure 5 8, leads to inhibition, ~o trace 

conditlOning IS stronger. Simultaneous conditIOn mg IS stronger than backward 

conditloning in the sense that It produces stronger inhibition. Rackward condillomng IS 

dlsplayed m Figure 5.9. 

The efficacy of delay conditiomng IS a functlon of the ISI, as rcprcscntcd ln 

Figure 5 JO. The CR IS absent for '!mall ISis, mcreases rapldly for ISis bctwccn 150 rnscc 

and 200 msee, then decreases progresslvely (the curve doesn't show ISIs grcatcr than 350 

msec because the mtertrial mterval was 1 sec). 

The asymptotie strenbJt.h of the CR as a fùnctlon of the ISI m a trace condltlonlng 

procedure IS pictured in FIgure 5 Il The magmtude of the CR depcnds on the ISI Thcrc 

is no CR for a ISI smaller or equal to 50 msee The strength of CRs mcreases wlth JSI~ 

between 50 and 150 msec, then the CR decreases wlth mcrcasmg ISis ThiS IS m 

conforrmty with experimental results (Gormezano et al., 1983) CS duratlOn Influences 

the asymptotIe value of the CR For a CS duratlon shorter than the optimal ISI, a longer 

CS produces a stronger CR. If we compare FIgure 5 12 and Figure 5 7, both deplct the 

same procedure except that the simulation of Figure 5.7 uses a CS of 50 mscc, whlle thc 

CS of Figure 5.12 lasts for 100 msec. The result IS an asymptotic strenbrth of 009 tor the 

CS of 50 msec and of 0.40 for the CS of 100 msec . 
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• Adaptive Oelays Model 

Acquisition in a Trace Condilioning Procedwe (151 = 250 msec): 
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• Figure 5.2 The acquisition of conditioned excitation in trace conditioning. The 
acquisition curve of V and the CR is a sigmoid. Bath CS and US last for SO msec. 
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CSl 
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Adaptive Delays Model 

Conditioned 1 nhibition Procedure and Extinction Procedure: 
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Figure 5.3 The acquisiton of a conditioned inhibitIOn ln a delay conditioning 
procedure. The conditlOned inhibition does not extingulsh. 
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• Adaptive Delays Model 

Acquisition and Extinction in a Delay Conditioning Procedure: 
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• Figure 5.4 The acquisition of a CR is negatively accelerating in this case of delay 
conditioning. Extinction is also negatively accelerating. 
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Adaptive Delays Model 

Acquisition and Extinction in a Partial Reinforcement Procedure: 
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Figure 5.5 In this partial reinforcement, the CS IS remforced once out of two 
presentations. The CR reaches 0.08 instead of 0.2 in the contmual reinforccrncnt 
situation of Figure 5.4, forthe same number ofreinforcements. 
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• Adaptlve Delays Model 

Acquisition in a Delay Conditioning Procedure (ISI = 200 msec): 
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• Figure 5.6 The curve of acquisition of a CR in thlS delay conditioning procedure is 
negatively accelerating. A test trial indicates that the amplitude of the CR is 0.28. 
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• AdaptJve Delays Model 

Acquisition in a Trace Conditioning Procedure (151 =200 msec ]: 
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• Figure 5.7 The acquisition of a CR in trace conditlomng procedure reaches an 
asymptote at 0.09. The asymptote of the CR in delay conditioning (Fig. 56) 15 lower. 
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Adaptive Delays Model 

Acquisition in a Simultaneous Conditioning Procedure: 
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Figure 5.8 Simultaneous conditioning produces no CR. The CS becomes a 
conditioned inhlbnor, V decreases steadily. Y is not affectecL since the peak of a(t) 
arnves after the offset of the US. 
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Acquisition in a Backward Conditioning Procedure (ISI = -50 msec 
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Figure 5.9 8ackward conditioning produces no CR. The CS becomes a smalt 
conditioned inhibitor, sinee Vis negative. This effeet is weaker than for Fib'11re 5.8. 
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Asymptotic strength of the CR versus ISI: 
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Figure 5.10 The asymptotic strength of the CR as a function of the ISI. The CS lasts 
for a vanable period of rime in this graph. The CS lasts for 50 msec with rsr = -50 and ° 
mscc, it lasts for 100, 150, 200, 250, 300, 350 and 400 msec with ISI = 50, 100, 150, 200, 
250, 300 and 350 msec respectively. The US (asts for SO msec. The efficacy of 
conditioning depends on the ISI and CS duration. When the ISI equals -50 msec, it is a 
backward conditlOmng situation. When the l§! equals 0, it is a simultaneous conditioning 
situation Ali the other valu~s of the ISI represent delay conditioning procedures. 
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Asymptotic strength of the CR versus ISI: 
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Figure 5.11 The asymptotic strength of the CR as a function ofthe ISI. The CS and the 
US last for 50 msec. When the ISI equals -50, it IS a backward conditlomng situation 
When the ISI equals 0 it is a simultaneous conditioning situation. When the ISI equal 50, 
it is a delay conditioning situation. Ali the other values of the ISI represcnt a trace 
conditioning procedure. The efficacy of conditioning is a function of the ISI. There is no 
CR until ISI IS greater than 50 msec. then the strength reaches a peak at 150 msec and 
progressively decreases. The peak corresponds to a shorter ISI than in Flb'llre 59, because 
the CSs are shorter here. 
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Adaptive Delays Model 

CS Duratiol't Eftecls (CS duration = 100 msec): 
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Figure 5.12 A longer CS produces a stronger CR. The CR reaches 0.4 here with a CS 
of 100 msec. while it reaches only 0.09 in Figure 5.7 for a CS of 50 msec in duration. 
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Simultaneous condltiomng IS supposed to produce little c:\cttatory condltlOl1Ing or 

no condltlomng at ail (sec Chapter 2) The AD model prcdicls mhlbltlory condltlomng 

for short CSs and USs (sec FIgure 5 8) This 15 becau5e thè ,,"sct of the Ils uccurs whrn 

<l\(t-2) IS zero and does not contnbute to a change m VI' Whllc lhe oll'set of the US m:cllr~ 

when <l\(t) IS mcreasmg, and glves at that pomt a ncgatlve !~ V\ If wc look at FIgure 'i ~. 

we can see that the response Y(t) IS not mhlbltcd by the acqUIsitIon of the COfllhtlOlled 

inhibItion. ThIs IS because the peak of ait) occurs aner the otTsct of the US Wlth post

asymptotlc conditlOmng, <l\( t) would not mterfere becausc T" kceps tncrca~mg hy 

habituation. However, CSs and USs longer than the optimal ISI producc l11uch less 

inhibition because at thal p01l1t 111 time (1\(t) IS smalt 

Backward condltiomng procedures produce wcak mhlbltory condltlolllng For 

instance, Figure 5.9 shows that after 20 triais, VI rcaches -0 03 The mndel docs not 

produce the etTect of the tirst tnals bemg excltatory, each trml IS mhlhltory 111 thls 

sItuatIon 

CR Propcrtles 

The model was designed especlally to slmulalc CR propcrtles and so It does The 

curve of a CR is different from the square wave curve of a CS (sec Figure 5 13) The 

variance of the CR mcreases with Increasmg ISI (see Figure 5 13) The CR IS also 

posltively accelerating at tirst as an expenmental CR (sec Figure 5 13) We see m Figure 

5.13 that mhibltion of delay is weil reproduced The peak of the CR moves durmg 

trammg and IS posltioned at US onset at the end of trammg 

CS and US Effects 

An example of the US duratlon effects IS obtamcd by companng Figure 5 7 wlth 

Figure 5 14 Both situatIons of trace condltlOmng are Identlcal except that Figure 5 7 I~ 

produced wlth a US of 50 msec, whlle Figure 5 14 IS produced wlth a US of 100 msel: 

The US of 100 msec produced a CR of 0 16, whlle the US of 50 msec produccd a CR of 

0.08. A longer US produces a higher asymptote for the CR 

Figures 5 2 and 5. t 5 provlde an example of US mtcn~lty effects 10 a tral:e 

conditlOmng procedure The figures dlffer 10 US mtenslty Figure 5 2 IS the output of a 

simulatIon Wlth a US mtenslty of 1 and FIgure 5 15 IS the output of a simulatIon wlth a 

US intensity of 0 5 The US mtenslty of 1 produces a CR of 0 047, whlle the US mtcnslty 

of 0.5 produces a CR of 0.021 Although thls rcsult IS m accordance wlth expcnmental 

data, other simulatIOns of the same effects wcre Inconcluslvc As was mcntlOncd ln the 

Introductton of the present chapter, the parameters h, s and ~ were glven unreahstlcally 

high values ln order to accelerate Simulations ft has also been explamcd that "i, the 

sensitization parameter, atTects the leammg rate the rastcr the sen~ltI7.atl()n, the raster the 
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CR rcaches an asymptote The mtenslty of the US affects the sensltlzation process, wlth a 

~tronger US producmg a stronger sensltlzatlon (see Equation 53) Wnh a stronger 

\Cn~ltwltlon, the CR reaches an asymptote faster and the asymptotlc value of the CR is 

~mallcr than Il would have becn wlth a smaller US ThiS cham of cvents can be graspcd 

hy companng hgure 5 7 wlth Figure 5 16 The model is sensitive in regard to s. 

CS mtcn~lty ctfects are explamed by the model ThiS IS seen by eompanng Figure 

5 17 wlth Figure 5 7 Figure 5 7 represents a simulation usmg a CS mtenslty of 1, and 

Figure 5 16 a simulation wlth a CS mtenslty of 0 5 These graphs show that acquisition IS 

faster wlth the stronger CS The CR obtained wlth a CS mtensity uf 1 IS 009, whlle the 

CR obtamed wlth the CS mtenslty of 0.5 IS 0.04 However, CS duratlons greater than the 

optlmallSI do not show such an increase of the CR for an ,"crease of CS duratlOn. 

ln a CS preexposure procedure, the CS IS presented several times before the 

pauing wlth the US. In thls case, we can expeet the habituation process 10 cause a 

dccrease of (l,(t), which should slow the acquIsition process. This is what the simulation 

rcvcals as represented by Figures 5 6 and 5 18. Wnh a preexposure to the CS, the CR 

nceds more tnals to reach the asymptotlc value of the CR (10 accordance Wlth 

cxpenmental data), but the asymptotlc value IS the same Wlth or Wlthout preexposure as 

opposed to expenmental data where the asymptote is smaller. The CS preexposure is 

therefore only partlally slmulated by the model. 

Configurai Leaming 

An o"crshadowmg effect IS presented ID Figure 5.19. A CS Wlth a sahenee equal 

to 1 IS presented 10 conJunctton Wlth a CS that has a sahence equal to 0.2. The tirst CS 

produces a CR of 0 31, while the second produces a CR of 0 025 at asymptote. The CS 

wlth the smaller salience has a smaller CR al asymptote, as expected. 

The blockmg procedure IS suceessfully slmulated by the model only If we take s 

equal to zero. Figure 5.20 represents a blocking procedure obtamed ID a delay 

condltlomng paradlgm, by takmg s=O The CS, IS presented 10 a first phase and the 

correspondmg CR reaches 0 23, whtle the CR to the CS2 presented palred with the CS, 

m a second phase only reaches the value 002 When s IS greater than zero, the peak of 

the CR, acquued in the first phase moves dunng conditiomng. In the second phase the 

CR, aets as a remforcer for the second CS because C12(t) and CR, are not slmultaneous, 

and there 15 therefore no bloc king. When s = O. as with the DPC model, the delay before 

the peak of the conditloned response IS tixed and the blocking procedure 15 weil 

reprodueed 
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Relationships Belween the CR and the US Across Trials: 
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CRattrial3 
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CR at trial 36 
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o 0.5 

Time (sec} 

Figure 3.13 During conditioning, the peak of the CR moves toward the onset of the US 
and its variance mcreases. 
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Adaptive Delays Model 

US Ouration Effects in a Trace Conditioning Procedure: 
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Figure 5.14 A longer US produces a higher asymptote for the CR. The US of 100 msec 
produced a CR of 0.16, white the US orso msec (see Figure 5.7) produced a CR of 0.09. 
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Adaptlve Delays Model 

US Intensity Effects in a T race Cond~ioning Procedure: 

1.00 -
cs 

0.00 

5.00E-Ol -

us 
O.OOE+OO 

5.00E-Ol -
y 

O.OOE+OO 

4.16E-Ol -
Alpha 

O.OOE+OO 

10.00 - ~~~~~~~~~:~=~~:-=':-:-::::-::-:::::-"""'=>-__ Theta 

8.70 _ ••••• _ ••••• _ •• - •• - •••• - - • • • • • - ••• - - • • • • • -

7.19E-02 • ~ 

v 
O.OOE+OQ 

2.11E-02 . 
CR lAAA~lllll O.OOE+OO .. a & , 1 1 1 1 -, ~ J 1 , , 1 1 1 

0 2.5 5 7.5 10 12.5 15 17.5 20 

Time [Sec) 

Figure S.lS A less intense US produces a smaller CR. A US intensity of 0.5 produces a 
CR of 0.02, while a US intensity of 1 in Figure 5.2 produces a CR of 0.047. 
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Adaptive Delays Model 

US Intensity Effects in a Trace Conditioning Procedure: 

1.00 

cs 
0.00 

5.00E-01 

us 
O.OOE+oo 

0.56 
y 

0.00 

4.1SE-01 
Alpha 

O.OOE+OO 

10.00 

Theta 

7.03 

0.59 

v 
0.00 ..... _._--._-----_ .. ---------_ ..... --_ .... -_ .... 
1.17E-Ol 

CR 
O.OOE+OO 

o 2.5 5 7.5 10 12.5 15 17.5 20 

TIme [Sec) 

Figure 5.16 A problem arises with higher values of s (here s=O.03). The CR is stronger 
with a US intensity of 0.5, than it is in Figure 5.7 with a US intensity of 1. 
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Adaptive Delays Model 

CS Intensity Effects: 
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Figure 5.17 The CR obtained with the CS intenslty of 0.5 is 0.04, whiJe the CR 
obtained in Fig. 5.7 with a CS intensity of 1 is 0.09. Àcquisition is also slower here. 
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Adaptive Oelays Model 

CS Preexposure Effects in a Delay Conditioning Procedure: 
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Figure 5.18 Preexposure to the CS in a first phase slows the acquisition of the CR in a 
second phase. 
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Figure 5.19 The less salient CS (CSû acqUlre a smaller CR than the more salient CS 
(CS l). CS t produces a CR of 0.31, white the CS2 produces a CR of 0.025 at asymptote 
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Figure 5.20 The CS. Îs presented alone and its CR reaches 0.23. In a second phase the 
CR to the CS2> presented at the same tlme as CS .. reaches only 0 01. The acquisition ofa 
CR to CS2 IS blocked by the presence of the previously acquired CRI' 
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An example of second-order condltlomng 15 shown 111 Figure 5 ~ 1 l'he CR 

acqUlred 111 a tirst phase IS used as a remtorcer for anothcr CS tCS,) presented 111 the 

second phase The CS2 acqulfes a CR2 and then thls CR~ e:-.tltlgUl"hes ttsdf ",Iule the 

CRI extmgulshes also [n an ovcrc:\.peclallon procedure lwo cS~ arc sepmalc\y pmred 

Wlth a US and then thcy are prcsented togcthcr Olt the saille tlllle as tlw US Flgllle 5 ~2 

plctures \Vhat IS happenmg m thls situation At tirst, the respon~c Y( t) IS hlghcl whcn thc 

CSs are presented together th an II IS \Vhen the CSs are presented lI11hvlduall\' 

Subsequently, the response to the compound stimulus decreases The ('1{ to the 

indlvldual CSs also decreases m thlS final phase (Klem, 1991) 

Figure 523 reprcsents the supercondltlOmng procedure A stimulus CS3 aeqUlres 

a stronger conditlOned rcsponsc m presence of the condltloned mluhltor CS 2 1 r il CS 1\ 

presentcd alone with the US (as m Figure 5 6) It eltclts a CR of 04\, hut prc~cntcd wlth 

the 1I1hlbltor It eliclts a CR of 099 

A dlscnmmatlon learmng procedure IS repre~ented by the sequencc AX 1 BX

The compound forrned by the stimuli A and X IS re1l1torced, whlle the compound formcd 

by tht: stimuli B and X IS not remforced Such an cxpcnmcnt producc~ a ~trongcr CH '"r 

A than for X; a stronger CR tor X than for B; the CR to B tends toward 7Cro, the CR tu X 

increases and then decreases, the CR to BX mcreascs and then dccreascs afkrwaad. the 

CR ~o AB IS greater than the CR to BX Ali thesc propcrtlCS arc cVldent ln the ,,"nutatlon 

results presented m FIgures 5 24 and 525 ln these tigurcs A 15 CS I, B IS CS 2, and X 1" 

CS3 FIgure 5.26 glves an example of a pseudodiscnminatlon procedure ThiS procedure 

is summanzed by the followmg AX+ 0.5/ AX- 05/ BX 1 0 5/13X- 0 5 The compound 

AX IS remforced hall' of the tlme and the cümpound BX IS rcmftJrccd hal" of the tune 

The essentlaJ features ofthls phenomcnon arc prescnted m Figure 526 (CS, /\, CS) 

B, and CS3 = X) The CR to X IS equal to 0 7 and IS grcatcr than thc CR to A and thc CR 

to B The CR to A IS approxlmately equal to the CR to B The CR to X (07) 15 grcater 

than the CR to X at the end of the discnmmatlon procedure (=- 0 03) (FIgure 5 23) 

However, to obtam a pscudodlscnmmatton slmulatton that corrcspond~ tu cxpcnmental 

data, It \Vas agam neces5ary to set h = 0, !> -= 0 and ~~ -- 0 2. 

The compound condltlOmng procedure wherc a stlmutU!i A 15 remforced whcn It 

is presented alone and 15 also remforced when ,t I!> prc!>entcd m conJundlon wlth X (th,,, 

IS summanzed by A+ AX+), should produce a !>tronger CR to A than to X Flgurc 527 

shows thls efTect, the CR to A (CR 1) rcaches 044, but the CR to X (CR) 1<; /cro at the 

end of traInmg ln another compound condltlonmg procedure, a 'itJmulu~ A 1\ not 

reinforced when .t IS presented atone, but IS remf(lrccd when prcscntcd m conJunctlon 

wlth X (thls IS summanzcd by A AX +) l'hl!> ~hould producc u ... trongcr CR to X thun to 
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A FIgure 5.28 ~hows this efTect, the CR to X (CR2) reaches 0.34 while the CR to A 

(CR 1) tends toward zero at the end oftraming. 

The AD modcl, hemg a single umt model, does not have the structure necessary 

to account for more complex forms of configuraI leammg For example posItIve 

pattcmmg, ncgatlve pattern mg, and tcature positive procedures are not explained by the 

model An accouflt of such phenomena can be made by a network model, but not by a 

smgle Unit model (Kehoe, 1989) However, the OPC model or the AD model could be 

Implcmented at the network level to test for these phenomena 

This space intentionally left blank. 
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Figure 5.21 The CR2 acquired in a tirst phase is used as a reinforcer for the CS2 in a 
second phase. The CS2 acqulfes a CR2 and subsequently both CRs are extmgulshed. 
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Figure 5.22 CS l and CS2 separately acquire a C~ then they are paired together with 

the US. At tirst Y is higher than it is with individual CSs, then Y and both CRs decrease. 
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Adaptive Delays Model 

Superconditioning Procedure (A+ AB- BC+): 
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Figure 5.23 In phase 1 ~ the CS2 becomes a conditioned inhibitor. The CS1 acqUires a 
stronger CR (0.91) paired with the CS2• than it does (0.4) when not paired, as in Fig. 5.6 
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Adaptive Delays Model 

Discrimination Learning (AX+ BX-): 
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Figure 5.24 Here \\le have A=CS1, B=eSb and X=CS3. The compound AX IS 

remforced, while BX is not reinforced. V2 increases and then decreases. See Fig. 5.25. 
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Discrimination Learning (AX+ BX-): 
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Figure S.2S The CR to A is greater than the CR to X, which ln tum is greater than the 
CR to B. The CR to AX is greater than the CR to BX. See also Figure 5.24. 
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Adaptive Delays Model 

Pseudodiscrimination Procedure: 
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Figure 5.26 (CS t = A. CS2 = B. and CS3 = X). The CR to X is equal to 0.7 and is 
greater than the CR to A and the CR to B. The CR to X (0.7) is greater than the CR to X 
at the end of the discrimination procedure (= 0.03) ( see Figure 5.25). 
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AdaptlVe Oelays Model 
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Figure 5.27 This compound conditlOnmg procedure produces a stronger CR to A than 
to X. The CR to A (CRI) reaches 0 44, but the CR to X (CRÛ IS 0 at the end of train mg 
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Adaptlve Delays Model 

Compound Conditioning Procedure {A- AX+}: 
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Figure 5.28 This compound conditlomng procedure produces a stronger CR to X than 
to A. The CR to X (CR2) reaches 0.34, but the CR to A (CRI) is 0 at the end of training. 
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Temporal Condittoning: 

ln a temporal condltlonmg procedure, there IS no dlstlllctlVC CS lnstcad, thc Ils 

is presented at regular mtervals The two-neuron nctwork of Flgurc 52'1 IS an attcmpt to 

simulate thls phenomenon The Idea IS that the tirst m~uron producc!- il UR wlll.!n a US 1" 

presented. The UR of the tirst umt becomes the CS of the second Unit rhe sœund 11I11t 

also recclves the US as an mput At a glven tlme, the most rcecnt US plOduces a UR that 

becomes a CS for the second umt, and that CS ShOllld producc a CR whosc peak 

hopefully Will be synchromzed wlth the next US onsct ThIS would modd temporal 

condltlomng. Figure 5.30 presents the reslllts of a sImulatIOn uSlIlg 'illch il two-nelllOn 

network The most recent CR can be consldered as LI predictIOn of the next Ils l'he CR 

is weak, ln accordance wlth expenmental data Unfortunatcly the peak of the CR docs 

not comclde wlth the next US, but rather occurs tn the mlddle of the dclay hetwccn the 

two USs 

us UR cs CR 

Figure 5.29 A two-neuron network to model the temporal condltlOnlng paradlgm 
There is no dlstmctive CS The tirst unit produccs a UR when a US IS prcscntcd ThiS UR 
becomes the CS ofthe second umt 

5.4 Predictions of 80th Models 

The ope model and the AD mode! gencratc sorne onglnal and tc!.lahk 

predictions (for WhlCh 1 have no data) The followmg predictIOns are common to hoth 

models because they do not depend on adaptation of 0 as a fùncllon ofltrnc 

J- Longer CSs have a faster extmctlon of thelr correspondtng CR than shortcr CSs 

ThiS predictIOn IS very dlfferent from Klopt's (1988) modcl, whlch prcdlcts slowcr 

extmctlOn for long CSs (long ln companslon wlth t III EquatIOn 1 12) 

2- Simultaneous conditionmg producc~ mhlbltlOn mstead of a .,mall cxcltalory 

condittomng or no conditIOn mg at ail Howcver, the tnhlbltory cHeet (u,.(t)V,(t» occur ... 

after the US (for short USs wlth the ope model) 

3- The optimal ISI for short CSs IS smaller than the optlrnallSI for long CS., ThiS IS 

because the peak of alt) occurs sooncr aner the on~ct of the CS for ... hort CS ... than for 

long CSs. 
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Adaptive Delays Model 

Acquisition in a Temporal Conditioning Procedure: 
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Figure 5.30 ln a temporal conditioning procedure, there is no distinctive CS. lnstead, 
the US is prescnted at regular intervals. The most recent CR can be interpreted as a 
prediction of the next US. However, the peak of each CR is in the midle of two USs. 
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AdaptJve Delays Model 

Increase of CS Intensity Ouring Extinction: 
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Figure 5.31 After acqwsition, doubling the intenslty of the CS should producc a 
stronger CR (1.12 instead of 0.2) and a raster extinction (sec Figure 5.4 a,; companslOn). 
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4- If tn a tirst phase a CS IS palrcd wlth a US and acqmrcs the ahlltt~ to dlc!t a CR, 

then an tncrease ln the mtenslty of the CS JO a second phase should \I1crease thc 

amphtude of the CR This phenomcnon IS reprcsented JO FIgure 5 JI l'he modc\ doc .. Ilot 

takc lOto account the gcncraltlatlOn decrcrncnt that should occur \\hen one modlties the 

CS Seve rai other mode:s predlct the same etTeet (Glud,- fhompson, 1987. l\.lopf. 1988. 

Wagner, 198J, Sutton-Barto, 1981) Generaltzatlon dccrcmcnt '\111 he oppo ... cd to that 

eftèct and should tend to decrease the CR If the geficraltzatlon decrcmcnt 15 ... tronger 

than the Increase of the CR due to JOtenslty, at Jeast thl5 mtenslty ctlcct should producc a 

skewness JO the curve of the CR as a functlon of the IIItcnslly of the CS 1 he skew should 

be 10 the directlon of hlgher CS mtenslty. 

The following predIctions are specIfie to the AD modcl (1 e for cases wherc h#() 

or s*O) beeause they depend on the adaptation of 0 as a func\1on oftlmc 

1- The extinctIon process should modlfY the shape of the CR by mcreasmg the dclav 

between the onset of the CS and the peak of the CR ThIS IS caused by the habituation 

tenn ln EquatIon 5 3 

2- ln sorne cases CS preexposure eould tn tàct accelerate the acqUisitIOn of a CR 

This would happen If the Initial peak of (1,( t) is much pnor to the onsct of the US If the 

nght number of CS presentations are made betore condltlom ng begms, the pea!... of U,( t) 

would arrive cIoser to the onset of the US and learnmg would be tàster 

5.5 A Method for the Measure of the CS Trace 

The theoretlcal shape of the curve of (1,(t) IS dcnved l'rom a numhcr of 

expenmental results. 1 have used the curve of the expenmcntal CR, the curvc of the 

strength of the CR as a funchon of the ISI, and have theorlLcd about the dlllcrcnce~ 

between backward, slrnultaneous, trace and delay condItIOn mg Ilowevcr, It would he 

prefèrable to find a way to measure a,(t) dlrcctly ThIS mcthod can be deduced from 

Equation 4 8, whlch IS 

~V.(t) = u.(t-k) P (Y(t)- Y(t-I» (4 R) 

1 propose to use a long lasting CS, much longer than the optimal 131 The CS should last 

as long as an ISI that IS too long to produce notlceable condltlOmng Klopf ( 1988) lets t 

denote the longest ISI over whlch delay condltlOmng IS effective 1 f the CS duratlOn IS 

equal to t" then 1 requue t, > 't The US duratlon should he evcn longer than the CS 

duratlon. If US duratlon IS equal to tl, then t2 --' t l A long CS makc<; Il po<;slhlc ln 

capture the shape of a.( t), wlthout a poSSIble perturbation that IS hypotheslZcd to oecur at 

the CS offset A long US IS requued to ehmmate the Influence of the US offset Only a 

fcw trials of conditIOn mg should bc made m case the shape of tt.<t) IS mo<hficd dunng 
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condltlcmmg and also because the contnbutlOn of a((t-2)V((t) to Y(t) should be 

ncgllgcablc comparcd wlth Â(t). If ail those conditIOns are met, th en the curve of the 

stnmgth of the CR, alter only a few trials as a functlon of ISI, should be proportlonal to 

the curvc 01'(1.((1-2) a~ a tùnc1lOn oftlme ThIs IS shown ln Figure 5.32, the cUlVe of the 

strength of the CRs, obtained Wlth the prevtously descnbed procedure, IS proportlOnal to 

the curvc of fl.((t-2) 

Square Root of the CR and Theoretical Curve of Alpha 

o 100 200 300 400 

151 for the Square Root of the CR and 
Tlme for Alpha [msec) 

500 

'0 
CIl 

"C 
:::J 
.~ 

-....j • .-- Square Root of CR 

Theoretlcal Alpna 
1i. ,-. '---'-'----- --' ,--.- ."" 
E 

4IIi( 

l'igure 5.32 The curve of the square root of the strength of the CRs (obtained m a test 
tnal after two CS-US painng) as a functton oflSls IS compared to the theoretical curve of 
a(t-2) as a functlOn of time The CS had a duratlon of 1500 msec and the US had a 
duratlon of 3000 mscc. The CR is in fact tht: result of a simulation usmg a1(t-2) 80th 
curves are not equal, they are proportlonal. ThiS IS why there are two Y seales. 

ThiS phenomenon can also be mathemattcally proven. We cali' l\ VI the total 

change of connectlOn weight after one triat 1..0 the US intensity; tes the time of CS onset; 

t l the CS duratlOn; t2 the US durattOn; and to the hme of the US onset. Thus, we have: 
tn +t: 

!!.VI "= L a(t-2)P(Y(t)-Y(t-l» 
t=t, , 

However, (Y(t)- Y(t-I)) = 0 between tes < t < 10. Therefore, we obtain: 
to H: 

!!.V. c= L a((t-2)P(Y(t)-Y(t-l)). 
t=t o 

Wc have hypothcslZed that ClI(t-2)V,(t) « Y(t) This implies that (Y(t)-Y(t-l)) == 0, when 

the US is present. i.e. for (~)t 1) < t < (to + t2) At t = to + t2 we have a l(t-2) == O. Thus: 
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~ VI ~ ClI(to-2) P (Y(tO)· Y(to-l)) 

Smce US mtenslty IS ÀO' then Y(to) IS equal to Ào and Y(to·1 ):;Y(to·1 )=:O We linally gel 

L\ VI ~ Cl1(tù-2) P "'0 

The strength of the CR aCter N tnals IS (for a small N) 

CR :; Y(t()-2) when À(t)=O, 

:; ClI(tO) N L\ VI ' 

== N u l(to)Cl.(to-2) J3 ""0, 
"1 

== N J3 Ào [Cl1(to-2))"" 

This Implies that the strength of the CR after one tna
' 

IS proportional to the square of 

a l(to·2), where ClI(tO 2) 15 the value of Cl.(t-2) aner a delay equal to the ISI followtng CS 

onset. This method does not glve the exact value of Cl,(t-2), but It glves Its shape 
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6. DISCUSSION 

The AD modcJ l!-l ln agreement wlth cxpenmental data in a number of areas 

Thus, Il accuratcly reproduces the phenomcnon of inhibitIOn of delay, the shape of the 

CR l!l a !lkewed nght bell shape posltlvely acccleratmg m the neighborhood of the onset 

of the CS, the CR of long CSs extingUlshes (as opposed to Klopf\: (1988) model), the 

optimal ISI for short trace CSs IS shorter than the optimal ISI for long delay CSs~ and 

several other propertles (see Table D 1 m Appendlx D for a summary) The AD modells 

ln partial agreement wlth bchavloral data concernmg the CS preexposure effect, the 

sigmOld curvc ofacqUlsltlon ofa CR and temporal condltloning However, the AD mode! 

has cncountcrcd a few problems m regard to other procedures of classlcal condltlor.mg 

Low values had to be attnbuted to s, h, and p m order to reprodu(" the behavloral data 

regard mg blockmg, pseudocondltlOmng, and the US mtenslty efTects, m contrast to 

hlgher values used for ail other propertles The gam obtamed by mtroducmg delays of 

vanable duratlon at the level of the connectIOns IS offset by the loss of other propertles of 

c1asslcal conditIOn mg Furthcrmore, to bUild the AD model certain assumptlons were 

introduced. sorne of them post hoc such as for the sensltization term fer 9lt) 1 also had 

to mc\udc new constants and vanables. In other words, the ratto uf benefit over cost IS 

too low m the case orthe AD model (see Table D 2 m Ar>pendix D) 

Chapter 5 may be consldered as an extended proof by contradICtion 1 poslted that 

the amplitude and the peak of the trace of the CS. [at(t)l vary ln parallel dunng 

condittonmg The results are amblgous. We are left Wlth the followmg set of posslbihties. 

It IS possible that nelther the amplitude nor the peak of (I\(t) vary, or that only the 

amplitude or only the peak of at(t) vary, or finally that they both vary mdependently 

Certain results of the SImulations provlde clues that might help solv';! thlS problem The 

phenomenon of blockmg \Vas nOl explamed by the AD model, but Il was explamed by the 

ope model Let us cali CS 1 the CS that 15 remforced m the first phase of a blocking 

procedure, and CS2 the CS that 15 remforced in conJunction with the CS, m the second 

phase The reason why blockmg 15 not predlcted by the AD model IS that the CS t 
increased tL~ delay (Tp) between the onset of the CS1 and the peak of the CRI, m 

conformlty wlth mhlbltlon of de\ay However, in domg so, <It(t) and (I2(t) 'Nere no longer 

slmuItaneous m the second phase, the peak of llt(t) occurring after the peak of (12(t). 

Thus, the CR 1 \Vas actmg as a second-order remforcement m regard to the CS2. Instead 

of blockmg, there was potent13tlOn of conditlOnmg It therefore seems difficult to 

hllplement the presence of vanable delays at the level of the connectlOn and still account 
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for the phenomenon of blockmg Thus, two posslbll1tlCS remum clthcr the amplitude of 

o,(t) vancs or It does not ThIs qucstton 15 cxamtned a httle furthcr on 

The delay-producmg connections mode!, on the othcr hand, I~ III accordanœ \\'Ith 

expenmental data for the followmg phenomena the ~Impe r.f the CR IS a ~kl'\\l'd IIght 

bel! shape posItlvely accelerattng In thc r.clghborhood of the ()f1scl of the ('S, Ihc ('R or 
long CSs exttngUlshes, the optimal lSI for short trace CS~ IS Sh0l1cI than the optl\nal ISI 

for long delay CSs, and scveral other propcrtles of c1asslcal conditlolllilg (~ce ra~)k \) 1 

of Appendlx 0 for detalls) Furthermore, when 1 cncountl'rcd prohkm'. wlth the AD 

model ln regard to the phenomena of blocktng, pseudodlSCnl11l1latlOll, and the Ils 

mtensity effects, 1 had to set sand h at zero In order to simulaie thc<ie propcrtlcs Whel1 S 

and h are equal to zero, the AD model bccomes I.!qUlvalent to the DPC mOllI.!! The 1 Wl' 

mode1 IS more robust tn accounttng for the charactenstIcs of c1asslcal condltlUllll1g l'he 

ope model makes use offewer assumptlOns than the AD modcl ln other words, the latlO 

ofbenefit over cost for the ope modells hlgher than for the AD modcl 

How can we Improve the ope model? Several avcnul.!s could nc taf...en /()r future 

research. One avenue would he, as discusscd carher, to add an habituatIOn of u l ( t) to the 

CS and a sensltlzatlon of al(t) to the US, 1 C a vanahon of the amplttude of U'I(I), 

wlthout a change ln the posItIOn of its peak ThIS assumptIOn could account for the ('S 

preexposure effects If a CS IS prcscnted repeatcdly wlthout rctnforccment, the amplitude 

of a.(t) would decrease and the acqulsltlon of a CR ~hould ne ~I{)wcr a/tcrward If wc 

add a spontaneous recovery of the habltuated responsc, I.C 1 f wc ~uppm.1.! lhat u l ( t) 

retums to Its original amplitude afLcr an habituation bccause of the merl' passage of tlllle, 

this could account for the phrnomenon of spontaneous recovery of the CI{ Thl; 

spontaneous recovcry of an habltuated response IS a common propcrty of hahllualuln 

(Doré, 1988, Kandel & Schwartz, 1985, Thompson & Spcnœr, 1(66) Thc ... c Iwo 

assumptions would also explam why massed cxtmetton is Hlster than ~paccd extmctlon 

In a spaced extmctlOn, thcre would be almost no habItuatIOn, i e no dccrea'ie of (t1(1), 

only V.(t) would decrease, given that when the delay betwccn two CS pre~entatlons IS 

long, (1.(t) returns to ItS onginal value by spomaneous rccovcry A ma~~ed extmctlOn, 

however, would produce a strong habItuatIOn, 1 e a stlüllg dIminutIon of (.('1(1) Smœ the 

amphtude of the CR. I~: the result of the product of (11(t) by V.(t), the decrease orthe CR 

would be faster wlth 'nassed extmctlon than It would wlth spaccd extinction Thesc 

assumptlons would also explam why massed acqUIsItion IS ~I()wer than 'ipaced 

acquIsItion Secause of habituatIOn, al(t) would he smaller ln a mas~cd acquIsitIon than 

in a spaced acquIsItIon and acquIsition should be slower It rematn~ to be ~ccn whcthcr 
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the '>Imulatlon of these latter hypothe5es ha5 any undeslrable efTects on the predIctIons of 

the model for other propcrtlcs of clas~lcal condltlOnmg 

"' () explam inhIbitIOn of delay wlth the DPC model IS more stralghtforward 

U~mg the pnnclple or delay Ime~, wc can as~ume that for one CS a neuron recclves 

se'/cral conncctlOn~, and cach connectlOn has ItS own tlme course, 1 C ItS own value of 

crp )" (thu~ of 0,,) The connectIOns reachmg thelr peak closer to the US onset wIll 

overshadow the othcr connectIons whose peak 15 farther from the US onset The peak of 

the CR bcmg cqual to the sum of al(t)V1(t) for cach connectlOn, Its peak WIll be close to 

the US ()n~ct The DPC model seems to offer an mtere5tmg method of Implementmg a 

delay Ime 

The acqUl~ltlOn curve of the ope mode! 15 negatlvely acceleratmg and IS not a 

slgmOld ln ordcr to account for the Initiai posItIve accclera110n m the S-shape acqUIsitIOn 

curves obscrved 10 animai leam mg, several authors use the same method (Frey & Sears, 

1978, Gluck & Thompson, 1987, Klop[ 1988) They simply multlply thelr leammg rule 

by the conncctlOn wClght (V1(t» For example, Klopf ( 1988) used the followmg cquation: 
r 

AY,(t) -= A Y(t) l CI. 1 V,(t-k) 1 ~XI(t - k) (l 12) 
~=I 

If L\ Y1(t) IS proportlonal to 1 V1(t-k) 1, then for low values of 1 Y1(t-k) 1 leammg IS slow 

When 1 Y,(t-k) 1 mcreases, leammg IS faster, thls corresponds to the posltlvely 

acccleratmg sectIOn of the acqUISition curve If 1 Y,(t-k) 1 mcreases even more, then 

L\ Y(t) dcereases and compensates for the mcrease of 1 Y.(t-k) 1 and thls IS the negatlvely 

accclcratmg section orthe acqUisition curve However, 1 Y,(t-k) 1 cannot be equal to zero, 

otherwlse no leammg would occur ThiS means that 1 Y,(t-k) 1 must have an InitiaI and a 

minimum value dlfTerent from zero ThiS Impltes that one must use mhlbltory 

connectIons and excltatory connectlons, 1 e connectIon welghts that are elther negatlve 

or posItive When a connechon welght IS negatlve It stays negatlve. and when a 

connectlon wClght IS pOSItive It stays pOSitIve ThiS restnctlOn doubles the number of 

connectIOns and consequently the nurnber of equatlons neccssary to account for the 

propcrtles of c1asslcal condition mg ThiS IS why thls possibIlity was aVOIded m the ope 
mode! Howcvcr, havmg mhlbitory connectIons that are permanently inhlbltory and 

excltatory connecttons that are permanently excltatory, IS more physlologlcally realistIc 

(Klopt: 1988, Kutller, NICholls, & Martm, 1984) TIms, to multtply the learmng rule by 

1 V,!t-k) 1, makcs reproductIon of mterestmg properties possible, but has a hlgh cost 

Anothcr pOSSlblllly can be investlgated. It would be simpler 10 multiply the leammg rule 

by ( \' t 1 V,(t-k) 1 ), where v tS a positive constant As thls term WIll never be equal to 

lero, It would not be necessary to use connections that are excluslvely excltatory or 
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exdUSlvel~ mhlbltory ThIs \\'ould not doublc the numbcr of l'quattOns. Il would slmplv 

IOtrodUC,e lmoth~r constant (1 cv) 

Ai, 'Jtt. ~r prorlem encountcred hy the DPC modcl 15 that the curn: ur Ihe 

\ l'1pt,)tle :;tl"cnglh of the CR as a functiOn of the ISI (~ce Figure 4 Il) dccrea ... e ... more 

, \ ,,, ,ly than the expenmcntal cur\'\! ThlS 15 duc 10 the lact lhal the clin l' \ll' lq t) 1'01 .1 

r ~ ,,'s decr~ :.:~C; to,') rapldly ThIS problcm l'an be solved ln Iwo \\m'~ Onr \Va\' IS 10 

us·;:; (;-, ,;uggc!'uon made to explam mhlbltlon or dclay, whlch IS to have .,ewlal 

conne, tl""ln!; éor Lach CS, ea~h conncctlOn havmg Ils own value of (ïpk ln thl~ \Va\'. 

smn-, co,',' (cetlons WIll have hlghcr values for ('rpk, the CR WIll dei:ay more "IO\"lv and 

~he c. ,.- ,.. the as~ mpto~IC !:Jtrength of the ( R as a functlOn of the ISI WIll urrav mou .. ' 

"1_,, ; ~, , ',er \Vay would he to tind anot~er cquatlon for (ll( t), that wou Id drcay mOle 

".~ .,\ •• {, t 'S-, ThIS equ~ltIon would Il'place EquatIon 4 3 

1:.; ~'i" nd the AD Plodc\s account for làctlltatmg CRs, 1 l! CR., that mllll"': Ihe 

~,~' '"., r',.r~ 'Y CRs are lcft unexplamcd by the models Therc arc two dOIlHltrl" 111 

\, ,", •• COli" > .ory CRs arc more freLjuent CRs to drugs (fircc1ey, 19H4, IIIIlSOIl et al , 

1~82, t... ,,'.;~ ~jd .& Cunmnghan, 1980, Obnst, Sutcrcr, & Howard, 1l)72, Siegel, 19X2) 

and affectIve CHs (Solomon & Corblt, 1980, 1974, Wagner, 1981, Wagner & Brandon . 

1989) ln order to taKe mto account the làct that a compensatory CR IS oppo~cd tn the 

UR, we could replace the actlvatwn rule 
Il 

Y(t) = j(A(t) tIr C{I(t) VI(t)] ), (46) 

\VIth the followmg rule 
Il 

Y(t) -= j{l .. (t) + r l [ul(t) VI(t)] ), (6 1) 

where r IS a constant equal to 1 tor facllltatmg CRs and equal to -1 for compcnsatory 

CRs Wa/:,1J1er and Brandon (1989) suggested that there arc two distmct UR sequence'! -

a sensory sequence and an emotlvc one The sensory and cmotlve attnbutes of a IJS 

actlvate scparate sequences of actlvlty Furthcr, the latcncy of the scnsory and emotlvc 

actIvlty sequences can dlffer m that sorne tlmmg propertles of the emotlvc ~cqucncc are 

slower than the correspondmg tlmmg propertlcs of the scnsory ':.equcncc Con'!cquently, 

the shape of the curve of a compcnsatory CR dlffcrs from that of a facllJtatHlg CR '/ he 

typlcal UR of an emotlonal US (Solomon & Corblt, 1980, 1974) looks hkc FIgure 6 l, 

I.e the UR mcreases rapldly, reaches a peak, and then decrcascs evcn when the US IS still 

present ThiS IS the case for examplc wlth the heart rate of a dog as a functlOn of tlme, 
Il 

when shocks are used as US (Solomon & Corblt, \980, \974) Whcn L. !f1,.(t)V.(t)} 0, 
,1 
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Y(t) I~ ~upposcd to he equal to the UR, 1 e Y(t) = J(A(t» TYPlcally I .. (t) IS a square 

wave, 'iO Y(t) IS a ~quare wave too However, the UR rn Figure 6.1 IS not a square wave 

'l'lm mean~ that we .,hould replace Mt) bya functlon of I .. (t), a fùnctlOn that would have 

the ~hape of a typlcal UR ThIs 15 the same krnd of ratronale that made me replace X1(t) 

by ((I(t) For cxamplc, wc cou/d replace A(t) by (I.-a(t)-Ab(t», whcre )'a(t) 15 the excltatory 

rroce~~ of Mt) and Ab(t) I~ the opponent proccss ofll.(t) The activatIOn rule becomes. 
Il 

Y(t) J( Aa(t)-Ab(t) + r I r ul(t) Vlt)) ) 
1-1 

Sorne posslhle equatlons for Àa{t) and Âb(t) arc 
li 
~ïïAa(l)= Ka(),,(l)-Aa(l», 

cl 
and JI Ab (1) = K b ("tU) - Àb (1 », 

whcre K J IS a tlme constant that govems the rate ofvanation of the excltatory 

process~ 

IS a tlme constant that govcms the rate of varIation of the opponent 

process, 

and Kb --: Ka 

(6 1) 

(6.2) 

(63) 

Wlth a làclhtatrng CR, Ka wouid be very hlgh and Kb wouid be zero Thus, we obtam: 

(Aa(t)-Àb(t))::: (À(t)-O) -= À(t) However, EquatIOns 6 1,62 and 63 have to be tested. 

UR to an E motive Stimulus: 

- - - - - - - us 

---UR 

Time 

Figure 6.1 General shape of a UR to a square wave emottve US as a function of time 
For cxample, the US could be a shock and the UR could be a heart rate 

The DPe model does not account t'Or more complex t'Onns of configuraI Ieaming, 

for cxamplc. posItive patteming, negative pattemmg, and feature positive procedure . 

Such phcnomena can be accounted for by a network model, not by a single unit model 

100 



• 

• 

• 

(Kehoe, 1989) Howc\'er. the delay-prodllcmg connections model or the AD modd l'ould 

be Implemcntcd at the network level to slmulatc these phcnomena 

Sorne phenomena lead one to thm"- that the rules of c\assH:al condltlOl11ng mlght 

apply to cases of leammg where therc IS no rcmf()rccr The phenolllenon of ~ell~on 

preconditlOnmg and the McCullough ctTcct III vIsion are t\\O e'\.amples of ... ueh 

phenomena In sensory prccondltlOmng, two ncutral stllllUlt CS, and CS ~ are palled pilot 

to remforcement ln a second phase, the eS I IS patred wlth a US 1 he l'SI-l JS pa1l11lg 

results 10 the ablhty of the CSb as weil as the CS" to ehclt the ('R F'\ttnetlOll of the ('R, 

also extmgUlshes the CR2 (Rlzley & Rescorla, 1(72) l'hlS l'an he e'\phnl1cd Ir ,,,e 

suppose that an aSSOciatIOn has becn crcated between a sensory representatlon of the CS, 

and a sensory representat,on of the CS2, \VIth thls associatIOn oCClIrrtn6 hcfote the 

presentatIOn of the remforcer ln the vlsual system, opponcnt colm rcsponses l'an l'Oille tu 

be eliclted by achromatlc stnnuli whlch have bccn panel! \VIth chromatlC 'itlll1ull 

(McCullogh, 1965, clted by Schul\' 1979), thl~ IS callcd the McCuliogh ctreet Sehull 

(1979) provldes the followmg example of thls ciTeet "If r 1 one 'ipends a rew 1ll1l1ute'i 

vlewmg black vertical stnpes [ ] slIpenmposcd upon a bnght rcd hackground 1 1. the 

stnpes acqUire a long-lastmg ablltty to cllclt an opponent rcsponse 1 1 h()ur~ or dav ... 

later, long aftcr SImple aftcnmages have dls3lpatcd, when one vlews vertical hlack and 

white stripes they appear black and Itght green Il Agam no remforcer IS pre!'>cnt, yct holh 

cases are a form of aSSOciative learnmg as IS c1a~slcal condltlonmg Thereforc, Il IS 

possIble that the learnmg rules of classlcal condltlonmg mlght apply to a va ... t domam of 

phenomena These examples of aSSOCiatIve learmng wllhout a rem forcer sugge'it that It 

could make sense 10 use real-lime learntng rules of c1asslcal conditIon mg (hke the 1)1'(.' 

leammg rule) JO neural networks and 10 apply thesc nctworh tn perceptual or cognitive 

problems 
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Appendix A 

Demonstration of a Differentiai Equation for (lj(t) 

Differentiai EquatIon for a.(tl 

One Important property of a.(l) (the CS. trace), deduœd ln Chapter 4, IS thal o.(t) 

contmues to !Ocrease aner CS, offset \VIth a short CS. (1 e a CS duratlOn ~horlcr than l'" 

2 /8) If alt) was reprcscntcd by a tirst-ordcr dltTcrcntml equatlOn IIlvolvltlg l'SI' thcn 

a,(t) would start to decrease at the Ume of CSI otTset If a.(t) was repn.'scnted hv il 

second-order dlfferenhal cquatlOn mvolvmg CS.' then the accelerallOtl of (l.(l) wlluld he 

negatlve wlth a high magnitude at CS. offsct, and the peak of (x.(t) wlluld still he III lhe 

nelghborhood of CS. offset ThiS was contirmcd by sImulatIOn Iè.)r the second-ordcl 
dltTerentla1 equatlon obtamed by takmg X. (t) =- Atc -Ol mstcad of At2c -01 l'he lise of a 

thlrd-order dlfferential equatlon therefore seems nccessary Wlth a thlrd-order dlftcrenlml 

equatlon, at CS offset, the slope of accc\eratlOn of (l.(t) hecomes ncgatlvc, hllt the 

acceleratlon IS still posItIve, thus crcatmg a delay bcforc a.(t) rcachcs It~ pea~ 

We want to obtam an output followmg the cquatlon At2c -01 tè.lr a slcp-II"-c II1pUt 

The output varIable Will be called XI (t) and the mput varlahle 15 X.(t) (the .. allcl1cc nI' 

the CS. at time t) The step-hke input tor X.(t) IS rcprcsented by the Ileavlslde funcluln 
11(t). 11(t) is defined in the fol1owmg way 

1
0 for t :::; 0-

'I1.(t)= l ' 

for t ~ 0+ 

(/\ 1 ) 

Thus, we have X.(t) = 11(t) By taklng the Laplace transform of X.(t) wc gel 

X.(s) = .l(X.(t» = 1(11(t» = I/s (A2) 

The desired output IS X. (t) = At2e -Ot Takmg the Laplace transform of XI (t) wc ohtam 
- - 2A 
X.(s) = 1( Xi(t)=.f( At2e-Ol )--= (A3) 

( s t- 0 )3 

The transfer function H(s) of a hnear ditTerentlal system IS dcfined as the ratio of the 

Laplace transform of the output functlOn over the Laplace transtorm of the 1 nput 

functIon, I.e: 

H(s) (A4) 
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Sub~tltutmg EquatIons A2 and A3 in EquatIon A4, the value ofH(s) IS' 

H(s) li 2A J 
( 5 + () )3 

(1/ s) 
2A s 

( 5 1- (})3 ' 

2A 5 

(S3 + 3 () 52 + 3 () 2 s + () 3 ) 

From A4 and A5 we obtam 
XI (s) 

H(s) 
2A s 

= 

(A5) 

and so assummg that 

d 2Xdt) 
dl 

- 0, 
dX.(t) 

dl 

dXi(t) 
== 0, Xj(O) = 0, and == 0, 

t = 0 dt t = 0 t = 0 
wc obtam 

(s3 + 3() s2 + 30 2 s + ()3) XI(s) = 2AsXi(S) (A6) 

By takmg the mverse Laplace transform of each side of the Equation A6 we 

obtam: 
3- 2- -

d X.(t) +30 d Xï(t)+30 2 dX I (t)+03 Xdt)=2A dXj{t), (A7) 
dl dl dl dl 

For a stcp-hke mput X/Ct) == 71(t), X.( t) wIll be posItIve or equal to zero (for t ~ 0). 

However, for other kmds of inputs (e.g., X,(t) = 1 - 11(t» XI (t) will take negative values 

ln Chapter 4, no meamng has been attnbuted to negatlve values of a,(t) <l,(t) will 
thcrcforc be defined as the positive part of XI (t) Thus we have 

{_

O if Xi (t) < 0, 

<l,(t) 

Xi ( t) otherwise. 

(AS) 

Propertics of a,li 
By construction, <l,(t) produced by a step-Iike mput ?1(t) IS equal to At2e -Ol for 

t ~ O. The peak of al(t) IS at t = T p and at thls pomt al (T p) = O. This point is found by 

takmg the denvauve of (l,(t), 1 e. ai ( t) = 2At e -Ot - Ae t2e -Ot which is equal to zero. 

DIviding by At e -Ot, we get 2 - e t == 0 This value of t is by definition equal to T p' thus 

Tp == 2 / e (A9) 
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Ifwe tïx the maxImum value of (l,(t) as bemg equal to a constant (ln!u,- then the 

constant A IS detennined Slnce the maxImum value of a,(t) occurs at t - Tp 2 " O. we 
can find A by puttlng t = 2 lOin At2e -Ot ThIs leads to 

<x
1
(2 ! 0) = (lma, = A( 2 ! 0 )2e -(2 / 0)0 , and then to 

<lmax = A( 2 / 0 )2e -2 . 

From that we get 
2 2 

A = a max () e 

4 

(A 10) 

(Ail) 

In short, (1) the peak of (l.(t) occurs at t -- T p -~ 2/ e aner the onsct of the CS" 
" ., () ~c -

for a step-like CS. and (2) A has to be smaller or equal to --- ln order for the 
4 

maximum value of (l.(t) to be smaller or equal 10 one 
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Appendix B 

Devclopment of the Sensitization Term for ai(t) 

Il has been hypothe~lzed m Chapter 4 that a sensltlzatlOn, provoked by the US 

onset, would change the amplItude of a)(t) (the CS I trace) and move the position of ItS 

peak (1 c Tp) toward the US onset ln thls assumptlOn, sensltlzatlOn mcreases or 

decrcase~ Tp as weil as mcrea~cs or decreases the maxImum amplItude of al(t) 

Smce Tp ~ 2 / 0, mcrcasmg T p means decreasing 9 and dec,'~<!lsmg T p means 

mcreasmg 0 Whcn US onset IS berore T p , T p shollid decrease and when US onset IS 

aner Tp , T p ~h()uld mcrease When ,1ul(t) = aJ(t) - a)(t-l), If US onset IS before T p , 

then Âfl)(t) IS posItIve at US onset and If US onset IS after Tp , then ,1a)(t) IS negatlve at 

US onset 

ln summary, we want 

o to increase, I.e T p to decrease, if ,1ait) > 0 at US onset, 

and 0 to dccrcasc, 1 c T p to mcrease, If ,1al(t) < 0 at US onset. 

Then a rcasonablc assumptlOn IS that the change m 9 IS proportlOnal to ,1u)(t), I.e. 

formally 

t\O(t) - ,1ul(t), 

at the hme of US onset ,1 Y(t) IS positive at US onset, therefore the positive part of ,1 Y(t) 

can be taken as a measure of US onset The positIve part of t\ Vtt) can be expressed by 

the notatIOn I,1Y(t)l Ifwe make t\9(t) proportlonal to I,1Y(t)l, the sensltlzatlon Will be 

stronger for strong US and weaker tor sm ail USs, which makes sense So we assume: 

t\9(t) -1,1 Y(t)l 

When a vanable IS proportlOnal to two quantlties, 1t IS also proportlOnal to the 

product ofthose two quantlties Thus, we have' 

.19( t) - ,1a)( t) 1,1 Y(t) l 

If wc mtroduce a sensitizatlOn constant s, we can replace the proportionality 

symbol - by an equahty sign. Then ,18(t) becomes 

,19(t) = s ,1ul(t) 1 L\ Y(t)l (81) 

A SimulatIon us mg thls terrn m a delay conditioning procedure, where the imtial 

value of Tp IS smaller than the ISI, showed a strange behavlor. The delay betwcen CS 

onset and the peak of the CR mcreased, reached US onset and then decreased agam ThIS 

was due to the tact that the CR tends to synchromze Its peak With high values of ,1 Vtt), 

but the CR mcreases and mtluences Vtt) T p tends to synchronize Itself with the peak of 

the dcnvatlve of the CR ThIS IS why T p decreases in a second phase. To correct that 
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behavlor, It IS possible to emphaslze the dlfference m magmtude betwecn the CR and the 

US by takmg r L\ Y(t)12 mstead of rL~ Y(t)l rhls power of two transformatulI1 Will gl"c 

more welght to the hlggest values of /.\ Y(t) and should th TI' at US onset l'he equahon 

of sensltlzatlOn then becomes 

A8(t) = 5 L\a.(t) r L\ Y(t)l~ (B2) 

SlInulatlons usmg thls new cquattOn showcd another prohlcl11 Tp tends tn 

synchromze It'ielf wlth the onset of the liS and stays therc, as IOtcndcd Ilowe"er, whcn 

T p reaches the onset of the US, the connecttOn wClght AV.(t) dccrcases SlllWlv tmvard 

zero Equatton 82 modIfies 8(t) 50 that the peak orthe CR arnvcs at the <;:'UllC tlllle as the 

onset orthe US The learnmg rule IS, accord lOg to Equation 4 lb 

AVI(t) = u ,(t-2) r3 (Y(t)-Y(t)) 

For example, If a US lasts for 2 tlme stcps, the onset of the US occurs at T,l'and the 

offset of the US occurs at Tp+2 TaklnB a US mtenslty of ÀIl' (Y(t)-Y(t)) will he 

approxlmately equal 10 Ào at US onset and approxlmately equal to -Ào al l JS offset The 

total change of connectlOn welght l'rom T p to T p + 2, IS therefore approxllnalcly equal tn 

A VI - a,(T p-2) B (J.,o) -1- ul(Tp) B (-ÀIl), 

I.e A VI - r3 Ào( ul(T p-2) - arr p) ) 

Smce a,(T p) is greater than al(T p-2), glven the defimtlon of Ti>' then A VIlS negattve and 

\'I(t) decreases The solution seems simple - the onset of t!le US should oeeur at Tp 12 

Instead of at T p In thls way, the total change ln connectlon welght he!wccn Tp 12 and 

T p +4, will be approxlmately equal to 

A VI == J3 Âo{ al(T p) - al(T p t-2» (lB) 

Stnce a\(T p+2) IS smaller than a\(T p)' VI(t) Will nol decrease ThiS can be accmnphshcd 

by taking A~(t-2) Instead of Aal(t), ln the above cquatlons, IcadIng tn 

A8(t) == s Aalt-2) r 8 Y(t)12 (B4) 

ln order to make the value of 80(t) IIlvanant as a functlon of a change III At, wc 

can divide the sensltizatlOn tenn B4 by At Wlth thls diVIsion, Il 15 not nceessary 10 

change s If one changes the bme step 8t The sen<:ltlzatIon term bccnmcs 

A8(t) = {si At) 8ul(t-2) rA Y(t)12 
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Appendix C 

Parameter Specifications for the Computer 

Simulations of the Neural Models 

Rcscorla-Wagner's (1972) Model 

The simulation of Figure 3 1 used the followlng parameter and vanable values 

Lcammg rate parameter ln presence 

of a remtorccment PI = t 0 

Lcammg rate parameter ln absence 

ofa rcmforccment: Po = 0.9. 

SalJence of the tirst stimulus. al = 0 3 

Sahence orthe second stimulus a2 = 0 3. 

MaXimum associative strength' À = 100. 

Imt131 conditions V 1(0) = V 2(0) = O. 

Klopf's ( 1988) Model 

The Simulations of Figures 3 2 and 3.3 used the following parameter and variable values 

Leammg rate constants C 1=5.0, C2=3.0, C3=1.5, C4=O 75, C;=O 25. 

MaXimum number of tlme steps over 

which dclay conditlOmng IS effectlve"t = 5. 

Thc maximum value ofY(t) M = 1. 

Neuronal threshold: T=O. 

Initiai conditions VE1(0)=+O.J, VIl(O)=-O 1. 

The tlme step L\t = 0 5 sec, US mtensity = 0 5 and CS amplitude = 0 2. 

The simulatIOn of Figure 3.2 used ISI = 1 sec, ITI = 15 sec, US duratlOn = 2.5 sec. 

Timmg of the CS-US configuration of Figure 3.3 IS descnbed m Table C.1. 

Delay-Producmg Connections Model 

The Figures 4 7 - 4 Il used the following parameter and vanable values: 

Leammg rate parameter 13 = 0.6 

Dampmg factor for the trace of Y(t). PB = 0 1. 

The ma.xlmum value ofY(t) M = 3 

Neuronal threshold T=O. 

Constant govemmg the amplitude 

of the peak of u.(t) A = 1.84. 

POSition of the peak of u,(t): T p = 220 msec. 
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Imtial conditIOns 

Amplitude of the CSs 

Intenslty of the US 

a(O) = V(O) = 0 

1.0 

1 O. 

FIgure 4 7 used ~t = 25 msee, ISI = 50 msee, ITI .oc 1 sec, CS duratlOn " 50 IllSCC, and 

US duratlon = 50 msee. 

FIgure 4 8 used: ~t = 50 msee, CS duratlOn = 50 Insee and 1000 msee, .. nd 110 Ils 

FIgure 49 used ~t = 50 msee, ISI -= 250 msee, ITI ". 3 sec, CS duratlon 1 sec. US 

duratlon = 50 msee and US mtenslty = 0 1 

FIgure 4 10 used' ~t = 25 msee, (SI = 200 msec, ITI=1 5 sec, and US duratlOn 300 msec 

Figure 4 1 1 used ~t -= 50 msee, !TI -= 1 sec, CS duratlon ." 50 msec, and l JS duratuln 

50 msec 

Adaptlve Delays Model 

The simulations of Figures 52, 5.4 and 5.6 - 5.13 used the following paramclcr and 

variable values 

Leammg rate parameter' 

Dampmg tàctor for the trace of Y(t) 

The maximum value of Y(t) 

Neuronal threshold 

Constant goveming the amphtude 

P =0.6 

PB = 0 1. 

M=3. 

T=O. 

of the peak of a.(t) A = 1.84 

Minimum delay for the peak ofa(t): Tpmm = 175 msee 

Habituation of a(t) D = 2 8. 

Habituation rate h = 0.05 

SensItlzatlOn rate: 

Initial conditIOns. 

Amplitude of the CSs' 

Intensity of the US: 

s = 0.03 

9(0) -= t 0 Hz, a.(O) = V(O) "0 

t 0 
t o. 

The other figures m Chapter 5 used the same parameter values cxeept as now notcd The 

simulatIOns of Figures 5 2 and 5.15 used the same parameter values exccpt f(lr h .. 0, S 

0.01 and f3 = 0.2 The simulation of FIgure 520 used t. ~O, ~ " 0 and r~ -02 The 

simulatIon of Figure 5.16 used a US mtenslty of 0 5, and the sImulation of Figures 5 16 

and 5.17 used a CS amplitude of 0 5 The simulatIOn of FIgure 5 19 used an amplitude of 

0.2 for the CS2. Figure 5.32 used h =0, s = 0 and f3 = 0 2 wlth a CS amplitude oro 1 

Table C.I summanzes the timing of the CS-us configurations of'imgle CS figures, whtle 

Table C.2 does the same for figures wlth more th an one CS. 

117 



• 

• 

• 

Timing of the CS-US Configurations of Single CS Figures: 

Figure # Tlme Step CS Duratlonl Triais # . US DuratlonlTnals # ISI ITI 

L.. 

[msec) [msec) [msec] [msec) 
33 500 500011-20 3500/1-10 1500 
49 50 100011-20 750/1-10 250 
52 25 5011-21 50/1-20 250 
54 25 375/1-20 50/1-10 325 
55 25 375/1-30 50/1.3.5.7. .19 325 
56 25 25011-21 50/1-20 200 
57 25 50/1-20 50/1-20 200 
58 25 50/1-20 5011-20 a 
59 25 5011-20 5011-20 -50 

512 25 10011-20 50/1-20 2UO 
513 50 750/1-36 5011-2.4-35 700 
514 25 50/1-20 100/1-20 200 
515 25 50/1-20 50/1-20 200 
516 25 50/1-20 50/1-20 200 
517 25 50/1-20 50/1-20 200 
518 25 250/1-40 50/21-40 200 
531 25 375/1-20 50/1-10 325 
532 25 1500 3000 0.50. ,500 

* l'nais # represents the tnals dunng whlch the stImulus was present 

Table C.1 

[msec] 
15000 
3000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
3000 
1000 
1000 
1000 
1000 
1000 
1000 
6000 

Timing of the CS-US Configurations in Figures of Configurai Lcarning: 

Figure' TlmeStep CSl CS2 CS3 US 
I[msecl 

53 25 0/250/1-20 0/250/2,4. .18.20-31 none 200/250/1 .3. ,19 
519 25 0/30011-20 0/300/1-20 none 250/300/1 -20 
520 50 0/400/1-80 ù/400/21 -80 none 350/40011-80 
521 25 0/25011-10 0/250/11-20 none 200/250/1-1 0 

1 00/350/11-20 
522 25 0/375/1-10,21-30 0/375/1 1 -30 none 325/375/1-30 
523 25 0/250/1-20 0/250/2.4. . 20,21-40 0/250/21-40 200/25011.3. .19 . 

20-40 
524 50 0/350/1.3. .19 0/350/2.4. ,20 0/350/1-20 300/350/1.3 .. 19 
525 50 0/350/1.~ .19 0/350/2.4. ,20 0/350/1-20 300/350/1.3, .19 
526 50 0/350/1.2,5,6.9.10. 0/350/3,4,7.8.11.12, 0/350/1-20 300/350/1.3. ,19 

13.14,17,18 15,16 
527 50 0/350/1-80 0/350/1,3 . . 79 none 300/350/1 -80 
528 50 0/300/1-40 0/300/1.3, .39 none 250/300/1 3, ,39 

* Ttme of onset! tlme of offset! tnals dunng whlch stImulus was present. 

Table C.2 
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Appendlx D 

Propertles and Models of Classlcal Condltlonmg 
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• Models 
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Madels: 
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means that the property is partially accounted for by the model~ 

means that the property is not accounted for by the mode!. 
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Mathematical Properties of Models of Classlcal Condltlonmg: 

Properties. 

1 , R 
e 

s 1 
c , 
a , , 
a 

Models' 
1 

M 

1 ~ 
1 s ! 1 u! 

Plu Ile, 9 

G i 
M 

'la B Thl u" 
:1:11~ ok! : ~ 
c 1 ni' U 

1 
~ °IBI~ mil< , 

Hg H18'1 PI" 
le n 81'10 510 0 lb el,11 0 p P'A 

~~~~~~~~~~ ... -_~-.=~:-..~_ ~--=-:~- ~j ï_~~~ 1 ~~72 t 1 ~~O \ 1 ~~ 1 '19~1 19~711 ~8 , 19~3! 1 :93 N~!"~e!~f.fr~p-~~t!~~p.!~_lOe~ ____ U6_21 ~9~1_~6~! 46~1492 45.4 55615741574 
NumberofEquatlonsfornCSs: In+1 _ln. )2n+1\2n+1\2n+2 3n+412n+1 2n+23n+2 
Numberof Vanables for n CSs ;2n+_1l.2n~ll2n+? [2n+2 2n+3 7n+8 3n+1 14n+l !5n+l 
NumberofParametersfornCSs. In+l In+3 ;n+2 21 3, 6! 71 41 8 
NumberofEquatlonsfor3CSs. ! 4, 31 71 7 81 121 71 8 11 
NumberofVanabiesfor3CSs 1 7i 71 8) 8 9\ 29i 10: 13i 16 

, 4j _ ~i 2l 2 3'\ 61 71 4\ 8 
, 1 081 2 461 2 161 2 73 2 46 0 971 2 32 i 2 3 1 64 

Number of Parameters for 3 CSs ... - ._~- -- -
Beneflt 1 Cost Ratio 

Table D.2 

Legend 

The number ofproperties was computed From the Table DIA "Y" counts for 1 pomt, a 

"." counts for 0.2 points and a "N" counts for none. 

The benefit is the number of propertles whllc the cost IS the sum of the numbcr of 

equatlons, the number of variables and the numbcr of constants. 
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