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Abstract

As Asynchronous Transfcr Mode (ATM) emerges as the best technology for

suilahly integrating the various traffie classes of present and future broadband integrated

services digital networks, testing methods and equipmenls assoeiated with this teehnology

have to he devised. The high bandwidth of ATM as weil as its f1exibility in terms of

supporled traffic types prevent the use of conventional approaches to network technology

testing. Parlicularily, the conformance assessment of ATM switching nodes becomes a

very challenging task because of their complex functionality and the sophisticated

performance issues involved. This thesis presents a design and implementation of an

ATM swilching node test system based on static RAM type Field-Programmable Gate

Array (FPGA) technology. Real-time reprogrammability of the FPGA technology used

reMllls in a high functionality virtual hardware system requiring very few hardware

eomponents. The test system features the high performance Synchronous Optical

Nelwork (SONET) and Synehronous Digital Hierarchy (SDH) fibre protocols as the

physical link for the eonneetion to the switching nodes under test.



Résumé

Alors que la technologie du Mode de Transfert Asynchrone (MTA) s'aflïrme

progressivement comme étant la seule capable d'intégrer les dilTérents types de tralïes

supportés par les réseaux numériques à intégration de .~ervices (RN IS) il large hande

présents ct futurs, les méthodes et équipements de test correspondants doivent être mis

au point. La large bande d'information ainsi que la grande flexibilité du MTA en terme

des différents types de trafics qu'il supporte empêchent l'utilisation des procédures

conventionelles de test de réseaux. En particulier, la vérilïcation de conformité des

commutateurs MTA peut relever du délï en raison de leur grande complexilé ainsi que

des questions de performance sophistiquées qui sont impliquées. Celle thèse présentc

une architecture ct un prototype de système de test pour commutaleurs MTA basé sm

l'utilisation de Field-Programmable Gate Array (FPGA) de technologie il mémoire

statique. La reprogrammation du FPGA en temps réel résulte en un système li ressources

virtuelles ne requérant qu'un minimum de composantes physiques. Le système de lesl

mis au point utilise pour lien physique avec le commutateur sous test les protocolcs de

transmission sur fibre populaires Synehronous Optieal Network (SONET) ct Synchronous

Digital Hierarehy (SDH).
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1

Chapter 1 Introduction

Over the last decade, local and widc arca networks have emerged as a means ln

increase the utilization of installed resources and reduce the overal1 costs. Bus and ring

technologies have become ubiquitous as their cost dropped to a very alTordable level.

Nevertheless, these shared media technologies are characterized by a sequenlial

processing of traffie and they are not suitable for the high handwidth multimedia

applications appearing or expeeted ta appear in the future. These applications [hal are

highly desired or needed in an information hungry society have to turn to a new netwoJ'k

technology to supply the bandwidth they require.

Asynchronous Transfer Mode (ATM) is a nelwork layer protoeol proposai tn

create a broadband packet sWÎlching network capable of transporting a wide variety of

services in an integrated fashion. Il features a small constant packet size as weil as the

quasi absence of errer control and flow control on a link-to-link basis. The use of

reliable optieal fibre for the transport of the packets makes end-lo-end error control

sufficient. Proper buffer dimensioning across the nelwork coupied with rudimenlory llow

and congestion control mechanisms can insure a minimum quality ccli transier across the

network. As opposed to synchronous transfer mode networks where the clients have tn

reserve a constant bandwidth for the whole duration of a connection, ATM allows clients

to reserve bandwidth non exclusively. Each link bandwidth is thcrefore statistically
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multiplexed among ail of its users. This multiplexing makes ATM very suitable for

variable bit rate trafflc transport such as computer data or compressed video signais.

At the heart of an ATM network are the Swilching fabries. These switching

fabrics are patterned collections of simple switching building blocks that serve to move

cells transparently from their origin to their destination. In addition to the switching

activity ilself, they can also be the siege of signaling, Dow control and congestion control

functions. Ali switching nodes of the network are connected together to make the trafflc

forwarding possible and also to support the signaling system needs.

As ATM technology is emerging in both wide area networks and local area

networks, the needs for efficient test mechanisms arise. First, at the highest level, the

net work hns to include sorne embedded mechanisms performing real-time ccII tmnsfer

qllality monitoring, fnult monitoring, fault identificntion and fault locntion. Then, nt a

lower level, the various elements composing the network have to be individllally

evalllnted before being incorporated to the network. This evaillation consists of a

thorough conformance assessment of the equipments proceeding from manufacturer

specifications. For instance, cell loss probability as weI! as cel! transfer delay throllgh

a switching node have to be measured. Given the high bandwidth and the high

Dexibility in terms of supported tmffic types in ATM, the conformancc assessment of the

ATM equipment can become a very challenging task.

This thesis proposes a design and Implementation of an ATM switching node test

system. The system a1lows the evalllation of cel! transfer quality inside a switching node

in tenns of bit error rate, cel! loss probability, cel! loss misinsertion and cel! transfer

delay. Additionally, the system can evaluate various functionalities of the switching

nodes sllch as traffic policing and signaling. The test system proposed makes use of

hardware that can change its functionality in real-time and therefore it constitutes an

application of what is sometimes called virtllal hardware, hardware subroutines or silicon

mlllti-tasking. A static RAM based Field-Programmable Gate Array (FPGA) is lIsed to

provide the run-time hardware metamorphosis needed. The test system uses the
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synchronous optical nctwork (SONET) and synchronous digital hicrarchy (SDI-I)

protocols to connect to the switching node under test.

1.1 Thesis objectives

The objectives of this thesis are three-fold. First, it constitutes a rcseareh anù

survey of the design issues and features associaled with an ATM switehing nodc test

system. Second, it is targetted at the integration of the current ATM networking

parcelIed knowledge into a coherent and updated big picture. Indeed, Ihe ATM

switching node test system eoncerns aIl aspects of the ATM technology spectrum, l'rom

the switehing to the signaling. Third and last, this thesis evaluales the use of IlIn-time

reconfigurable field-programmable gate aITay technology as the heml of a virtual

hardware system.

The ATM switching node test system presenteù in this thesis is assoeiateù with

an article published in the Proceedings of the 3'" Canadian Workshop on Field

Programmable Devices (FPD'95) and entitied Field-progra/lllllaiJ/e gate array iJased

ATM switclting node test system [1].

1.2 Organization of the thesis

Chapter 2 consists in a broad overview of the current status of ATM technology.

lt includes the description of the building blocks of the network as weIl as the various

switching node architectures. lt presents a survey of the various congestion control

mechanisms envisioned to be used in ATM. FinalIy, the two most popular optical libre

communication protocols, namely SONET and SDH, are presented in view of ATM celI

transport.

Chapter 3 depicts the task of testing in ATM. lt partitions the testing activity into

embedded mechanisms responsible for ron-time performance monitoring of celI transfer
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• in the nelwork and individual network clement testing using dedieated test equipmenl.

Further, the network clement testing parameters arc extraeted and classified as functional

parameters and performance parameters. The functional structure of an ATM switching

node lest system is derived.

Chapter 4 presents the issues associated with the cell generation process required

by the test system. A taxonomy of traffic source modelling techniques is presented as

weil as sorne interesting modelling approaches found in the literature. Modelling

concerns for voice and video sources are addressed. An impressive tramc generation

system engineered by the Research & Development in Advanced Communications

Technologies in Europe (RACE) called PARASOL is also presented. Finally, hardware

synlhesis of stochaslic processes is studied as it is required by the test system proposed.

Chapter 5 proceeds to the functiona! specifications of the proposed ATM

switcbing node test system. These specifications enumerate and describe the

funclionalitites of the system without entering into the implementation details. The

system is partitioned into four different modules composing the virtual hardware system.

Each module is responsible for a specific test and becomes an icon in the graphics user

interface program controlling the test system hardware.

Chapter 6 describes the hardware and software specifications of the test system

architecture devised. Each module of the virtual hardware system is described in terms

of a FPGA configuration and a set of software routines. The FPGA design mèthodology

and the synthesis tools are also presented.

Chapter 7 proceeds to the evaluation of the architecture devised and the prototype

that was buill. Each FPGA design is charaeterized in terms of area and timing statistics.

The timing limitations of the system are analyzed and explained. Alternative

architectures are introduced and compared with the proposed architecture.

Chapter 8 draws the conclusions l'rom the ATM switching node test system

proposed and implemented.
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Chapter 2 ATM technology overview

This chapter comprises a broad overview or lhe current slatus or ATM

technology. Il includes the description or the building blocks or the nelwork as weil as

the various switching node architectures. Il presents a survey of the various congestion

control mechanisms envisioned to be used in ATM. Finally, the two mosl popular

optical fibre communication protocols, namely SONET and SDH, are presentcd in vicw

of ATM cell transport.

2.1 Circuit versus Store-and-forward switching

Circuit switching and store-alldlorward switching are the two main paradigms

in the field of networking technology [2]. In circuit switching, the bandwidth or each

communication link is usually split among clients using time division multiplcxing. Each

link carries consecutive equallength frames, each being composed of a fixed number or

fixed length time-slots assigned to the clients. Alternatively, the link multiplexing can

be done in the frequency or wavelength domains. In any case, the connection between

two end-points of a circuit switched network requires that a specifie time-slot or

frequency-wavelength channel be reserved on each link along the end-to-end path for the

duration of the session. The switching nodes of such networks accomplish both time-
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• frequcney-wavelength switehing and space switching of client channels. The

communication delays are mainly due to propagation times and the jitter on delay is

praclically non existent.

The main shorteoming of circuit switching is its poor ability to offer variable

bandwidth and bandwidth on demand. Systems offering variable bandwidth are ealled

multirate circuit switehing, as they allow clients to be alloeated multiple basic channels.

These systems remain complex because the individual channels of a connection have to

he switched simultaneously in order to keep delays equal among the channels of the

connection. Fast circuit switching is another improved variation targetted at bandwidth

on demand through dynamic basic channel allocation to the various connections.

ln the slore-and-forward switching mode, end-to-end connections are established

without necessarily reserving the required transmission bandwidth. In this mode, the

multiplexing of link bandwidth among users is rather done on an as-needed basis rather

than fixed basis. The information of clients is transmitted through the network as

slrcams of paekets or messages that are stored in each node before being forwarded to

the next using the full bandwith of the physicallink. If this switching mode leads to an

effective utilization of link bandwith, in return it introduces a series of distributed

queueing delays that can be hard to control.

Accordingly with the common taxonomy assoeiated with store-and-forward

switching [2], message switching consists in sending messages as unit entities rather than

breaking them into packets, namely paeket switching. The routing of information in

store-and-forward switching can be connection oriented (virtual circuit routing) or

connectionless (datagram routing).

2.2 Asynchronous Transfer Mode

Asynchronous transfer mode is a paeket switching technology sometimes qualified

as fast fiacket sIVitching and defined by the Arneriean National Standards Institute
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• (ANSI) and the International Telcphony Union (lTU), formcrly knowll as Comité

Consultatif International de Télégraphie ct de Téléphonie (CCnT). Ils kcy charactcristic

is its capability of statistically multiplexing variable bit rate sources on transmission links

at constant bit rate. Hs small fixcd packet size and the quasi absence or error control and

flow control on link-to-link basis make il suitablc l'or the integration of many digital

services. The need for link-to-link error control îs climinated by the use of high qll~llity

physical communication media such as optical fibre, which is known to achicve a bit

errar prabability as low as 1x 10,10. Proper resource allocation and queue dimcnsioning

in the network is expected ta guarantec a minimum quality of service withoUI the usc or
eomplex flow control mechanisms. The ceIl structure used in ATM consists or a 5-bytc

header and a 48-byte payload, as ilIustraled in Table 2.1.

Virtual Circuit Identilicr (VCI)

Payload Byte # 1

Header Error Control (HEC)

Cdl

Loss

Priority

Payload Type (PT)

Virlual Circuit Idcntiticr (Vel)

Virtual Palh Idenlitier (VPI)

Virtual Path Identifier (VPI)

Virtual Circuit Identifier (VCI)

•••

Payload Byte # 48

Table 2.1 ATM ccII format

•
The most important functîonality of the eeU headcr is to providc rauting

information through the use of its virtual path identifier (VPl) and virtual circuit
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id<.:ntificr (VCI) ficlds. Thc VPI providcs the coarse level of routing information whereas

thc VCI providcs thc fincr Icvcl of routing information. Altematively, a VPI can be seen

as a hundlc of VCls that could ail belong to the same end-user, a corporation head office

for instancc. The hcader error control byte provides error detection and correction

capabilitites for the first 4 bytes of the cell and is also used for cell delineation in ATM

rcccivcrs.

Thc ATM network itself consists of an interconnection of ATM switches spanning

a gcographical arca whose size depends on the particular network implementation,

namcly LAN, MAN or WAN. Through special devices providing user-network interface

(UNI), clients can access the network in order to send and receive cells. ATM being

primarily meant 10 be connection oriented, a connection establishment phase prior to each

cali will trace a suitable path between the sender and receiver, and will add the

corresponding routing entries in each switch database crossed by the particular

conncction being setup. More precisely, this routing entry consists of an incoming

VPINCI pair, an outgoing VPINCI pair and a switch output port identifier. When a cell

reaches a switch, its VPINCI is used as the key of a look-up table search in the switch

database. From this search, the new VPINCI values of the cell are obtained as weil as

the output port identifier where the cell should be forwarded. So, while an ATM cell

crosscs thc various network switches leading to its destination, its header VPINCI values

gct changed successively and this process is referred to as header translation. This

translation is necessary since the routing fields of a cell are only meant to hâve a local

significance, as opposed to an otherwise end-to-end or global significance. Given this

local significance, a specifie value of the routing fields can be reused at will across the

network.

2.3 B-I8DN switching technology

A broadband integrated services digital network (B-ISDN) is a network

architecturc dcsigncd to accomodate various types of trafflcs like data, voice, images and
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video. Applications and services are expected to expand rapidly once thesc nctworks

acquire a bigger share of the WAN and LAN markets. On the basis of its numerous

strengths, ATM has been chosen by standards committces (ANSl Tl, ITU SG XIII) tn

be the uniting underlying transport technology of B·lSDN.

2.3.1 Layered reference model

In order to describe the functionality of B·lSDN, CClTT recommendation 1.321

[3] introduced the B-ISDN protocol reference mode!. This mode! is a layered

architecture following the seven layer reference model of Open Systems lnterconnection

(OSI) defined by the International Standards Orgranization (ISO). The layered approach

to data network specification consists in partitioning the networking lask intn layers

containing specific modules. Each module implements a function (e.g., provides a

service) in support of the overall task and is implemented through a sortware proeess or

a hardware device. The particularity of these modules is lhat they are distributed. For

instance, when a connection is setup between two nodes of the network, corresponding

modules in corresponding layers are created at both ends of the connections. One such

pair of distributed modules is called a pair of peer processes and could be responsible

for end·to·end exchanges of flow control, congestion control or error control information

related to the eonnection. The protocol reference stack for B-ISDN is presented in

Figure 2.1. AIl elements of the B-ISDN such as switching nodes and user network

interfaces (terminais) have to comply with this reference mode!.
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Figure 2.1 B-ISDN protocol rcference stuck

The B-ISDN reference model is partitioned into the usuallayers and additionally

into planes. The user plane can be considered as the most important as it regards the

transfer of user information. The control plane is responsible for caU establishments

through signaling functions and for other connectian control functions. The plane

management and layer management planes provide management functions and allow the

interworking of the user and control planes.

•

ln the B-ISDN refcrence model, ATM appears as a set of three layers· shared by

the user and control planes. Th\':; ATM adaptation layer (AAL) is the highest layer of

ATM and provides functions for converting user information into the 48 byte payload

units that are required by the AT~Vllayer for transmission. The ATM adaptation is a

two-step packetization process of user information. First, this information is packetized

into variable length units called convergence sub-layer protocol data units (CS-PDU) by

the convergence sub-layer of AAL. Then, these CS-PDUs that can he as long as 64KB

in the case of AAL-3/4/5 are packetized into smaller 48 byte units called segmentation

and reassembly sub-Iayer protocol data units (SAR-PDU) by the segmentation-
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reassembly (SAR) sub-layer and are passed down to the ATM layer for transmission.

Both sub-layers of AAL add their own overhead to the user information tOI' sueh

purposes as protocol data units ordering and end-to-end crror control. On the receive

side, the whole proccss is reversed such that the SAR-pDUs reccived l'rom the ATM

layer are reassembled into CS-l'DUs, then the payload is extracted from these CS-l'DUs

and passed to the upper layer, which may or may not be the final application. Different

AAL types are defined (AAL-l through AAL-5) for supporling different classes of

trafflc.

The ATM layer is responsible for appending the suitable header to SAR-PDUs

received from AAL before forwarding them down to the physical layer. Similarily, cells

received from the physicallayer have their header strippcd off and are passcd lo AAL.

In the case of switching nodes, the ATM layer provides the hcadcr translation and

routing functions.

The physical layer transmission funclions perform thc formatling of the

transmitted cells according to the transmission protocol and mcdium uscd. Thc

associated receive functions provide bit tiuùng, ccli delineation, HEC verification and

extraction of idle cells.

2.3.2 Quality of service concept

With the advent of B-ISDN and in particular ils underlying asynchronous transfer

mode, the concept of fixed quality of a connection (which was taken for granted in

synchronous transfer mode environments) does not apply anymore. The asynchronous

nature of ATM leads to dynamic variations of the load across the network and in turn,

these introduce variations in the quality of service achieved on the various established

connections. The Quality of Service (QoS) of a particular connection can usually be

described in terms of cell transfer delay, cell delay variation and cell loss probability.

In order for B-ISDN and ATM to be interesting from the user's point of view, the
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network has to he designed, operated and managed in such a way that the QoS can be

guarantced. Given that ATM's most interesting features rely on statistical multiplexing,

the guarantces mentioned here are not strict but rather have to be expressed by means

of likclihood and probabilities.

Accordingly with the taxonomy developed around ATM, a QoS class is defined

as a set of objective values for eaeh of the performance parameters of a connection,

namely cell delay and cell loss ratio. Il is expected l'rom B-ISDN implementations to

providc the users with various QoS classes. In Figure 2.1, four such preliminary classes

A,B,e and D are shown. Each class has its parameter objective values chosen to fit a

particular type of traffic source. Vpon cali setup, the user should be able to specify the

QoS c1ass desired for its connection. Then, the associated quality of service should be

guaranteed by the network for the whole duration of the session.

Essentially, the QoS can be guaranteed in the network by first preventing

congestion and, in case of congestion, by selectively penalizing the connections

according to their requested QoS. Mechanisms to prevent and manage congestion

incillde bandwidth allocation, rate flow control, window flow control, credit flow control,

transmission schedliling, bul'fer space management, cell tagging and selective ccli discard.

They arc described in section 5 of this chapter.

2.4 ATM switching node

The ATM switching node is the corner-stone of ATM technology. Il consists of

a switching fabric transmitting and receiving traffic through ils input-output controllers

and that is under the authority of a control complex. A switching node architecture is

gcnerally characterized by ils queueing strategy (input, output, shared) and its traffic

processing priority scheme. The various logical components of the switching node are

illllstrated in Figure 2.2.
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Figure 2.2 ATM switching nodl:

2.4.1 Input - Output controllers

The input and output eontrollers are responsible for intcrfacing the swilching notle

with the incoming and outgoing physieal links. They are the siege of the implemcnlation

of the physical layer of the switching system. The input controllers cxtract the cells

from the various incoming physical protocois used (SONET, SDH, TAXI, OS l, DS3)

whereas output controllers provide the ccII fonnatting capaeities for the various oUlgoing

physical protocols. Input eontrollers ean be eonsidered as ecU demultiplexers that arc

responsible for translating the header of the ineoming eeUs and for separating thesc cclls

aeeording to their respective destinations. They ean also provide ecU buffering and ccII

duplication for multieast connections, depending on the type of switching node

implemented. The input controllers may include sensor runetions associated wilh
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operation and management tasks Iike traffic monitoring, policing and extraction of OAM

cells. Output controllers can be eonsidered as ccII multiplexers that are responsible for

pooling the cells destined to the same output pOlt in a common queue before they are

transl11illcd.

2.4.2 Switching fahric

The switching fabric is responsible for effectively transporting incoming cells

J'rom input links to their destined output links. Given the asynchronous mode, incoming

eclls on different input ports of the switch will sometimes compete for the same output

Iink. This output contention phenomenon is what makes the design of ATM switches

sllch an enormous challenge, as it brings along the need for queueing of cells inside the

switches.

A wide variety of ATM switching fabric architectures have been devised during

the past J'ew years. Each of them is characterized by the particular way it handJes output

contention, the structure or medium it uses to forward the cells to the output ports of the

switch and its trafflc proccssing priority scheme. An attractive classification of switching

architectures taken l'rom [4] is presented in Figure 2.3.

Thc first fork in the classification tree partitions the switches according to the

time and space division of the switching task. Time division switching usually involves

the sharing of a single resource among the many input ports of the switch. This single

rcsource that is being shared can be a ring, a bus or a memory. In ail cases, the access

to the resource by input ports must be mutually exclusive, thereby preventing the

scalability of this type of architecture. Indeed, the more inputs are added to the switch,

the shorter is the access time to the shared resource. These architectures usually employ

sorne form of internai speed-up or a high degree of parallelism in arder to maximize

their aggregate bandwidth.
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Figure 2.3 ATM switching fabries c1assilicntion

Shared memory architectures [5,6,7,8] differ from shared bus architecture in Ihal

the buffering spaee is shared among ail input ports. Shareù bus architectures have

individua! dedieated buffers for ail inputs or outputs. Sharing the lllelllOlY amllng ail

switeh ports leads to a more efficient use sueh that for comparable perl()rnwnee, less

memory is required than for the case of non-shared memory architectures. Neverthless,

the use of more expensive multi-ported fast aeeess memory with wiùe ùatapaths is

needed to eounteraet the sequential nature of the shared memory anù improve the

aggegate bandwidth.

Space division switehing architectures arc eharacterized by their ability to forwarù

many eells concurrently. These architectures usually result from the interconnection of

small building blocks like two-input two-output nodes (2x2 nodes). For instance, N2

such 2x2 nodes can be connected in a N by N array to form the classic non-blocking N

by N crossbar switching fabric. Alternatively, a fewer number of 2x2 building blocks

can he conneeted together in a multistage configuration (Banyan, Delta, Shufne) resulting

in a N by N intemally blocking switching fabric. A switching fabric is qualifieù as
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inlcrnally blocking when sorne of the permutations of its inputs eannot be aehieved

without interna! contentions. Then, in order to use thesc internally blocking switching

I"ahrics in ATM without risking ccII losscs, buffcring can bc provided insidc the 2x2

huilding blocks. Altcrnativcly, in a more complex approach, a front-end switch

conlroller [9] can bc used to continuously schedule batches of cclls that can be forwarded

concurrently without producing internai blocking.

Thus, the internai blocking property of sorne classes of space switches can be

taken care of by proper buffering and scheduling strategies. Additionally, as wi th ail

.~pace switches, the concurrent forwarding of cells gives rise to the second type of

switching conflict known as output contention. This eonflict can be taken care of by

queueing contending cells at each input port. Simple input queueing is easy to

implement but has been shown to limit the line utilization factor to 0.586 [10] under a

uniform traffic assumption. The relatively low utilization factor is due to the head of

line effect, or in other words, the fact that a buffered ccII can be prevented from

accessing an available output port because the ccII ahead of it in lhe buffer is blocked

duc to outpul contention. This head of line effect ean be ruled out if special inpul

queues allowing departure of cells al arbitrary positions (bypass queues) are used inslead

of the simpler first-in first-oul type queues. A front-end conlroller is then used 10

schedule batch departures of cells going to distinct outputs. The combination of

bypassed input queues and scheduling ean force the line utilization factor to approach

one [II].

Instead of using these complex bypassed input queues and their assoeiated

cumbersome scheduler, the switching fabric can be built as a series of parallel spacc

division switehes coupled with output queues. Advantages of having parallel switching

planes are two-fold. First, cells competing for the same output can be forwarded

simultaneously on different planes. Second, if the planes are realized as inexpensive

internally blocking space switches, the front-end scheduler preventing internaI blocking

will bc simpler than if the switch only had a single plane. The reason for this is that the

multiple planes available will potentially lead the switching fabric to fullline utilization
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• even though the individual planes lhemselves are not used optimally. This non oplimal

use of the individual planes will allow the scheduling algorithm and therefore the

scheduling resourccs to be minimum.

In summary, spacc division type switching fabrics tend to be far more scalable

than their time division counterparl. In the context of B-ISDN where switches with

thousands of high speed ports are needed, scalability is the leading issue. SlII'veys of

switching architectures for ATM can be found in [12,13,14.15] whereas issues of

sealability and physicallimitations of large size ATM switching fabrics are surveyed in

[16,17,18].

2.4.3 Control complex

The control complex of the switching node is not involved in the actua\ task of

switching but rather in the operation and maintenance activitics required for Ihe network

to function. Information related to these activities is carried out through the network hy

operation and maintenance cells (DAM) whose format follows sOllle nelwork wide

signaling protocol. Through its local implementation of the signaling protocol, the

control complex can reccive and send DAM cells. Such DAM cells may be uscd for

such tasks as eonnection setup and exchange of congestion information between nodes.

2.5 Congestion control

Under the first impression, it may seem unreasonable to consider congestion

control mechanisms in broadband ATM nelworks, given the high bandwidth

charaeterizing their communication links. The fact is that images and video applications,

among others, are traffie sources whose burstiness and peak ccli rate are enormous.

Additional1y, the future needs of an information hungry society will surely bring along

new services with unsuspected eharaeteristics. Despite the faet that ATM was first

forseen to be a best effort teehnology, extensive research has been going on about the

pagc 17



lradc-olTs of integrating some congestion control meehanisms in ATM. As will be seen,

lllany of these mechanisms rely on the regulalion of source traffles aeeording to the state

of congestion aJong the eonnection paths. ObviousJy, modulating a source that exhibits

a real-time charaeter (voice, video, remole ploeess control) does not make much sense.

That is why a new ATM service eategory called the available bit rate (ABR) service [19]

is being added to the existent continuous and variable bit rate service categories. The

ABR calegory is inlroduced 10 supporl applications wilh vague requirements of

throughpUl and delays. This is preciseJy this service ealegory that eould be regulated by

congestion conlrol mechanisms in order 10 fill the bandwidlh gaps in the nelworks.

Congestion prevention mechanisms are usually partitioned into connection level and cell

level meehanisms and they arc presented nexl.

2.5.1 Connection level controls

Connection level congestion control meehanisms are active during the setup of

eaeh conneclion and they arc mainly responsible for:

• Palh selection and admission-rejeetion of a new eonneetion.

• Bandwidth allocation-dealloeation for the new or tom down eonneetion.

The palh selection and the admission-rejection of a new eonnection proeeed from the

traffic descriplors provided by the user in the conneetion requesl. Such descriptors shall

include peak cell rate, average ccII rate and maximum burst duration. From these

paramelers, the routing process consists in finding a path between the source and the

reqllested destination whose links can aecomodate the additional statistical traffic

mlilliplexing of the requested eonnection. The additional traffic brought by the new

conncction should not jeopardize the maintain of the quality of transmission (ceU loss

probability, cell delay variations) of other connections. Therefore, in order to

dynamically setup and tear down connections in the network, every link state (remaining

lInlised statistical bandwidth on a link) should be accessible through a distributed
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• database. The database content should be updaled continuously to rcncct the currcnt

state of the network links.

Each time a new connection is added to or removed from a link, the clIrrcnt slatlls

of the link in the database should he updated accordingly and this action is called

bandwidth allocation or deallocation. Real-time modifications of connections in the

network pose astringent requirement on the simplicity and efficiency of the algorithms

used for bandwidth allocation. An attractive algorithm reportcd in [20] introduccs the

concept of equivalent capacity (cD as being the link bandwidth rcquired by a connection

j with peak rate Rj cells/sec, mean rate rnj cells/sec and mean burst duration bj sec, when

the available buffer space for fecding the link is equal to X cells and the desired buffer

overflow probability is €. In practice, the equivalent capacity cxpresscd in cells/sec cml

be computed using Equation 2.1 and its value lies somewhcrc bctween Rj and I11j. The

difference (Cj - mj) can he secn as the cost of limiting the buffer overnow prob<1bility to

E.

c. = R. Yj - X + V[Yj - X]2 + 4Xpj Yj

} J 2Y
f

m
p.=--1.
} R.

}

(2.1)

(2.2)

(2.3)

•

Now. the aggregate capacity of a link with buffer space X and exposed to N

sources with parameters {(RJ. IDj, bj) 1je {1.2,....N} } can he obtained using the equivalcnt

capacity (cj) of each multiplexed source, as shown in Equation 2.4. The aggregate

capacity required for the multiplexed link will he equal to the surnmation of the

individual equivalent capacities in the worst case and will otherwise he smallcr a'i a
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• consequence of the statistical multiplcxing.

CaggrcgQtc =min ( m + aa ,t Cl)
1'=1

,,~ 21n ( ~) - ln(21t)

(2.4)

(2.5)

(2.6)

•

Connection admission and bandwidth allocation are thus the main mechanisms

of congestion control at the connection level.

2.5.2 Cell level controIs

Cclllcvel congestion mechanisms are those acting on each individual connection

and during thcir whoJe duration. They are otherwise known as flow control mechanisms.

They can follow a preventive or reactive philosophy and they constitute an important

field of research in ATM because this technology will not he useful if it cannot offer the

quality of service promised, that is, sorne guarantees on the quality of information

transfer to its users.

2.5.2.1 Preventive control

Preventive congestion control mechanisms are a1so known as open Joop control

mechanisms since they opcrate with predefined rules rather than considering the current

slatc of congestion of the network. A mechanism that does not consider the current state
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of the network might at first seem over simplistic. Preciscly. these preventive methotls

have for inccntive their implementation simplicity. Also. if the state of congestion of the

network is a process whose variation dynamie is fast (as wouId be the case with variahle

bit rate type traffic), then the benefits of modulating the trame sources with the

congestion information are not guaranteed. For instance, by the time the congestion

information is used for the traffle source modulation, the state of congestion may already

have evolved into something different.

Rate control is a class of preventive meehanism consisting in the individual

regulation of the rate of traffic of the various connections. This regulation can be

applied at the network entry points as weil as inside the network itsclf. The most

popular rate control meehanism is called leaky bucket and is illustrated in Figure 2.4.

It is composed of a token pool that is regenerated at a ccrtain rate. The head of line ccII

in the data bul'fer will only leave the buffer if a token is available l'rom the token pool.

Thus. the leaky bueket controller does not eliminate burstiness l'rom the incoming trame.

In fact, the controller ccli departure process will allow a maximum hurst duration cqual

to the capacity of the token pool.

Data Buffer

CcII
ArrivaI

--1-l -I-}-~n Cell
~ ~.j-----~ Departurc
~-_. _. - Î

Token Pool

1Token
Arrivai

Figure 2.4 Leaky bueket eontraller
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The goal of the leaky buekct is not to smooth tralTie but rather to reslriet eaeh

eonneetion traffie to the parameters eontracted al setup phase. Indeed, the paramelers

of the leaky bueket, namely token pool size and token arrivaI raIe ean be dcrived from

the eonneetion parameters in such a way that the leaky bucket output traffic conforms

10 the parameters contracted for the connection [21,22]. Alternative methods for rate

control include the jumping window and the moving window [23] mechanisms which

consisl in Iimiting the number of cells from a source to a certain number N during a

given time window T. Other methods c1aimed to be more effective, control the

probability density funclion of the sources rather than their peak and mean ccli rate [24].

Trallsmission schedulillg [25] is a type of control applied at each output port of

switching nodes. Il is a mechanism that controls how many cells from each connection

will be sent on an output Iink of the switch during a certain interval and also the order

in which the cells are going to be issued. This virtual scheduling of cells is particularly

interesting in the presence of trafflc classes having different delay requirements since it

allows the prioritization of trafflc processing.

Finally, buffering policies creating a partitioning and prioritization of buffering

space in the switching nodes can be used to distribute the consequences of a state of

congestion. For instance, high priority buffer space can be reserved for classes of trafflcs

with stringent quality of service parameters, thereby pushing eventual congestion effects

toward low priority classes of trafflc.

2.5.2.2 Reactive control

Reactive control mechanisms are those behaving Iike feedback systems. Using

sorne periodically updated measure of the congestion status of the network, they regulate

the cell emission of each connection accordingly. Again, this trafflc regulation may be

applied directly at the sources or may be distributed ail over the network. Two schemes

of reactive mechanisms are often proposed [26], namely credit credit based and rate

hasecl mechanisms.
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The credit bascd scheme is also qualiticd as link-by-link window flow control

since it is meant to act individually on every conneetion of every link. The recciving

end of every link Iogically or physically reserves some fraction of ils total buffering

space for each flow controlled connection. Let 8 be this buffering space reserved for

each flow controlled connection and expressed as a number of cells. On eaeh link, the

receiving end keeps track of the count of forwarded cells for eaeh connection whereas

the transmitting end keeps track of the count of transmitted cells for each connection.

Each time the receiver proceeds to the forwarding of li. cells belonging to a certain

connection, it sends the updated forwarded cell count to the transmitter. When the

transmitter receives the forwarded cell count, it knows that the receiver can accomodate

the transmission of (8 - transmitled cell count + fonvarded cell cOlmt) additionnai cells

belonging to the particular connection for which the credit transfer occurred. As the

transmitter sends down the cells, it updates the credit balance for the particular virtual

connection (VC) accordingly. The proeess starts ail over again when the receiving end

has forwarded an addilionaI li. cells. If we detine N as the number of equal bandwidlh

connections multiplexed on the link and RTT as the round-trip time between transmitter

and receiver expressed in terms of cell transmission lime units, the maximum average

bandwidth that eaeh connection can aehieve expressed as a fraction of 1 is [27]

8
BandwidthmaLavcrage = -R-rr--+-li.-N- (2.7)

Therefore, it can he seen tha! for a given connection to use full bandwidth of the

link at burst time given RTT and N fixed, the reserved buffering space 8 and the

frequency of credit transfer from the receiver to the transmitter (l/li.) will have to he

high. This observation implies tha! effective credit based congestion control mechanisms

may necessitate a high complexity of implementation. The per-VC queueing required

to implement hop-by-hop per-VC based credit scheme significantly affects the

complexity of the switching node architeeture as cells from ail live VCs have to he

accessible in a random fashion. This accessibility can he provided by using a linear
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linkcd list in RAM for each live Vc. An interesting consequence of the per-VC

qucucing required is that a suitably fair service policy as weighted round-robin wouId

allow an excellent control of the per-VC ccII latency. Nevertheless, if a lessening of

implementation complexity is required, the credits and buffering space could be managed

on a group of connections basis or on a traffic class basis rather than on an individual

conneclion basis.

Rated based reactive control schemes regulate the traffic on a connection basis

at the source end only. Forward exp/icit congestion notification (FECN) [39] is such a

melhod in which the switching nodes of the network are able to monitor their congestion

state. ln case of critical congestion on a link, they tag the header of the ceUs affected.

When these tagged ceUs reach their destination, they trigger the transmission of

congestion warning messages back to their respective sources. In a variation of this

method called backward exp/icit congestion notification (BECN) [39], the congestion of

a swilching node results in the immediate transmission of congestion warning ceUs from

the point of congestion to the sources of the affected connections. With this variation,

the feedback information is obtained faster but it comes at the expense of more

intelligent nodes. In order fo these FECN and BECN methods to be effective, the

switching should be able to recognize link congestion and further, which connections on

a link arc responsible for the congestion.

While ATM technology has not matured to the point where congestion control

mechanisms could be standardized precisely, it is foreseen that rate and credit schemes

may have to coexist [28]. The reason for this is that the credit schemes are very

effective on short distances (LAN environments) and become outrageously inefficient

over longer distances as pointed out by Equation 2.7, thereby forcing the use of simpler

rate control sehemes. There is an obvious trade-off between the simplicity of a

congestion control mechanism and ils effectiveness.
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2.6 Signaling

Signaling can be defined as the set of functions allowing the exchange of

operation and management information between the switching nodes and the users.

Signaling cornes in two flavors, that is user-Ilelwork illterface Siglllllillg for service

establishment-initiation and Ilelwork Ilode interface Siglllllillg for exchange of call

handling information between switehing nodes. The definition of a signaling system or

protocol consists of the description of the format of the various signaling messages (e.g.,

eonnect request, disconneet request, cali processing) as well as the description of a means

of transportation of these messages across the network. In the context of ATM

technology, the first phase of the user-network interface signaling messages format is

presented in the ATM User-Network Interface specification Y3.0 [39] and has been

recently standardized under the name ITU-T Q.293 1. Signaling messages are submitted

to and received l'rom the network through a reserved vi l'tuai channel called SiVe and

characterized by YPI=O and YCI=5 [29]. A special ATM adaptation layer protocol

dedicated to signaling messages and ealled SAAL is responsible for the conversion

required between the signaling messages and the signaling cells earried on the SiYC.

SAAL resides in the control plane of the reference model (Figure 2.1) and provides

reliable delivery of Q.293 1 signaling messages. Further details concerning SAAL arc

available in ITU standards documents Q.2130, Q.2110 and 1.363.

There is a wide expertise in the field of signaling systems because they arc also

extensively used in synehronous transfer mode networks and in other packet networks.

The difficulty with signaling in ATM arises l'rom the fact that B-ISDN defines many

services involving multiple connections and parties per cali. This makes current

signaling systems rather unsuitable [30] and explains why standards in this domain are

still in development. This weakness of standards lead early switching equipment

manufacturers to use semi-proprietary signaling systems, on the premise that multiple

signaling systems can coexist in ATM [31].
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2.7 SONET and SDH physicallayers

Synchronous Optical Nctwork (SONET) and Synchronous Digital Hierarchy

(SDH) are simiJar framing and multiplexing standards originating from Bellcore and

CCITI respectively. Fibre optics bccoming the medium of choice in high speed digital

networks and the proliferation of proprietary interfaces drove the need for such standards.

SONET being the north-american standard, its features and its relation to ATM are

presented in the following. Differences between SONET and SDH are only minor and

weil documented [32].

2.7.1 STS-l frame structure

The basic building block and tirst level of the SONET hierarchy is called

Synchronous Transport Signal Level-I (STS-l). The STS-l frame is drawn in Table 2.2

as an array of bytes having 9 rows and 90 columns. The frame is transmitted one row

after the other and from left to right at a line rate of 51.84 Mbs resulting in a frame

duration equal to 150IlS. The STS-l frame includes overhead bytes for functions such

as framing indication and eITor monitoring. These overhead bytes are partitioned into

three distinct groups so that path, Jine and section levels of a connection can be

controlled and monitored independently. Path overheads regard the management of a

connection at the end-to-end level. Line overheads manage the segments of a connection

that are between pairs of transport nodes and section overheads manage the segments of

a connection Ihat are between pairs of regenerators or regenerator and transport node.

This partitioning of the overhead resources of SONET frames a1lows for an easier fault

localization.

SONET receivers can recover the timing of the incoming signal reliably because

frames are transmitted synchronously (that is, without gaps between them) and they are

scrambled prior to tmnsmission using a polynomial generator, in order to eliminate long
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• strings of ones and zeros that couId unlock rcccivcrs phasc-lockcd 1001' circuitry.

Overhead bytes A1 and A2 arc constant unscramblcd bytes that allow the rcccivers to

locate the beginning of each incoming frame.

JI • ••
Ordcrwire User BlP-S PayloacJ Puyluml
El FI B3 Byle 87 ••• Bylc

t72

Data Corn Data Corn Signal Payload Paylllad
D2 D3 Label Byte 173 ••• Byte

C2 258

Pointer Pointer Puth Payload Payload
H2 Action Status Byte 259 ••• Byte

H3 GI 344

APS APS User Payloud Payload
KI K2 Channel Byle 345 ••• Byle

F2 430

Data Corn Data Corn Indicator PayloacJ Paylnad
D5 D6 H4 Byle 431 ••• Byle

516

Data Corn Data Corn Growth Payloud Payload
08 D9 23 Byle 517 ••• Byle

602

Data Corn Data Corn Growth Payloud Payload
D11 D12 Z4 Byte 603 ••• Byte

688

Growth 1 Orderwire Growlh Payload Payload
FEBE E2 25 Byle 689 ••• Byie
22 774

Table 2.2 SONET STS-I frame structure
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2.7.2 Multiplexing

STS-I signais originating from various sources can by carried on the same fibre

in the form of a higher level SONET signal. For instance, N individual STS-I signais

can be byte interleaved to result in a STS-N signal whose line rate is N times faster that

the fundamental 51.84Mbs associated with STS-l. Also, a single signal whose

bandwidth exceeds the capacity of STS-I can be carried using a concatenation of N STS

1 signaIs resulting in a STS-Nc signai. A STS-Nc signal differs from a STS-N signal

in that most overhead bytes of its STS-I underlying signais (except the first STS-I) are

not proccssed.

One of the most revolutionary features of SONET and SDH is the way they

h.mdlc the multiplexing and demultiplexing of signais [33,34,35,36]. More specifically,

the way they perform the correction of the frequency and phase mismatches of

plesiochronous+ signais is very efficient. Among conventional solutions for this

frequency justification of signais, one consists in bit-interleaving the input signais into

a resulting multiplexed framed signal. The frequency mismatch is taken care by positive

bit stuffing in fixed locations of the resulting frame. This method leads to a high degree

of complcxity when multiplexing is applied recursively because each multiplexing injects

anothcr framing stage in the hierarchy along with its stuffing bits. Then, the extraction

of one of the low level signais results in the complex unframing and destuffing process

of ail prcvious lcvels of multiplexing.

Another conventional multiplexing method consists in mapping signaIs into fixed

locations of the resulting multiplexed framed signal. In this method, the frequency

justification between signaIs is absorbed by frame skipping, which is made possible

through the use for each input signal of a buffer whose length is given by Equation 2.8.

+ SignaIs whose frcquencies have the same nominal value and whose frcquency
dcviations arc constraincd within specified bounds.

page 28



Buffer Lengtll
= muftipfexer outplll frame fellgtll

muftipfexer input llumber
(l.Hl

This method is attractivc becausc the abscnce of bit stllrtïng resllits in an easy

demultiplexing. Nevertheless, the buffers requircd increase transmission dclays and the

overall hardware rcSOlirces.

SONET and SDH combine the best featllres of the two previous methods. The

need for input buffers at each input of a multiplexer is eliminated by allowing the

payload of STS-l, namely the Synchronous Payload Envelope (SPE) to 110at inside the

frame. The precise location of the starting point of the SPE in each frame (J 1 overhead

byte) is indicated by special pointer overhead bytes 1-11 and 1-12. Then. positive hyle

slllffing in a frame is accomplished by incrementing the SPE poinlers Il 1. 1-12 and nlllIing

the SPE byte following 1-13 whereas negative byte-stllffing is aceomplished in a frame

by decrementing the SPE pointers and inc!lIding overhead byte 1-13 in the SPI'.

2.7.3 Transport of ATM ceUs

Sincc SONET and SDI-I have been selected in the context of B-ISDN as Ihe

primary physical layer to be used for ATM because of their scalablc high performance

capabilities, they are obviously weIl suited for ATM ccII transpon. SONET and SDII

frames even have sorne built-in mechanisms for ATM ccII transport. The ovcrhead byte

H4 is defined as a star! of œIl pointer and thereforc could be lIsed in the cell dclineation

process at the receiver [37]. In practice though, 1-14 is not used by the receiver and the

œIl delineation rather proceeds from the header error control (HEC) byte of each cclI.

In order for the rcceiver to localize the starting point of a ccII, it continuously computes

the modulo-2 division of latest 4 SPE bytes rcceived and shifted left eight bits, by the

generator polynomial used for the HEC byte generation, namely g(x) = I+X' +X2+X".

When the remainder obtained from the division matches the fifth byte reccived, the

rcceiver can infer the starting point of a ccII within a certain interval of confidence. For
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/I1ore aceuraey then, receivers usually implement an algorithm through which ccli

synehronizalion is only inferred after a minimum number of matching remainders

separated by the receplion of 53 SPE bytes are oblained.

The transmiller places the cclls contiguously in the SPE and the pointers Hl-H2

are siJlIply lcft to sorne constant values. Because the cell delineation is done using the

HEC byte of the cells, upon system reset, the very first cell transmitted can be placcd

anywhcre inside the SPE. Then later, when there is no complete ccli to transmit, stuffing

ATM cells are j • to the SPE instead. These special idle cells have a special reserveù

header allowing the receiver to recognize them and discard them. Without these idle

cells insuring that each SPE is packed with cclls, the recciver could not maintain its ccli

synchronization and therefore couId lose eells.
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Chapter 3 Test system requirements

This chapter depicts and defines the role of testing in ATM. It partitions the

testing activity into embedded mechanisms responsible for run-time perfornlUncc

monitoring of cell transfers in the network and individual network element tesling using

dedicated test equipment. Furthermore, the network element testing parameters are

extracted and classified as funetional parameters and performance parameters. The

functional structure of the proposed ATM switching node lest system is derived.

3.1 Definition of testing in ATM

In the context of ATM technology, system level tesling ta~ks arc usually

partitioned in two classes. At the highest level, the term network wide testing refers to

the set of operation and maintenance functions that are embedded in the various clements

eonstituting the network. Then, at a lower level, ATM element testing is defined as the

conformance assessment of the individual ATM elements such as the switehing nodes,

addldrop multiplexers and terminais. Network wide testing and ATM clement testing are

not standardized keywords but they are often seen in the literature.

Whereas network wide testing is suitable for providing fault management and

rudimentary performance monitoring to the network operator or user, ATM elemenl
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lesling is neeessary in order for nelwork operalors or equipment manllfaclurers 10

lhorollghly check the funclionalily and performance of eqllipment against specified

values. This conformance testing is especial1y important for newly manllfactllred

equipments or newly instal1ed equipments.

3.2 Network wide versus Network element testing

Accordingly with the ATM testing definitions above, the task of assessing the

fllnctionality and performance of an ATM network may be seen as a two level process.

The typical ATM network consisting primarily of an interconnection of switches,

add/drop multiplexers and terminais spanning an arbitrarily large geographical area, the

firsl level of testing concerns the individllal evalliation of these clements lIsing high

functionality cllstom test systems. In particular, switching nodes being the clements the

most Iikely to affect the qllality of service of the network, their correct behaviollr has to

be confirmed with great care. The second level of testing goes beyond individual

clements of the networks as it rather regards the network as a whole entity.

3.2.1 Network wide testing

Network wide testing is accomplished through mcchanisms that are part of the

network, or more precisely, standardized mechanisms that are embedded into the various

elemenL~ of the network. These mechanisms provide sorne level of run-time performance

moniloring, fault management and facility testing. They are part of the layer

management plane of the B-ISDN Protocol Reference Model introduced in chapter 2 and

they have been standardized in !TU 1.610 [38] for the specific case of the user-network

interface. They can be partitioned into three classes, depending if they concern AAL,

ATM or Physical layer.

Thc Operation and Maintenance (OAM) functions associated with SONET STS-3e
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• physical layer of the user-network interface nre illustrated in Tnblc 3.1 as wkcn from

[39]. The right most column identifies the SONET frame overhcad bytes l1scd by cach

fl1nction. When necessary, a specific field inside a byte is indicated in parcnthcscs. The

convention used labels the bits of a SONET byte from 1 to 8, the first bit transmittcd on

the Hne being 1. Similar OAM functions aIso exist for other ATM physical laycrs likc

DS3, 100 Mbs multimode fibre, unshielded twisted pair voice grade (UTP-3) und data

grade (UTP-S) cables.

Performance

Monitoring

Fault

Management

Facility Testing

Cell Header error monitoring

Une Error Monitoring

Path Error Monitoring

Section Error Monitoring

STS Path Alarm Indication Signal (AIS)

STS Path Remote Defcct Indicator (ROI)

Loss of ceU delineation / Path RDI

Une AIS and Une RDI

Path connectivily verilication trace

Table 3.1 Physical layer OAM funclions

Error Type

B2( 1-24), Z2( 18-24)

B3(1-8). 01(1-4)

BI (1-8)

HI, H2, H3

01(5)

01(5)

K2(6-8)

JI

•

As shown in Table 3.1, the functions are grouped into three categories callcd

performance monitoring, Jault management andfacility testing. Performance monitoring

functions detect coding violations at the section, line and path levels using SONET

overhead parity bytes BI, B2 and B3 respectively. These parity bytes result from an

even bit interleaved parity (BIP) check that is conducted at the transmittcr for each

transmitted frame and at the three levels of section, Hne and path. The rcceivcr applics

the same parity check rules and compares the results obtained with the BIP bytes

received for each frame. Each bitwise difference between a computed BIP and a
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received BIr indicatcs that at lcast one byte was eorrupted during transmission. The

receiver is responsible for eounting these block errors in each frame and for conveying

back thc count to the upstream equipment threugh overhead bytes Z2(18-24) for line

level and G 1(1-4) for path level. These errer count back propagating overhead bytes are

called line Far End Block Error (FEBE) and path FEBE respectively.

FauIt management functions are intended to detect, isolate and correct failure

conditions in the network. They are triggered by receptions of alarm indication signais

(AIS), remote defect indicators (RD!) and incoming signal failures such as loss of signal,

loss of frame and loss of pointer. AIS is used to signal an upstream failure to

downstream nodes through overheads HI, H2, H3 and K2(6-8). RD! is used to signal

a downstream failure to upstream nodes through overheads G 1(5) and K2(6-8).

The Layer Management plane of the B-ISDN protocol reference model also

includes OAM functions for the ATM layer of the user-network interface. These

functions regard fault management through alarm surveillance and connectivity

verification [40]. By opposition to physical layer OAM functions that use SONET

overhead to communicate, ATM layer OAM functions exchange information through

special ATM cells called OAM ceUs. There are two types of OAM ceUs, narnely F4 for

virtual path connections and F5 for virtual circuit connection. These cells have the sarne

structure as ordinary ATM ceUs but their payload is partitioned into specific fields as

iUustrated in Figure 3.1.
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F4üAM CeUs

OOOI.FERF
IOOO:Loopback

VCI 3 (segment)
VCI=4 (end·to-cnd) 000 l"'Fault management

Sarnc as
usets ecUs

G C OAM Function Funclion~SI'ccilicF VPI VCI PT L HEC CRC
C P CcII Type Type Fields

1 ~ "'------...
OOOO:AIS.

F5 üAM CeUs

G C OAM Function Function-SpecifieF VPl VCI PT L HEC CRC
C P CcII Type Type Iticlds

t/ T
~ ------...

OOOO:AIS
Sarne as PT=100 (segment)
uscr's cells PT=IOI (end·to-end) OOOl=Fault management

OOOl:FERF
1000:Loophack

Figure 3.1 OAM cells Iypes

Alarm surveillance involves detection, generation and propagation of virtual palh

connection and virtual circuit connection failure information. The failurc indicalion

signais are of two types, namely Alarm Indication Signal (AIS) and Far End Receive

Failure (FERF). The signal type is encoded in the funclion lype field of the DAM F4

and F5 cells, as indicated in Figure 3.1. AIS cells are used to warn downslream nodes

of an upstream failure. When an AIS cell reaches the public user-network inlerface end

point, a FERF signal cell is injected backwards in the network to warn upstream nodes

of a downstream fault. In definitive, AIS and FERF cells arc the ATM layer

counterparts of the AIS and ROI physical layer DAM signais. The third type of ATM

layer DAM cell is qualified as loopback cell and allows to perform connectivity

verification at the virtual path or virtual circuit level. Through a reserved field in the

loopback DAM cell, the loopback location along a virual connection can be spccified.

Ali operation and management mechanisms presented in this section arc coarsely
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slandardized by various bodies of the ATM field and they mainly concern the

connectivity verification at physical and ATM layers. Alternatively, more extensive

üAM mechanisms are proposed [41,42] so that in-service ccli transfer performance can

be monitored. There is an obvious trade-off between the complexity of the üAM

functions implemented and the simplicity of the resulting network operations.

3.2.2 Network element testing

Network element testing refers specifically to the individual conformance

assessment of the various elements composing the network such as add/drop

multiplexers, switching nodes and terminais. This verification is accomplished through

the lise of high capability probing cllstom equipment that is not necessarily part of the

network itself. In the context of this work, we are primarily interested in switching node

test systems, since these switching nodes have the most critical impact on the overall

network performance.

Because of the high bandwidth involved, the diversity of trafflc classes it handles

and the various physical media used, ATM network testing brings a whole new

challenge. While conventional approaches to protocol testing implement trafflc analysis

with software, ATM technology rather requires trafflc monitoring at line speed with only

the erroneous trafflc being presented to the network operator [43]. In order for such a

real-time trafflc monitoring to he possible, custom hardware circuits like pattern matchers

and decision engines the can check protocol mies must be used. In addition to these

high-performance issues, the monitoring equipment should also allow sorne degree of

programmability and modularity to suit the variety of trafflc classes and physical media

seen in ATM.
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3.3 Partitioning of test parameters

The task of conformance testing of ATM switching nodes ean be described as a

series of test parameters that have to be measured and checked against given

specifications. Ali test parameters can be partitioned into two classes, namcly the

functional parameters and the performance parameters. Functional parml1eters regmd the

various functionalities of the switching nodes as described in the B-ISDN protoeol

reference model introduced in chapter 2. Performance parameters rather concern the

quality of ccli transfer throughout the switching nodes. In the language of tcsling

science, the ease or difficulty inherent to a test paramcter measurcmcnt will be

determined by the controllability and the observability of that particular paramctcr.

3.3.1 Functional test parameters

As far as functionality testing is concerned, considering that the ATM

telecommunication network has already been logically partitioned into functions and

services, testing each function and service individually appears as being the most natural

way to assert the proper functionality of the system. Table 3.2 presents a classification

of the most important functional test parameters as gathered l'rom [44].
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"hysieal layer Inlcrfacing to transmission equipment

Ce!1 delineation and synchronization. header verification

ATM layer Cell switching functions, incJuding header translation

Traffic concentration and segregation

Policing functions

Buffer management

Control plane Signaling protocol handling at the access and network interfaces

Cali and connection related control functions

Resource management [eatures

Operation and Traffic management, billing and fault management functions

maintenance Interworking reJated functions

Table 3.2 Functiona! test parameters

Sorne of the functional test parameters are straightforward to measure since they

arc weil defined and usually do not depend on the load of the system. Furthermore,

parameters such as physical layer parameters, header translation and routing are easily

controllable and observable. Other parameters such as signaling and usage parameter

control are more problematic because they concern the evaluation of the execution of

complex real-time algorithms inside the switching nodes. Again, it is the controllability

and observability that will deterrnine their ease of evaluation. Complex switching nodes

are therefore required to come with special interface providing sorne level of internaI

information and controL

3.3.2 Performance test parameters

Performance testing is related to queueing effects in ATM networks. Because

ATM is based on statistical multiplexing, queue transients and overflows occumng under

network congestion can lead to cell losses, cell delays and cell delay variations violating

the quality of service contracted with the users. ITU recommendation 1.356 defines
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many parameters to evaluate the performance of the network and in the ease of the ATM

layer, they are cell delay, cell delay variation, cell loss ratio, cell misinsertion rate and

errored cells ratio. The test equipment should therefore be able to monitor these ATM

layer performance parameters. This monitoring has to be execUled while the network

undergoes a normal load, in other words, while the switching nodes are exposed 10

strcams of ATM cells having a certain mean and peak emission rate as weil as a certain

burstiness. This load must be obtained artificially through the use of traftic generators

if the test cannot be performed in a real environment. The trafflc generation is an

intricate task since it should be as realistic as possible but few experiences exist on real

trafflc sources. Table 3.3 presents performance parameters of aB-ISDN swilch as

gathered from [44].

;:,:l~?~~~9!~rij~ig~~~~1~:, 1~~0;~ i"''''!f{:'';';\Kç;?!o;,",',Ji:1 ",';"7;Y;,c.::,,: 'os"~ ";'.',>' ""'i'."""·:'L'f", ;"i"""
Cell Level Cell 1055 raIe due ta buffer overflow

CcII 1055 rate due to Usage Pararnctcr Control (policing) runetions

Average cell delay / delay jilter

Cali Level Cali blocking probability

Cali setup delay

Cali handling capability of the swilch control proccssor

Control plane Signaling protocol handling at lhe access and network intcrfncc.'i

Cali and connection relaled conlrol functions

Resourcc management [eatures

Operation and Traflic management, billing and faull management functions

maintenance Inlerworking relaled functions

Table 3.3 Performance test parameters

ATM technology and standards have not matured to the point where it would be

possible to provide an exhaustive list of the test parameters, test parameter objective

values and test methodologies. Nevertheless, objective values for the ccli level
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performance paramelers have been specified by the industry through the ATM Forum

139]. These specifications are provided for the four service categories of constant bit rate

(CBR), variable bit rate (VBR), available bit rate (ABR) and unspecified bit rate (UER).

Given that the ccli level performance requirements can be obtained more naturally on an

end-to-end connection basis, interpolation has been used in order to express them on a

per-switch basis. This way, the manufacturers can have .a clearer performance target for

the switching architectures they devise. These per-switch performance objective values

arc presented in Table 3.4.

ii,)fGlt~"11j :~'J;ii~~ir1i iiJ'€ii!if('~~~~I~imi~œl'mit
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CBR 1.7 X 1O.11I 150l's 250l's

VBR 1.0 x 10-7 150 l'S 250l's

ABR

UBR

1.0 X 10-7

none

none

none

none

none

Table 3.4 CeU level performance parameler objeclive values

3.4 Generator-Analyzer structure

The functional and performance parameters needing measurement and monitoring

being expressed, the switching node test system required to aehieve the testing goals can

be sketched. As it tums out, the test system required has the same basic stimulus

analyzer structure as other test systems used for analog and digital circuits. It primarily

consists of a cell generator and a cell analyzer that are connected to the device under

test. The basic ATM switehing node test system structure that is usually found in the

ATM literature is shown in Figure 3.2.

The cell generator creates a flow of test cells that are injected in the switching
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•

node under test whercas the ccli analyzer procceds to paramctcr extraction l'rom the

incoming tlow of test cclls. The figure also shows a special conncction belween the test

system and the control complex of the switch. At the lime bcing. this connection il' nol

defined in standards but it is rneant to incrcase the controllability and obscrvabilily of

the switching node, thereby simplifying its conforrnancc assessrnent.

Switching Node Test System

______s_w_it_c_hl_·n_glNod~__

Output
Contro\ler

Figure 3.2 Switching node test system structure
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The monitoring of the uforementioned test parameters should be carried out while

the switching equipment undergoes various realistic levels of load. The first reason

motivuling this is thut it is highly interesting to analyze the variation of parameters as

a function of the network load. Second, sorne perfomancc parameters like ccli losses and

ccli delay variations only reach critical values under sorne level of network congestion.

Thus, the ccli generutor has a double purpose. First, it has to create foreground ceUs,

in other words, cells that are recognized and used by the ccli analyzer for the various

paramcter evuluutions. Second, it has to create background ceUs whose only purpose is

10 simulule the background network Joad under which the various tests must be carried

oul. If the tests are carried out in a live environment, this background load generation

muy not be required anymore.

ln the specifie test system structure presented, the traffic generator and analyzer

arc side by side physically such that they have access to a common synchronisation

dock. This structure can he qualified as single box system. Transmission delay of cells

through a single switching node can simply be monitored by time stamping the

foreground cells using the system dock since both the ccli generator and the cell

analyzer have access to il. For the case where delay measurement between two sites is

needed, the single bo;( system can still be used at one site while the test cclls are looped

back at the other site. Altematively, the structure of the test system could be such that

Ihe ccli generator and cell analyzer be located in two different sites. Then, delay

measurements wouId be complicated by the fact that precise dock synchronisation

between remote sites remains a problem [45].

In summary, the typical ATM switching node test system consists of a traffic

generator and a traffic a.nalyzer whose physical interfaces correspond to the ones of the

equipment under test. l'roper traffic generation and analysis can lead to a reliable

evaluution of the vario\ls functional and performance pararneters constituting the

conformance assessment of an ATM switching node.
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Chapter 4 ATM traffic modelling

This chapter presents the issues associated with the cell gencration proccss

required by the test system. A taxonomy of traffic source modelling techniques is

presented as weil as sorne interesling modelling approaches found in the literatlll'e.

Modelling concems for voice and video sources are addressed. An impressive tralTic

generation system engineered by the Research & Development in Advaneed

Communications Technologies in Europe (RACE) called PARASOL is also prescnled.

Finally, hardware synthesis of stochastic processes is studied as it is required by the test

system proposed.

4.1 A taxonomy of traffic source modelling

As stated earlier, the monitoring of most test parameters should he carried out

while the switching equipment undergoes sorne realistie load. Il is needless to say lhat

the accuracy and validity of the parameter measurements strongly depends upon the

quality of the trafflc generation achieved by the test equipment. Unfortunately, whereas

the performance parameters themselves are weil known, the identification and

standardization of a reference load associated with their measurement has never been

done. Therefore, in the absence of such standards and reference documents, we are

page 43



J'oreed 10 procced l'rom a sel of assumplions on ATM traffie eharacteristics. From the

lest equipment point of view, a good quality traffic generation consists of a traffic model

that resembles as c10sely as possible the traffic that would be present if the switching

node were used in its intended environment. More precisely, the synthetic traffic should

be eomposed of a comparable number of sources, comparable traffle classes and

comparable traffie c1ass ratio. The diffieulty arising here is that poor documentatio,l or

knowlcdge is available concerning real ATM traffic. Most traffic classes are weil known

(statistically spcaking) at the source when they enter the network, however the queueing,

mulliplexing, prioritized processing, congestion and flow controls spanning the network

tend to reshape the traffie. Given that the switching nodes are effectively exposed to this

reshaped traffie, it is precisely this traffic that the test cell generator should reproduce.

As reported in [46], there are mainly three source modelling approaehes for ATM traffic,

namely memory based, stoclzastic process based and plzysica[ sources baud.

4.1.1 Memory based generation

This method simply consists in the recording and playback of a cell sequence.

The recording of real trafflc can be executed in a switching system in use. The worst

drawback of this method is the prohibitive amount of storage medium required to

produce a signifieant length cell stream. In addition, the use of a reeorded cell stream

prevents any traffic parameter l'rom being further varied and thus is not very flexible.

4.1.2 Stochastic process based generation

This traffic generation method consists in modelling the sources of an ATM link

by a single stochastic process whose parameters are adjusted carefully. The use of a

single statistical process encompassing ail the sources of a link can be seen as a black

box approach. In other words, the stochastic process ignores the statisticaI characteristics

of the individual sources and its only use is ta create a traffic that resembles the
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aggregation of ail sources of the link. The statistical proccss should idcally lcm! to an

easy and practical implementalion. An important drawback of this method is that givcn

the absence of a direct re!ationship between the traffic sources modelled and the

stor hastic model, the model cannot be easily tuned to retlect a load c1Ulnge. A separate

model wouId then have to be engineered for eaeh load level and mixlure desired. Il is

unc1ear how easy and how aeeurately sources eould be modelled by a single stochastic

proeess.

4.1.3 Physical sources based generation

In this method, instead of using a single stoehastie proeess to model ail sources

of a link at once, a distinct stoehastie process is used for eaeh traffie source. Then, these

individual stoehastie proeesses arc grouped to produee the resulling traffie of the link.

This model ean be seen as a !inear eombination of the individual source modc!s. In lhis

eontext, varying the load simply eonsists of adding, deleting or modifying sorne of the

individual processes. Physieal sources based generation usually leads 10 1Il0deis that are

more eumbersome than stoehastie based generation models.

4.2 General mod.eiling concepts

Provided a general ATM networl: eonsisting of a multitude of intereonneeled

switehing nodes, the traffie reaehing eaeh node will have a specifie history. For instance,

switehes located near the boundaries of the network will be exposed to traffie eonsisting

mainly in a direct multiplexing of the physieal sources (phones, video-phones,

eomputers). On the other hand, switehes loeated at the core of the network will receive

traffie that has been reshaped by surrounding network elements sueh as the switehes and

the addldrop multiplexers. This reshaping of traffie oceurring in the ATM network

should he eonsidered in the present study of traffie modelling sinee a switehing node test

s)'stem should ideally mode! this reshaped traffie and not mere!y a direct multiplexing
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01' physical sources.

ln the study 01' trame reshaping produccd by multiplexers and switehes, the ATM

multiplexer appearing in Figure 4.1 eonstitutes a good basis beeause in the limit, eaeh

output port of an N by N switehing node is nothing else than an N-to-I multiplexer. The

output link (OuI) of the multiplexer is shared statistieally among ail ineoming links (10

lo /0). The queue is used to aeeomodate the statistieal nature of the inputs being

multiplexed and it should be properly dimensioned (K) to eonstrain the paeket loss

probability below the value preseribed by the Quality of Service requested by the

mulLiplexed trames. A logieal partitioning of the queue ean allow a prioritized

proeessing of traffie classes using different Quality of Services [47].

•••
In

___.~'__________ Queue

M~- ··_]IJIIIJ--. Out

)4--K -.1

Figure 4.1 ATM traffie multiplexing

From the viewpoint of queueing behavior, a buffered multiplexer or an output

queueing switeh output port ean be modelled by a single server with deterministie service

time. The input to the queue results l'rom the superposition of ail ineoming traffie

streams. A fundamental theorem in queueing theory, Burke's theorem, states that for

MIMII, MIMIm or MlMloo systems with arrivaI rate À, the departure proeess is also

Poisson with pararneter À. Making use of Burke's theorem to eharaeterize the departure

proeess l'rom the queue of ATM multiplexers would be interesting for its traetability but

nol very aeeurate. First, the ineoming traffle to the queue results l'rom the merging of

many streams that may not he individua1ly suitably represented by a simple Poisson

proeess. Therefore, the merged proeess itself should not necessarily be eonsidered

Poisson. Furthermore, the service time of the server is deterministie, not memoryless.
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Theoretically speaking, the most embarrassing charaeleristie of Ihe depanure

process l'rom a multiplexer or a switch port is that il is a 1I011-rcllcwa/ proeess [4l' j.

Given this so-called non-renewal character, the interdeparture times of the eells ean no

longer be considered independent and identically distributed. As is observed in

simulations, the length of successive interdeparture intervals arc bighly correlated. The

Poisson process being memoryless by definition, it eannot represent this interdependencc

between departure intervals. When facing the need for uecurate traffle modelling us is

the case in queueing unalysis, this correlation of trafflc should be included in the models

us its influence on queueing behavior is cruciul. In the cont')xl of the present work, lhis

correlution modelling may also prove necessury in order for the performance parameters

of the switches to be evaluated prccisely.

Additionally, studies reported in [49] show that the cell arrivai processes

corresponding to Telnet, FrP and remote login sessions have their burstiness strongly

underestimated by the Poisson process modelling. In these studies, the assessmenl of the

quality of modelling by a Poisson process is a two-step procedure. First, u minimum

number of samples over which the arrivai rate is conslunt is selected and the interarrival

times of the sequence are checked for an exponential distribution using the Anderson

Darling [50] test or the more conventional X2 test. Then, the interarrival times arc

checked for independence using the autocorrelation of the sequence as an indicator.

In practice, it has been shown through various simulations that the departure

process l'rom un ATM node tends to be less bursty than the corresponding arrivai

process. This phenomenon called trajjic smoothing consequently reduces the mean queue

lengths observed in downstream nodes of each connection. Simulations found in [51]

report that using the squared coefficient of variation of interarrival times as a measure

of traffic burstiness, the smoothing effect of a single node varies between 1% and 4%

depending on the source traffic model used and the line utilization factor. The squared

coefficient of variation mentioned is defined as
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E[(X - /lx?]

(E[X])2
(4.1)

where X denotes the interarrival time and f.lX its mean value. In the same study, the

beneficial decrease in the mean waiting time caused by the smoothing of a single node

was estimated to be in the l%·5% range, again depending on the load and traffic model

used.

4.3 Sorne rnodelling approaches

Sorne traffic modelling approaches are introduccd in this section. Threc methods

are presented for modelling the superposition of voice traffics or more generaIly, any

traflic that can he considered bcing ON/OFF type. These methods are namely the Single

Poisson Process, the Markovian Modulated Deterministic Process (MMDP) and the

Markovian Modulated Poisson Process (MMPP). Then, the modelling issues conceming

specifically video sources are introduced.

4.3.1 Voiee traffie

Characteristics of digitized voice signais are weIl known since the modelling of

speech signais has becn a continuing research activity for at least fifty years. Figure 4.2

presents the packetization of a voice signal using adaptative differential pulse code

modulation (ADPCM). The voice signal itself consists of successive intervals of speech

and silence. The average duration of the speech and silence intervals is 350rns and

650ms respectively [52]. In the context of ATM, the packetization process is expected

to make use of a speech activity detector so that no cells get generated during the silence

periods of the source. Therefore, burstiness is introduced in the resulting celI stream in

favor of an average bandwidth requirement reduction. During the acti':ity periods, cells
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are emitted at a constant rate corresponding 10 32kbs in the specitic case of ADPCM

source coding. From a statistical viewpoint, the packelized voicc signal bccolllcs an

'ON/OFF' source whose active-inactive widths havc Illean valucs I/p and I/},

respectively, as indicated on Figure 4.2. For thc sakc of silllplicity, it is gcncrally

assumed that the successive talkspurt and silence periods constilule an altcrnating

renewal process, e.g. the width of each type of interval is an indepcndent randolll

variable. These ON/OFF interval widths can bc assumed to bc indcpcndcnt and

geometrically or exponentially distributed, as it has becn shown to bc consistcnl with

measurements [52].
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For the reasons mentîoned above, the statistîcal modelling of a single packetized

voice signal is reasonably simple. The situation is quite different when it cornes to

characterizing statistically the superposition of many packetized voice streams into the

queue of an ATM multiplexer or switching node. In most cases, complexity precludes

any kind of exact analysis 50 assumptions have to be made in order to obtain a trafflc

multiplexing model that is tractable.

One trivial way to model the multiplexing is to rely on the fact that the
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probability density function (PDF) or probability mass function (PMF) of the sunlluation

of independent random variables is equal to the convolution of the individual PDFs or

PMFs. If this method leads to an exact distribution for the rcsulting superposition of

traffic streams, it usually does not provide any tractable mathematical model for the

resulting process [53]. Also, the convolution operation being irreversible forces the

model to stmt from scratch whenever an input stream is added to or removed from the

multiplexed traffic stream. The following will present three diffel'ent approaches to

composite traffic modelling of ON/OFF sources. These approaches are namcly the

Single Poisson Process, the Markovian Modulated Deterministic Process (MMDP) and

the Markovian Modulated Poisson Process (MMPP).

Modelling the superposition of multiple voice or ON/OFF type packet streams can

be donc in a vP.ry attractive manner if it is assumed initially that eaeh voice packet

stream is a Poisson process of parameter

!J.À
(À + Il)

cells/sec (4.2)

where !J., À and Il have the meaning introduced earlier in Figure 4.2. The Poisson

proeess being additive, the resulting process is simply Poisson with a parameter equal

to the summation of the individual parameters. Il is known that a single paeketized voice

signal gets poorly represented by a Poisson process, however, when a large number of

sueh independent voiee signais are approximated by a Poisson process for the study of

mean waiting time in the queue of an ATM multiplexer, the results arc reasonably

aceurate when the utilized multiplexer bandwidth remains helow 0.7 [54]. Il must be

noted heee that the fact that the single Poisson process being able to predict the queue

waiting time under certain conditions is no guarantee that it is a good model for the

superposition of multiple traffic sources.

The Markovian Modulated Deterministic Process (MMDP) can he used to model

the superposition of multiple ON/OFF sources and it has been shown to he simple and
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rcusonubly uccurute [55.56]. The MMDP model for (m-l) homogeneous sources consists

of the following purumelers :

X(t) : Finite. irreducible. continuous-time Markov process with

state spacc S={O.I •...•m-I} representing the number of

sources in the active mode. (m-I) being the number of

ON/OFF sources modelled.

Bj E (Bo.Bi .....Bm.i) : Bi is a constant ccli arrivai rate associated with state j.

Yi E (Yo. YI ...., ym.l) : lIYj is the mean value of the exponentially distributed

sojourn lime associated with state j.

PI m x m J : The m by m probability transition matrix of the Markov

proccss

The MMDP Markov chain model is illustrated in Figure 4.3. The state transition

probabililies appear as arrows and they have not been labelled for more clarity. A

constant deterministic trafflc Bi is attached to each state of the Markov chain. Each state

of the chain has a distinct mean sojoum time (l/yj) that is exponentially distributed with

parameter yj. The parameter values of the model (X(t), B, y, P) can be obtained l'rom

the number of sources modelled (m-I) and the trafflc characterislics (~. À. /1) of the

homogeneous ON/OFF sources modelled using Equations 4.4 to 4.8 with N= 1.
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Figure 4.3 MMDP Markov chain

A simple expansion of the mode! [55,56] can lead to an hcterogcncous traffie

mode!, or in other words, a model representing

(4.3)

•

sources belonging to N different traffie classes. Mi rcprescnls the total numbcr of

sources of traffic class i, each traffie c1ass i having its own set of paramclers ~i, Ài and

J.li. The N~ensionalstate space of the model bccomcs A = {x =(XI, X2, .'" Xi, ... , XN)

10:5 Xi::; Mi , i = l,2,...,N} where Xi is the number of active sources of traffle class i.

Physically, each state of the Markov chain now represents a distinct combination of

active sources among aIl sources of all N classes. Again, each state of the chain has a

distinct mean sojourn time (l/yx) that is exponentially distributed with parametcr yx.

To simplify the model, it is assumed to he birth-death type sueh that eaeh transition will

only allow a single source of a single class to switch state. The birth-death assumption

makes the state transition matrix P become tridiagonal and therefore casier to handie.

AU parameters of the heterogeneous MMDP model (X(t), B, y, P) can he obtained using

Equations 4.4 to 4.8. ·The intuitive meaning associated with Equation 4.5 is that the

mean sojoum lime in state x (lIyx) is determined by Âi when most sources of traffle

page 53



• class i are inactive and by f.U when mosl sources of trafflc class i are active. The

intuitive rncaning ao;sociated with Equation 4.6 is that the probability of a transition from

state x to z, where a traffic c1ass i source switches from inactive to active depends on

the contribution of the inactive sources of class i to the mean sojoum time in state x

(lIyx). Similarily, the probability of a transition from state x to z, where a traffic class

i source switches from active to inactive dcpends on the contribution of the active

sources of class i to the mean sojoum time in state x (lIyx).

N

Yx =L [(~ - Xi) Âj + Xi ~J
i=1

(4.4)

(4.5)

(l) when
..

and i=l, ...,N(Xx z=xj

P = p~) when z=x, and i=l, ...,N (4.6)r,Z

0 otherwise

•

X/ = (X1,X2' •.•,xi+l• ...,xN)

x,- =(XI,x2, •••,x,-l, ...,XN)
(4.7)-.
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XEA , i=I, ... ,N

othenvise

(408)

XEA , i= 1,...,N

othenvise

The Markovian Modulated Poisson Process (MMPP) is another model for the

superposition of multiple ON/OFF sources and is used extensively to approximale the

superposition of packet arrivaI processes and the queueing delays in network queues. Il

is very similar to MMDI' in that it is based on a continuous-time Markov chain. The

main difference is lhat the traffïc attached to each state of the chain in no longer

deterministic but rather random with a specific Poisson distribution for each state of the

chain. Also, MMPP models usually come with fewer states lhan MMDI' [57] in order

10 produce more tractable models. As was similarily the case for MMDI', MMpP is

characlerized by the parameters :

X{t) : Finite, irreducible, eontinuous-time Markov process with

state space S = (O,l,... ,m-l) represenling the aClive

Poisson processo

Àj E (Ào, ÀI, 00" Àm.\) : Àj is the Poisson parameter assoeiated with state j.

Yi E (yo, YI, 000' ymol) : l/Yi is the mean value of the exponentiaIly distributed

sojoum time associated with state j.

P t mx m J : The m by m probahility transition matrix of the Markov

processo

The quaIity of the approximation obtained from MMPP dcpcnds on what statistics
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• of the supcrposed proccsses are used to dcrivc the paramcters of the mode! and on how

weil thesc statistics are translated to model parameters. In the following, one such

specifie mClhodology for the extraction of the MMPP model parameters from the traffie

characleristics is reportcd [58]. The Markov chain illustrating the process appears in

Figure 4.4. The chain only has two states (1,2) and the Poisson traffics are indicated by

ÀI and À2 respectively. fI and f2 represent the rate of switching between the states or

cquivalcnlly, the inverse of the mean sojoum times in each state. The sojoum time is

again considcred being exponentially distributed, by virtue of the continuous-time

Markov chain definition.

Îl. 1

Figure 4.4 MMPP Markov chain

Strictly speaking, the superposition of traffies is known to result in a complex non

rcnewal process in which interarrival times are correlated. Nevertheless, the specifie

approaeh reported here draws the following statistical characteristics from the

multiplexed voice signais using the renewal theory as a first approximation:

•
1.

2.

Mean arrivai rate

Variance-to-mean ratio of number of arrivais
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3. Long term varianee-to-mean ratio of the number of arrivais

4. Third moment of the number of arrivais

Ali these quantities are expressed as funetions of the individual voice stream

parameters, namely peak ccII rate during talkspurt li, silence mean duration III. and

talkspurt mean duration 1111, as introduced earlier in Figure 4.2. Then, these same four

quantitics are expressed in term of the parameters of the MM?? model (ÀI. À2. fi, f2).

By equating both expressions obtained for eaeh of the quantitics 1 to 4, Ihe model

parameters (ÀI. À2. fi, f2) ean finally be expressed as funetions of the number of sources

and the voiee traffic parameters li, À and Il in a very attractive way [58].

Despite their resemblance, the two specifie models of MMD? and MM?P presenled

herein constitute quite different approaches. Following the trame modelling taxonomy

introduced in chapter 4, the MMD? ean be qualified as a physieal sources hasctl

gelZeratiolZ model sinee every single source direetly participates to the mode!. ln

eontrast, the MM?? presented is rather a stochastie proeess based gencratiolZ model

sinee individual traffic sources do not participate directly to the model construction. It

is rather the statistical characteristics of the combination of the individual sources thal

participate to the model construction. Through the two examples of MMD? and MM??

presented and as outlined in the model taxonomy earlier, the physical source hasctl

philosophy has lead to a model whose construction is natural but whose use is

computationally expensive, especially for the case of heterogeneous sources. ln contrasl,

the stochastic pracess based philosophy has lead to a much simpler model (fewer stales)

whose relationship with the underlying individual sources is less apparent.

4.3.2 Video traffie

In the present task of broadband traffic modelling and generation, the

characteristics of video sources should be c10sely analyzed since this type of traflïc is
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cxpected to use an important fraction of the total bandwidth of the future B-ISDN.

Given the stalistical multiplexing at the basis of the asynchronous transfer mode, variable

bit rate coding of video is very important as it inereases the efficiency of the

multiplexing. Variable bit raIe video coding keeps the picture quality constant by

sending update information at a rate proportional to the rate of change of the pieture.

Once again, as was the case for voice signaIs, we are interested in characterizing

stalistically the inlerarrival distribution of a single packetized source and then of multiple

multiplexed packetized sources.

The difficulty arising with the statistical characterization of single video sources

IS lhat the great variety of coding methods used and types of scenes or images

transmilted make it a very complex and specialized topic. Coding methods can be

c1assified as intra-frame or inter-frame, depending if the intra-frame or the inter-frame

correlation (redundancy) of information is exploited by the coder. Some adaptative

coders can also switch between the intra-frame mode and the inter-frame mode.

depending on the nature of the current scenes being transmitted. For instance, an action

scene with fast movements wouId be best suited by intra-frame coding since the inter

frame correlation is smaller in this case. In summary, each operation mode of the coder

exhibits a distinct set of statistical characteristics and consequently, the entire process

bccomes very specific and difficult to describe [59]. Nevertheless, statistical descriptions

of video sources and multiplexed video sources exist for certain specific coding methods

and scene types [60,61,62].

4.4 PARASOL project source modelling

PARASOL is a program that was established under RACE to define measurement

and validation methods for ATM system and to develop prototype equipment. In the

context of the PARASOL project [63], the physicaL sources based generation philosophy

has been chosen in the development of traffie generation equipment. The source

modelling principles that it uses are presented in the following, as they constitute an

page 58



efficicnt and praclical road toward real-limc modclling for lraflïc generalion syslems.

Under PARASOL, lhe lraffic on a link is modcllcd by lhe combinaIion of a sel of

stochastic models. A hardware-softwarc module managcs lhe cvolulion of the slochastie

models and translates them in real-time into a corresponding flow of cells. The traffic

generated consists of a set of N sources, each source belonging to a specific source type

k E {l, ... , K}. Each traffic type is modelled by a continuous-time Markov chain in

which a specific cell departure pattern is attached to each state. At any time t, each

source of each type k has a specific current state i into its type Markov chain. If we

define m?J(t) as the number of sources of type k that are in slate i of their type Markov

chain at time t, the total number of sources modelled by the system is a constant N and

can be expressed as

(4.9)

Figure 4.5 shows the typical Markov chain used to model a traffic sourcc of some

traffic type k. Il shows the various states i E {l, ... , Il with their respective trarnc

patterns Âi as weil as the state transition probabilities pij represented by arrows between

the states. The main difference tr~tween tbis approach and the MMDP model presented

in section 4.2.2 is that the traffic attached to each state of the Markov chain is no longer

a constant cell departure rate but rather a special cyclic departure sequence called a

pattern. In each pattern, a dot represents a cell departure during a cell time-slot whereas

the absence of dot represents the absence of cell departure. Depending on the number

and distribution of the dots inside a pattern, various traffic characteristics can be

simulated. For instance in Figure 4.5, the pattern associated with state i=I-1 simulates

a bursty type traffic whereas the one of state i=2 simulates a constant rate traffic.
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Figure 4.5 Traffic Type Markov chain

As mcntioncd previously, the PARASOL approaeh co traffle modelling of multiple

sources of multiple types consisls in keeping a distinct current state for each trafflc

source of caeh traffle type. In other words, eaeh source continuously contributes to the

lotal traffic with the ccli pattern Ài associated with its CUITent state. The traffle generated

by the system eonsists in the aggregation of the patterns of an sources into a global

pattern. When a state change occur, a specifie source changes state, thereby changing

ils contribution to the aggregate traffle. The old contribution pattern from the changing

source is then removed from the global pattern and the new contribution pattern is

inscrted. Il is assumed here that the system should be able to remember the exact

contribution of every source in the global pattern vector.

The state changes are exponentially distributed with a parameter given by Equation

4.10. In the summation, indexes k and i refer to traffie type and source state

respectively. Tj(k) refers to the mean sojourn time of state i of traffle type k and is

chosen by the user. l11t(k)(t) is the number of sources of type k that are in state i of their

type Markov chain at time 1.
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• (k):EL ml (t)
k 1 r(k)

1

(4.10)

When a state change occurs in the system, only one source of one type will be

affected. The probability that the combination of source type k ~U1d source state i is

affected by a state change is given by Equation 4.11. The probabîlity 111a1 a specifie

source of the selected type k and state i is chosen is given by Equation 4.12. Once the

source is selected for the current transition, the new state is simply determined using the

state transistion probabilities attached to the current state of the source type Markov

chain [46].

1

4.5 Stochastic hardware

(4.11)

(4.12)

•

In the previous sections, methods have been presented in order to model ATM cell

streams with various stochastic processes. Care has been taken 50 that the modelling

processes share as many statistical characteristics with real traffics as possible. In the

present section, methods are presented to allow implementing arbitrary random processcs

using digital electronics.
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4.5.1 Random number generation

The building block required in oroer to synthesize to hardware the modelIing

processes introduced previously is the random number generator. For our purpose, a

random number will be defined as the value of a random variable unifonruy distributed

over the interval [0,1]. In the field of computing machinery or digital electronics, there

is no such thing a~ a random event but this intrinsie determinism can be circumvented

to allow produeing events that in a local sense, appear non-deterministic or as often

qualified, pseudorandom.

One of the most common approaehes for generating pseudorandom numbers is

called the multiplicative congruential method [64] and consists in starting with an initial

value Xo called the seed and then recursively computing Xn using

(4.13)

where a and m are positive integers. The Xn calculated this way is usualIy referred to

as a pseudorandom number and is taken as an approximation of a uniforrn [O,m-l]

random variable. The Xn sequence repeats itself after sorne finite number less or equal

to m. The values a and m should be chosen such that

• For any initial seed, the sequence has the appearance of a uniforrn [O,m-1]

random variable.

• For any initial seed, the sequence generated before repetition should he large.

• The modulo operation should be easily executed by a computer

Practically; choosing m as a large prime number cau satisfy most of the conditions [64].

Obviously, the multiplicative congruential method is weil adapted for use with general

pipclined processors or digital signal processors where powerful arithmetic Iogic units
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e are available.

As an alternative to the use of the aforementioned arithmetic method, there cxists

fast and area efficient digital structures called Linear Feedback Shift Registers (LFSR)

that serve the sarne pUlpose of pseudorandom number generation [65]. An LFSR is a

!inear interconnection of memory elements where the most upstrearn element is being fed

by the modulo-2 addition of sorne of the other elements. The memory element outputs

used for the feedback are called the tapping points and depending upon their number and

their location, the periodicity of the bit pattern generated at the output of the LFSR will

vary. A typical LFSR using 2 tapping points and 5 memory clements is shown in Figure

4.6. The LFSR being a recursive structure, its output at one time can be expressed as

a combination of previous outputs and more precisely, as a modulo-2 addition of

previous outputs. In the specific case of the LFSR of Figure 4.6, the recursive relation

is given by Equation 4.14.

,--------------------------------

Figure 4.6 Li.car Feedback Shifl Regisler

(4.14)

When a LFSR of sizc n memory clements is used as a pseudorandom pattern

generator, it is desirab1e to select the tapping points such that the bit pattern produced

at the output only repeats itself after the maximum value of 2"_1 dock cycles. Given a
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certain LFSR structure. the propcrties of its output sequence {amI = {aD. al, a2, ... }

where ai is 'l'or 'O', depending on the state of the oulput altime 'i·. can be studied

arilhrnetieally [65J. As illustrated by Equation 4.16, if the LFSR output sequence (aD,

al, a2, ... ,an, ... 1 is used to build a power series. this series can then be represented by

a generating funetion G(x) using modulo·2 adders and modulo-2 scalar mullipliers.

G(x) =~ + arc 1 + ar;2 + ... + a,f" + ... =L amx" (4.16)
",,0

Using the recursive relation of the LFSR, the generating funetion ean be shown

to reduce to a forrn that is only a funetion of the initial state (a.), a.2, ...•a.n) and the

feedback cocffïeienL~ (Cl. C2, ... ,Cn l of the LFSR. The resulting expression for G(x) is

given by Equation 4.17. Each feedbaek coefficient Ci 1i E {I •...• n} is '1' when there

is a feedback conneetion on memory element 'i' and 'O' otherwise.

"L CiX
i (a.ix'i+ ... +a.1x' l)

G(x) = ...:'_=1=-- _ (4.17)

If the initial state of the LFSR is seleeted as shown by Equation 4.18, then G(x)

nicely reduces to Equation 4.19.

(4.18)

G(x) = (4.19)

The denominator of Equations 4.17 and 4.19 is ealled the characteristie
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polynomial of the sequence (am) and it ~olely determine~ the period of the generated

sequence through the following theorem :

Given an LFSR with initial conditions given by Equation 4.18, the LFSR ou/put .I·equel/ce

{a",} is periodic with a period which is the smallest in/cgc,. kfor Il'hich the c/w/'{/ctcristic

polynomial evenly divides 1-x' [65].

LFSRs producing a sequence {am) with a period equal to the maximum value of 2"-\

clock cycles are said to have a primitive characteristic polynomial.

4.5.2 Random variable generation

Using a method called Inverse Transform [66] it is possible to l;an~form a

uniform [0,1] random proeess into another random process having any arbitrary

distribution desired. Figure 4.7 presents the transformation proccss where a L\i~crete

uniform random variable U is transformed into an arbitrary distributed discrete random

variable Y.

• • • • •

1

Prob
(U=u')J •

1

o

Unifonn Distribution

• • •

Inverse
Transfonn
Method

Prob Arbitrnry Distribution
(Y=Yj) •

UluL111.
o • • • j

Figure 4.7 Inverse Transformation Method

The algorithm implemented by the inverse transformation method is presented

nexl. Let the random variable Y produced by the transformation he required to have the

same distribution as another discrete random variable X with distribution P{X=Xj)=Pj.

Then, using the uniform random variable U, the inverse transformation Equation 4.20
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• produt;Cs Y as rcquircd.

Yo if U<Po

YI if Po:=; U<PO+PI

•••y= (4.20)
/-1 t

YI if L~:=; U< LR'
f=l f=l J

•••

For the specifie case of the generation of a Poisson mndom variable X, the

various probabilities P{X=Xi}=pi can be obtained with less computation using the

following rccursive relations.

n - Â n i~O
rj·tl - -.-] ri '

1+
(4.21)

•

Then, in the Poisson case, the inverse transform procedure can be algorithmically

describcd by the following five steps :

• STEP 1 : Generate the random number U

• STEP 2 : i=O, p=e·Ï\. F=p

• STEP 3 : if li < F then X=i and stop

• STEP 4 : p=Àp/(i+l), F=F+p. i=i+l

• STEP 5 : Go to step 3

The inverse transform being presented, we are now interested in relating it with

a proper hardware structure that will allow fast and efficient generation of a random

variable Y having the same distribution as a target random variable X. First, the

generation of the uniform random variable U that is at the base of the inverse transform

mClhod docs not cause any problem since it can he obtained from a simple LFSR whose
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length and structure arc appropriately ehm;en. The second pan of the transformer.

namely the process of the generation and the accumulation of the probabilities of the

target random proeess X, brings sorne important problems in the eontext of a real-tinll'

implementation. The complexity of the gencration of probabililies of the dise l'ete target

process X depends on the complexity of its probability mass function and on the

cardinality of ils sample set p(X). For example, a Poisson distribution requires fe\\'

computations since the probabilities can be obtained recursively as shown previously.

By contrast, an exponential distribution would require a eomplex Taylor's expansion.

In addition to the complexity of the probability generation itself, the accumulation and

threshold comparison of these probabilities is sequential by nature. The average number

of generations and accumulations of probabilities of the larget distribution mndom

variable X for eaeh generated value of the random variable Y is given by Equation 4.22.

where j1., is the mean of X.

" - min(X)
...x t;l(X)

max(X) - min(X)
(4.22)

From a real-time implementation viewpoint, the use of an ALU 10 realizc ail

computations of the inverse transform algorithm is not very attractive given the

complexity of the ALU itself. Besides, the sequential nature of the algorithm prevents

high execution speed. An alternative way to generate the mndom variable could be to

use a look-up table being initialized with values obtained l'rom the inverse transfonn

method. The LFSR simulating the uniform random variable U could simply be used as

an index into the table.
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Chapter 5 Functional specifications

This chapter proceeds to the functional specifications of the proposed ATM switching

node test system. These specifications enumerate and describe the functionalities of the

system without entering into the implementation details. The system is partitioned into

four different modules eomposing the virtual hardware system. Each module is

responsible for a specific test and becomes an icon in the graphics user interface program

controlling the test system hardware.

5.1 Statement of specifie system design goals

The youthfullness of ATM teehnology makes it a field where it is particularily

interesting to develop architectures because there is still an important amount of

knowledge to be acquired and applied. A lot of freedom is therefore experienced

throughout the design process. The development of the present system does not proceed

from a rigid set of product specifications as would be the case in an industrial

environmenl. Il is rather meant to be a design space exploration targetted at finding

affordahle system architectures whose functionalities are compatible with most ATM

switching node test system needs. These needs still lack a clear specification at the

present time, thus the test system architecture sought must be very flexible and include
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• a high degree of programmability in arder ta adapt to further evolulion.

5.2 Presentation of system

The swilching node test system is implemented following the ccli generator-ccll

analyzer structure presented in chapter 3. Coneerning thc rcsourccs used for the

realization of the system, the need for an attractive and casy to U5J graphies user

interface (GUI) was recognized from the start and a personal computer was ehosen for

providing this interface. The SONET/SOH physical layer of the tcst systcm is hanùled

by a pre-production eustom device provided by Texas Instrumcnts as part of their

university support program. This device called SONET/ATM proce.l'.I'OI' [67] provides a

transmitter circuit for the formatting of ATM cells into SONET STS-3e or SOH STM-1.

It also provides a receiver circuit for the extraction of ATM cells reeeived from SONET

STS-3c or SOH STM-I. Finally, the circuitry acting as the heart of the tcst sy.~tem,

located between the GUI and the SONETIATM processor consists of a field

programmable gate array. The FPGA technology chosen is static RAM based and

therefore dynamically reprogrammable, in order to allow building a system with wide

functionality and few hardware resources.

Physieally, the test system consists of a control computer and a separate printcd

circuit board (peS) referred to as the test system peB. The whole systcm as weil as ils

interconnection to a switching node under test is illustrated in Figure 5.l.
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Control Computer

Switching Node Test System PCB

•

Switching Node

Figure 5.1 Swilching node test system

5.2.1 Control computer

The control computer used in the system is a IBM-PCTM compatible with 80486

proccssor. It is responsible for the realization of the graphies user interface of the

system as weil as for executing the control program of the test system PCB. The

graphies user interface was designed as a Microsoft Windows™ application, programmed

in ANSI C and compiled with Borland 3.1 C++ compiler™ for Windows. Through the

compiler used, Windows operating system provides easy access to a rich set of windows,

dialog boxes and graphics capabilities [68].

Communications between the PCB and the computer are achieved through the
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computer parallel port [69]. This port is standard on ail IBM PC compatible Cllllll'lIlCrS

and consists of :

• 5 status tines (TIL inputs from computer vicwl'0inl)

• 4 control tines (TTL bidirectionnal)

• 8 data tines (TIL outputs from computer viewpoint)

Each of these three sets of communication lines has a corresponding entry in the

microprocessor IIO addressing space. The aggregate communication bandwidlh providcd

by the parallel port depends strongly on the length of the cable used and is practically

independent of the processor speed. Quantitively, for a ten foot cable, the maximulll

bandwidth is around 640 kbs

5.2.2 Test system board

Ail integrated circuits used in the test system arc housed on a VME 6U protolyping

PCB. The PCB has a power supply plane on one side and a ground plane on the other

side. It is populated with Speedwire+ pins allowing easy to implement low noise

connections from chip to chip. The various circuits found on test system PCB arc

described in Table 5.1.

+ Speedwire is a trade mark from Vero Electronics
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TI>C1S00AI'CM SONET / ATM Mapping of ATM cells inta
TCXilS Instrument Transmittcr Rcccivcr SONET STS-3c and extraction of

cells from SONET STS-3c.

XC40 IOp~191·6 Field Programmable Cells production, processing and
Xilinx Gate Array transfer between PCB memory

and ATM/SONET processor.

IIlT616HSA StatÎC RAM Storage of transmiued and
Inlcgralcd Deviee Technology 8 modules 4 x 4 Kbits received packets. Storage of

(15 ns access lime) arriva1 limes and cells identifiers.

Table 5.1 Test system PCB devices

5.2.3 Virtual Hardware System Concept

In the context of the design space exploration of ATM switching node test system

architectures, the easy reprogrammability provided by the static RAM based FPGA

tcchnology selected is found to be an interesting (if not required) assel. Even though this

reprogrammability cornes at the expense of a speed performance decrease relatively to

one-time programmable devices, financial resourees can dietate its use. Beyond these

prototyping stage concerns, SRAM based FPGA teehnology was ehosen primarily so that

the system could be built as a Virtual Hardware System (VHS) [70,71]. A VHS ean be

def1œd as a system whose hardware circuitry metamorphoses dynamically according to

its needs. lt is sometimes qualified as silicon multi-tasking system, hardware subroutine

system or hardware multiplexing system. In the same way that software subroutines are

loaded and exeeuted in response to specifie conditions or external events, a

reconfigurable logie array sueh as a SRAM based FPGA ean be reprogrammed at run..

time with various circuits as required. This allows the implementation on silicon of

hardware subroutines that are individually optimized for various specifie situations.

In order Lo build the test system as a VHS, a precise chart of aIl the hardware

resourccs required by the system is first setup. Then, ail these hardware resources are
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• partitioned into a certain number of equal complexity subcircuits whose respective

executions arc mutually exclusive in time. The size of each subeircuil is limiled tn

approximately 85%-90% of the total internal resources of the FPGA used, in order ln

later insure a successful synthesis and routing of the subeircuits. Obviously, sueh a

virtual hardware concept may have its application limited by the time eoncurrency and

the parallelism of the system being buill. Nevertheless, in the case of the switching node

test system design, it is found that most parmnelers involved l'an be monilored

sequentially rather than simultaneously. One reason for proceeding to simullaneous

measurements could be the need to correlate their resulls. But still, the overall system

can be partitioned and the virtual hardware concept be used if the rclated parameters jnin

the same subcircuit. From the viewpoint of the virtual hardware test system user

handling the mouse, each test parameter measurement becomes an icon of the GUI and

the contr'll computer program manages the run-time reprogramming of the PCB FPGA

transparently.

Given the current FPGA technology, virtual hardware produces systems whnse

performance cannot rival with their semi or full custom integrated circuit counterparl.

Nervertheless, for cases where a system requires much tlexibility, the simplicity of VI-IS

in terms of hardware resources and PCB area l'an make them attractive and very

affordable alternatives to conventional hardware systems. Half-way between the high

performance of ASrCs and the low cost of virtual hardware lie solutions using general

pipelined processors or digital signal processors. These solutions also oCfer a lot of

flexibility and they have been shown to outperform FPGA based VHS in computation

intensive applications [70).

5.3 System features

The test system designed supports a subset of the test parameters introduced in

chapter 3. The selected subset includes among others the parameters concerning the

Quality of Service in ATM. These parameters, a~ stipulated in [72] and reported in
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Table 5.2 UfC of lwo lypes, narncly ccli errors and ccII lransfer delay.

ccli error ratio mean ccli transfcr dclay

ccII [oss ratio l-point ccII delay variation

cciI misinsertion rate 2-point ecll dclay variation

Tahle 5.2 Qualily of Service paramcters in ATM

Thcsc pararnelers rcquire to be münilored on a virtual connection basis because

Quulity of Service ilself is a concept altachcd to virlual connections. Cell misinsertion

rate refers lo the rale of incoming cells on a virlual conneclion that do not belong to that

conncclion bUI lhat gol through because of previous undetected header errors or routing

anomalics. Thc 1-point ccll delay variation parameter concerns the variability in the

pattcrn of ccII arrivai events with respect to the ncgotiated peak ccli rate of the

(;onncction. The 2-pOÙll ccli delay variation parametcr regards the variability of the

pattern of ccII arrivaI events with respect to arrivai pattern of same virtual connection at

an upslream node of the network. Thus, 2-point measurement provides both mean and

variance of dclay whercas 1~point provides only variance.

5.4 Virtual hardware system modules

The ATM switehing node test system eonsists in a virtual hardware system

composcd of four modules. Each module includes a specifie FPGA configuration as weIl

as sorne associated Windows software routines. Table 5.3 presents these four modules

as weil as a brief description of their respect~ve functionality.
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• TDCI500 Provides an interface with SONET/ATM proecssor

configuration rcgistcrs, control and alarm signais

Monitored file transfcr and capture using pcn mcmory

Measurement of ecU crror ratio through pscudorandoTll

traffie generation and analysis.

Measurement of cell dclay and losses through

pscudorandom traffie gcncration and analysis.

Table 5.3 Virtual hardware systcm modulcs

•

5.4.1 TDC1500

The TDC1500 module is associated with the management of the SONET/ATM

processor. This processor is a BiCMOS device împlementing the physîcal layer of the

test system. It includes a transmit queue in which lhe ATM cells to lransmil can he

written lhrough an 8-bil wide interface. lntemally, the content of the transmîl queue is

read one byte at a time, converted to a seriai stream, formalted into SONET STS-3c or

SDH STM-l frame and sent to the pseudo-ECL differenlial seriaI output of the dcvicc

at a bit rate of 155.52 Mbs. The timing for the seriaI transmission is provided by an on

chip clock multiplier that multiplies by eight an external low spccd 19.44 MHz dock.

The SüNET/ATM processor also includes a receive queue from which the reccived cclls

can be read out through an 8-bit wide interface. The receive queue is uscd by the

processor to store the cells that are received through the pseudo-ECL dîffercnlial input

of the device. The dock recovery from the incoming STS-3c/STM-l bipolar seriai

stream is accomplished by an on-chip analog phased-Iocked loop circuit whcreas STS

3c/STM-I frame synchronization and ATM cells dclineation are perforrned by

conventional CMOS circuitry.

The TDC1500 module provides the user wîth an interface to conlrol, înlerrogalc

and configure the SüNET/ATM processor through ils nine control pins, ilS nine alarm
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inliiclllion pins llnd its 8-bit wide dlltll, 8-bil wide llddress conlroller interfllcc. Through

the l'De 1500 module, the user can set the control pins to any values, obtain the stllte of

the alarm signais :md llccess the various configuration registers for read or write

operations.

The controi signllls of the SONET/ATM processor allow among other things the

reset of the circuit, the selection of SONET or SDH mode of operation and the bypass

of dock generation or cloek recovery. The alarm signais provide information on the

incol11ing SONET/SDH stream to the processor. Thus, they signal such events as loss

of signal, loss of frame pointer, 10ss of frame delineation, loss of cell delineation and

loss of ATM bytes in the receive queue. The configuration registers include control

registers serving more or less the same purpose as the control pins of the device and

inlcrrupt regislers signaling alarm conditions. Finally, sorne of the registers give acccss

to the roll-over counters used for automatic monitoring of section, line and path errors

through BI, B2 and B3 overheads respectively.

5.4.2 File_transfer

The File_transfer module allows the user of the system to transmit a binary or

text file from the computer system to the SONET/SDH seriai output of the test system.

The file chosen for transmission is packetized with a ccli header value selected by the

user and is transmitted using a selectable fraction of the full STS-3c/STM-I bandwidth.

-l'he tïles transmitted using the File_transfer module can simply contain general

information like data, sound or images but can also contain signaling cells. For instance,

under a specifie ATM LAN system a connection could be requested by sending a file

with ceIls containing the traffic parameters requested for the connection and the

addresses of both parties. Altematively, in the presence of a switching node complying

wlih the Q.2931 user-network interface signaling protocol and its associated SAAL+, a

+ See chapter 2
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speeial binary file eould be ereated for eaeh signaling message supported by the node.

Then, these speeial files eould be used by the File_trnnsfer module for the management

of the switehing node.

File_trar.sfer also allows to eapture the cclls reeeived through the seriai STS

3e/STM-l input of the lest system during a ccrtain interval. The eaptured eells arc then

displayed in a GUI window to allow the user to analyze eventual bit error patterns by

eomparing the transmitted and reccived cclls. In the ease where the reccived eells

expeeted arc the same as the ones that were just transmitted, as would be the ease if the

transmitted eells were looped baek through a switehing node inlo the reeeive port of the

test system, the system will traek down automatieally the bit errors that oeeurred dllring

the transfer. Otherwise, if the reccived eells do not eome l'rom a transmission loophaek

but are rather the response to sorne signaling message previously suhmitted tn the

switehing node, the error traeking eapability is nol involved. The analysis of the cclls

eaptured in response to the transmission of a signaling message can be used as a test of

the signaling protoeol support by the switehing node.

5.4.3 Cell_error

The Cell_error module is meant to provide statistics on bit crrors, ccli losses and

misinserted cells. For that matter, the FPGA module will aet as a ccII generator with a

seleetable header and a selectable ccli departllre rate. The content of each generated cell

will be two-fold. First, in order for the system to be able to noticc cell losses, each

transmitted ccli will have its sixth byte ust:d as a ccII identifier. The identifier will be

incremented for each transmitted ccli. Second, in order for the syslem to monitor bil

errors, the content of each cell transmitted (bytes 7 to 53) will be determined by an 8-bit

!inear feedback shift register acting as a pseudorandom p<lyload generator.

Upon each ccli reception by the test system, the three aforemenl!uned types of

error are monitored. First, if the header of the ccli received is not equal to the header

currently used for the ccli generation, the misinserted ccli count will be incremented.
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Then, if the aetual cell identifier received does not match the expected ccII identifier, the

ccii losses eounter will be incremented. Finally, upon each reception of a cell whose

header and identifier are the expected ones, a LFSR producing the same sequencc as the

transmission LFSR will be triggered such that each payload byte of the cell received can

be checked for bit errors.

5.4.4 Cell_delay

The Cell_delay module provides cell transfer delay and cell loss measurement

through tramc generation, capture and analysis. Three different traffic streams or traffic

sources labelled A, Band C are tenerated cOlicmrently hy the system. A is the

foreground sourcc whosc cclls are labelled and time stamped to allow cell delay and cell

loss mcasurcment through the switching node under test. Band C are the background

sources whose sole purpose is to create realistic congestion levels in the network during

the measurement. The ccli hcader of each traffic source is user-selectable. The

foreground source is modelied by the discrete-time interrupted binomial proccss

illustrated in Figure 5.2. This process is a discrete-time equivalent of the contînuous

time Interrupted Poisson Process (IPP). The IPP itself is a simple two-state Markov

moduJated Poisson process (MMPP) in which one of the two states does not generate any

traffic.
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1 - ProbR1

Ccli emission

Figure 5.2 Interrupled binomial process

When the source is in the active state, the cclI generalion foUows a binomial

process wilh success probability ProbEmil. When it is in the inactive statc, it docs not

generate uny cclI. The state of the source is updated periodically upon each ATM ccli

lime-slot (2.73I1S under STS·-3c). Vpon a state change, the source will eithcr rcmain

active with probability ProbRA or remain inactive with probability ProbRI. Each

probability parameter of the model is selectable before the execution of the test. The two

background sources are modelled more simply as a non-intcrrupted binomial proccss

whose success probability used is the same as the emission probability of the forcground

source. Equation 5.1 has been derived for the aggregate bandwidth resulting from the

three traffie sources (A,a,C). The aggregate bandwidth is cxpressed as a fraction of the

total STS-3c bandwidth and is a function of the three probability parameters of the traffic

models.

STS-3c~ .... =min[( 2+ 1-ProbRI J x ProbEm/() 1] (5.1)
)' a.."on 2 - Prob - Prob

RA RI
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The duration of th" test is expressed ~s a eerl~in number of foreground cclIs ~nd

is also user-seleetable. Vpon exeeutiol1 of the test, the three traffie sources are

multiplexed through a lirst-in lirst-out queue and sent to the seriai output of the test

system. At the same lime, the ineoming traflie on the seriaI input of the test system is

filtered and proeessed in sueh a way that forcground eells eoming baek from the

switehing node under test have their eell label and arrivai time reeorded into test system

PCB SRAM. Other cclIs arc simply disearded. From this recording, cclI delay and cclI

loss mcasuremcnts can be obtained and correlated.
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Chapter 6

specifications

Software and hardware

This chapter presents the hardware and software specifications of the test system

architecture devised. Each module of the virtual hardware system is described in terIllS

of a FPGA configuration and a set of software routines. The FPGA design methodology

and the synthesis tools used are also presented.

As was seen previously, the virtual hardware based test system consists of four

software modules and four associated hardware modules of similar complexity that are

implemented using SRAM based FPGA technology. The complexity of the four

hardware modules can be reduced by putting more functionality in each associated

software module. This procedure constitutes a classical case of hardware-software

partitioning. However, given the poor bandwidth offered by the physical connection ta

the computer, no real-time function of traffic analysis or generation couId be

implemented in software. In order to circumvent these computer 1/0 limitations, the

PCB is populated with fast and wide statie RAM memory that can accomodate the high

bandwidth real-time needs. The memory on PCB can be used for storing cells to be

transmitted, for capturing ineoming ceUs or for recording anomalies observed during a

test. Before a test run, the memory content can he fiUed properly l'rom the computer
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• system at a rate that is suitable for the connection. Similarily, after a test run the

Incmory content ean be retreived and analyzed by the computer system.

6.1 Software

As mentioned, the software associated with the test system does not partieipate

to the real-time fraction of eaeh test J'Un. The software is rather used to control, assist

and complement eaeh FPGA design. The following sections present the main software

modules, namely File_transfer, Cell_error and Cell_delay. The software associated with

the TDC 1500 module is not presented beeause of its simplici ty.

6.1.1 File_transfer

The File_transfer software module packetizes a file selected by the user for

transmission. The user selects the ATM header for the packetization as weil as the

constant interdeparture time expressed as an integer number of idle cells inserted bdween

every two effective cells. The window associated with the File_transfer module IS

presentcd in Figure 6.1.

Once the selected file has been packetized, downloaded into the test system PCB

memory and transmitted, the retuming cells are written back to memory and are finally

uploaded into the computer. The cells are then presented to the user in the Receiver

CcIls box of the window so that they can be compared with tLe initial cells appearing

in the T,-,,"s11litter Cells box. The Error Track controls of the window can be used by

the user to automate the forward and backward tracking of errors. In Figure 6.1, the Cell

COl/tent field of the window shows that an error occurred during the transmission of the

byte number 4 of the cell number 18. This particular error is explained by the fact that

the HEC byte of each cell is left to zero during the packetization process and is

computed and inserted in real-time by the SONET/ATM processor upon the transmission.

page 82



•
Transmltter Cel!!;

ATM CELL Il 12
ATM CELL Il 13
ATM CELl • 14
ATM CELL Il 15
ATM CELL Il 16
ATM CELL Il 17
ATM CELL n 18 D

CcII Content

Recelver Cclls

ATM CELL tI 12
ATM CELL Il 13
ATM CELl , 14
ATM CELL , 15
ATM CELL Il 16
ATM CELL Il 17

CcII CDntent

ATM CELL , 10 BYTE 1 5-) 69
ATM CELL '18 BYTE' G-) 70
ATM CELL '10 BYTE' 7 -) 20

ATM CELL 1118 BYTE li 2 -) 3
ATM CELL Il 18 BYTE" 3 -) 4

r;w-; 1

ATM CEll '18 BYTE Il 5 -) 69
ATM CELL "18 BYTE Il 6 -) 78
ATM CELL "18 BYTE' 7 -) 20

l!
RE

ATM CELL '1 BBYTE' 2 -) 3
ATM CELL Il 111 BYTE' 3 -) 4

: ii ,.

Ç;~"~'~nr.=~"$'

tJ:lea,~~riS"el~.:,tj1

10)(8<1038201

l'','~~:*~~''''''~~'':'(.l~~''''

Cèlliftô.a ransmlt• '.- A§;.,9~,•.".• "." "

1209 DEC

f' ·~~x~~:t'r"t:,~~,,,,~,,.,"("~,,,~,,-:,~..
"Reee l\Ied ,CeUs

1289 DEC

Error Trllck

•

Figure 6.1 Filc_transfcr module window

6.1.2 Cell_error

The Cell_error software module allows the user ta select the paramelers of the

traffic generation used for the monitoring of ceU errors. Thus, the ATM header as weIl

as the constant cell interdeparture time expressed as a numbcr of idle ceUs can he

selected. The traffie generation can be activated and interrupled with the start and stop

buttons of the window. Once the trartie generation is stopped, ATM byte errors, cell

lasses and misinserted cells statistics are read from sorne of the FPGA rcgislers and

provided to the user in the respective boxes of the window, as illustraled in Figure 6.2.
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Figure 6.2 Cell_error module window

6.1.3 Cell_delay

The CeIl_delay software module al10ws the user to select the parameters for the

tralTie generation process that is used to evaluate celi delay statistics. As such, the user

C<lll select the headers for the foreground source (A) and the backgroud sources (B,e).

Also, the parameters of the random process generating the traffic namely, Probability

Nell/Clin Active, Probability Remaill Inactive and Probability Emission can he specified,

as weil as the duration of the test run expressed as a number of foreground celis. Figure

6.3 presents the GUI window associated with the CelLdelay module.

Once a test run is done, this software module examines how many ceUs have been

l'cccivcd by the FPGA and further reads the test system PCB memory to extract for each

l'cceivcd ceil, the ccli identifier as weIl as the cell arrivai lime. Ali this information is

presented to the user in the eeUs ArrivaI Times box of the window so that ceU delays

and losses can he correlated.
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The various FPGA circuits composing the virtual hardware system arc prcscntcd

next. A high level design flaorplan is provided for each circuit as weil as a description

of its particularities. The interface ta the SONET/ATM processor device implcmcnting

the physical layer of the system is also described. The FPGA design mcthodalogy as

weIl as the various design too1s used are presented.

6.2.1 FPGA design methodology

The module partitioning of the VHS has been done such that a single

XC401Opg191 FPGA would be used on the test system PCB. This FPGA has 10000

equivalent gates partitioned as 400 configurable logic blacks (CLB). The logic capacity

of a programmable device is usually cxprcssed in such an cquivalcnt gale count where

page 85



• agate is ostensibly a 2 input NAND [731. Eaeh CLB has two 4-to-1 funelion generators.

one 2-to-1 function generator and IWO D type edge triggered Ilip-llops. Additionally.

each user pin of the chip has an input/output black (lOB) that inc1udes thrce state hulTcrs

and an unconditionally controlled Ilip-llop, in other wards, a Ilip-llop without huilt-in

latch enable control. These flip-flops m'c meant to shortcn the long delays resulting l'rom

off-chip accesses by a factor near two.

The design entry level selected for the description of the various hardware

modules is VHDL and it has been chosen primarily for the debugging and modilïeation

conveniences il offers throughout the design proccss. Synopsys 3.0b has been used for

synthesizing the VHDL code into a low level Xilinx proprietary netlist format ealled

Xilinx Netlist Format (XNF). Finally, the partition, placement and routing of the XNF

Iïles was executed by Xilinx Automated CAD Tools (XACT) utilities version 5.0.

6.2.2 Virtual hardware system modules

The main hardware modules of the system are presented next, along with a

schematie block diagrarn showing how the hardwme functions ure urranged und how they

interact with each other. The TDCI500 module will not be presented bccause of ils

simplicity. All modules have in common the interface ta the SONETIATM proeessor

transmit and receive queues. This interface follows a standmd ca1led Universal Test and

Operations Physical Interface for ATM (UTOPIA) [67]. This standard specilïes the

handshaking associated with the read operations l'rom the receive queue and the write

operations ta the transmit queue. Data access to both queues is delïned as 8-bit wide and

is designed to withstand a dock rate in excess of 25MHz. Figure 6.4 presents thc

schematic block diagrarn of a generic SONETIATM processor.

page 8(,



1". "jSrS-3e
" F~nnatlin~_

.1
1

IdlcCcll
Gcncralor

1 1\ 1

• i l'j'l' r'""["""j
'j L""

. _.\1

1

1

11IJI" ·IlRcad_Clock

[tend Enahlc

Wrilc_Cloà

WritcJ:nahlc

Sl.art. of_CcII

Ernpy_Flag ....

SturUICCcII ....

'J'rallsmiUJaUl

•

Figure 6.4 SQNET/ATM processar black diagram

Each bylc of an ATM ccII gcts wrilten into the transmît queue by maintaining il

on the queue input (TransmicData) while the write enablc signal is being kept low

(Write_Ellable) and the writc strobe signal (Write_Clock) is pulsed high. Additionally,

the lIrst byte of a ecU is signaled ta the transmit queue by maintaining the start of cclI

signill (StarcoLCell) high while this first byte is written. The transmit queue also

includes an almosl-full flag signal (FuICFlag) that goes low to indicate that the transmit

FlFû ean only store five additional bytes. The almost-fulI flag signal goes high again

when room becomes available for a complete ceU. Similarily, each byte of an ATM cell

rcccivcd from the SONET/SDH input of the deviee can be clocked out of the receive

queue output (Receive_Data) by pulsing the read strobe signal (Read_Clock) high while

the read enable signal (Read_Enable) is being kept low. Additionally, a start of celI

signal (StarcoLCell) goes high when the output of the receive queue currently holds the

tirst byte of a celI. The reeeive queue also provides an empty-flag signal (EmptyYlag)

that goes low to indicate that the receive FIFû is empty and that the byte on the

Receive_Data output is invalid. The empty-flag signal goes back high when there is a

complete ATM celI available.
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• 6.2.2.1 File_transfer

The floorplan of the File_transfer module is illustrated in Figure 6.5. The major

diffieulty associated with this module is that the lest system PCB SRAM is required hy

the ccli transmilter and the ccli receiver. Indeed, upon transfer start, the content of the

SRAM is sent to the transmit queue of the SONET/ATM proccssor aeeording tn the user

requested ccli departure rate and at the same time (or later, depending on tlll' Inophaek

delay of the cells through the equipment under test) lhe returning cells have to he written

back to SRAM. Two independent banks of SRAM could be used for the ccli

transmission and the ccli reeeption. However, in order to reduce FPGA pin utilization.

a single bank of SRAM is used and it is shared between the ccli transmitter and the ccli

recciver. Sharing the SRAM bank also allows the transmitted fïles to he twiee as large

compared to the case where the SRAM is not shared. Given the overlapping nf me!llnry

accesses that oceurs when the SRAM is shared, a 32-bit wide memory interface as weil

as a word-to-byte eonverter on the transmit side and a byte-to-word converter on the

receive side are used in order to reducc the frequency of the memory acccsses to a

resonable Ievel.
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•

Given the high speed performance constraints imposed by the test system, the

VHDL designs arc such that all off-chip accesses are unconditionally registered. This

way, a good synthesis and optimization tool can use the lOB flip-flops of the FPGA for

the off-chip signais. thereby reducing the otherwise long propagation delays. Sorne of

thesc off-chip signal registers are shown in the various circuit floorplans. This

unconditional registering of signais proved being helpful but also increased the

complexity of the various designs where handshaking is involved. For instance. in the

case of the two UTOPIA interfaces, the registering adds one clock cycle delay in both

directions of each handshaking chain. Therefore. incoporating the unconditional

registering tumed out to he much more than the simple addition of a flip-flop per signal.
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• It rather mcant the redesign of ail contrais and datapaths involved wilh ext~rnal

handshaking.

6.2.2.,2 Cell_error

The CelI_errer module is simpler them the other modules in that it does Ilot use

the test system PCB memory. The major challenge involvcd wilh this design holds in

the many counters that are needed to keep track of the various transmission crrers. As

shown on the floorplan in Figure 6.6, widc counters (16-bit) arc used lo monitor payload

errors, celI losses and cell misinsertions. In fael, given thal lhis lest is rather largetlcd

at long term monitoring, the width of the eounters could idcally be much large!".
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Figure 6.6 Cell_error module block diagram

•
Binary counters having a bad influence on the register-to-register crilical path,

puge 90



eaeh or Ihem has been deseribed strueturally in VHDL as two smaller 8-bit eounters with

the registered rull-f1ag of the lower byte acting as the count enable of the higher one.

This simple application of pipelining reduees the critical path by a factor of two but also

introduccs temporary diseontinuities in the counting sequence. The diseontinuity is not

important as long as the eount is only used a certain number of c10ck cycles following

a count enable c10ek cycle. If the discontinuity is inadmissible, pipelining can still be

tlsed now by using the registered jiûl-J f1ag of a lower stage as a count enable for the

higher stage. Whereas the full f1ag is inherently part of any eounter, the obtainment of

lhe ./iûl-l f1ag requires the additional use of a comparator having same width as the

counter section width. The payload of the transmitted cells is generated in real-time by

a simple byte wide primitive polynomial based LFSR. On the reeeive side, an identieal

LFSR is reset upon each cell reception sueh that bit errors in ail bytes of the payload ean

be monilored.

6.2.2.3 Cell_delay

The Cell_delay module is the most eomplex of ail beeause the measurement of

ccli transfer delay requires being executed under various realistie trafflc conditions.

Ideally, this module would generate tens of different sources and each source wouId be

modelled with a complex independent stochastic mode!. Both these constraints on the

number of sources and the aecuraey of the stochastic model have lead to outrageously

complex circuits whose impIementation wouId have required a ten-foId increase in

resources. To aehieve a reasonable compromise, the number of sources is brought down

to tluee, as shown on the floorplan in Figure 6.7.

The foreground source (A) is being modelled by an interrupted binomial process

whose probabilities Prob_remain_active, Prob_remain_inactive and Prob3mission are

user-selectable before the exeeution of the test. The background sources (B,C) are

modelied by simpler binomial processes using Prob_emission as their probability of

suceess. In other words, Band C cells are generated during each cell time-slot with
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• probability Prob_cmission.
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•

In terms of hardware, the binomial trials ruling the ccII emissions or the changes

in the state of the foreground source are generated using an LFSR. Il can be noticed that

in the local sense, each bit of an LFSR is a binomial event with V2 success probability.

In fact, since the aU zeros sequence never shows up, the probability of an LFSR bit

being one is slightly greater than the zero probability, but thcse second order cffccts arc

ignored here. Using many of these th succcss probability binomial events as building

blocks, any arbitrary binomial random variable cao be synthesized. For instancc, the
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logic,lJ and of two bits of the LFSR crcates a binomial cvcnt with a succcss probability

of lA. Similarily, the logical or of two binomial cvcnts is cquivalent to crcating anothcr

binomial event whosc succcss probabiJity is cqual ta the summation of the success

probabilities of its componcnts. The hardware structure used for the generation of a

binomial evcnt appears in Figure 6.8.

Binomial event

~~L~-----'
JJ (J l (J (J

_1 r-S- l_l_ 1L_I_ r-I!-

LLDi:f::::::r-- 1-0== --i:J-~ ~-tJ:':LI.~
l--I~--~-~- ~f7 n--'Dl-n- L •

Figure 6.8 Binomial event gencration for source modelling

In the Cell_delay module, each of the three binomial events required is built as

the logical or of 5 binomial events having success probabilities of 0.5, 0.25, 0.125,

0.0625 and 0.03125. Preceeding the logical or, each binomial event itself is logically

andcd with a configuration bit provided by the user. These configuration bits appear as

shadcd tlip-flops on Figure 6.8. Thus, the user is able to select the success prohability

of cach binomial evcnt among 32 different values ranging from 0.0313 to 0.969. lt
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should be pointed out here that il' a bit or an LFSR is used l'or the ereation or two

dirrerent binomial proœsses. these proœsses will eonsequently he' sloehastieally

dependent. Praetieally. we quiekly l'un out or LFSR bits sud! thal some or them have

to be reused. thereby bringing some or lhis unwanted stochastic dependcnce. Whcn

using LFSRs as binomial process generators, their structure can bc shapcd in order to

reduce the depeney or adjacent bits lhat is round in lhc eon\"entinnal lincar structure.

These structure modifications leacllo the parallel LFSR and the segmcntcd LFSR 1651.

In the parallel LFSR, eaeh flip-flop input is l'ccl with the Ingical cxdusive or or nther

flip-flop outputs. This way, eaeh bit or the LFSR becomes even c10ser to a binomial

event sinee its dependeney upon ils neighbors is now separated by a largc number or

cloek cycles. The segmented LFSR is a compromise betwccn the simple and thc paralld

LFSR as reeclbaek paths arc only usecl in some or the I1ip-llops, thercby scgmenling the

basic LFSR inlo sub-LFSRs. As was shown in Figure 6.8, it is this kiml or LFSR with

15 flip-Ilops ancl 3 segments that was used l'or the Cell_dclay module.
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Chapter 7 System prototype evaluation

This chaptcr proceeds to the evaluation of the test system architecture devised and

the prototype buill. Each FPGA design is characterized in terms of area and timing

statistics. The timing limitations of the system are then exposed, analyzed and explained.

Alternative architectures are introduced and compared with the proposed architecture.

7.1 FPGA design issues

The performance of the test system designed and prototyped is strongly dependent

lIpon the quality of the various underlying FPGA designs. In such a telecommunication

application, optimizing the speed of the various FPGA modules was found to be the main

conslrainl. Il is a known fact that speed optimization is obtained at the expense of a

grenter area utilization but in the particular case of the synthesis tool used in the design

process, marginal speed enhancements tended to result in prohibitive area inereases.

7.1.1 Synthesis results

The synthesis results for the four FPGA designs TDCI500, File_transfer,

Cell_crror and Cell_delay are presented next. First, Table 7.1 presents the area statistics
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• for the four designs using the XC4010pgl91 FPGA. The area is expressed in lcnns of

the following utilized resourees :

• Configurable logie blacks (CLB)

• 4-to-1 look-up table funetion generators (F-H)

• 2-to-1 look-up table funelion generators (H)

• CLB flip-Oops (0 type edge triggered)

The area statistics arc presentcd for bath l'l'cc and forced pin assignment. in arder tn

demonstrate the inOuence of a forced pin assignment on FPGA resourees utilization.

Forcing the pin assignment befme the partitioning. pla.:;cment and l'Outing of the designs

is neeessary in the eontext of the vi l'tuaI hardware system sinee many FPGA

configurations have ta be aeeomodated by a common pin assignmenl.

ki:G(f'r",~,::,I·F.~G •.....•. ' .. '.Ciu"'.",· .Alljp.~IOp ,1·", -.' i,. '.::,,:
,',' "",""." __ 'v,' . ,',

11,)·;·,:~·"'· ::.~ I·L~. I,Si:.~.!;.1:.•0/,:; l''#i.; ,.';~ I§#!': Lire'
·'('i" ,,! .. 1.!ii>··',··.· '?i",;• . '

Free TOCI500 151 37 278 34 18 4 209 18

File_transfer 370 92 637 79 99 24 449 40
Pin

Cell_error 263 65 472 59 29 7 239 21

Assignment Cell_delay 374 93 725 90 38 9 485 60

Forced TOCI500 150 37 278 34 18 4 209 18

File_transfer 359 89 637 79 99 24 449 40
Pin

Cell_error 263 65 472 59 29 7 239 21

Assignment Cell_delay 378 94 725 90 38 9 485 60

Table 7.1 Arca slalislics

Timing statistics obtained l'rom the Xdelay XACT tool for the four FPGA designs
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are presented in Table 7.2. Each design is eharacterized in terms of pad-to-setup, clock

to-setup and clock-to-pad delays ail expressed in nanoseconds. Additionally, the

expccted maximum cloek ratl: (MHz) is given. Eaeh of these melries is given for eaeh

dl:sign and for eaeh combination of device speed grade (6 or 4) and pin assignment (free

or forccd). The speed grade 6 device is the slawest of the two and was used in the

system prototype buill.

t'r:~~ ::,' ~,~w::i'~:"'f!;;-?
[:êî6~R~J

111111:tÎ:~~il~i~i~lr~'~~~ ).!~\~~î;.•.•" • H
t:;::,<·~·::\.<

TDCI500 45.3 49.1 71.3 14.0
Free
Pin File- transfer 47.5 126.9 132.0 7.6

Assignment Cell_error 35.5 89.3 108.0 9.3

XC4010pg191 Cell_delay 44.0 84.0 75.5 11.9
Speed Grade (;

TDCI500 52.0 53.8 70.9 14.1
Forced

Pin File_transfer 40.7 93.8 91.9 10.7

Assignment Cell_errar 41.2 104.8 104.2 9.5

Cell_delay 57.3 89.7 84.9 11.2

TDCI500 33.0 35.2 49.4 20.3
Free
Pin File_transfer 34.5 96.9 95.8 10.3

Assignment Cell_errar 26.3 67.7 78.8 12.7

XC4010pg191 Cell_delay 33.2 63.4 55.4 15.8
Speed Grade 4

TDC150ü 38.4 38.8 49.0 20.4
Forced

Pin File_transfer 30.5 69.5 66.4 14.4

Assignment Cell_errar 30.7 77.8 76.3 12.9

Cell_delay 44.2 65.4 61.2 15.3

Table 7.2 Timing statistics
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7.1.2 Speed limitations

As mentioned previously. speed is the main design constraint fur the variuus

FPGA designs of the system. The objective clock spced of the designs is dictated by the

SONET/ATM processor and morc specifically by the SONET STS-3c synehronous

payload enveIope (SPE) capacity. Each row of eaeh STS-3c frame is 270 bytes \Vide and

the first 9 bytes are used for section/line overhead whereas the 10'" byte is used for path

overhead. Therefore, 260/270 of each STS-3c frame is effectively used for ATM ccII

transport and given that the UTOPIA interfaces of lhe SONET/ATM processor have l;-bit

wide datapaths, this results in a minimum required clock speed for the UTOPIA

interfaees of 18.72 MHz. A particularity of the TDC 1500APCM proccssor is that the

empty-flag of the reccive queue is only updated when the last byte of the last ccII is

removed l'rom the queue. This forces the FPGA designs to interrupt the reading of the

receive queue on each cell boundary in order to check the updated stale of the empty

flag. This resuits in a waste of three clock eycles upon each received ccII boundary.

These three wasted cycles arise from the fact that the UTOPIA interfaces implemented

by the FPGA designs are registered in order ta reduce off-chip accesses lalcncy. The

first wasted cycle corresponds to the FPGA lOB latching of the emply-flag of the receive

queue, the second wasted cycle corresponds to the update of the receive enable FPGA

internai signal and the third wasted cycle is necessary for the updated reccive enable

signal to cross the FPGA lOB flip-flop and reach the TDC 1500. Without the registering

of the off-chip signaIs, only one clock cycle would be wasted upon each received ccII

boundary. For these reasons, the objective minimum FPGA clock speed required li:lr

sustaining the maximum throughput of UTOPIA interfaces should be around 21 MHz.

The timing statistics reveal that the forced pin assignment required in order to use

a permanent FPGA wiring common to ail modules of the virtual hardware system does

not affect the timing statistics of the various designs significantly. By opposition, the

timing statistics are strongly influenced by the devicc speed grade used. Table 7.2 shows
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• that the use of the fastest speed grade FPGA (4) would result in speed increases ranging

l'rom 35% to 45% with respect to slowest speed grade devices (6).

The timing statistics corresponding to the prototype built appear in the table under

the header device speed grade 6 and forced pin assignment. The specified maximum

operating speeds are 14.IMHz, 1O.7MHz, 9.5MHz and 11.2MHz for TDC1500,

File_transfer, CeIl_error and CeIl_delay modules respectively. These figures do not

compare weIl with the objective clock speed of 21MHz and this suggests that a higher

speed grade device than 6 should be used since the current pipeline oriented FPGA

designs are not sufficient to provide the performance required.

7.1.2.1 Synthesis tool

AIl four FPGA designs were described using VHDL and synthesized using

Synopsys 3.0b VHDL compiler with Xilinx 4000 series technology library. The use of

VHDL as the design entry proved to be very efficient as it lead to easy circuit

description, verification, simulation and modification. Furthermore, the large

synthesizable subset of VHDL supported by the synthesis tool used allowed short and

easy to read circuit descriptions. An important drawback of the version of the VHDL

compiler used is that it does not use the built-in latch enable control associated with each

CLB flip-flop of the FPGA. Thus, every conditional registering in the VHDL source

gets synthesized as a permanently enabled flip-flop whose input is fed with sorne

combinational function of its own output signal, the condition signal and other signais.

A bctter synthesis tool would simply route the condition signal to the latch enable control

of the flip-flop and there would not be any feedback required. The resource overhead

associated with each conditional registering roughly consists of a 4-to-l function

generator as well as the associated routing resources. Additionally, a corresponding

timing overhead results [rom this weakness of the synthesis tool.

In general, bchavioural VHDL as the entry level for the design process aIlows fast

design space exploration, fewer eITors and shorter design cycles. Given that it is
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• technology independenl, its use requires less knowledge of layout-eircuit design and

therefore becomes very attractive for system designers. Nevertheless, this teehnologieal

independenec can come at the price of a pcrformanee decrease with respect to an

equivalent design obtained through schematic captllI". In the partieular case of FPGAs,

datapath logic synthesis (synthesis of arithmelic and relational logie) shonld be

technology dependent in arder for the technology specific FPGA resources to he used

for maximizing the resulting performance. These FPGA specific resources arc meant to

complement the conventional function generalors and llip-llops whieh arc suitable for

random logic synthesis (finite state machines and combinat ional logic). Specific

resources for Xilinx 4000 series FPGAs inelude wide decoders in the periphery of the

chip, fast carry generation circuitry in eaeh CLB, lOB tlip-llops and conversion of look

up table function generators into RAM eclls.

On the other hand, structural VHDL can allow leehnology dependent circuit

des·:riptions through component instantiations of sort and hard macros of a spccific

FPGA library. Soft macros arc entities that arc already synthesized llllder li specific

FPGA technology whereas hard macros are entilies thal are synthesized, placcd and

routed for a specific FPGA technology. These macros make an extensive use of lhe

FPGA technology specific internai resources. So, full access to these specifie FPGA

resources can be obtained by sacrificing the advantages of behavioural teehnology

independent VHDL descriptions to the profit of structural teehnology dependent V1-101.

descriptions.

A middle of the road approach that can be used by synthesis tools is 10 provide

a module generation [74] Iibrary for each FPGA technology. This library can contain

pre-defined and user-defined technology dependent implementations of various datapath

operators. Whenever a supported arithmetic or relational operator is encountered in the

purely behavioural VHDL source, the module generation library is consulted by the

synthesis tool for a matching implementation. This technique can constitute a reasonably

efficient way of utilizing technology specific resources while maintaining a technology

independent top-down design flow with a logic synthesis tool. Synopsys 3.0b uses this
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llpproach lor the inlcrence of hard macro adders from the '+' VHDL operator.

7.1.2.2 Forced routing penalty

Tllble 7.1 presented area statistics for bath free and forced pin assignment, in

arder ta gauge the influence of a forced pin assigllment on resources utilization. The

statistics show that this influence is negligible and this is explained by the relatively low

pin count used for the designs, namely 96 (60%) for TDCI500, 90 (56%) for

File_transfer, 37 (23%) for Cell_error and 82 (51%) for Cell_delay. Additionally, Table

7.2 reveals that the forced pin assignment causes no significant degradation of the critical

paths of the various FPGA designs. It is interesting to notice that the effects of a forced

pin assignment remain negligible for designs having a CLB utlization as high as 90%.

Curiously, the CLB utilization of the File_transfer design is 3% lower for the forced pin

assignment case. This is due ta the fact that for this particular case, the placement,

partilioning and routing tools have been used with higher effort options.

7.1.2.3 FPGA architecture

An FPGA architecture can be characterized in terms of its logic block

architecture, its muring architecture and its programming technology. The routing

architecture used in 4000 series Xilinx FPGAs consists of an array of switching blocks

interleaved with the array of logic blocks. The switching blocks are connected in a two

dimensional grid such that any two logic blocks of the FPGA can be linked together.

This routing is qualified as segmented since a connection between two CLBs will use a

variable number of metal segments and switching blocks. Therefore, with such a routing

architecture, the placement and routing of the logic blocks of a circuit have to be

cxecuted in a closely cooperative fashion in order for the critical path requirements to

be met. The place and route complexity for the segmented routing architecture has been

shown to be an exponentional function of the design complexity and the percentage

utilization of the device whereas other routing architectures featuring a greater
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connectivity and continuous interconnects arc known to have a !esser place and 1'01Ite

complexity [75,76]. This exponential nuture of the problem is cirellmvented throllgh the

use of non-deterministic optimization algorithms by the place and 1'01Ite tools.

Throughout the placement and routing of the variolls FPGA designs of the system. it has

been noticed that the non-deterministie eharaeter of thesc algorithms can sometimes lead

to significantly different results (l'rom the performance viewpoint) when applied

successively to the same circuit.

The logic block architecture of the FPGA lIsed consists of two 4-to-1 look-llp

table funetion generators, one 2-to-1 look-up table fllnetion generutor and two D type

edge triggered flip-flops arranged in a CLB. The lIlagica[ 4 nllmber lIsed as the width

of the combinational function generators originates l'rom studies conducted on logic and

routing area requirements optimization for general applications [77 ,78]. Il has been

found that area optimization requires 3-input or 4-input logic blocks whereas dclay

optimization requires 5-input (or wider) logic bloeks. Now, for the specilic case of

teleeommunication applications, the FPGA architecture requirements deviate l'rom the

ones of general purpose applications. As an example, the four FPGA modules of the test

system designed ail make an extensive use of wide counters and wide pattern matchers.

This suggests that an FPGA architecture with wider gates would enhancc signilicantly

the timing performances without eausing too mueh area overhead in the form of partly

used wide gates.

PROTEUS is a programmable hardware architecture that is specifieally targetted

at telecornrnunications applications [79,80]. Ils specifications proceed l'rom an exhaustive

characterization of telecornrnunication subsystem resources. Most subsystems analyzed

have been found to use resources very simliar to the ones of the test system designs,

namely wide binary counters, pattern matchers and finite state machines eharacterized

by many states and few transitions. These features are exactly the same as the ones

found in the various modules of the ATM switehing node test system designed.

Applying technology mapping to the various subsystems with different combinations of

programmable gate widths, it has been concluded that the most efficient logic coverage
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is nbtained using a mixture of 3-input funetion generators and wide gates with more than

4 inputs. The size of the basic function generator of an architecture affects the routing

complcxity dramatically. From the standpoint of logic coverage efficiency, smal!

function generators of 2 or 3 inputs are highly desirable but they lead to very complex

routing issues. Despite this, PROTEUS stil! recommends 3-input function generators on

the premise that a large fraction of the connections in the subsystems analyzed are local

connections.

7.2 Alternative architectures

A clcar limitation of the CUITent test system design is the low bandwidth link that

is used to connect the system PCB to the host computer. If a higher bandwidth

connection were used, then the cel! analyzer could use the computer memory for storage

of information such that no or very few memory would be required on the test system

rCB. Given that the amount of host memory is much bigger than any realistic amount

of tcst system PCB static memory, the test runs couId he made much longer. Given that

the ultimate goal for an ATM test system is to allow the generation of an important

number of traffic sources and the analysis of much fewer sources, there is an important

assymetry in the input and output bandwidth of the system. Whereas the host eould be

lIsed for traffic analysis provided a suitable eonneetion to the test system, this same host

could hardly be used for the traffie generation because of the mueh higher bandwidth

involved. Therefore, in order for the test system architecture to offer sorne degree of

sealJbility, al! or most of the traffie generation should be provided by dedieated

hardware.

7.2.1 Host interface paradigm

The design of a test system making use of the host memory is very similar to the

design of an ATM host interface, or as sometimes eal!ed ATM adapter. Therefore,
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models of ATM host interfaces found in the literature [81,82.83.84\ ean he applied

directly to the test system design. Ali ATM hast interfaces share two main

functionalities, namely data conversion between host format and network fonnat and data

transfer between user memory on the host and network transmission medium.

The engineering decisions related to the data conversion funclions eoncern mainly

their distribution. In other words, it has to be decided for each layer of the protoeol if

it gets implemented by the hast software or by the interface. Traditional approaehes for

transport layers other than ATM consisted in keeping most protoeol funetions in the host.

This way, end-to-end performance could scale with eaeh new generation of workstation

and the interface implement3tion eould be kept simple and low eost. Now, in Ihe case

of ATM technology, the higher traffie bandwidth involved dictates a funetion distrihution

that prevents host overloading through a broader interface funetionality. Thereforc, ail

three layers of ATM should be implemented on the interface, thereby allowing user

application data units (packets) to be transferred direetly to the interface with minimal

host CPU processing involvement.

In the area of data transfer between host memory and interface, therc arc various

ways leading to various levels of performance and implementation eomplexity. First, the

physicaI path used for the transfer ean be either the host memory bus or the host 110 bus.

Host memory buses l'l'ovide better throughput and lateney eharacteristies than their 110

bus eounterpart since they are located higher in the subsystem hierarchy. However, an

110 bus based interface design is more likely to survive many generations of systems.

Furthermore, building a system upon a widely publicized 1/0 bus specification is casier

than building it upon sorne proprietary memory bus specification.

Once the physieal path for the transfer is seleeted, it remains to be selected how

the transfer itself will be eontrolled. In the case of memory bus based interface, some

form of shared or dual-ported high speed memory is used to hold transmitled and

reeeived eells. For dual-ported memory, control transfer is trivial whereas with shared

memory, an arbiter is used to grant the memory bus control to the host or the interface.
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•

1/0 bus bascd interfaces can simply be slave dcviccs mapped into the J/O addressing

spacc of the hast system. In this case, a transfer from host ta interface becomes a simple

1/0 wrilC operation and a transfcr from interface to host becomes an ua read operation

lriggcred by polling or interrupt. Such programmed 1/0 solutions lcad to outstanding

simplicity of the interface itself but also to a severe utilization of CPU time, memory bus

and 1/0 bus.

ln order to dismiss the host CPU from the task of the data transfer, the ATM

interface can use the direct memory access (DMA) functions that are provided by most

1/0 buscs. This way, when a transfer occurs between the host and the interface in one

direction or the other, the host CPU execution can rcmain uninterrupted through ils use

of cHche memory. Peak information transfer rates using VÜ bus DMA functionalities

vary according to specifie buscs. Specifications are given in Table 7.3 for the most

common commercial interface buses.

EISA 33

MCA 20

NuBus 37.5

PCI 132

VL 85-160

VME 40-80

Multibus 1 10

Multibus II 40

SBus 100

Table 7.3 10 bus peak lransfer rate
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Conventional DMA functions usually allow simple word aligned Illemory block

transfers and in the absence of guarantees on the alignement or data provided by the

protoeol layers to the interface, an additional memory-to-memory data transrer may bc

required from the host CPU. Il has been shown that this additional transrer brings Ihe

tbroughput of simple DMA interfaces down to the level or programmed 1/0 interraces

[83]. However, the alignment ean be done by the interface itself through the use or a

barrel shifter and this way, the throughput in the transmit and receive directions get

improved significantly with respect to programmed 110 interraces.

Using such an 110 bus-DMA based architecture l'or the test system, the host

memory cou Id be used for the recording of events and statistics during the test l'lms.

Therefore, the architecture of the cell analyzer of the current tcst system would change

significantly since it would not interface to Ihe lest system PCB memory anymOl'e but

rather to the host memory through DMA. On the other hand, the architecture or the cell

generator of the test system wouId not change so much because ail background sources

would still need to be implemented in hardware on the lesl syslem rCB. The reason l'or

this is that the DMA bandwidth wouId no be sufficient to generate the high bandwidth

background sources from the host. Nevertheless, the foreground source(s) could he

generated by the host, depending on their number and their associaled bandwidth.

7.2.2 Scalability issues

From a practical perspective, the current switching node test system could be

expanded in terms of the number of physicallinks and the number or sources generated,

in order to match the number of ports and the port speeds of larger scale switching

nodes. The expansion of the number of physical links of the system would consist in

duplicating the CUITent architecture as needed. Therefore, the FPGA, SRAM and

SONET/ATM processor combination would become the building block of the expanded

system. Sorne additional circuitry wouId be necessary to allow the building blocks 10

be accessed and controlled individually as weil as for providing their synchronization.
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Conccrning the expansion of the number of trame sources per physieal link, the

current archilecture of the system is also found to seale linearly in terms of resources.

For the case where a trame source is simulated by an interrupted binomial process as is

the case in the Cell_delay module, il has been seen that aiS-bit segmented LFSR as weil

as a 20-inpul pipelined combinational function for the generalion of eaeh binomial event

of the model (Remain_Active, Remainjnactive, Emission) are required. Additionally,

a finile state machine is required to update the state of each source during each cell time

slot and a FIFO queue is needed to record for eaeh lime-slot the identifier of the sources

that want to emit a cciI. Despite the linear growth of resources as a function of the

number of trame sources generated, the individual resources for each source are so

important that generating 10 or 20 sources for a single STS-3c link would lead to a quite

hardware extensive system.

In order to alleviate the resource requirements associated with a bigger number

of sources, the stochastic process generation+ paradigm should be adopted so that real

lime schedliling of cell departures for ail sources of a physieal link can be executed by

a single stochastic process. Simple discrete-lime stochastic processes can be synthesized

to hardware easily using LFSRs whereas continuolls-time stochastic models involving

complex arithmetic couId be implemented through the use of a pipelined general

processor or a digital signal processor. The FPGAs of the system would then be used

to receive command vectors from the scheduler processors, for time stamping of

foregrollnd source cells and for event recording in local SRAM.

+ See source modelling taxonomy introduced in chapter 4
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Chapter 8 Conclusion

After going through many years of queueing, bandwidth allocation, traffic llow

and trafflc congestion analyses, the asynchronous lransfer mode will now be reaching the

commercial market massively. It has demonstrated its ability to integrate the various

classes of traffie of the future and provide information switehing uniformly throughoul

the whole spectrum of network implementations, from the local area to the worldwidc

area.

As ATM teehnology deployment arises, il brings along the needs for suitable

testing methods and equipments. Indeed, in order for this technology to become :1

success, it must not only Le effective, reliable and affordable but it must also be easy to

test during design, implementation and day-to-day operations. The same technological

advantages that benefit ATM broadband networks also engender sorne new challenges

for the testing task. The flexibility of ATM in terms of the trafflc classes as weil as the

physical interfaces it supports and the ever increasing aggregate bandwidth of the

switching nodes are examples of ATM features that complicate the testing task.

Testing the ATM network consists first in assessing the conformance of the

various network elements such as the switching nodes, multiplexers and user terminais

through the use of special purpose high capability probing equipment. Then, the testing

task is taken at a higher level as it procceds to end-to-end connection conformance
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assessment through the use of embedded meehanisms providing a minimum transfer

performance measurement. The test of switehing nodes is partieularily important sinee

lhese are the clements that strongly influence the quality of the cell transfer. This task

of switehing node lest eonsists in the measurement of a series of test parameters that are

of two types, namely funetional parameters and performance parameters.

This thesis presents a design and implementation of a test system for ATM

switching nodes. In order for the test system to be flexible enough to adapt to evolving

standards and to possible vendor specific features, reconfigurable hardware is used.

Static read and write memory based field-programmable gate array technology is used

to providc the system flexibility required and also to minimize the component

requirements through the use of hardware metamorphosis and reuse. This use of in

system reconfigurable hardware for swapping sorne mutually time exclusive hardware

functions is known as virtual hardware, hardware subroutines or silicon multi-tasking.

The system proposed uses a personal computer for the realization of a user

friendly interface to the test system printed circuit board. The system provides various

tests that the user can configure and activate with the pointing device. Eaeh test

exeeution aetivates a specifie configuration of the system FPGA that is specially

optimized. Fast static memory is used on the test system PCB for the real-time

rceording of events and violations oceuring during the test runs. The SONET STS-3c

and SDH STM-I physical interface of the system is provided by a highly integrated,

wide func~"nality application specific circuit obtained from Texas Instruments.

The reconfigurable hardware computing paradigm is recognized to efficiently

combine the versatility of a programmable solution with the performance of dedicated

hardware. It is emerging in commercial applications as a way of reducing system costs

and sizcs without sacrificing performance. Moreover, certain new lines of SRAM based

FPGAs are specially targetled at this dynarnic hardware reuse as they offer more efficient

pin assignment capabilities, incremental device configuration and shorter configuration

delays. Reconfigurable hardware use is obviously limited by the hardware concurrency
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of a parlicular system. Nevertheless, in the case of the ATM swilehing node test system.

it has been shown that it is possible 10 partition the system into various modules that ean

be executed sequentially. Therefore in this context, the reuse of thc FPGA is found to

be very advantageous.

The evaluation of the test system prototype brought to light the heavy influence

of the synthesis tool device knowledge on the synthesis results quality, espeeially with

the complex FPGAs available today. The SONET/ATM processor proved to be a very

practical device as it automates ATM cell mapping and extraction as well as clock

generation and recovery. The use of test system PCB memory for the recording of tesl

events allowed the use of a low speed connection to the computer system and relieved

the GUI software l'rom real-time processing requirements. As was shown, the ATM

adapter configuration described in section 7.2.1 couId be used instead, in order for the

host CPU and memory to participate more actively to the traffic generation and analysis

tasks. The flexible, affordable and wide functionality ATM switching node tesl system

presented could find its application in the industrial, commercial or educational fields.
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Appendix A

Key B-I8DN documents+

1.113: Il-ISDN Vocabulary of lefll"

1.12IR: Ilroadband Aspects of ISDN

1.150: Il-ISDN ATM Functional Characteristics

1.211: Il-ISDN Service Aspects

1.31 1: Il-ISDN General Network Aspects

1.321: Il-ISDN Protocol Reference Madel and Ils Applications

1.327: Il-ISDN Functional Architecture Aspects

1.361: Il-ISDN ATM Layer Specilication

1.362: Il-ISDN ATM Adaptation Layer Functional Specilication

1.363: Il-ISDN ATM Adaptation Layer Specification

1.371: Il-ISDN Traflic Control and Congestion Control

1.413: Il-ISDN Vser-Network Interface

1.432: Il-ISDN Vser-Network Interface - Physical Layer

1.610: Il-ISDN VNI Operation and Maintenance Principles

TA-NWT-OOIIIO: Ilroadband ISDN Switching System Generic Requirements

TA-NWT-OOI III: Ilroadband ISDN Access Signaling Generic Requirements

TA-NWT-OOII12: Ilroadband ISDN Vser to Network Interface and Network Node

Interface Physical Layer Generic Requirements

TA-NWT-001113: Asynchronous Transfer Mode aod ATM Adaptation Layer

Protocols Generic Requirernents

TA-TSV-001408: Generic Requirements for Exchange PVC Cell Relay Service

TA-TSV-00I408: Generic Requirements for Exchange Access PVC Cell Relay

Service

TA-TSV-OOI408: Generic Requirements for Exchange SVC Cell Relay Service

+ WoridWide Web sites: http://www.itu.com & http://www.bellcore.com
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