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Abstract

This thesis presents an up-to-date survey of results concerning laws of large
numbers fol' sequences and arrays of random variables. We begin with Kol
mogorov's pioneering result, the strong law of large numbers, and preceed
through to Hu et al. 's, and Gut's recent result for weakly dominated ran
dom variables, for which we provide a simpler proof. We insist in particular
on the techniques of proof of Etemadi and Jamison et al.. Furthermore,
analogues to the Marcinkiewicz-Zygmund theorem are given. This thesis
illustrates the trade-off between the existence of higher moments and non
Li.d sequences and arrays of random variables ta obtain the strong law of
large numbers.

Résumé

Ce mémoire présente une revue des récents résultats sur la loi des grands
nombres pour des suites et tableaux de variables aléatoires. Nous com
monçons par les travaux précurseurs de kolmogorov sur la loi forte des grands
nombres pour ensuite aboutir aux récents résultats de Hu et al. et de Gut
sur les variables faiblement dominées, dont nous donnons une preuve plus
simple. Nous insistons en particulier sur les techniques de preuves utilisées
par Etemadi et Jamison et al.. Nous présentons aussi des résultats analogues
aux théorèmes de Marcinkiewicz-Zygmund. Ce mémoire illustre en fait les
liens entre l'existence de moments d'ordre élévé et les suites et tableaux
de variables non necessairement Li.d. pour obtenir la loi forte de grands
nombres.
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Chapter 1

Introduction

1.1 Outline of Thesis

In 1930, Kolmogorov proved what is now known as his classical strong law of

large nUlnbers-that for a sequence {.Xn ; n ~ 1} of independent, identically

distributed (Li.d.) random variables with EIX}I finite, the average of the

sequence converges to the mean with probability one; in symbols,

li Lk=l Xk - E"\--m - ..'\.} a.s.
n-oo n

A great deal of work has beell done since in transporting this important

result to nlore general settings, and in exploring variations on the theorem

in which weaker conditions on the sequence of l'andom variables implies

weaker modes of convergence for the sequence of averages. This thesis gives

an overview of sorne of these generalizations and variations. We begill by

givillg an outline of the thesis; for definitions please refer to the next section.

The second chapter of this thesis begins with one proof of the classical

law, with the .Xi 's pairwise independent and identically distributed, but
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not llecessarily i.i.d. We then discuss the Marcinkiewicz-Zygmund strong

law, which examines the necessary and sufficient conditions for the strong

convergence of S'n/n l/v where

n

Sn = I:"'Yk
k=l

and {"'Yk} is a sequence of Li.d. l'andom variables with E"'Y1 = 0 and a <

p < 2.

In the third chapter, a more general problem is examined; namely the

alnlost sUl"ely and in probability convergence to a constant of the weighted

sums
n

Tn = L ankXk
k=l

(the ank 's are the weights). The purpose of this chapter is ta provide more

general results vaUd for a whole c1ass of coefficient matrices A = (and. This

is in contrast to the previous chapter in which (ank) has a specific structure

for example, (Lnk = n-1 for k ::; n and ank = 0 for k > n. Although the case

where the Xi '8 are Li.d. is studied primarily, we also examine the situation

when the "'Yi are pairwise independent, dominated by a random variable, or

orthogonal, and the situation when no first moment exists.

The fourth chapter studies results concernillg complete convergence of

arrays of random variables f~."nk; 1 :5 I~ :5 n; n ~ I}. Necessary and

sufficient conditions, inspired by the Marcinkiewicz-Zygmund result, for the

4



complete convergence of

1 n

n 1/ p L -'Ynk for 0 < p < 2
k=l

\Vith {.\""nk} an i.i.d. arrayarepresented. Next, weexamine the case in where

no assumption of independence between the rows of the array is made; we

present a new proof, based on Rosenthal's inequality, which elimillates sorne

of the tedious techllicalities of the original proof and extends the theorem

ta the case where 0 < 1) < 1.

Finally, we conclude by examining sorne of the results which have been

obtained in the previous chapters in a 1110re general setting-that of random

variables which take values in Banach spaces.

5



1.2 Background Results

The basic setting throughout this thesis is a probability space (n,.r, P)

where n is called the sample space, .r is a family of subsets of n a (a-

field) whose elements are called events, and P : .r~ [0,1] is a probability

measure. For A E :F, P(A) is called the probability of the event A. The

purpose of this section is ta give the necessary background definitions and

l'esults which will be used in the l'emainder of the thesis. We begin with the

Borel-Calltelli lemma which will play a vital l'ole.

Definition 1 If {An, n ;?: 1} is a sequence of elements of :F then the ele

ments w E n which OCC1lr infinitely often (i.o.) in {An} are those elements

which are in An for infinitely many values of n. The set of elements of n

which OCC1l1' infinitely often in {An} is thus given by

00 00

{An i.o. } = n U An =Hm sup Jln.
k=l n=k

A useful faet to know about sueh events is

00

P(limsup An) = lim P( U An).
k-+oo

n=k

Lemlna 1 (Borel-CantelIi) If {An, n ;?: I} is a sequence of events for

which

6



then P{An i.o. } = O. If the An are pairwise independent, then a partial

converse holds-namely, if

00

L P{An} = 00

n=l

then P{An i.o. } = 1.

Proof: See [2].

Let {.Yn , n ~ I} and ..:Y he random variables.

Definition 2 The sequence {..:Yn } is said ta converge almost surely (a.s.)

ta )( if

P{w: ,,:Yn(w) ~ .K(w) as n ---;. oo} = 1

or equivalently, if f01' ail f > 0,

P{w: I..:Yn(w) - ..:Y(w)1 > f z.o. } = o.

This will be denoted by ..:Yn ~ X a.s as n ~ 00. If.K is degene1'llte (almast

surely a constant) then {..:Yn } is said to converge almost surely to a constant

(a.s.c) ..:Y.

Definition 3 The sequence {Xn } is saùl to converge in p1'Obability to ..:Y if

for eve1'y E > 0

lim P{w: I..:Yn(w) - .\""(w) 1 > €} = O.
n ....... oo

In this case, we will also say that X n ~ --,y in probability as 11, ---;. 00. If

X n ~ .K in ]JrobabiLity and X is clegenerate, then {Xn } is said to converge

in probability to a constant (i.p.c) .X.

7



We note that the almost sure convergence of ,Xn ta)( implies convergence

in pl'obability (ta X'), but the converse is not true in general.

Lelnma 2 ((4] p.90) For any r > 0 and any random variable X,

00 00

L P{I ...YI ~ nI
/
T} $ EI·KIT $ L P{IXI > n l

/
T}.

n=l n=O

Lemma 3 Let {Xn } be a sequence of random variables. Suppose that

00

L P{/Xn / > €} < 00 for aU f > o.
n=l

Then

"'Yn ---;. 0 a.s.,

and the converse holds if the .Xn '8 are also pairwise independent.

(1.1)

(1.2)

Proof. If (1.1) holds, then for any f > 0, by the Borel-Cantelli lemma \Vith

An = {j ...Ynl > c} we have

P{IXnl > <: i.o.} = o.

This is equivalent to the statemellt X n ---;. 0 a.s. Conversely, if the ~\"'n a.re

pail'wise independent and (1.2) hoIds, that is, .Yn ---;. 0 almost surely, then

for any E > 0

P{IXnl > <: i.o.} = o.

By the pa.rtial converse of the BoreI-Ca.ntelli lemma,

coz= P{IXnl > <:} < 00

n=l

and 50 (1.1) holds. 0

8
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Chapter 2

Strong La"Ws of Large
NUIllbers

2.1 An Application

vVe begin with a simple and heautiful application of the strong law of large

l1Ulnbers due ta Borel (1909). Let n = [0,1]. Consider a decimal expansion

w = 0,XIX2, ... for each w E n. ( Sorne w's have two decirnal expansions,

however, since the Lebesgue measure of such w's is zero, our discussion will

Ilot he affected if we take the decimal expansion of w ta he either of the

two possible). For le = 0,1,2, ... , 9 let Nàk)(w) denote the number of times k

appears alnong the first n Xi'S of the decimal expansion of w. We say w E n

is normal ta base 10 if

Nàk
)(w)/n -+ 0.1 as n -+ 00 for k = 0,1,2, ... ,9.

In what follows we will prove that almost every w chosen randomly in [0,1]

is normal. That is, we will prove that for almost ail w, the frequency in the

9



limit \Vith which k appears among the first n Xi'S of the decimal expansion

of w is the same for every k, narnely 1 out of 10 times.

Let :F he the Borel subsets of n = [0, 1] and P the Lehesque measure.

Let .Xn(w) he the nth number in the decimal expansion of w for every w

chosen randomly in [0,1]. We cau easily verify that the sequence of random

variables {...Yn ; n 2: I} is Li.d. with P{X'l = k} = 0.1. ( It is clear that

P( ...y;l(i») = 0.1 for ail n 2: l, 0 ~ i :Ç 9. To see the independence, for

exanlple, P(_Yï 1(i) n Xi 1(j)) = P(w 1 w = O.ij ...) = 0.01. In general,

Define f(x) = 1 if x = Il: and f(x) = 0 if x f; le. TheIl {f(Xd; 'i 2: I} is a

sequence of i.i.d random variables and E!( ...Y1) = 0.1. Now by the strong

law,
n

L !(.Yi)/n -+ 0.1 a.s.
i=l

Since L~l f(Xi(w))/n = NAk)(w)/n, we have that almost every Humber

with respect to the Lebesgue rneasure is base 10 normal. Of course the

same argument can he modified to obtain the normality of almost aU l'eal

numhers for any base.

There are other illteresting and useful applications of the stl'ong law in

areas sneh as statisties, classical l'eal analysis and lvlonte Carlo simulation.

For examples see Stout [28] p.123-125.
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2.2 The Strong Law for Pairwise Independent Ran

dom Variables

vVe will now present Etemadi's proof of the strong law of large numbers.

The proof is more direct than Kolmogorov's because it uses neither Kol-

mogorov's inequality no1' results on convergence of series of random varj-

ables. Etemadi's proof involves results on the subsequence of the random

variables and moreover, the sequence of random variables needs only to he

pairwise independent. Nevertheless, Kolmogorov's proof is still important

since the ingredients used in the proof provide information on the rate at

which ISn/nl -;. 0

Theorem 1 (Etemadi [ï] ) Let {Xn } be a sequence of pairwise independent,

identically distributed random variables. Let Sn = Li=l .Xi. Then for sorne

finite constant e

1 1 l Sn
E )(1 < 00 if and on y if - -;. e a.s. as n -;. 00,

n

and if so, c = E.Xl .

Proof. If Sn/n ~ e then

)(n Sn - ne (n - 1) Sn-t - ne . 0- = - -- -.,. a.s.
n n n n-1

(2.1)

Hence, P{I.Xnl > n i.o.} = 0 (taking E = 1), and by the partial converse of

the Borel-Cantelli lemma,

00 00

L P{IXtl > n} = L P{I·X"nl > n} < 00.

n=O n=O

Il
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Thus EI.YII < 00 by lemma 2.

On the other hand, suppose EI...YII < 00. Write Xn =x;t - X;; where

)(;i =max(O, ...Yn ) and .:r;; = ma..x(O, - ...Yn ).

Clearly, {xt} and {X;} satisfy the assumptioll of the theorem, and there-

fore without 1055 of generality, we can assume that "'Yn ~ O. The basic idea

of the proof is as fol1ows: First, we truncate "'Yi at the level i, by putting

li = )(J{"'Yi :$ i} where 1 is the indicator function. Let S~ = Li=l li and

k( n) = lQnJ where cr > 1. We will prove that for the sequence {k(n)},

~~<;:) --+ E"'Y1 a.s. as n --+ 00. Once we prove that the sequence {Yn } and

{-\"n} are asymptotical1y equivalent, that is

00

L P{Xn f:. Yn i.o} < 00,

n=l

using the mOllotonicity of Sn we will conclude the proof.

Given any ( > 0, using Chebychev's inequality, we obtain from the pair-

wise independence of {Yn },

00 {IS'ES' 1 } 1 00 1/ar Sk"(n) 1 00 1 ken)
'" ken) - ken) _ '" '" ""

n
L=l P k(n) > ( ~ ~ L..t J,~()2 = 2" L k( )2 L..t 11ar Yi.

E n=l "n f n=l n i=l

Using Fubini's theorem to interchange the order of summation we have

00 1 ken) 00

(-2:E k2 L Var Ji = E-
2 :E Vm' Yi I: k(n)-2.

n=1 (n) i=l i=l n:k(n)~i

Since k(n) = LœnJ and lœnJ ~ cr.n j2, (because œ> 1) for n ~ 1,

L Lcr.nJ-2 ~ 4 L œ-2n :5 4 (1- a-2 )-li-2 .

n:k(n)~i n:k{n)~i

12
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( The last inequality holds since if ni \Vere to denote the smallest integer n

such that k( n) ~ i, then from summing a geometric series

L a-2n = a-2ni 1 _ a-2 -
1

) .

n:k(n)~i

It is precisely for this convergence reason that we had defined k(n) = lanJ

where a > 1. Now, noting that }~ ~ 0,

00 {I S' - ES' 1 } 00 E (y2)~p k(n)k(n) ken) >E ~4(1-a-2)-\-2~ i/

Letting c = 4 (1 - 0:- 2)-\-2 and F(x) = P{X1 $ x},

~ {IS~(n) - ESk(n) 1 .}

L...J p /,.(' ) > E ~
I

L n
n=

Using Fubini's theorem to interchange the order of summation in the above

00 1 lk+l
L-1- x2dF(x)
k=O k + 1 k

00 (k+1
~ L Jk xdF(x)

k=o k

ELY! < 00.

equation, and noting that L:~k+l i-2 ~ l/(k + 1), we obtain

00 1 ï-1 (k+1
L 72 L Jk x

2
dF(x) ~

i=l t, k=o k

Hence by lemma 3,

S" ES"• ken) - , ken) --;. 0
ken)

a.s (n ~ (0). (2.2)

V-le also have

13
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The justification for the last equality is provided by the following argument:

Let /-L = E"'Y1 and /-Li = EJ~. Then

l

ES' 1 l''k(n). 1 1 ken)ken) L.."i=l JL:
ken) - EX1 = ken) - JL ~ ken) t; Illi -Ill·

Since IJLi - III --'1- 0, so does its arithematic mean by Cesàro's summation

theorem. NOW, using results (2.2) and (2.3), it follows

s'. ken)
hm -k() = E.XIn-oo ~ n

USillg Fubilli's theorem, we have

a.s. (2.4)

00

L P{Yn ;f .Xn }

n=1

co 00 {OO 00 00 ji+1
= L P{Xn > n} = L JTl xdF(x) = :L L. xdF(x)

n=1 n=1 n n=1 i=n Z

00 i+l 00 Hl

= Li! xdF(x) ~ L 1 xdF(x)
n=l t n=l t

::; E"Y1 < 00.

By ]ernma 3 ~Yn - Yn ~ 0 a.s. Hence,

1 ken)

k(
.) L(Xi - Yi) -+ 0 a..S (71, -+ 00)

11, i=1

by Cesà.ro's summation theorem. (We note that Cesàro's summation theo-

rem also holds in the case of almost sure convergence, but not necessarily

for the case of convergence in probability).

By equation (2.4), it fo11ows that

. Sk(n)
hm -k() = E"Y1

n-oo - 11,

14
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Notillg that Yi ~ 0, we now observe that if k(n) ::; m < k( n + 1) then

Sk{n) Sm Sk{n+l)
_---:....~<-< .
/;:(n+l) - fi - ken)

vVe shall now note the following two points.

(a) From the above equation it is c1ear that

S S
li . f k{n) < l' . f mmm Imlll -

j .......oo k(n)~j k(n + 1) - j .......oo m?'j fi

(2.6)

(2.7)

(b) Recallil1g that k(n) = lanJ, k(n)::; /~(n+l) implies that ktljll < ki~) ::;
k(n) l.}'.f'.
k(n) , aBc t leI elOl e,

and similarly,

ken + 1) an
Hm sup ::; linl sup --a = a.

j-.oo k(n)~j ken) j-oo k(n)~j ken)

vVe also have that

1 8k (n) Sk(n)---<_----:........:....-
Ct an - k(n +1)

This implies that

1 '.f Sk(n) . f k(n) . f Sdn)
- 1ll -- III -- < 1ll . CL.S.
a k(n)~j k(n) k(n)?j an - k(n)?j Iî:( n + 1)

(2.8)

Upan taking the 1iInits as j --;. 00 on both sicles of the above equation and

taking point (a), (2.5) and (2.6) into account,

lEV li' f Sk(n) 1" f Sm- .....\. 1 < fi 111 < un III
Ct - j-oo k(n)~j ken + 1) - j-oo m?j 711,

15
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On the other hand, by (2.5)

li
Sm

msup -
i-oo m~j m

li [
Sk(n+l) ken +1)]::; msup

i-oo k(n)~i ken + 1) ken)

, Sk(n+l)
~ a: hm sup = o:E,.,Y1 .

j-oo k(n)~j k( n + 1)

This, together with (2.9) implies that

1 E v li' f Sm l' Sm E v
- f .'\.1 $ mm - ~ lm sup - ~ 0: '..'\.1 a,s.
a n ......oo 711, n-oo 711,

Siuce the above result is true for aU Ct > 1, the proof is complete. D

2.3 Marcinkiewicz-Zygmund's 8trong Law of Large
Numbers

Koltnogorov's strong law of large numbers states that for a sequence of

independellt a.nd idelltically distributed l'alldom variables the fil'st moment

exists if and only if Sn is of order smaller than n, that is Sn = o(n) a.s, In

genel'al, for p > 0, what cau we say about the asymptotic fluctuations of

{Sn} when EI,.,YIP exists? The answer is provided by the following 1938 result

of Marcinkiewicz and Zygmund which essentially says that Sn = o( n l/p) a.s

for a < p < 2.

Theoreln 2 If .Xn is (f. sequence of i.i.d 7'andom variables where

n

Sn = L·Xi
i=l

16
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then,

i) For 0 < P < 1 , EI)(lIP < 00 if and only if

Sn
n1/ p --+ 0 a.S.

ii) For 1 ::; p < 2

Sn - nc
nI/v -;. 0 a.s

if and only if EI ....Y1IP < 00, and if 80, C = E.X1.

Praof. For a cOlnpiete proof of this theorem, refer ta Chow and Teicher [4]

p.12.5 or ta Zyglllund and Marcinkiewicz [18] where this theorem was first

proved. We will only present here an outline of the proof as in [4].

We need to employa result from the Khilltchine~l{olmogorovConver-

gence Theorem (see [4] p.113) which states:

Let {Xn ; n ~ I} be a sequence of independent random variables with

fi:nite vœriances and E"'Yn = 0, n 2:: 1. If L~l E.XJ < 00, then L:~l ....\j

converges to some 1'a.nc1om variable almost sU1'ely.

As usuai, we begin by truncating the random variable X n . Let

Then, for 0 < P < Q wefind that

17
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Thus taking a = 2 in (2.10), L~=1 (Yn - EYn ) converges almost surely by the

Khintchine-Kolmogorov Convergence Theorem applied to Yn - EYn • Also,

00 00

L P{.Yn/n1fp f; Yn} =L P{I.X11 > n1
/ P} $ EI·X1/P < 00

n=1 71=1

sa by the Borel·CantelH lemma P{.Yn/n1/ p # Yn i.o} = O. Therefore

00

P(L:(.Xn /n 1
/ P - EYn ) converges} = 1

71=1

if and only if
00

P{L: 1~ - E}~l converges} = 1.
71=1

This implies that L:~=1 ((.Xn /n1
/ P ) - EYn ) < 00 almost surely.

For case (i) where 0 < ]J < 1, takillg a = 1 in equation (2.10), we have

that
00

L IEYnl < 00.

n=1

For case (ii) where 1 < p < 2, assuming without loss of generality that

E"Y.1 = 0, we filld that the above equation also holds. Hence, the following

series converge almost sUl'ely:

~ Xn
for 1 < ]J < 2, and L...J ~lfp fol' °< ]J < 1.

n=!

Applying ta the series IÜollecker's lemma which states:

conve7'ging, then
1 n- Laj ~ 0,

bn j=l

we cOllclude the proof of the theorem. D
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2.3.1 More on the Marcinkiewicz-Zygmund Theorem

Let {X·ni n ~ I} be a sequence of independent and identically distributed

random variables and let Sn = Li=l .Xi. Marcinkiewicz-Zygmund's theorem

states that for 1/2 < Cl: < 00, Sn is of order smaller than n Q if and only jf the

1/a th moment exists. It is natural then that we ask whether an analogous

result holds if we assume that 0 < a: :::; 1/2. The answer is no, as shown in

the following theorem.

Theoreln 3 Suppose .YI is non-degene7'ate and ]J ~ 2. Then

Hm sup ISn - bnl/nl
/ P = 00 a.s

for every choice of sequence of real constants {bn ; n ~ I}.

In order to prove this result, the centrallimit theorem is crucial. The central

limit theorem states:

Theorem 4 If Xl is nonciegenemte with var' .XI < 00, then

{
Sn - nEXI .}.. 1 lX r 2 •

P ( . X )1/2 ~ X -. ()1/2 exp (-y /2) dy
TL Va1 ./ 1 211"-00

as n ......... 00 for each real x.

P7'Dof. (Many introductory pl'oba.bility text books have the praof. See far

example Chow &Teicher [4] p.299).

To prove theorem (3), the following definition and lemma are mast usefuI.
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Definition 4 If {Yi, i ~ I} is Cl sequence of random variables and {li', i ~

I} is a sequence of random variables independent of {li, i ~ I} with

{Y/, i ~ I} having same distributions as {Yi, i 2:: I}, then

{yt, i 2:: I} = {l~ -li', i ~ I}

is cal/ed the sY1Tl1netrized version of {}i, i ~ I}.

vVe note by Ko1mogorov's extension theorem, the existence of the sym-

metrized version {Y/, i 2:: I} is guaranteed.

Proo! of theorem, (3) (Stout [28] p.135). Suppose Xl is nondegenerate. As

sume that there exists a I( < 00 such that P{lim sup ISn - bnl/n l / p <

I( } > O. We will show that this assumption produces a contradiction.

Since the set {Hm sup ISn - bnl/n l / p < oo} is a taï1 event, by K01

l11ogorov's 0-1 law, P{lim sup ISn - bnl/nl
/ P < I( } = 1. Letting 5'~ be the

symmetrized version of Sn, ISn - bnl/nl
/

p ~ IS~I/nl/p -IS~ - bnl/n 1f7J
, and

it follows that

P{ Hm sup( IS~l/nl/p ::; 2I() } = 1.

Noting that S~ = Li=l Xl we have

n

P{ Hm sup( 1 L .tYil/n l
/ P ::; 21() } = 1.

i=l

Since

(2.11 )

n n

P{ pm sup ,1 L ...Yil/n l/p > 2]( } 2:: P{ n~l U~=j 1L Xtl/n l
/

p > 2]( },
)-00 n;::J i=l i=l
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using (2.11)

n

o = .lim P{ u~=jl L ...Yil/n1
/ P > 21{ }

)-00 i=1

i
> .lim P{ 1L ~Y:I/jl/P > 2K }.

)-00 i=1

From the equation

(2.12)

L~l ...Yt (n - l)l/p

(n - 1)l/p n 1/ p

it follows by (2.11) that

P{ lim sup IX~I < 4K } = 1.
n l / p -

Therefore, P{ IXil > (41{)i 1/ P i.o } = 0 and applying to this the Borel-

Cantelli lemma far independent events, we have that L:~l P{ IXPIP >

(41{)i } < 00. Now by lemma 2 we abtain EI ...Y1IP < 00, and sinee ]J ~ 2,

it follows that EjX:1 2 < 00. Since the llandegeneracy af Xl implies the

nondegeneracy of ...Yî, it follaws by the eentra1lirnit theorem that

but this contradiets (2.12), thus establishing the theorem. 0
,"Te will now explore sarne variations af this theorem. For {Xi} a sequence

of pairwise independent and identically distributed randam variables, the

Marcinkiewicz-Zygmund strang law af large Humbers hoIds for 0 < ]J ::;

1. For 1 < p < 2 hawever, thus far it 's been shawn that the condition
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EI.XIP(log+ I.XI)P < 00 where log+ x = log(2 V x) is sufficient for the relation

(Sn - ESn)/n1/ P -'Jo 0 a.s ta hold (see Li [16]). Mariikaine [19] has slightly

improved the sufficiency condition. Namely, we only lleed that for 1 >

oand 1 > 4p-6, EI.XIIP(log+ IXII)' < 00 in arder that (Sn -ESn)/nl/P-'Jo

oa.s.

2.4 Orthogonal Random Variables

We now state sorne results for the strong law of large numbers for the situa-

tian in which the sequence of ralldorn variables {X·k} are no longer pairwise

independent and identically distributed, but rather orthogonal. Doob's ver-

sion of the strong law of large llumbers states:

If {Xk: k = 1,2, ...} is a sequence of random va1'iables with

E( ..Yk) = 0 and E(Xl) = C1k
2 < 00 (k = 1,2, ...),

E(.XkXJ) = 0 (k;f;l; /c,I=1,2, ...),

then

.!.("'Y1 +... +Xn ) --+ 0 a.s. (71. --+ 00).n .

(2.13)

(2.14)

(2.15 )

(2.16)

Ivlèricz [20] has shawn that (2.16) rernains valid whell (2.15) is weakelled

as follaws:

E("'Yk.'YL) = 0 (2P-
1 < k < 1~ 2P; 1), k, l = 1,2, ...).
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VVe are however limited by how far we can weaken (2.15). Le Gac [13] has

recently proved a conjecture of Màricz which states:

For every a > 1, ihere exists Cl sequence of l'Clndom variables {..IYk} such

thai (2.13) and (2.14) ho/d, and

(L7'e satisjieci, but

Hm sup .!.1.Y1 +... + .~·nl =00 a.s. (n --;. (0).
Tt
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Chapter 3

Generalizations

3.1 Weighted Sums of Random Variables

Let {.xn , n ~ 1} be a sequence of LLd random variables and let 5'n be the

nth partial sum of the sequence. Let JL denote the mean of Xl and assume

the first moment of Xl exists. Then, Kolmogorov's strong law tells us that

(5'n - E.XI) / n converges almost surely ta IJ,. In this chapter we study the

convergence properties of
n

1'n = L ank~)(k

k=l

where {ank; n ~ 1, 1 ~ li, ~ n} denotes a triangulaI' array of real numbers.

Our pUl'pose is to find sufficient and/ or necessary conditions on {CLnk; n ~

1, 1 ~ li, :::; n} a.nd {Xk; l~ ~ 1} such that we obtain convergence almost

sUl'ely and in probability to a consta.nt for the sequence {Tu}. Following

Stout's definition [28], we will say that Tn is stable if 'in -;. c almost surely

for sorne constant c. In this chapter, the results of sections 3.2 and 3.2.2 are

from Jamison et a.l. [12], section 3.2.1 is from Wright et al. [30] and section
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3.3 is from Pruitt [23].

3.2 Stability of Weighted Sums of Random Vari
ables

Let {"-Yk; k ~ I} he a sequence of Li.d. random variables and {Wk; 1;; ~ I}

be a sequence of positive real numbers. Let X he a random variable with the

same distribution as the Xk'S. Define Tn = Lk=l WkXk and Wn = Lk=l Wk

(so in the notation introduced ahove, Tn =Tn/lVn ank == ~ for aH k :$ n).

In studying the a.s.c convergence properties of Tn/Hln, we need ta omit the

following two trivial cases: when ..-Y is degenerate (almost sUl'ely a constant)

and when L~l Wk < 00.

1. Suppose X. is degenerate, say .X = m (a.s) for sorne constant 1n. Then,

(a..S) as n --;. 00.

2. Suppose L~lWk = C < 00. Then, vVn --;. C for sorne constant c.

Thel'efore, the convergence of Tn/1Vn and the convergence of L:r:l Wk"-Y k

are equivalent and so, by Kolmogorov's 0 - lla.w, either Tn/1Vn fails

to converge in probability or else it converges almost surely to a non-

degenerate limit. Hence, Tn/H!n can not even converge in probability.

Therefore, it is throughout assumed that .K is nOll-degenerate and 2: Wk =

00. Such a sequence of weights will he called a divergent sequence of weights.
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We will in addition assume that wn/1Vn -;. 0 as n -;. 00. As proved in the

proposition below, without this assumption, Tn/Wn need not be stable. We

will aIso note (and it is not difficult to show) that

OJ

L Wk = 00 and wn/l'Vn -;. 0
k=l

jf and only if

The condition maxl:5k:5n {wk/1Vn} --+ 0 simply says that as n gets large, the

contribution of ...ln to Tn is significantly reduced.

Remarie The Marcillkiewicz-Zygmund theorem is not generalized in this

chapter for under the assumptioll that 111n = Lk=l Wk, we cannot find an

array {ank; 11.;::: 1, 1 ~ k ~ n} sueh that ank = n-P, (J~ = 1,2, ... ,11.)70 <

p < 2, P f:. 1. However, by letting Wk == 1 for k ~ n, the results of this

chapter extend that of Kolmogorov's strong law.

In order for Tn/1Vn to he stable, the growth rate of IVn relative to W n is

crucial.

Proposition 1 Tn/l'Vn is stable implies wn/1Vn -;. 0 as n --+ 00.

(In ]act, it is necessary that wn/ltVn -;. 0 as n -;. 00, in m'der ]01' canve7'gence

i.]J.c ta hald for {Tn/1Vn}J.

Proof. Consider the identity

(11, ~ 2)
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#r;.
W'

This identity ma]\eS it evident that even the weak law for Tn/l'Vn fails unless

Wn/Hln ~ O. If we suppose that Tn /l'Vn ......;. c in probability for sorne number

c, and that there exists a constant 111 such that Il'Vn/wnl ~ 111 for ail n, then

using the above identity, for any é > 0

This implies that

Therefore, )(n - l~n-l --;. 0 in probability, and sinee Tn-1/ltVn-l --;. c in
.• n-l

probability, it foilows that .Xn ......;. c in probability. Since convergence in

probability implies convergence in distribution, the fact that the .Xn 's are

identically distribu ted implies that the distribution of .X is alrnost sUl'ely

equal to c. This contradicts the assumption that .X is a non~degenerate

l'andom variable. D

Definition 5 Fm' x> 0, let N(x) be the numbe7' of subsc7'Î]Jts n sueh that

The following corollary establishes the connection between the function N (x)

and the stability of Tn/H!n.

Corollary 1 If N(x) = 00 for- some x > 0, then the stabilily of Tn /ll1n

fails.
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Proof. If Tn /l1!n is stable, then by proposition 1, for x > 0 there exists a

natural number Nx such that Iwn/Wnl < l/x for all n ~ Nx. Therefore,

N(x) < N x < 00. D
The following strong law theorem gives a sufficient condition involving

the function N(x) so that Tn/Hfn is stable.

Theorem 5 If EIXî < 00, EN(I·XI) < 00 and

J 1 N(y)
.7:

2 -3-dydF(x) < 00,
y?:lxj Y

then Tn/ltVn ~ E.X almost surely as n ---+ 00.

(3.1)

( The condition EN(IXî) < 00 is stated only as a convenience. It can be

omitted since it is a consequence of equation (3.1): note that

J
x2 f N~)dYdF(x)?Jx2NClxI)1 13dydFCx)=1/2ENCI.XI)).

JY~lxl y y~lxl Y

The proof of this theorem uses the following two lemmas. In each of

these lemmas we will assume that the conditions of theorem (5) hold.

For given positive weights and for each x > 0, define

if H1k/Wk ~ x
otllerwise

Clearly, N(x) == E~l Nk(X), Also, define a sequence of l'andom variables

{Yk; k ? 1} such that

1" - { .Xk
k - 0

if I..-Yk! < l'Vk/Wk
otherwise
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Using the usual truncation technique, instead of 'working' with the ran-

dom variables .Yk '8, we will use the bounded random variable Yk 's. We will

show that Zn/IVn is stable, and that its stability in turn implies the stability

Lemma 4 k - if:; ---;. 0 almost surely as n ---;. 00.

Proof·

= Jf NkClxl)dF(x) = JNClxl)dF(x) = E1V(I..-YI) < 00.

k=l

Hence, by the Borel-Cantelli lemrna, P({Xk::j:. Yk} i.o) = 0, that is to say if

{
T Z } 00 00
~ - ~ 1-:- 0 c {n U Ek}w 1~ .

n n m=l k=m

To see this , suppose t ~ {n~=l Uk=m Ek}. Then, thel'e exists a number A

o. Therefol'e, far any positive integer n,

n A-l
L Wk (.Yk(t.) - Yk(t)) ~ L: Wk (.Yk(t) - Yk(t)) ::; C < 00.

k=l k=l

Naw, sinee IIVn ---;. 00 as n ---;. 00, it follows that
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Therefore, P (~ - ~ -r 0) $ P (n~=l U~m Ek) = O. Hence,

a.s.

LelTIlna 5 fff; - E (k) ~ 0 lllmost surely.

Proof. 10ève [17] p.238 has shown that

If {.Xn}~=1' are independent and L~=l Va?' (t) < 00, bn l 00 and

Sn = 2:i=1 Xi, then t- - Et:n) --+ 0 almost surety.

In light of the above result, we will prove the lemma by showing that

00 2 co 2 2

~ L li2 JYfdP = 2: ;i21. ~ x
2
dF(x) = Jx

2 L 1~:2 dF(x).
k=l k k=l k Ixl< Wk {k: ~>Ixl} k

"'k

In order to estimate the latter equation, using integration by parts observe

that

r dN(y)
J!xl<v$z y2

N(z) N(lx!) 21 N(y) 1= -2- - 2 + --3-( y.
Z :/; Ixl<y$z Y

(a.2)

Using integration by parts again we have that

1 ciN(y) = N(a) _ N(z) +21 N(y) dy
. 2 2 2 3 '

::<v~a Y a z z<y~a Y
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and f:;<Y$n d~!Y) 2:: *(fz<y~n dN(y)) = c!rCN(a) - N(z)). This implies

Letting a -+ 00, we obtain that

N(z) 100 N(y)-- < 2 --dy < 00
z2 - :: y3 (3.3)

1·

~.'~.,
W'·

where the integral converges as a result of (3.1). Now, using (3.1), (3.2) and

(3.3) we obtain

J w2 ! (1:: N(y) 100

N(y) )x2 L . /~2 dF(x):::; 2 x2
-3-dy + -3-dy dF(x)

w 11 k Ixl Y Ixl Y
{k: ~>Ixl}

Wk

= 2Jx2 r N~)dY dF(x) < 00.
Jlxl<Y y

Henre, L:~l li aTI~~jl'"d < 00 and 1Vk l 00 thus completing the proof of the
k

lemma. 0
Prao! of theore'l7~ .5. Let ILk = EYk and It = E.K. Then, letting l to be the

indicator functioll,

ILk= [ w :l:dF(x)=JXI
11

~dF(x).
Jlxl< wk x < Wk

k

Since the random variable X l ~} converges to X (recall that .x is a
{lxl< Wk'

random variable that has the same distribution as the .Xk 's) and EIX"! < 00,

by the dominated convergence theorem

fLk = r x dF(x) ~ J.L as k ~ 00.
Jlxl<~

Wk
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Since f11n --..,. 00 and wk/T11n --+ 0 as n -,. 00 (k fixed), using Toeplitz's

lemma,

lE(Z;) - ILl = 1_1 t Wk(J.lk - J.l)I--+ 0 (n --+ 00)
H n 111n k=l

Equivalelltly, E (k) ~ JL as n --+ 00. Therefore by lemma (4) and lemma

(.5), Tn/T-Yn --+ IL thus proving theorem (5). 0
Our objective now is to find a class of weights {Wk} sueh that TnllVn is

stable with IX J having a finite moment. The result which we're seeking will

not directly illvolve the function N (x) for computing this function could be

difficult. In order ta achieve our goal however we need ta study fUI·ther the

role which the function N(·) plays in the stability of Tn /Hln •

Lemma 6 Tn/H'n is stable implies wnXn/Wn --+ 0 almost Burely, and the

latter condition is equivalent ta EN( Cl4Yj ) < 00 for every c > O.

Proof. Reealling the identity in proposition (1), we see that if Tn/ltf'n is

stable then wn./\n/H!n --..,. 0 (a.s). NOW, by lemma 3 ( and its converse as

{.Xn } is an independent sequence of r.v's),

W;:;:n ---+ 0 (a.s) if and only if ~ P (lw;:;:"j;~ f) < 00

for any ( > O. Since

it fol1ows that EN( clXI ) < 00 for every c> 0 if and only if W n X n /Hln --..,. 0

almost sUJ'ely. D
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Proposition 2 For a given sequence of weights {Wk}, Tn/1Vn ---;. EX al-

most surely with EI ....YI < 00, if and only iflimsupN(x)/x < 00 as x --... 00.

Remark: Hm sup N(x )/x < 00 as x ......;. 00, is equivalent ta the existence

of a constant Ii" < 00 such that

N(n)/n:c:; K

for all n ;::: 1.

(3.4)

Exalnple 1 (Stout[28] p.22D) This example helps in interpreting equa

tian (3.4). Clearly, if W n == 1 for ail k ;::: 1, equation (3.4) holds and so

Kolmogorov's strong law is incIuded in the statement of the proposition.

However, if we let WI == W2 == 1 and Wk == Hlk- l /( -1 + log k) for k ;::: 3,

(hence f!(lk / Wk == log k), then equation (3.4) fails. To see this, note from the

definition of N(n)

N(n) == 1 {k; ftVk/Wk :c:; n} 1 = 1 {k; log k ::; n} 1

1 {k; log k :c:; n} 1 = 1 {k; k::; exp(n)} 1

1 {Jo:; k::; exp(n)} 1 = lexp(n)J .

Hence, N(n)/n ~ (exp(n) - l)/n ---;. 00 as n -;. 00. Roughly, equatioll (3.4)

implies there cannat he too many Wk 's whose magnitude relative to lVk is

tao large. In the example above, the 'largeness' of the Wk'S ailowed N(.) ta

he an exponential functioll.

Proof of proposition 2. Suppose limsup N(x)/x < 00 as x ---;. 00. Then, for
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sorne lvI < 00, N(x) < lVlx for ail x > O. Renee, EIXI < 00 implies

J 1 N(y) J Alx2 -3-dy dF(x) ::; x2
-,,elF(.X) = MEI...YI < 00.

y~lxl y x

By theorenl 5, Tn/1Vn ---;. EX a.s as n ---:. 00.

On the other hand, if limsup N(x)/x = 00, then there exists a sequence

{Xk} such that N(Xk)/Xk > k, k ~ L By choosing fk = 1/(ck2nk) where

c = Ek~l (ljk2xk), we have that

L fk = 1 and !kxk = xk/(ck2xk) = 1/cI~2
k~l

and sa Lk~l fkXk < 00. Sinee Jk1V(Xk) > kfkXk = l/ck, it follows that

Lk~l fkN(Xk) = 00. The sequence {fk} defines a distribution snch that

EI ...YI < 00, but EN(I.XI) = 00. Hence, Tn/ltVn is not stable by lemma 6. 0
Let us return to our main objective, that is, finding a class of weights

{Wk} sueh that Tn/l'Vn is stable and ...Y has a finite expectation. Fronl

proposition 1 we know that if Tn/1Vn is stable, then wn/Hln ---:. O. The

converse of proposition 1 in general is not true. We can see this from example

1 where wn /Hln = 1/10gn ---:. a as n ---:. 00 but, N(x) grew arbitrarily large

and in light of proposition 2, Tn/Vc/n failed ta be stable.

The eonstraints on the weights {Wk} Jamison et al. consider in [12] in

arder for the converse of proposition 1 ta hold involve the uniform bounding

of the WJ..- 's. \iVithout loss of generality, we can assume this uniform bound

of the Wk 's to be one sa that 0 < Wk ::; 1 and ItVn -;. 00.
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Lelnlna 7 For Cl divergent sequence of positive weights bounded by one ,

limsupN(x)/xlogx ~ 2 as x --;. 00.

Proo/. Fix x > O. Let B n = {k: n < 11Tk ~ n + I} and Vn he the number

of k's in B n sneh that x ~ ~. Let

Hlk
B~ = {k: n < ltVk ~ n + 1, a.ncl - ~ :z:}.

Wk

Sinee ltVk diverges, there ean only he finite Humber of k's in En, and eonse-

quently, B~ also contains a finite Humber of k's.

Let kh' .. ,kT he aIl the k's in Bln • Then, 1 {k h •.. , kT} 1 = Vn and

Now,

Therefore,

nVn ""--$ ~ Wk·
x kEBn

Now let 1~7'1' ••• kr), in a.n inereasing order, be the elements of En' Then, the

faet that n < 1tVkr1_l +Wkr1 = HTkTl ~ n + 1 ilnplies that n - 1 < HTk /.1_ 1•

Since VVkq -1 + L:iEBn Wi ~ n + l, it follows that

L Wi ::; (n + 1) - (n - 1) = 2.
iEBn
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We now have that ~ ::; LkEBn Wk ::; 2 and so, Vn ::; 2:. Recalling the

defillition of the function N (x), it follows that

lxJ lxJ 1
N (:r) = L lin ::; Va + 2x L - ::; Va +2x log x .

n=O n=1 n

Since Va is a finite number, limsupx_oo N(x)/xlogx ::; 2. 0
It is interesting to note that Jamisoll et al. [12](p.43, ex.1) have con-

structed a sequence of weights {Wk k ~ 1} sueh that /wkl < 00 for aIl k ~ 1

and yet liIn sUPx_oo N(:r )/x = 00. This suggest that additional conditions,

perhaps OIl the random variables {.Y"k; /;; ~ I}, are needed if Tn /Hln is to

he stable. The next theorem tells us what happens when we consider a

condition slightly stronger than the existence of EIX 1.

Theoreln 6 : Let {Wk; ,;; ~ I} be any bounded sequence of weights. If

EI ...Yllog+ I·XI < 00, then Tn /Hln ---:- E.X a.s as n ---;. 00.

P'1'Oof, \,yjthout 105s of generality, assume the weights are bounded by one.

In this proof, we will use the results of lemma 7 and theOl'em 5, By lemma

7, there exists a a nnmber il < 00 sneh that N (y) ::; R y log y for aU y > o.

Since N(y) = 0 for y < 1, ( because Wn/wn = [(Wl +.... +wn-d/wnJ + 1 ),

we have that

f Ne;) dy = f N~) dy ::; R fOO log+2(Y) dy
JY>lxl Y JY>lxl~l Y' J'xl y

(
IOg+ 1:1:1 1 )

=R +- .Ixl [xl
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Therefore,

! x21 N(y) dy clF(x) :::; (2 + R) j x 2 (lOg+ Ixl +~) dF(x)
y>lxl y3 Ixl Ixl

=R J(Ix/log+ Ixl + Ixl ) dF(x)

=R [J Ixllog+ Ixl dF(.?:) +! Ixl dF(X)]

Since EI...Yllog+ I-:rl < 00 implies EI...YI < 00 it follows that

! X2 f N~)dy dF(x) < 00.
Jy>lxl y

By theorern 5, Tn/l'Vn ~ EX as n ---+ 00.

Remark: Etemadi [8] has shown that theorenl 5 rernains true even when

the sequence of the random variables {Xn } are pairwise independent. The

praof illvolves the usage of the subsequence technique siInilar to the one

employed in the proof of Etemadi's version of the strong law (see chapter

1).

RemarlG It is interesting to compare the classical Kolmogorov's strong

law of large nU111ber with theorem 6. In the first instance,

n
'LXk/n -..-. c a.s
k=l

for a constant c if and only if EI..Y 1 < 00, while in the second instance,

Tn Lk=l WkXk- = ---+ C a.s
Hrn ItVn

for a constant c if EI ...Yllog+ IXI < 00. This latter condition is not necessary

and in fact, the llext section illustrates the stability of Tn/ltVn for sorne

adluissible sequence {Wk} even when EIX 1 = 00.
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3.2.1 Arbitrarily Heavy Tails and the Strong Law

Without any moment assumption, in proposition 1 we saw that in order for

convergence i.p.c for the sequence {Tn /Hln } it is necessary that

(3.5)

However, restricting our attention ta those ~Y's for which EIXI < 00, we

were able to construct positive weights {Wk} which satisfied (3.5) aIthough

Tn/H/n failed ta he stable (see example 1). Eveuthough for Wk == 1 the

stability of Tn /ll1n is a moment result (this is Kolmogorov's strong law

of large numbers), with example 1 in mind Wright et al., [:30], pose the

following question: does a sequence of positive weights {Wk} and a sequence

ofrandom variables {Xk} exist such that (3.5) hoId and Tn /Hln is stable, but

EI....YI = oo? The answer to this question is provided by lettillg g(x) = Ixl in

the next proposition.

Proposition 3 Let 9 he a nonnegative function defined for nonnegative

1'eal numbe1's with g( x) --+ 00 as x -;. 00. Then the1'e exist a sequence

of i.i.d random varihales {Xk}, a sequence of positive weights {Wk} sat

isfying (3.5) and a constant c for which Tn/l'Vn --+ C almost surely and

In addition, Wright et al. extend theorem (.5) of Jamison et al.. In this

new result, theorem (5) of Jamison et al. has been slightly modified in order

to include l'andom variables which do not have a first moment.
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'rheorem 7 Suppose {Wk} is a sequence of weights satisfying (3.5). Let JL

he a constant number. If

[ xdF(x) --+ IL as T -+ 00

Jlxl<T

and if

Jx21 N(;) dy dF(x) < 00,

y~lxl y

then Tn/T1Vn -+ JL aimost sll1'eiy.

(3.6)

(3.7)

Truncating .X at a number T and using the dominated convergence the-

orem, if El_YI < 00 then ~xl<TxdF(.7;) -+ Il:= E ..:'( as T -+ 00. On the other

hand, if EIX'! := 00 then the mean does not exist.

P1'00f of theoTem 7. The proof is exactly the same as the proof of theol'em

5 of section 3.2 except in showing that E( Zn)/H'n --+ JL. In this case, we are

given that EYk = Jlxl<~ x dF(x) -+ JL. Using (3.5) and (3.6), it follows
WI:

that E( Zn)/H'n -+ JL. D
\iVright et al. also points out a result of Chow & Teicher [3] in which

they show that for any randam variable .X for which

liminfxP{IXI > x} > 0,
x-oo

(3.8)

the stability of Tn /H'n fails for any choice of of positive weights {Wk} satis-

fying (3.5). For a proper interpretation of (3.8) note that

Hm illf xP{IXI > x} > 0 ==> EIXI = 00.
x .......00
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The reason for this implication is as follows. If EI~YI < 00 then I~YI < 00 a.S.

Hence, given an x > 0, IX111xl>x -;. 0 and as x ---;. 00. By the dominated

convergence theorem

Therefore the class of i.i.d random variables considered in theorem 7 are

those with

lim inf xP{I ...YI > x} = o.
x .......00

For examples which (3.8) is satisfied, consider the St.Petersburg paradox

(P{X = 2k } = 2-k for k ~ 1) and the Cauchy distribution. For further

detail see Durrett [.5] (p.32 example 5.6.)

vVright et al. also extends theorem 2 of Jamison et al.. They show that

theorem 2 is a special case when 7' = 1 of the following corollary of theorem

7.

Corollary 2 Let 1 ::; 7' < 2 and let {Wk} be a sequence of weights which

satisfy equation (3.5). The stability of Tn/VVn kolds for all.X with EIXIT <

00 if and only iflimsuPx-too N(.'l:)/x T < 00.

Wright et al. also makes an interesting point: if 0 < l' < 1, then there

can not exist weights which satisfy Hm sUPx oo N(x)/x T < 00 due to the

following result which Wright et al. prove as proposition L

Let {Wk} be a sequence of positive nwnbe7's satisfyingwn/VVn -;. O. 'l'ken

LkWk = 00 if and only if I=Jto N(x)x- 2dx is infinite.
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If such a sequence {Wk} were to exist then for ail x ~ 1, there exists a

numbre k such that

Thus the correspodnillg integral 1 is finite contradicting the proposition.

41



3.2.2 Arbitrarily Heavy Tails and the Weak Law

In this section, we will examine the necessary and sufficient conditions for

convergence i.p.c to hold for the sequence {Tn/H/n} when EI ...Y! does not

necessarily exist. Let us for a moment return to Chow & Teicher's result

which says that condition

Hm inf P{I.YI > x} = 0
x-oc

is necessary for a.s.c convergence of {Tn/lVn } to hold. By adding an addi-

tioual condition, namely

lim 1 xdF(x) < 00,
c--oo Ixl<c

we obtain the followillg theorem. (As in the previous sections, let {wn } he

a sequence of non-negative real numbers, and put H!n = Lk=l Wk).

Theorem 8 {Tn/H!n} converges i.p.c fOl' ail divergent sequences {Wk} such

lim cP(I ...YI > c) = 0 and Hm f xdF(x) exists.
c-oo c-oo Jlxl<c

(:3.10)

Remal'k: Although condition (3.10) is weaker than EIXI < 00, it 'almost'

says that EIX 1 < 00. This is due ta the following result of Rohatgi [25] which

states:

Let .Y be Cl m.rulom variable with a distribution satisfying 11.
01 P{I·YI >

n} --+ 0 as n --+ 00 fOl' 80me Ct > o. The'l7, EIXl f3 < 00 for 0 < /3 < Ct.
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Proof of theorem 8. Suppose (3.10) is true. Let )(nk he }(k truncated at

ltfln/Wk as follows:

v { .Xk
.Ank = 0

if l''Ykl < 1'f,!n/W k

otherwise .

evaluation of the probability limit Snn/H1n, and then showing that this prob-

abmty limit equals the probabmty limit of Sn/TYne vVe have that

n n

P{Snn f:. Sn} =P{ LWk(Xk - Xnd f:. O}::: P{ U( (Xk - Xnk) f:. O)}
k=l k=l

n n Tl

~ L P{ (Xk - )(nk ) f:. O} ::: L P{Xk f:. Xnk} = L P{ I·Xkl ~ VVn/Wk}
k=l k=l k=l

Since maXl~k~n wk/H1n ~ 0, we have that for aH k ~ n, T'l/n/Wk ~ 00 as n ~

00. Therefore, from hypothesis (3.10), given E > 0, there ex..ists a natural

implies
n n

:L P{I-Ykl ~ l'l/n/wk} < E L Wk/TtVn = E.

k=l k=l

Hence,

P{5'nn 'f:. Sn} ~ 0 as n ~ 00.

Using il1tegration by parts we have,

(3.11)

= Tl (_T 2P{I..YI > T} + 2 r xP{I.l:I> x}dx)
JO~x$.T

21= -TP{IXI > T} + T xP{lxl > x}dx. (3.12)
O~x$.T
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By the first condition of (3.10), for any f. > a there exists an N snch that

for aU x > N xP{/Xî > x} < L Assuming, without loss of generality, that

T > N, for the second part of equatiol1 (3.12) we have that

T
2 f xP{I.Xî ~ x} dx

JO$x$T

Therefore

2 [ NT]= T 1 xP{I·YI ~ x} dx +LxP{I·XI > x} cLx

2 [ ] 2N2< T N 2 + ((T - N) ~ T + L

Il 2N
2

T
x2 dF(x) :5 -TP{I-,Y[ ~ T} + -T + € ~ ( as T -:- 00. (3.13)

IxlST

Since € is arbitrary,

~ r x2 dF(x) -:- a as T -:- 00.

T Jlxl:5T

Employing (3.14) it 110W follows that for a sufficiently large n,

(3.14)

Var (~~n) = 1/~2 t w~ Var C-X"nk) ~ H~2 t (w~1 , '7:
2
dF(X))

n n k=l n k=l Ixl<11 n/Wk

= _1_ t (W~ H'n Wk r x 2dF(X)) ~ ~ tw~ ItVn (= (
11'~ k=l . Wk ItVn l'xl<Wn/wk ItVn k=l Wk

which is equlvalellt ta saying that

(
Snn)Var {!fin -:- a as n -:- 00.

Usil1g Chebyshev's illequality, we will proceed to show that for any a > a

P (1 ;n -JlI ~ a) -7 0 as n-+ 00.
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We first note that

as 11, --;. 00. Letting !-Ln = E( Snn/HTn), by Chebyshev's inequality

p (I,s'nn _ 1> ) < Var (~) --;. 0
Hfn J.Ln - a - a2 •

Since J-Ln --;. J-L, by (3.15) and the fact that W:- - ILn --;. 0 in probabHity, it

fol1ows that ~ -;. !-L in probability . Combining this with (3.11) we obtain
nu

=P{Snn=Sn, I{;" -1'I~a}+P{Snn~Sn' lit -1'1~a}

~ p {I~;: -ILl ~ a} +P{Snn -1 Sn} -;. O.

Hence 8n /Wn --;. Il in probability. This ends the sufficiency part of the

proof.

For necessity, suppose Tn/liVn converges Lp.c. Then applying the clas-

sical degenerate convergence critel'ioIl, (see Loève [17] p.278), \Vith Wk == 1,

(3.10) is obtained. 0
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3.3 Arrays of Weights

As before, let {Xk} he a sequence of indepel1dent, identically distributed

random variables with EIX11 < 00 and E.Y1 = IL. Let)( he a. l'andoIn

variable with the same distribution as the Xk'S. Proposition 1 in section 3.2

says that the a.s.c convergence of {Tn/lVn} implies wn/vl1n --0- 0 as n --+ 00

where E~ W n = ItVn and ItVn --+ 00 as n --+ 00. Hawever, the converse of the

implication does not hold in general, as was shown by example 1. In this

section, we will prove that when EI ...YI < 00 the convergence of {Tn/H/n}

Lp.c hoids if and only if wn/IVn --0- 0 and !'fIn --+ 00. More generally, we

will prave the analogons result for arrays of weights fl = (ank) w here A is a

Toeplitz matrix. Furthermore, a moment condition on the random variable

X will he established in order for Y;t = L:~I (lnk"-Yk --+ J.t almost sUl'ely as

11. --:. 00.

We say A = (ank) is a Toeplitz matrix if:

Hm ank = 0 for every k,
n-oo

00

lim "'" ank = 1, andn-co LJ
k=I

00

L lank 1 ::; AI for ail n.
k=l

(3.16)

(3.17)

(3.18)

vVe shauid note that the structure of the matrix A defined by a sequence of
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positive numbers {Wk} such that

{
wk/1tfln if 1 ~ k ~ n,

Clnk = 0 if k > n

where lYn = L:k=l Wk is a special case of the Toeplitz matrix- it is for this

type of Toeplitz matrix on which the results in the previous sections are

based.

the random SUlU L:k:':l lank.-Yk! converges absloutely with probability one,

and sa, the sequence of random variables {Yn ; n ~ 1} is weIl defined (since

EI}'~I < 00, Yn < 00 a.s.).

In the first part of this section, we will provide a necessary and sufficient

condition for the convergence of Yn Lp.c to hoId. (The trivial case when .-Y

is almost sUl'ely equal ta Il will be omitted).

Theoreln 9 il necessary and sufficient condition for Yn ~ f-l = EX l in

JJ'I'Obability is lhat maXl$k$n lankl --;. 0 as n ~ 00.

Proof. Suppose lnaxl$k$n lankl --;. 0 as n -+ 00, Let

if 1ank.lYk 1 ~ 1
otherwise

••

and let Zn = L:~1 "'Ynk. We will first prave that Zn - Yn --;. 0 in proba-

bility. Then, it will suffice ta show that Zn -- Il in probability in arder to

complete the sufficiency part of the proof. In order ta show this however,

we will beforehand need to prove that Var(Zn) --;. 0 as n -+ 00; for then,
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an application of the Cllebyshev's inequality will enable us ta cOl1clude that

Zn ~ Jl in prabability.

First recall that (by 3.9) EI.rY/ < 00 implies

lim T P{jXI > Tl} = O.
T-oo

(3.19)

vVe will now show that Zn - Yn -..:. 0 in probability. Ta begill with, we have

P{Zn :1 Yn} = P {f: Xnk :1 f ank.rYk} = P {Ur:l {.Xk - ){nk f:. O}}
k=l k=l

00 00

:5 L P{IXkl > lankl- l
} = L P{I·XI > lankl- l

}. (3.20)
k=l k=l

Since lankl- l --+ 00 as n --+ 00 (1 ~ k ~ 71.), for a given € > 0 by (3.19) there

exists a natural Humber N sueh that for aIl n ~ N,

Since Lk;l lankl :s; 1\1 for aU n,

00 00

L P{]XI ~ lankl-1
} :s; L Jankl€/]VI :5 €.

k=l k=l

Hence, retul'uing ta (3.20),

that is, Zn - 1~1 ~ 0 in prabability. Ta prove Var(Zn) -..:. 0, by usÎl1g

integratian by parts we have the foUawing equality:

~ r x 2 dF(x) = -TP{I.rYI ~ T} + T
2 r xP{I.XI ~ x} dx. (3.21)

T JlxlST JOSxST
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By (3.19), given any f > 0 there exists a natural number N sueh that for ail

x ~ fil, xP[lXI ~ x] < (, Assuming without 10ss of generality that T > N,

for the second part of the sum in equation (3.21) we have that

2fa--:; xP[lX 1 ~ x] dx
1. O~x~T

Therefore,

= ; [{ xPIIXI2: xl dx +;: xP(JXI > xl dX]
2

~ T [ N 2 +«(T - N) ]

2N2

~ T+E.

(3.22)

Since ( is arbitrary,

~ f x2 clF(x) --;. 0 as T -;. 00.
T Jlxl$T

Now, since Lk=1 IXnkl ~ 2:~llankXkl, the random SUffi 2:k=ll.Xnkl is

finite almost sUl'ely. Using the monotone convergence theorem,

E(I Zn1 2
) =J lim (~:~~ I·Ynkl? clP = Hm J(~ l'''Ynk1)2 dPrn_oo LJ m-~ LJ

k=l k=l

= lJ~~J (f I·Ynk1 2dP +2 L I.Xnill.Ynil) clP
k=l l~i<i~rn

= lim [~l a~kXf dP +2 Hm (EI·XI)2 " lanillanil}3.23)
rn-oc> ~ 1 X 1<1 rn-oo LJ

k=1 ank k - I$i<i~m

Using (3.22) and assumption (3.18) for the first SUlU of the latter equation,

given ( > 0 there exists an Ni such that for aU n ~ NI
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m

:::; n!~oo L lankl ( €/21I!I )
k=l

:::; f./2.

For the second sum of equation (3.23), since limn_co anj = 0 for a every j,

there exists an N 2 such that for all j :s; m and for all n ~ N2 ,

Therefore,

m

:::; ~!Poo 2(EIXI? f. j(4(EI..-YI?A1] L lanil
i=l

:::; 2( EIXI ? c:j[4(EI..-YI?J11]AtI = c:/2

Letting N = max{N}, N 2 }, we now have that for aIl n ~ N

:::; f./2 + c:/2 = E

a.nd therefore, by equation (3.23), it follows that E/Zn I
2 ~ 0 as n ~ 00.

VVe now need one last resuit to cOllclude the praaf for sufficiency. Letting

as TL --... 00. Using Chebyshev's inequality, for any c > 0
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as n --+ 00. Hence, Zn --+ J.L in probability.

For the necessity, suppose Yn --+ JL in probability. Let

m 00

U!,;.t) = L (Lnk (Xk - p,) and U(n) = L ank (.rYk - jl).
k=l k=l

Aiso let

he the charaeteristic functioll of ~Yk - tt. By the continuity of the exponentiai

. ven) . u(n) . u(n)
function, limm-.X! e1U

m = e1U
• Since El e1U

1 ~ 1, by the dominated

convergence theol'em and the fact that {Xk} is a sequence of Li.d random

variables, we have
00

II ( ( iUU(71»)9 uank) =E e .
k=l

Since Un -;. 0 in probability (and hence in distribution),

00

Hm II g( uank) = Hm E( eiuU(n) ) = 1.
n-oo n-oo

k=l

But,

00

1 II !J(1lank)1 ~ Iy(-uanm ) 1 ~ 1 for any m.
k=l

Therefore, for any sequence kn ,

I!J(Uankn ) 1-. 1

"'.,Te now use corolla.l'Y 2 of Chow &Teicher [4]p.280 which sta.tes

(3.24)

(3.25)

A chal'acleristic function g(u) satisfies eilher (i) ly(u)1 < 1 for all u f; 0,

(ii) Iy(u)[ == 1, 01' (iii) Ig(u)1 = 1 fOl' countably many isolated values of u.
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Case (H) ean be eliminated sinee ..:Yk is non-degenerate. Therefore there

exists Uo sueh that ly(u)1 < 1 for 0 < lui < uo. Letting u = uo/2A1, it

follows that

I-Ienee, Ig( llnkn u)1 < 1. This implies that llnkn ~ 0 for otherwise, by the

cOlltinuity of g(uL g(anknU) -r y(O) = 1 and this contradicts (3.2.5).

Now choosing kn to satisfy lanknl = maXl$k$n lankn 1 the proof is complete.

o
In light of theorem 9, the condition maxl$k$n lankl -io 0 as 11, ~ 00

is not sufficient to guarantee the a.s.c convergence of {Yn } although it is

neeessary. I-Iowever, by strengthelLing the growth rate of maXl $k$n ank and

by considering a moment condition on the random variable X, Pruitt was

able to show that {Yn } converges a.s.c.

Theorem 10 . Ifmax1$k$n lankl = O(n-'Y), 1 > 0, then EIXkI1+1h < 00

implies that Yn -;. J.l almost surely.

In light of this theorem, if the matrix fi = (ank) has a specifie structure

satisfying the condition

where {Wk} a sequence of positive numbers and H/n = L:k=l Wk, then the

result of theorem 6 is sharper; in theorem 6 we only need that

max Unk -io 0 as n -io 00 and EI ...Yllog+ IXI < 00
l:$k$n
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in arder that 'Yn -;. J.L almost surely.

Pruitt also shaws that theorem 10 is sharp in the sense that far every

1 > 0, ane can construct a Toeplitz nlatrix A = (ank) with ma..xl~k:5n lankl =
O(n-"Y) such that if Yn --+ IL a.s, then EI.lY"kI 1+1h < 00.

vVe will now present an outline for the praaf of theorem 10, deriving it

from the fallawing three lemmas which we will nat praye.

Lemma 8 If EI.XI 1+1/"'Y < 00 and maXt:5k:5n lankl ~ Bn-"Y, then for every

( > 0, 2:~=1 P[I ank.lY"k 1 ~ E for some 1-::] < 00.

Lemma 9 ff EIXî1+1h < 00 and maxl:5k:5n ICLnk 1 ~ Bn-"Y, f07' 0: < '"'1 /2(,+

1), 2:~=1 P(lankXkl ~ n-o Jor al least two values of k] < 00.

Lemma 10 If EJ"Y = 0, EI...YI1+1/"Y < 00, and maxl~k:5n lankl < Bn-"Y,

then for every ( > 0, L~=l P[!Lk'ankJ"Ykl ~ E] < 00, where

,
L CLnkXk = L CLnkXk,

k {/.: lankXkl<n- O
}

and 0 < Q.' < Î.

PraoJ of theorem 10. First observe that

Yn = L CLnkXk = L ank(}(k - J.L) + J.L L ank
k k k

and that the last tenu converges ta J.L sinee 2:k ank --+ 1 as n --+ 00. There-

[ore~ ta praye the thearem, we will need ta show

L CLnk(X"k - IL) ----:- 0 as n ----:- 00.

k
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Without loss of generality, assume /-l = O. By the Borel-Cantelli Lemma, it

will suffice to show that for every E > 0,

f p {If ank..'Yk l2: E} < 00.
n=1 k=1

First we will show that

(3.26)

U {lankXkl 2: 11,-0' for at least two values of k } .

Suppose w E { ILk'ankXkl < ~ } n{1ank"'Yk 1 < ~ for aU k }

n { lank"'Ykl ~ 11,-0' for at most one value of k}. If in the case that for aIl

k w E {lank..'Ykl < n-O'}, then w E { 1 Lk ank"'Ykl < f}. Otherwise, since

there ca.n be at most one value of k, say k', such that 1ankuYk'(w )1 ~ 11,-0:,

Therefore, w E { ILk{LnkXk 1 < E} thereby showing (3.27). Now, if 0 < ct <

'1/2 then Cl: < J. As a consequence of the till'ee lemmas and (3.27), (3.26)

hold8. This completes the proof. 0
Remarie Suppose {Xn : n 2: I} is a sequence of indepelldellt but not

necessarily identical1y distributed random variables. If the random variables

{Xn} are uniformly dominated by a randonl variable X in the sense that

P{I ...Ynl ~ x} ~ P{IXI 2: x} for ail x > 0,
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and A = (ank) is a Toeplitz matrix, then Pruitt 's results, theorems 9 and

10, hold. This was proved by Rohatgi [26]. Note that if {Xn } is identically

distributed, then the random variables {....Yn } are uniformly dominated by

4X'1' so RohatgPs result contains Pruitt's theorems 9 and 10.
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Chapter 4

Arrays of Randorn Variables

4.1 Arrays of i.i.d. Random Variables

According ta the Marcinkiewicz-Zygmund 1937 result, if {Xn ; n ;::: 1} is a

sequence of i,j.d l'andoIn variables and Sn = Lk=:l Xk with EXl = 0, then

for any ]J, 0 < ]J < 2,

if and only if

a.s. (n-+oo) (4.1)

(Note, the case when p=1 was already proved by Kolmogorov).

vVe will now explore the possibility of extending the rvIarcillldewicz-

Zygmund result to arrays of random variables. If {Xnk; 1 ::; k ::; n, n ;::: I}

is an array of Li.d random variables, does a moment condition on ....\""11 exist

which is necessary and sufficient for the a.s.c convergence of Sn/nl / P whel'e

EXl = 0 and 0 < ]J < 27 It is interesting to note that Zaman and Zaman
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[31] provide an example where {Xnk; 1 ~ k ~ n, n 2: 1} is an array of Li.d

ralldom variables with E ..:'<ll = 0 and EI.XIlIP < 00 for 1 ::; p < 2, but for

which
1 n

n1/
p
L )(nk -r 0 almost surely.
k=l

This suggests that a stricter moment condition on X u is needed. In order ta

tackle this problem, we will need the fol1owing definition of Hsu and Robbins

[10).

Definition 6 (Hsu and Robbins) il sequence of random variables {"Yn : n =

1,2" ..} is saùl to converge to 0 cornpletely if fo7' every E > 0,

00

L P{I..-Ynl > E} < 00.
71.=1

Applying the Borel-Calltelli lemma, complete convergence implies alnlOst

sure convergence, and the converse is not necessarily true unless the sequence

of random variables {Xn } are independent. In 1949, Erd6s [6] showed that

complete convergence of Sn/n1
/

p hoids in (4.1) for a sequence of Li.d. ran~

dom variables {Xkik 2: 1} if and only jf EI..tYl I
2p < 00 (1 ~ p < 2). Based

on this resuIt, we obtaill a simple proof for the following result.

Proposition 4 (Bordas). Let {.Xnk; 1 ~ k ~ n, n 2: I} be an array of i.i.d

rand01n variables such that EXIl = 0 and 1 ~ ]J < 2. Then

1 n
-/-~ .Y"nk --+ 0 completely (n --+ 00)
Tt1 p L.....J

k=1

if and only if EI.X-1l 1
2p < 00.
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Praof. (Hu et al.,[11]) By considering the rows for a fixed column of the

array {~Ynk}, {~Ynl} is a sequence of LLd raudom variables. For each 11. ~ 1

and f > 0,

Bence, by Erd6s' result we have

~ {l n .. } 00 {l n }EP n1/p {; I·Xnkl > €} = EP n 1/ p {; r~""kll > €} < 00

if and ouly if EI~Yl1I2p < 00. D
Qi [24] has recently extended the above proposition for the case 0 < P <

1.

Theoreln Il (Qi) Let {.Xnk; 1 ::; I~ ~ n,n = 1,2, ...} be an array of i.i.d

mndom variables with 0 < ]J < 2 and let Sn = 2:1:=1 "'Ynk. Then

Sn - ntl
n1{p ~O completely (n-:-oo) (4.2)

if and only if EI·Xl1 I2p < 00 whe7'e tl = E.Xl1 when 1 ~ p < 2, and tl = 0

when 0 < P < 1.

To prave the theorem, we will need to use the follawing two results of Baum

and Katz [1]. In these results, the sequence of random variables {Xk; k 2 1}

(i) Let t > 0, r > 1, rit> 1. Then

00

EI"'Ykl t < 00 if and only if L nr - 2 P{ITnl > nT/tE} < 00.

n=1
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(ii) Let t > 0, 7' > 1, and 1/2 < rit ~ 1. Aiso let EXk = Il. Then,

00

EI.Ykl t < 00 if and only if z= nT- 2P{ITn - nP,1 > nT/if} < 00.

n=l

Proof of theorem 11. Dy (4.2), for any E > 0

00

:L P{ISn - nlll > En I
/ P } < 00.

n=1
(4.3)

1

Substituting r = 2 and t = 2p in the above theOl'ems, for p < 1 case (i)

applies and for 1 ~ ]J < 2 case (ii) applies. Bence fol' 0 < p < 1, (4.3)

is equivalent to EI·Xl1 I2p < 00 with It = 0, and for 1 ~ p < 2 (4.3) is

equivalent ta EI"'YllI 2p < 00 \Vith Il = E.Xll . 0
Remark: By the Borel-Cantelli lemma, if a sequence of random variables

converge completely then it will also converge almost surely, The converse

does not hold in general. Fol' example, letting {Xk; IL ~ I} ta be a sequence

of Li.d random variables and Sn = Lk=I.Xk, n ~ 1, by Erdos' theorem

the cOluplete convergence of {Sn/n, n ~ I} holds if and only if VarXt is

fini te, whereas by the strong law of large numbers, the a.s.c convergence of

{Sn/n, n ~ 1} holds if and only if the mean is finite. For the case of i.i.d

arrays, the almost sure convergence and the complete convergence of (4.2)

are equivalent. The reason fol' this is as follows. Let {Xnk; 1 ~ IL ~ n, n 2:: I}

be an array of Li.d random variables and let

n

Tn = E·Xnk'
k=1

Since the sequence {Xnk; 1 ~ k ~ n, n > I} is rowwise independent,
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{Tn/n 1/ P} is an i.i.d. sequence. In this case, lemma 3 states that

00

2:: p {ITn/n1/PI > f} < 00

n=1

for any <: > 0 if and only if

l ' / l/p 0. n n --:,. a.s ..

4.2 Rowwise Illdependent Randon1 Variables

Let {"'Ynk; 1 ::; k ::; n, n ~ 1} he an array of rowwise indepenclent random

variables, that is, no assumptions of independence between the rows are

aS5umed. Also aSSUllle (without 105s of generality) that EXnk =0 for {1 ::;

I~ ::; '/1., n ~ I}. In this section we will examine the sufficiellt conditions that

are needed in order for

1 n
-j- """' ...\ nk ---;. 0 completely
nI 1) LJ

k=I

(71,--:"00) (4.4)

ta hold. Hu et al., [11] 1989 have obtained the following as a main result.

Theorem 12 Let {"'Ynk : 1 ~ k ::; n, n ~ I} be an D.7Tay of rowwise in-

dependent 1'.V'S sueh thal E)(nk = 0 f01'afl {1::; k::; n,n 2:: I}. Also,

aSS1l7ne t.hat there exists Cl m.nd01n variable X Bueh that Jar aU t > 0 and ail

11.,1. 2:: 1,

~t
~~-

and

p {l'''\nkl > t} ::; P {I.XI > t}

GO

(4..5)
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where 1 ::; p < 2. Then (4.4) holds.

Ivlotivated by Hu et al.'s result, Gut [9] has extended theorem 12 to

include the case 0 < p < 1. In addition, he has weakened assumption (4.5).

'vVe will prove Gut~s version of theorem 12, however, the proof we pl'ovide is

different from that of Gut. The new praof, based on Rosenthal's inequality

[27], uses sorne of the lernmas and techniques of Hu et al.. At the same tirne,

far the case 1 ~ 1) < 2, the new proof is llluch shorter than that of Hu et al.

since Rosenthal's il1equality allows us to it avoids some of their fairly long

and technical details of the pl'Oof.

Theorem 13 Let {-'\nk; 1 ~ k ~ n, n ~ I} he an array of rowwise indepen-

dent r.v's sueh that E"'Ynk = 0 for aU n, k = 1,2, ... Also, assume that there

exists a mndom va7'iable -,y and Q > 0 Bueh that f01' aU t > a and n ;::: 1,

1 n- L P {I)(nkl > t} ~ ctP {IXI > t}
n k=l

and

where 0 < P < 2. Then (4.4) holds.

Befare we prove theorem 13, let us first examine equation (4.6).

(4.6)

(4.7)

Definition 7 HIe say that the array {-'Ynk; 1 ::; k ~ n, n ~ 1} is uniformly

dominated by the mndom variable .K if (4.5) is satisfied and the army is

weakly dominated by ct mndom va.7'iable X if (4.6) is satisfied.
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The definitions of uniform domination and weak domination were intro-

duced in order to overcome the lack of identical distribution between the

rows of the arrays of l'andom variables. Uniform domination clearly implies

weak domination (take Cl' = 1), bu t the reverse is not true in general as

shown in the following example.

Example 2 (Gut) Suppose P{Xnk = I} = P{.Ynk = -I} = 1/2 for k =

1,2, ... , n - 1 and tl1at P{"'Ynn = nIf,,} = P{,Xnn = _nI / 4} = 1/2, -n ~ 1.

Then there clearly is no uniformly dominating random variable )(, however

since

1 n {l fol' 1 < t ::; vn
-n /':""=1 p {IXnkl > t} = OnL.J for t > Vii,

fol' the l'andom variable )( such that P{I.X"I ~ Vk} = 2/k fol' I~ ~ 2, the

condition of weak domination is satisfied.

In order to prove theorem 13, we willneed to employ the following lem-

mas,

Lelnma Il F07' any 7' ~ l, E I)(r < 00 if and only if

00

L nl'-l p {I ...YI > n} < 00.

n=1

In !act,

00 00

7'2- 1
' L: n1

'-
1 p {I.,YI > n} ::; E I...yr' ~ 1 + r2T L p {IXI > n} .

n=l n=1

Lelnma 12 If 7' ~ 1 and]J > 0, then
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and

For the proofs of these lemmas l'efer ta [11].

Lemma 13 Suppose {çn} and {77n} are sequences ofrandom val'iables suck

that len - 77n 1 --;. 0 completely as 11. -;. 00. If also 1]n -;. 0 completely, then

Çn -;. 0 completely as 11. --;. 00.

P7'OoJ of lemma 13: For (; > 0 we have that

~ P( { lçn - 77nl > €/2} U {11]nl > €/2 }).

Since {en - 1]n} and {1]n} converge ta 0 completely,

00 00 00

L p {Ienl > E} ~ L P {Içn - 1]nl > f/2} + L P {177nl > f/2} < 00. D
n=1 n=l n=1

\Ve will now present the basic outline for the pl'oof of theorem 13 before

wc embark auto the formaI proof. For the case 1 ::; p < 2, we proceed by

Iirst truncating )(nk at n 1/ v and then lettillg Y11.k he the truncatec1 part of

X nk. Using the moment condition on ,X, we will show that

1 11.
n 1 /

p
L (Xnk - Ynk) --;. 0 completely (17. --;. 00).
k=l

Ta complete the proof of the them'em, by lernma 13 it will suffice to prove

that

1 n
-/- ""' Ynk --;. 0 cornpletely (17. -;. (0).
17.1 1) L.J

k=1
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In order ta accomplish this, we first center the mean of Ynk at 0 by letting

Znk = Ynk - EYnk (k = 1,2, .. . ,n: n = 1,2",.).

We then use Rosenthal's inequality Ci) which states

SUJJ]Jose .Xl, ... , X'n are irulependent random vaT'iables and EXk = 0 for

1.-: = 1, ... , n. Furthermore, suppose l ~ 2 lLnd let Sn = Lk=l .Xk. Then

[

n ( n ) 112]
EISnl

1
~ c(l) EEI·Xkl

l + EEXf

where c( l) is a positive constant depending on l only.

We then show that

1 n
-j- " Znk --;. 0 cornpletely (n --;. 00),
nI p L...J

k=l

and that this implies (4.8).

For the case 0 < p < 1/2 and 1/2 :::; 1) < 1, we will use Rosenthal's

inequality (H). It states,

Suppose .Xl " .. , .Yn m'e independent random variables and l > 1. Let

Sn = 2:1:=1 )(k· Then,

whel'e c( l) is CL positive constœnt depending on l only.

(Notice the absence of the condition E)(k = 0 in Rosenthal's inequality (H).

Also, see [14] for a Banach version of of Rosenthal's inequalities.)

Proo! of theorem 13. Define
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Applying Lemma Il with r = 2, we have that

00 n ~ n

L L P {.Ynk # Ynk} = L L P {1"'Ynkl > n 1
/

1J
}

n=lk=l n=lk=l

00

~ L naP {IX] > n1
/ 1J

} ~ 2aEI.YI2p < 00.

n=l

Next, note that for any f > 0 and 11, ~ 1,

Hence,

Therefore,

I

l n 1 n 117'P L "'Ynk - 0 LYnk ~ 0 cOlnpletely (11, ~ (0).
11, k=l 11, k=l

BYlemma 13, it now suffices to prove that

l n
-V- L Ynk --+ 0 completely (11. ~ (0).
11, 1) k=l

For the case 1 < p < 2.

Let

Znk = Ynk - EYnk (k = 1,2, ... ,11.).

(4.9)

Then fol' 1 S q ~ 2p, using Holder's and Lyaponov's inequality, and the

lllODlent condition on _Y, it follows that

65



.1
W'

Since EIXI 2
p < 00 by (4.7)

vVe now let 1~ denote the least illteger such that

2v (2 )- - -1 > 1,
3 ]J

(4.10)

(4.11 )

t·

and we note that 2v ~ 2. Applying Rosenthal's inequality (ii) to the random

variables Znki k =: 1, ... , n, we have that

where C(ll) is a constant dependillg on 110nly. Since Elzn kJ2 < 00 by (4.10),

for sorne Humber 1', E]Znkl 2 ~ 1'. Hence

We will now show the finiteness of the sum for the right hand side in the

above equation. By the definition of 1/, we have that 2; - V > ~ > 1. Hence

(4.12)

Now, using the second result of lemma 12 and the assumption that the

array of ral1dom variable {""Ynk} are weakly uniformly bounded by a random

variable X, we obtain

'x· l n

L n2v/ p L EZ~k
71.=1 k=l
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Lettil1g t = n l/pSI/2//, and applyillg lemma 11 and the moment condition on

the ralldom variable X, (4.7), we have that

~ _1_ ~ E2v < 22va~ n t p {I.YI > nl/Psl/2V} ds
L.- n2v/p L nk - LJ Jo
n=1' k=l n=1 0

2'"al ~ nP{ls-l/'"~YIP > n}ds

< 22v+10 11 s-p/vEIXl 2Pds

2 +1 11 ~ 2= 2 /1 o--EI.I\ 1 p < 00. (4.13)
1) - P

This result along with (4.12) shows that

I

l n 1

2v

E n1/ p L Znk < 00.

k=l

By Chebychev inequality, for f > 0,

and sa,

1 n .
n 1/

p
L Znk --:- 0 completely (n --:- 00).
k=1

(4.14)

We 1l0W refer to a simple fact, namely, if {7]n} is a sequence of l'andom

variables and an a numerical sequence sucll that 1]n --:- 0 completely and
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an - 0 then TIn + an -+ 0 campletely. Renee, ta praye (4.9) we need to anly

show that
1 n
~LEYnk-O (n-oo).
n k=l

Ta aecomplish our goal, we wlll praye that

00 1 11

L = L n1 / p L IEYnkl < 00.
rt=I k=I

By the defillition of Ynb

Sillce EX.nk = 0,

Thus, by the second part of lemma 12

00 1 11 [ 100 ]L ~/ L n
1/pP{I.Xnkl > n If7)} + P{IXnkl > t}dt =n p l/p

n=1 k=l 11

co [ . n 100

]Ct L nP{IXI> ni/Pl +1/ P{IXI > t}dt .
n:;::1 n p n 1/p

Letting t = nl/ps and applying lemma Il, wc conclude that

co co {COL :-; Ct L nP{IXIP > n} + a: L n JI P{IXI > n1/ps}ds
n:;::1 n=1 1

(4.15)
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=~EIXI2P2p - 1./ < 00.

This proves (4.9), thereby concluding the proof of theorem 13 for the case

1 :s; ]J < 2.

For the case 0 < p < 1/2.

By Rosenthal's inequality (H) we have that

where c(2) is a positive constant depending on the number 2 only. The finit

ness of L:~=I ni/p Lk=l EIYnkl 2 can he obtained by imitating the derivation

of equation (4.13) where, in place of 1/ we have the number 1. Thus,

We will now show the :fillitness of

00 1 (n )2En2{p EEIYnkl .

Applyillg lemma 12 we have

00 1 (n )2L 2/p L EI1";Lkl
n=l 11, k=l

< En;fp (~f'IP P[lXnkl > tJdt) 2

< "E (n:~p fI
/P

P(lXI > t1dt)' (4.16)

Letting t = nl/ps and applying lemma Il,

00 (11, n
11p )2 (00 n rn1/P )2

]; n'fp fa P(lXI > t]dt ::; ]; n'fv Jo P(lX 1 > t]dt
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Therefore, by Chebychev's inequality, for f > 0

~ p{!,,;/PËYnk! > ,} ~ (~ ~ Eln;'p ËZn{ < 00.

This proves equation (4.9) thereby concluding the proof of theorem 13 for

the case 0 < ]J < 1/2.

For the case 1/2 :::; p < 1.

Let i/ denote the greatest least integer sueh that

By Rosenthal's illequality (ii) we have

00 Il n 1

2
i/ 00 1 [n _ (n ) 2V]

~ E n1/ p (; }~tk :::; c(i/)En2v/ p {; EIYnk]2V + (; EIYnkl .

The finitness of L~=l n2~/p Lk=l EIY;tkl 2v can be obtained by imitating the

derivation of equation (4.13) where illstead of 1/ we we have li. Now, since

El~YÎ2p < 00 for 1/2 :::; p < 1, by (4.7), EIXI < 00. Hence, by lemma 12 and

the c1efinition of li it follows that
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00 n2ii rn1/P 00 n 2v

::; Ct L n 2ii / p Jo P{IXI > t}dt ::; EIXI L n 2v/ p < 00.
n=! n=l

By Chebychev's inequaHty,

00 {Il ni} 1 00 Il n 1

2ii

~ p n!/r {; Ynk > ( ::; (2ii ~ E n!/p EYnk < 00

This proves equation (4.9) thereby conc1uding the proof of theorem 13 for

the ca.se 1/2 ~ p < 1. 0
Rema.rle Hu el al., [11] point out that the assumption p < 2 is essential

in theorem Il and theorem 13. Relation (4.4) cannot hold for p = 2 even in

the case of weakly bounded r.v's. Using the Iaw of iterated Iogarithm, the

Rademacher functions serve as a counter example.
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Chapter 5

RandoIll Elements

5.1 Banach Space Valued Random Elements

Let (n,F,p) he a probability space. In this section we will hriefly discuss

some of results of the previotLs chapters that can he generalized when a

function takes value in a gelleral topological space, in particular whell the

topological space is Banach. A Banach space is defined to he a complete

normed !inear space where the real·valued function Il . Il denotes the norm

on the space.

Let (fl,F,P) be a probability space. Let .Y denote a topological space

(for our purposes, this space is Banach) and let 8(rY) c1enote the Borel

subsets of l'Y, that is the smallest a-algebra containing ail the open suhsets

of l'Y.

Definition 8 il function V: n -;. X is saùl to be a random element in rY

if {w En: l/(w) E E} E :F fo7' each B E 8(rY).

As we can see from this definitioll, a random element is a generalization of
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random variables since the CT-algebra generated by aIl the intervals of the

[orIll [b,oo] is the class of Borel subsets of the real numbers n. However, it

is not possible to extend ail the properties of l'andom variables to randorn

elements. For example, surns of two random variables is a random variable,

but sums of two random elements may not be defined. This poses a problem

for our pm·pose since we are interestec1 in examining the results of the previ-

aus chapters where illstead of random variables, we have random elements.

One way to overcome this obstacle is to assume that the topological space

..-1" is also separable, for then, a fUllction li: n --;. X is a random element

if and only if 1(11) is a random variable for each f E ..-v* where ..-1:'* denotes

the dual space of ....1:'.

Analogous ta the case of ra.ndom variables, independellce and distri-

bution for Banach-valued random elements are defined in the usual way

(simply replace absolute values with Il . Il). lvlol'eover, probability modes of

convergence are defined as follow.

Definition 9 A sequence of Banach-valued random elements {lin} converges

/.0 li in zn·obability if for any E > 0,

and {lin} converges to li almost surely if

P{lim lin = V} = 1.
n-oo
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We define the expected value of a random element via the Pettis integral

as follow:

Definition 10 A l'andom element li in a lineal' topological space rl:' is said

io have expecled value EV if there exists an element EV E ...1' suell that

E(j(V)) = f(ElI) for each f E X* (the dual of ...Y).

(For general discussions regarding the properties of the expected value of a

random element, see [29] (p. 38-43) and [22].)

'iVe will llO\V state some useful results concerning random elements.

Proposition 5 Let ,,1:' be a separable Banach space. The random elements li"

and Gare identically distributed (independent) if and only if j( V) and j(G)

(l7'e identically distributed (independent) random variables for each f E "y-

Proposition 6 Let X be a separable Banach space and V a random ele-

menL If EllVlI < 00 then E(V) exists.

The Nlarcinkiewicz-Zygmund 's stl'ong law of large uumbel's cau he gell-

eralized to the case where {.Xi; i ~ I} is a sequence of Li.d random elements

\Vith values in a separable Banach space. Let S'n = L:i=l .Xi. Fol' 0 < ]J ~ 1

we have the l'esult that

S'ln; ---+ 0 alnlost sUl'ely if and only jf E II~YIIIP < 00
n P

(and E.X1 = 0 for p = 1). For the case 1 < p < 2 however, we would l'equire
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an equality such as

p

El! LYiIl ~ CEEIIYiIIP

i=1 i=l

(5.1)

for every finite sequence {Yi; i 2:: 1} of independent centered random ele-

luents where C depends on ]J only. Such an inequality does not hold in a

general separable Banach space and those with (5.1.) as an additional prop-

erty are said ta De of type]J. Clearly, every separable Banach space is of type

land every separable Hilbert space is of type 2. Actually, separable Hilbert

spaces are the 'best' possible type 2 spaces for if {Yn}n~l is an orthogonal

set, then equality hoIds in (5.1) with C = 1. If 1 ~ ]J < 2 where {.Yi; i 2:: 1}

is a sequence of random elements with values in a separable type p Banach

space, then

51'ni ~ 0 if and only if EII.YW < 00 and E .•:Y = O.n 1)
(.5.2)

In Tact (5.2) hold if and only if the separable Banach space is of type p (see

[15] p.259).

We can also extend the results of Pruitt, theorem 9 and theorem 10 of

chapter 4, for Li.d l'andaIn elements with values in a separable Banach space.

Let A = (Clnk) be a Toeplitz matrix.

Theoreln 14 (Taylol' [29] p.llO) Let {lin; n ~ 1} be a sequence of iden-

tically distributed random elements in a separable Banach space ,..1' and let

V' be a random e!em,ent with the same distribution as the Vn '8. Suppose
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BIIVII < 00. Then, for each f E ....1."'"

n

L ank J( Fk - EVd --;. 0
k=l

in p7'Obability if and only if

n

Il L ank (Vk - EVdl! ~ 0
k=l

in p7'Obability.

If in addition the random elements {Vn} are independent, then

(5.3)

(5.4)

yields the convergence in (5.4) by Pruitt's result (theorem 9 in chapter 4)

and theorem 14, Regarding Pruitt's second result (theorem 10 in chapter

4), we have the followil1g extension.

Theoreln 15 Let {lin} oe Cl sequence of independent and identically dis-

t7'ibuleci random elements in a sepeT'aule Banach space ...Y with EV} = 0, and

let A = (ank) ue Cl Toeplitz mair'ix. Assume that maxl:5k:5n lankl =O(n-')')

for some 1 > O. If EIIV1 1l
1+ 1h < 00, then

n

L lLnk Vk --;. 0
k=l

almost 8U7'efy.

1.<01' theOl'mu 5 and theorem 6 of chapter 3, there so far is no extension

when {..IYi; i ;::: I} is an Li,d sequence of 1'andom elements with values in a
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separable Banach space. Since the real valued funetion N(·) (see definition

5) plays a vital l'ole in the praafs of the theorems, it wauld seem an analogous

function that plays the l'ole of N(·) is required if the space we're dealing with

is no longer the special case 'R, but a general separable Banach space.

On the other hand, it seems that it is possible ta extend the results of

ehapter 4 far the case {Xnk : 1 ::; k :s; 11.; 11, = 1,2, ...} is an array of random

elements with values in a sepera.ble Banach spaee.

Definition Il A sequence of Banach-valued random elements {Xn ; n =

1,2, ...} is saùl to converge to 0 completely ()(n -;. 0 completely) if fOl'

every € > 0,
00

L P{IIXnll > E} < 00.
n=l

If the array of the random elements {.Kni 11, = 1,2, ...} is also weakly domi-

nated, that is, there exlsts a ralldom element .X \Vith values in a separable

Banach space sueh that far ail t > 0 and Ct > 0

1 n- L P{IIXnkll > t} ~ oP{[I·\'" Il > t} for aIl 11, 2: 1,
n k=1

then for a < ]J < 2

1 n
11.117) L Xnk -;. 0 completely (n ~ 00).

k=1

The proaf would follow the same steps as in the proof of theorem 13 where

the absolute values are replaced with 11·11 in the lemmas and the Rosenthal's

inequalities are replaced by Ledoux's Banach space versions as in [14].
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5.2 Hilbert Space Valued Arrays of Random Ele

ments

Let "li he a separable Hilbert space with illner product denoted by (', .). We

say {4X"nk : 1 $ /" $ nj n = 1,2, ...} is a. sequence of 7'Owwise orthogonal

a7Tay of random elements with values in 1t if

and

E(Xnk, "'Ynj) = 0 (le i- jj k, j = 1,2, ...)

(The norm in (5.5) is induced by the inner product (.,.».

(.5.5)

(5.6)

In this section we provide a simple sufficient conditions to ensure the

complete convergence of

1 n

€n := - L }(nk (n = 1,2, ...)
11,0: k=l

Theoreln 16 (Jlforiez and Taylor [2i}) Let .Ynk he a rowwise O1,thogonal

a'l'my in a sepamble Hilbert space ·H. If

o

00 1 n 2

L n2o: L C1n k < 00
n=l k=l

fo7' some Cl' > 0, then

€n --;. a completely (n -+ (0).
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Proof. By (5.5), (5.6) and the properties of the inner product,

2 1 [( n n )] 1 n nEllçn Il = n 2aE L:"'Ynk,?="'Ynj = n2~ I:?=E(.\'"nk, ...Ynj)
k=l }=1 k=I}=l

1 n

= n2~ LUn k
2

•
k=l

By Chebyshev's inequality and (5.7), it follows that

1 00 1 n

= -2 "-2-" U n k
2 < 00.

f LJnO'LJ
n=1 k=l

IvIàricz and Taylor furthermore COllstruct an example ta show that the-

orem 5.7 is the best possible even

1. for l'eal valued CH = 'R) ranclom variables; and

2. if orthogonality is required not only within each row , but between any

two rows in the array {Xnk}'

In short, we have the following theorem.

Theorem 17 Let {Unk} be an array of nonnegative numbers such that

00 1 n

L n 20' L U71 k
2

= 00
n=l k=l

for sorne Ct > O. Then there exisls an U7'my {.Xnk} of random variables sueh

thatf01'nf:. m orkf:.j;k= 1,2, ... ,n;j= 1,2, ... ,7n;n,m.= 1,2, ...

EXnk 0,

E.Ynk2 = U nk 2
,

EXnk.Xmj

79

o (5.8)



•
and

Hm sup I€nl = 00.
n .......
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Chapter 6

Conclusion

In this thesis we have surveyed results which link moment conditions of

sequences of randonl variables to the almost sure and probability conver-

gence of the average of the sequence. vVe have outlined this connection

for sequences of ranc10m variables that are Li.d., pail'wise independent and

identically distributed and weighted with weights that satisfy the Toeplitz

matrix. vVe have also stated some of the results which can be preserved

when the random variables are Banach valued.

VVe now cOl1clude by summarizing the results in this thesis. Let {....Yki /~ ~

l} he a sequence of Li.d. rallc101TI variables. Let {Wki/b ~ I} be a sequence

of positive weights as in chapter 3 and IVn = 2::~ Wk. Let ft = (ank) be a

Toeplitz matrix and let c he a constant. Aiso let

Conditions involving the existence of a moment
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i) Kolmogorov's strong law of large numbers says

s~1) -;. c (a.s) <=> EIXI / < 00 in which case c = EX}.

(Etemadi has generalized this result ta {.Xk} pairwise independent and iden-

tically distributed).

ii)Marcinkiewicz and Zygmund have generalized Kolmogarov's result when

p = 1. Assuming, without Joss of generality, E ...Yt = 0 then

iii) Hu et al. and Qi have proved an analogue ta Ivlarcinkiewicz's and Zyg-

mund's result for {.Ynk; 1 ::; k :$ n, n = 1,2, ...} an array of LLd. sequence

of random variables. Agaill, assuming without loss of generality E.Xu = 0,

then

Ln X"
5'~<l):= k=;/ nk -;. 0 (a.s) {=:::> EI.Yn I

2
p < 00 for 0 < p < 2.

11. P .

Furthennore, if {Xnk} are rowwise independellt and weakly dominated by

a random variable X and E"-Ynk = 0 for aH 11. and k, then

EIX"1 2P < 00 ==> 5'~I) -;. 0 (completely) ==} 8~1) -;. 0 (a.s).

iv) For weighted sequences of i.i.d. ralldom variables, Jamison et al. ha.ve

shown tha.t

as x --;. 00.
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C·

Aiso for a bounded sequence of weights {WJ.} ,

v) Pruitt has shawn that

and

for l' > O.

\iVhen the first moment does not exist

vi) "\Theu EIX"! is not l1ecessarily finite Jamison et al. have shown

S~2) --;. c (in probability) <==>

Hm cP{IX11 > c} = 0 and Hm r xdF(:c) exists.
c-oo c-oo J1xl<c

vii) \iVright et al. have shawn that if limc-..oo cP{I.X1 1 > c} = 0 hoids and a

certain iutegral involving N(·) is fiuite, then S~2) -:,. c (a.s) ..

The mast general resuit is that of Gut thearem 13 and 1 was happy to

have provided a dHferent proof.
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