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The handling of topological aSpects in boundary value problems of engineering 

, --"-\,. .te· ~ 

electromagn.etics i~ orten, considêred to be an engineer's art and not a science. This 
~ 1 ..., ~ "" .... 

thesis is an attempt to show that the opposite is true. Through the use of differential 

torms,and rudimentary concepts from homology theory a paradigm variational boundary 

value problem is formulated and investigated. It is seen that reasoning in terms of the 

Tonti diagram for this problem may lead to false conclusions if cohomology groups are 

ignored. As a prelude to this investigation, a suitable orthogonal decomposition of 
"',~ ., 

differential forms is derived and the roles played by the long exact homology ~equence 

and topological duality theorems for compact orientable manifolds with boundary ale 

considered in detail. ',-
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L'utilisation correcte lies aspects topologiques des PJoblèmes avec conditions aux 
, 

fronJ;ières tels que rencontrés en él~:çtromtgnétism~ est souvent considérée comme un . 

art plutôt qu 'un~ science. Cette thêse tenté de démorttrer le con tràire. En utilisant • 

des formes différentiables t des concepts rudimentaires de ia théorie de Phomologie, un , ... , 
. \ 

modèle de problème variatl nnel avec conditions aux frontières est formulé, puis analysé. 
": 

, Q 

Il est démontré 'que, pour ce problème, les raisonnements . utilisant les di~grammes de 

Tonti peuv~nt conduirent à d '5 résultats erronnés si les groupes de èohomologie sont 
" . 

ignorés. C~mme prélude à cette inve~tigation, un théo;ème sur la décomposition or-
"", 

~thogonale des formes différentiables est présenté et les rôles joués par la longue ~uen.ce 
. ~ ... 

. exacte d'ho!nologie et les tlÎéorèmes de dualité pour des variétés différentiables~ orienta- : 
~ . ~ ;. . 

!;lIes, ëorrip~ctes·,et avec frontières .s<?~t.considérés.en ·détail. 
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CHAPTER l 
, 

'1 

" " '. ~ntrodu,ction and Preréquisite ideas fro~ homology theory 

1 

"lt icould be said if aIl the text that concerned the application of bopndary con
o. ditions iiJ electromagnetic prob/cms. artd all the top%giral arguments, were rerrioved. 

,from this.book, there wou/d be iitt/e Jeft. T:o sorne extent both topics cou/d be said to 

be mor~ of al}. art t1!an a science", .' , 

E.R. Laithwaite, 
l' , 

Inductionl A1achines far Spectal Purposes 
., - "11966] p. 3'26. ' 

"It seems probab/~ to the author that many of the objectivëly impar,tan t prob/ems 
in mathematica/ physics, geometry, and analy.sis cannot be sa/ved without radicaf ad- . 
ditions t~ the methods of what is naw strictly regarded as pure an alysis. Any prob/em 
which is nan-olinear in character: which involves mare than 'One coaf<dinate system or 
more than one variable, or whose structure is initially defined in the large, is likely to 
require consideratians of topo/agy and gfoup theory in ord~r to arrive at its meaning 
and its so/u'tion. In the solution of such problems classical ana/ysis wilLfrequent/y ap
pear as an instrument in the small, intregrated ovec the whole prob/em with, the aid of 
group theory or topologY." \ ' 

l , 

Marston Morse, 
l ' 

The (Jal cul us of Variations in the Large 
1 

1 :1934 1 ••• 
l ,p. tH 

"1 

, "We are here /ed to consi~~rat'ions ~e/onging to the Geom~try of Position. a subject 
which, though its impoftance was painted out bylLeibnitz and iJJustrated br Gauss, has -.. ' been litt/e studied." J : 

"'. 
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. 
~ , 

• l, ~ 

.. , 

• i i 

\ 
\ 

o 

, -" JamesClerklHaxwell, 

A T~eatise on Ele"ltfrictty and Magn~tism 
..... J , 

l '\ [1891] Art. 17 
1 \ '/ 
1 \ 
1 l, 

1 
() , > 

1· 
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1.1 Introduction 

The purpose of this thesis is tp show how homology groups play akey role in deriv-

mg orthogonal decomposition§ of differential forms whi,ch enable a variety of questiorl~ 

associated with variational boundary value problems of electromagnetics to be for-mu-

lated and answered in a general way. More pr~cisely, an orthogonal dec~mp'osition and 

.' a paradigm problem witl be developed and it will be seen that questions regarding eXIs

tence of potential, gauge trapsformations, -and eXIstence of solution can only be answered 

1/ 

in a compl~te way if information concerning certain relative homology groups is used. 

The classical theorem of Helmholtz is an orthogonal decomposition which can be used 

to give complete answers to the questions which wiU be adressed in the case where the 

region of interest is IR3 and the vector fields vanish at infinity.Unfortunately, boundary 
''<-------'' 
v~problems of computational electromagnetics are usually set in compact regions 

which may have topological intricacies not encountered in IR3
. Thus, there is a need for . . 

variants of the Helmholtz Theorem for finite regions of arbitrary topology. In classical 

electromagnetics the need for such theorems was made ObV10US at an early stage in 

the area of cavity resonators throug the early papers of Teichmann and Wigner ,1953], 
" 

Kurokawa [1958! and Van Bladel [19601, : 1962). For bounded regions n the vê3:.riants of 

the Helmholtz theorem decompose a vector field into the gnidient of a scalar function, 

the cori of a vector field, and a harmonie vector field which is both irrotational and 
• ,. ~v 

~ , 
solenoidal. In additidn, each of these three subspaces is subjected to eert!lin boundary 

• 
conditions. There have bee,n many excellent papers on this subject, for example, Weyl 

~ 0 

1940!, Bykhovskl and Smirnov 11960], Werner [1963], [1983] Foias and Teman [1978), 

and Saranen 11982, 1983]. Although most authors have stressed the interplay between 

the harmonie veet'or fields. and the topology of the region n, to the best of the author's 
, 

knowledge, the electrical engineer has no simple account of how homology groups ar~ 

related to orthogonal d$!eompositions a.nd ot~er aspects of boundary value problems. 

2 
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.. 
The interplay between orthogonal decornpositions and homology groups of a man-

Ifold- has been understood for a lçmg tlme. In the seminal paper by de Rham: 1931: an 

lsomorphlsm between the homology groups of a manifold and the cohomology groups 

defined in terms of differential forms is established. This work prompted a serIes of in-

vestlgations by Hodge 1952 whlch culminated in the Hodge decomposition theorem -

an orthogonal decomposition theorem for differential forms on c10sed manifolds which is .. ~ 
a generalisation of the Helmholtz Theorem, A nice exposition of the Hodge decomposi-

tlon is given in the paper by Bidel and de Rham 19461 whde the basic Idea is explained 
.. 

by Eckmann l1944), For manifolds with boundary the analogues of de Rham's theo

rems were developed by Duff [1952] while the analogues of the Hodge decomposition 

are worked out by Duff and Spencer [1952). The papers by Dl.l.ff, Connor, Fnedrichs, 

~affney. Milgram and Rosenbloom, Morrey and Eells should also be consulted. The 

book by de Rham [1955] is often considered to mark the end of this classical period. 

Modern extensions and applIcations of the Hodge decomposition in the context of con-

tinuum mechanics are given in the book by Marsden [1974] and in the paper by Sibner 

and Sibner r1970 , Ali of the fundamental work in this area has been done in the formal-

ism of differential forms and unfortunately, if the author's experience is any indication. 
-

practical people in computational electromagnetics often regard the formalism of dif-

ferential forms as a plot devised by a group "of mathematicians intent on undermining 

the greatness of Hamilton, Gibbs and Heaviside. We\come exceptions to this view are 

the'book by Balasubramanian et al. [1970] and the paper'by Nedelec [1978]. Al,ong an

other route, the paper by M'ilani and Negro [1982] show how the Hodge decomposition' 

theorem can be used when prescribing boundary conditions on a vector potential. 

It should be noted that there is along history of singular homology theory in nu
'+ 

merical analysis - one merely has ta recall the work of Kron [1959] and Roth [1955]. 
1> 

3 
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\-lore recentl~, the work of Bossavlt 1982:,! 1~31 recogmses the essential role played 

by homology,groups III boundary value problems for eddy currents, while Brown l1984: 

has gone a step further and used standard techniques in the homology theory of simpli

cial complexes to show how tOPQ!ogical intflcacies associated with the so called T - ri 

method can be handled by computer. Considering the work of Brown 1984), Mantyla ~ 

1983 . Eastman and Preiss [1984; it tS obvious that singular homology theory will play 

an essential role ln the automatic construction of finite element models. Similarly, 

through the.work of Kron [1959!, Kondo [1955]. and Whitney ~1957, one can see that 

the practicioners of the !inite element method have done very little to keep in touch 

wlth useful techniques developed in algebraic topology. This view is c1early reinforced 

by the work of Baker [1982], Komorowski [1975], and Dodziuk [1976, 1977, 1981 and 

1982; These recent developments relieve much of the author's guilt about usïng the 

words' "homology group'" or "~ifferential form" in an engineering thesis. 

Certain accomodations have been made for the audience of this thesis. Firstly the . 
calcul us of differential forms (d, A, .. ,etc) is avoided as much as possible in Chapter 1. 

This enables the reader who has little inclination to learn about differential forms to get 

an intuitive appreciation or'the formalism without being forced into any calculations. 
" . 

Secondly, almost ail questions of analysis have been ignored in this thesis. ln partic-. 
ular, facts concerning topological spaces, and disêussions of direct and inverse limits 

in the definitions of various cohomology theories, have been avoided while 'orthogonal, .. ' , 

decompositions are ta be understood in the pre-Hilbert J,ace sense. Thirdly, in order 

to avoid boredom on the part of the uninitiated reader, the development of homology 

groups lS entirely heuristic and ail schemes for their computation ha.ve been ignored. 
'. 

This enables one to appreclate the usefulness of homology theory in electromagnetics 

at the earliest possible stage. It is felt that making these accomod~tions does not de~ - ' 

ter frorn the message of the thesis sinee every effort has been made ta ensure that the 

4 



Il . 
blbliography contains the material which fills in the gaps. Furthermore, it is felt that 

concentrating on the mtuitlve ..consequences of homology theo~y without regard to any . ' 

partictilar scheme of comput~tion IS justtfied smce the Steenrod axioms for a homology 
, 

theory (see for example Hu 1966,) enable one to}alk about the unique consequences of 

a homology theory without regard to how homology is computed. 

The Qbjective of this introductory chapter is to give a heuristic appreciation of the 

formalism of homology theory in the context of boundary value problems of c1assical 

. electromagnetics. The handling of topological aspects in these problems is often con-

sidered to be an enginëe'r's art and not a science, however, the author hopes to indicate 

how homology groups totally characterise the relevant topological aspects. The first 

step in this task is to formalise the geometric intuition gained through using Maxwell's 

" equations in inte~ral form. Hence the only prerequisite knowledge assumed for this 

introdu~tory chapter is familiarity with. Maxwell's equations in integr(:l.l form, simple 
~ . 

vector analysis, and an aquaintance with Iinear space jargon. The basic reference for 

linear algebra is taken to be Halmos [1958]. 

1.2 Chalns, Cochains and Integration ' 

Homology theory char;"'terises certain problems which arise in)e use of the inte-
. 

gral theorems of Gauss, Green, Newton-Leibnitz, Stokes and their generalistion. Stokes' 
,l' 

Theorem on manifolds which may be considered to be the fundamental theorem of mul-

tivariable calculus is the generalisation of these classical integraY theorems. In order to 

àppreciate how these p~oblems arise, the process of integration must be reinterpreted 

in an algebraic manner. 

5 1 
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Consider a n-dimensional region n and let the set of ail 
\ 

regions, over whlch a ~fold iptegration can be performed, be denoted by Cp(fI)t. H re 

It is understood that 0 s: p S n and a O-fold integration is the sum of values 0 

function evaluated at: sorne finite set of points. The elements of Cp(O) will be called 

p-chains. In ordet to serve their intended function, the elernents of Cp(O) must be more 

than p-diffiensional surfaces, 'for in evaluating integrals it is essential t6 associate an 

orientation to a chain. The idea of ~n orientation is crucial if one is to consider the 

orientëd boundary of a chain; for example 

• b 

c. 

a. . 
ac = b - a as = II + C2 + Ca + C4 

The set of integrands of p-fold integrals is called the set of p-forms (or p-cochains) and 

is denoted by CP(fI). Thus for c E Cp(n) and w E CP(O) the integral of w over c is 

denoted by 

and hence integration can be reg~rded as a mapping: 

An informai approach is required if one is to avoid a barrage of formalism . . 

6 
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.... 
where IR is the set of real numbers. Integration, with respect to p-forms, is a .tinear 

~~tlon: that is. given a'. a2 ..:: IR,..vi, ""2 E CP(O) and c :: Cp(O): , . 

1 alW} + a2W2 = ail Wi -ra2l W2· 

Thus CP(O) may be regarded as a vector space and as such it can be denoted as 

CP(O, IR). Similarly, it is convenient to regard Cp (0) as having sorne algebraic structure. 

For example it is often {onvenient to consider it as an a~elian group as the following 

e = ne' 

Fig. 1 

When analysing an ideal transformer, a current carrying coil with n turns which 

can be 'Considered as al-chain is modelled by n copies of another l-chain as shown in 

Fig. 1. Calculating the voltage induced in l~op c in terms of the vol~age of loop e' yields 
. 

) 
Vc = 1 E . t dl = 1 E " t dl = n r E,' t dl = n Vc" 

c ne' ", } c' 

Thus in this case it is ~onvènient to regard !inear c.ombinations of l-chains with 

integer coefficients as l-chains. In thi~.y.ray C.(R3
) !>eco~~ an abelian group written 

7 
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( 

1 _ 

, , 

• 
additively That is. for ail c. c', Cil E Cdffi3 ) 

, 

c - c'E Ct{lR3
) 

c'-r (:-:-c) == 0 

c+O==c 

c - c' == c' + c 

c + (c' + Cil) == (c ,l- c') + Cil 

,r • .. ,J," 

~ote that the invets~operation in the group reverses the orientation of the chain, that ., 
IS 

f :...J = - r w. 
-c Je 

Similarly, given any n-dimensional region 11, the set of p-chains 'C p(O) can be con

sidered to be an abelian group by taking linear combiantions of p-chains with coefficients 

iJl Z, where Z is the set of integers. This group will be denoted by 

and called: "the group of p-chains with coefficients in 'Il". . , 

. If in the above construction, linear combinations of p-chains with coefficients in 

the field Rare taken, the set of p-chains can be regàrded as a vector space. This vector' 

space will be used extensively in this thesis anq can be denoted by 

and called "the group of p-chains with coefficients in: R". In this case the following is 

true. For al,a2 E lR,CI,c2 E Cp(l1, IR), w E C"(l1, IR), ," 

8 
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, 

In ~ similar fashion. taking a ring Rand forming linear combinat ions of p-chains 

with èoefficients in R, an R-module t is obtained: 

. 
which is called: "the group of p-chains on fl with coefficients in R". This construction. 

has as special cases *e previous two. AIso, for p-cochains it is possible to construct thé 

analogous p-c-ochain groups; there will he no need to do 50 i~ this thesls. 

'In order to resolve topological prohlems arising in multiple integration, it is suf-, 

ficient to regard the set of p-chains as a vector space. However, for the pprposes of 

numerical computation it may be advantageous "to consider p-chains with coefficients 

in 'OJ. For this reason only the coefficients in m or 'Il are' considered in this thesis. 

Furthermore, for simplicity, the following not~n will be adopted 

r 

CP(O) = CP(O, m). 

,. For coefficients in m, it is apparent that the opera~ion of integration can be re-

garded as a bilinear pairing between p-chains and p-forms. Furthermore, for reasonable 

p-chains and p-forms this hilinear pairing is nondegenerate. That is 

\. If 1 w=O forallcECp(O), then~=O 

and 

If 1 w = 0 for al! w E CP(O), then c = o. 

Although this statement requires sorne sophisticated discretisati9n procedure and lim

iting argument' for its justification. it is simple to understand apd is quite plausible . . 
t Knowledge of rings and modüles is irrelevant ·at this point, the construction of 

Cp(O, R) is intended to illustrate how the not~tion is developed. 

9 
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, 
In conclusion, it is important to regard_Cp(O) and CP(O) as v:ector spaces and to 

consider integration as a bilineai pairing be.tween them. In order to in force this point 

of view, the process of integration will qe written using the lisear spa e notation: 

that is, CP(O) is to be considered the dual space of Cp(O). 

" 

1.3 Integral Laws and Homoiogy 

\ Consider the fundamental theorem of calculus 

[
a! 

c ax dx = f(b) - f(a), 

its analogues for two dimensionaloSurfaces D, 

l grad cP • t dl = cP(P2) - cP(pI) , 

r curl F . n d; =! F· t dl, 
ls as 

'~nd brethren from three dJmensional vector analysis{(O C lit3
) 

l grad4>' t dl = rp(p~) - 4>(P:), 

r curl F . n dB = r F· t dl, 
Js Jas 

J div F dV = J F· n dB, 
D laD 

cEe d n), ae ::;: P2 - Pl 

t When deâling with a p-chain CJ its algebraic properties may be ignored and the 
symbol Cl may be used to denote a point set when no confusion may arise. 
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: \ 

, " 
c \ ~ 

These integral tneotems alo g with four '\imen~~onal versio s which a~se in ovarl-

ant formulations of eleetrorn~~etics. are sPècian~tances of tHe general version ll.ed 

Stokes' Tqeo;em on manifolds.\The general theorem. which WI 1 be developed in the 

n"ext chapter, takes the form \ 

\'(dw::;:: f w 
\ Je J ôc 

\ 
\ 

where the linear operator 

à: eCp(n) -t EBcp- 1(n1 
p ~\ p 

, 

./ d: EBCP-\~"œcP(n) . , 
TL \p 'i A.I 

defined in- terms of direct surns are called t~e boundary and the exterior erivative 

resp~ctively (when p-forms a~~ called p-cochai~~, d is'called the cobotf~dary op rator). 

For an n-dirnension;;~egion 0 the following definition is made: 

CP(O) ::;:: O} 
Cp(O) ::;:: 0 

p < 0, p > n. 
'. 

\ 
In this way, the boundary operator on p-chains has an intuitive meaning which \ 

, \ 

carries over from vector analysis .. On the other hand, the exterior derivative must be 
, . ' 

regarded as t\le operator which makes Stokes' theorem true. When a formai definition 

of the exterior derivative i~\given in the next chapter, it will he a simple computation 

ta verify the special câses-listed" above. . . , ) , 

." 
~ 

For the time being, I~t the restriction of the boundary eperator to' p-chains he 

denoted 'by o.p and the restriction of the exterior derivative to p-forms ,he denoted hy 

dP, Thus 
Bp : Cp(O) -+ Cp-dO) 

dP : CP(O) -+ c p +1 (n). 
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". 

Considering various n-dim.ensionafregions 0 and p-chains for various values of p, 

it is apparent that 

for aU cE Cp+1 (0) (1) 

or. in words~ "the boundary of· a boundary is zero". The interest~ng question which 

t!l-rises is the converse: "If the boundary, of a p"':' 1 ch~in is zero, then is the chain the 

boundary of sorne other p-chain in Cp+dOr?" The answer to this is, of course, no in 

,gen~ral, si.nee otherwise t.he question would no~bf$ interesting. H~wever, in order to 
:.... , 

give a se;~nswer to the question and to'see its implications for vector analysis more 

formalism is required. ~ 

Rewriting Equati6n (1) as 

\ 
Image âp+! C Kernel ap • (2) 

. 
the question reduces to asking if the above inclusion is an equality. In order to regain 

) 
the geometric Havor of the question, define 

~ 

, Bp(O) = Image ap+l 

-

where èlements of Bp(O) are called p-boundaries and elements of Zp(O) are called p-

cycles. Thus the inclusion (2) can be rewritten as Bp(O) c Zp(O) and the question at 

h'and is really an inquiry into the size of the quotient groupt 

\ r 
\ Hp(O) = Zp(O)jBp(O) 

\ • • 1 

\ which 'is called the pth homology g;roup of n. In order ta simplify the l~nguage ~sed 
- 1 " 

when talking about the cosets of Hp(n), the following equivalence relation i~ introducecl: 

Civen Zl, Z2 E Zp(O), 

Zl - Z2 (read Zl is homologous ta Z2) if Zl - Z2 = b for sorne b E Bp(O) 

(\ t This ~~truction can be performed with any coefficient group. In the present 
....... case Zp(O), Bp(O) are vector spaces and Hp(O) is a quotient space. 
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Fig. 2 

...... 
...... 
...... .... ..... .... 
-"---

\ 
t 

Hence z} is homologous to Z2 if z} and Z2 He in the s<f1ne coset of Hp~. In the present 

case Hp(O) is a vector sp'tl.ce and the dimensiQn of the pth homology "grouR" is called 

the pth Betti numbe!. Le. 

,8p(O) = dim (Hp(O)) . 

-, 'lIn order to see what ~he cosets of Hp(O) mean and to get an answer to "the interesting 

question", consider a few examples. 
, " 
. ' 

Example 1 (A three dimensional example, J32 =1- 0) 

Consider three concentric spheres and let 0 be the three-dimensional shell whosé 

bou-ndary is formed by the innermost and outermost spheres. Next, let z E' Z2(O) be . ' 

the sphere between the inGmost and outermost spheres, oriented by the unit <;>utward -:\ 

normal. Since z is a closed surface, 82z = 0 however z is not the boundary of any tbree 
- ' , 

dimensional chain in 0, that is z =1- à3c for any c E C3 (0). Hence z represents a nopz,ero .. . 
coset in H 2 (n). In this case (31 (0) = land H 2 (n) is generated by cosets of the form 

Example 2 (Another three-dimensional example, /31 f:. 0) 
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( 

Suppose 0 r= IR is the region occupied by a coffee cup. Let z É ZI (0) be a closed 

curve going around the inside of the handle while z' ~ Zt{1R3 
- 0) is a closed clfrve 

~ ) 

"linking" the handle (see Fig. 2). A little 'reflection shows that z tt B 1(0) and that 

31 (0) == 1. that is, the cosets of Hl (0) look like az -:-- B) (0) ~herë a E IR. DuaÙy, 

zl E Bd(~ ~ 0) and Pl(IR' - 0) = 1, henee the eoset. of Hd1R' - 0) l'';'k like 

a' z' + BI (ru. 3 
- 0) 

where a' E IR. 

,. 

Example 3 (0 C ]R3, looking for H2(n), Ho(R3 - 0)) 
~. 

Suppose n is a compactt connected subset of m,3 and* asn = SOuS) US2 u ... uS", 
~ . 

where Si E Z2(0),O ~ i :::; n are the conneeted components of 830. (Think of 0 as a 

piece of swiss cheese). Furthermore, let So be the connected component of a3n which, 

when taken with the opposite orientation, hecomes,the 'bou.ndary of the un):>ounded _ 
-

component of]R3 - O. Given that 0 is connected, it is possible to find n+ 1 components ... _ .... 

O~ of IR 3 
- 0 such that 

o~ i,:::;-n 

It is obvious that SI" ,0 :::; i ::; n, cannot possibly represent independent generators 

of H2(0) sinee their sum (as chains) is homologous to zeto, tha~ is 

or 

n 

n 

~, 

'. 

l 

t A compact"set in this case, me~ns,a closed ànd bounded set .. 
t By an abuse of Janguage, we assume 0, E C3(fl) whère, when considered as a 

chain, an has the usu~l orientation. Tliat is fl is considered as b~th a chain and set. 
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HQ~e'Z~r, it is 'guite p!~~sible that H~nl) i~ generated by cosets of the f~;m': 0 .,.:. 

~ " .... ) . 
o n J ~ 

I: â~B~ + B2(~)' 
t= 1 

, • 1 

The justification of this statemen.t pfdceeds as follows: Choose O-cyc1es Pt (points), 
. \ _ ". H ' 

o :::; 1 ~ n, 5uch 'that Pt E Zo(O~) and clefine l-chains (curves) èt E Ct{1R3
), .. t:lof- i ~ n, 

\ 
\ 

by the following: \ 

, . 
( ., 

That is, Pi, are n+ 1 generators ~f l!o(1R3 -0) whHe the Ct connect the componênts 

, : of IR3 
- n. It is apparent tha~ for 1 St, j ~.n, Ct ca~bé arranged ,to intersect St onc.e 

and not intersect 8, if i f j'. This being p.ossibl~ it is clear that if the Ct are regarded 

as point sets, 

where ln the latter case multiples of the O-cyc1e .po can b~ tél'ken to generate' the Oth 
• ",<~ , 

homology group. 1t is apparent that this property cannot be achieved by taking fewer 

.~ ~·than n such c" That is, for every Ct which go es. through ft there corresponds one anr 

only one genprator of H2 (n). Renee in summary 
0' 

.82 (0) = n' = .8o(1R3 
- n) - 1'· 

~ 

where the n-independent cosets of the form 

n 

L a~Pt + Bo(1R3
,- n) 

t=O 

15 

'/' 

" 

" '," 

-' 

\ "-~ 
,~( .... 

, ' , .. , 



can be used to generate Hz(fl), HO(IR3 - '0;' respectiv~t. 

The general case where {1 may be disconnected 15 handled by applying ti-he above 

argument to each connected component of {1 and choosing the same Po for every COffi-

pon~t. In this case it will also be true that 

..... 

End of Example 3 

Exalllple 4 (0 an orientable surface. H1(n) of interest) 

It is a weil known fact that any orientable 2-dirnensional surface is horveomorpfiic 

to "a sphere with n handles and k ho les" . That is, for sorne integers n and k, 'any 
• 1 

orientable 2-di~ensional surface can be mapped in a 1-1 continuous fashion into sorne 

surface like the one pictured in Fig. 3 (see Massey [1977) Chapter 1 or Cairns [1961) 
\ ~ 

Chapter 2 for more pictures and explanations) . . 

) 

j • 

Fig.'4 Il 

t The arguments presented here are essentially those of Maxwell (1891) Article 22. 

In his terminology"the periPhra~ic number of a region n is .62(0). " " 
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• 

• k - hale.s 
1> 

~ la ... ' ... ,. 
i 
/ 

Let 0 be the surface described above and let (31 = 2n T k - 1. Consider l-cycles 

Zt E ZI (0), 1 ~ l ~ PI where Z2J-I, Z2J' 1 ::; J :s; n is,a pair of cycles which are related 

to the J th handle in the way shown in Fig. 4 while Z2n+), 1 :s; J ::; k - 1 is reiated to 

the Jth hole in t~ay shown in Fig. 5. Note that the [eth ho le is ignored as far/as the 

Zt are concemed. 

It is obvious that Z1 E Zl(O) and ZI tt EdO) for 1 ~ t ::; (31' What is less obvious 

is that Hl (0) can be generated by (31 linearly independent cosets of the f~rm 

/31 

L atZ t + BI (0) 
t='1 

That is, no linear combination with non-zero coefficients of the ZI is homologous to zero 

and any l-cycle in Zl(O) is homologous to a linear combinat ion of the z,. In order to 
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Fig. 5 

~ 
justlfy this statement, consider O-cycles (points) PJ' 1 :S ) :S k, such that Pl 18 on the 

boundary of the Jth hole that is, the PJ can be regarded as generators of HO(a20). Next 

define BI l-chains Ct E Cl (0) such that 

l::;j:Sk-l. 

Furthermore, C, inter8ects z, once, 1 < z < {JI and do es not intersect z! if t i=- 1 • .x -- Q 

Hence pictorially as seen in Fig. 6. 

Notice that if the surface could be cut aloRg the c, it would become simply coii- . 

nected while remaining connected. Furtherm(jfe it is not possible to make (1 simply 

connected with fewer than 131 cuts. Hence, regardrng the Ct as sets, one can write 

1 

and the Cl act like branch-cuts in complex analysis. Si'nce removing the c, successively 

introduces a new generator Hl (0) at each step, it is clear that 

, ! 1; \ 
,8 d n) =.(31 = 2n + k - t Î '-

18 
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1 ~ 

and that the Zl> 1:::; l :::; f3I (0) are indeed generators of H1(O). 

~ 

Throughout the above construction the reader may have wondered about the 

special status of the kth hole. It should be clear that 

k-l 

0,...., azo ~ L ZZn-t + a2(kth hole) 
1=1 

hence associating a Z2n+k to the kth ho le as Z2n+) is associated with the jth ho le would 

not introduce a new generator into HdO). Finally, if.O is not connected, then the above 

considerations can be applied to each connect~d component of O. 

End of Example 4 

Intuitively the ranks of Hp(fl) were. respectively, 1,1, n, 2n + k - 1, in Examples 

1,2,3,4. ln order to prove this fact, it is necessary to have a w~y of computing homo[ogy. 
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From the definiton Hp(O) = Zp(O),' Bp(O) involviug the quotient of two infinite groups 

(vector spaces) it is not apparent that the homology groups should have ~nite rank! In 

general, compact manifolds have homology groups of finite rank. It is not worthwhiJe 
1 

to pursue thls point since no method of compt,lting homology has been introduced so 

far. Instead the relation hetween homology ajld vector analysis will now be axplor.ed in 

0Ider t<\ show the importance of homolo~ theory in the context of electromagnetics. 

1.4 Cohomology and Vector Analysis 

To relate homology groups to vector analysis consider Stokes' Theorem 

j dW = r w 
c J Be 

rewntten for the case of p-chains on n 

Stokes' Theorem shows that dP-l and 8p act Iike adjoint operators. Furthermore, since 
\ 

âp 8p+1 = 0 we have 
\ 

[c,dPdP-1wj = [8p+ 1c,dP- 1wj 
.P 

= 0 for all c E Cp(O),w E CP(O). 

Thus, assuming integration to he a non-degenerate bilinear pairing gives the operator 

equation 

for ail p. 

Hence. surveying the.,classical versions of Stokes' Theorem it is apparent that the fol-

lowing vector identities 
• div (eurl) = 0' 

eurl (grad) = 0 

20 
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follow as specIal cases. 

In analogy with the case of the boundary operator, the identity dPdp-l = a does 

not imply that .;.) = dP- l 7J for sorne 7J E C p - 1 (11) whenever dPw = a and it is useful to 

define subgroups of CP(Il) 'as follows: 

ZP(n) = Kernel (dP ), 

the group of p-cocycles (or closed forms) on n and 

the group of p-coboundaries (or exact forms ) on 11. The equation 

can thus be rewritten as 

and 

HP(Il) = ZP(n) / BP (Il), 

the pth cohom~l.ogy group of n, is defined as a rneasure of the extent by which the 
. \ 

inclusion misses being an equality t. In order not to become tOflgue-tied when talking 

about the cosets of HP(O), the following equivalenee relation is introduced. Given 

zl, z2 E ZP(11), 

The groups BP(n), ZP(n) are vector spaces while HP(n) is a quotient space in 
the present case sinee the coefficient group is IR. 



( 

tl ZI - Z2 <:: b for sorne b E BP(O). 

That is. zl tS cohomologous to z2 if zl and z2 li~ in the same coset of HP(n). 

The topological problems in vector analysis can now be r.eformulated in a neat 

\Vay Consider a uniformly n-dimensional region n which is a bounded subset t of rn. 
and consider the following questions: 

- Given a vector field D such that div D = 0 on n, is it.possible to find a continuous 

vector field C suçh that D = curl C? 

- Given a vector field H such that curl H = 0 in n, is it possible to find a continuous 
..,..--- -'" ~~- ... 

sing)e:"valued fUr1\tion t/J such that H = grad 1/;? 

( \~-- . 
. ,o(ven a scalar funef s ~h' t..~at grad,<jJ = 0 in n. is cP = 0 in O? 

) , 

1 \ 
It is apparent that for p = 2, l, Q respectively the above questions have the common 

form: Given a w.E ZP(O) is w E BP(n)? Alternatively, this question can be rephrased 

as: Given w E ZP(O), is w cohomologous to zero? 

Given an n-di~ensional!l, suppose for a moment that, for aIl p, cP(n) and çp(n) 

are both finite dimensional. In this case, the fad that ap and dP-l are adjoint operators 

gives an instant solution to the above questions sinee, the identity 

Annihilator(Image dP-
1

) = ~ernel (ap ) 

that is, 

Annihilator(BP(O)) = Zp(fl) 

t Technically speaking n is a compact 3-dimensional manifold with boundary -;- the 
appropriate definitions will appear in the next chapter. 
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ean be rewritten in a more intuitive way: 

J.J E BP(n) iff i w = 0 for aIl z E Zp(f2). (3) , f 

~ext, suppose w E ZP (n) and consider the integral of W over the eoset 

~ 

Letting b = ap ... 1c' (c' -:: Cp+l(f2)) be an arbitrary element of Bp(f!) gives 

! w = ! w + ( w by Iinearity \ 
z+b z Jap-r-lc' 

= i w + l, dPw by Stokes' Theorem 

= i w sinee w E ZP(O): 

Henee, when w E Zp(n), the eompatibility condition (3) depends only on ,the coset of z 

in Hp (0). Thus condition (3) can be rewritten as: 

iffw E ZP{f!) 
• 

and 

where Hp(O) is generated by cosets of the form 

;Jp(O) 

L a,z, + Bp(O). 
'=1 

It turns out that the resul t of this simplet investigation is true under very general 

conditions. The result of de Rham whieh is stated in the next section amounts to saying 

t Simple sinee CP(n), Cp(O) are seldomly finite dimensional. 
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-- an lsomorphlsm obtained through integration - and 

where 

pP(O) = dim HP(O). 

Hence. for an n-dimens'ional ~egion 0 the answer to the question: "'Given w E ZP(O) is 

z .:: BP(O)? is "yes" provided that 

iI.J.'=O 
over l'p(O) jndependent p-<:~cles whose cosets in Hp(O) are capable of generating Hp(O) . .. 
To the uninitiated, this point of view may seem un intUItive and excessively algebraic. 

For this reason several examples ill ustrating de Rham'8 theorem will be considered next 

along with the original statement of de Rham's Theorem. 

1.5 19th Century Problems Which Illustrate the Work of George de Rham 

In order to state the theorems of de Rham in their original form the notion of a 

period is required. Consider a n-dimensiona'l region n. Define the period of w E Zp(n) 

on z E Zp(O) to be the value of the integral 

Jw. 
. z " 

Note that by Stokes' Theorem, the period of w on z depends only on the caset of 

,z in Hp(O) and the coset of w in HP(O). T~at is, 

! w + dP-1w' = l.w + 1 (w + dP-1w') +! dP-1w' 
z+8,,+ 1':' z 8 p+ 1 cl z 

= r w + r dPw + {w' by Stokes' Theorem il- . 

J z Je' Japz 

== l w since.w E ZP(n), z E Zp(O). 
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• 
Postponing technicafities pert~ning to dlfferentiable manifolds, de Rham's original two 

theorerns can be stated as follows. Let Zl1 1:::; z ::: ,Bp(O) be homology classes (cosets 

III HI'(O)) which generate Hp(O) .. Then: 

1) A closed form whose perio~\on the Zt vanish is an exact form. That is, .Jo} E BP(O) 

if w .:: ZP(O) and 

2) Given nurnbers al, 1 ::; i:::; ,LJp(11), there exist a closed fonn w such that the period 

of w on Zl is al, 1 :::; i :::; ,Bp(O). That is, given al, 1 :::; l :::; Bp(O), there exists a 

w E ZP(O) such that 

The two above theorems are an explicit way of saying that HP (11) and Hp (11) are 

isomorphic. 

The following examples ~ill illustrate how the isomorphism between homology 

and cohornology groups occurs in vector analysis and, whenever possible, the approach 

will mimic the nineteenth century reasoning. 

Example 5 (0 C IR3 H 2 (n) is of coneern) 
( 

Let n be a three-dimensional subset of IR3 and consider a continuous vector field 
, 

D such that div D = 0 in O. When is it possible to find a vector field C such that 

D = çurlC? 

, 
If 0 has no cavities, that is if ]R3 - 0 is connected, then it is safe to say that such 

a vector field exists. (i.e. 0 = H2 (n) =} H 2 (0) = O.) In order to see that there may be 

no such vect6r field C if H 2 (fl) f. 0 consider the following situation. 
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Suppose a conductmg bail of radius 'L, centred about the origin in lR.3 , supports 

a non zé~o net charge Q. Suppose this ball is centred in a spherical met allie shell of 

radiu? 3 and ~et n be the space interior to the shell but exterior to the baIl. It is'obvious 

that a sphere of radius 2, centered about the origin and oriented by its unit outward . 
1 

normal is not homologous to zero and that JJ2 (n) ::;: 1. Interpreting D as the electric 

flux density vector and assuming that it is related to an electric vector potential by the 

relation 

D = curlC 

leads to a contradiction, because calculating the period of the field D over the non trivial . 
homology class yields 

Q = l D . n = l curl C . n dS 

= f C· t dl = 0 since as = 0 Jas 
in other words 0 i= Q = 0 - a contradiction. 

More generally, the "intuitive" condition for ensuring that suçh' a vector field C 

exists if divD ~ 0 can be given as follows (see also Stevenson (1954), Ma~well (1891)t, 
, 

Art ide 22). 

Consider; again the region 11 of Example 3 where the boundary of 0- had n + 

l connected c~mponents S" 0 :S .,: ::; n, So being the boundary of the ûn~~unded 

component of JR3 - O. In this case H 2 (O) is generated by-linear combinations of the Si, 

1 ::; i ::; n, and the conditions for ensuring that D = curl G in 0 if div D = 0 in n are: 

r D ·ndS = 0 ls 
1 

1 :S t :S n = JJ2 (n). ' 

t When reading Maxwell the following terminology is useful to know: 
o is a peri'phractic region - H 2 (0) i= 0 the periphractic number of fl- .82(0). 
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This IS also the answer to be expected by de Rham's Theorem. If is interesting to note 

that, the above integral condition is satisfied identically on 8 0 in this case since 

o = r div D dV = rD. n dB = t rD. n dB = f. D (. n dB ( 
Jn Jan t=OJ,SI Jso 

this reafflrms that 

The case where n may not be connected is easily handled by applying the above con-

siderations to each connected component of n. 

End of Example 5 

Exam pIe 6 (0' c IR 3 , HO (0') is of con cern ). 

~ 

Let 0' be a three dimensional subset of IR3 and consider a function <p such that 

gradq;, = 0 in n. When is it possible to say that <p E B-l(n), that is q;, = O? If 0' is 

connected then q;, is determined to within a constant (i.e . .Bo(O) = 1 * .8°(0) = 1). In 

order to see that <P is not necesarily a constant if .Bo(!l) > 1, consider the situation of 

electrostatics: 

.: Suppose that there are n connected }'}-odies n~ eachocarrying a charge Q" 1 ~ l ~ n 

inside a conductin~ shell 06 which ~upports a charge Qo. Let 

n 

n' = U n~. 
1=0 

Inside each conducting body the electric field vector E = -grad <P vani'shes. However, 

depending on the charges Qi and hence ort the charge 

21 
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oF 

some ... vhere exterior to the problem. it is weil known that 

1J1 = q;t (co~sta~ts )~- - 1 S i ~ n 
n' 

t 

• 

can be assigned arhitrarily. In general, t-he scalar potential'1J vanishes only if the ahove 

constan ts ail vanish, hence 

,80(0') = n + 1. 

This trivial example can be used to illustrate an additional point. In electrostatics 

it is customary to let 

.! 
4>1 = '0: (datum) 

n' o 
n 

Qo = L Q, (conservation of charge) 
1=1 

Let nt = IR.3 - 0 where n~, a ~ i S n are the connected components of 0' while, Ob is 

'the u~bounded comp~nent of 0'. Using the firial equation of Example 3, it is clear that 

n = t3~(11) = ,8o(1R3 
- 0) - 1 

= ,80(0') - l • ~J , 

Interpreting,82 (0) as the number of independent charges in the problem and /30 (n') - l 

as the number of indèpendent potential diffetences the ab ove equatio~ says that the 

number of independent charges equals the number of indevendent potential differences. 

End of Example 6 

.. 
_Example 7 (n a 2 aimensional surface, Hl (0) ~~f interest) L~t-fl' he a two dimensional -
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'. 
4l<-
t, 

, 
orientable ~lirface aad consider the conjugate vers,ions of !he lisual integral theorems t : 

. \ f .' -
. curl</> , n dl = c/>(P2) - c/>(pd 

c • 

J .( , 

cE ct{n) 

àe = P2 - Pl 

r div J dS = r J. n dl 

\ Je lac 
) 

where n is thJ\ unit vector n~rmal t~ the curve c. In this case, the operator identfty 
\ 

div (curl) = 0 ' . ~ 

shows that it is natural to ask the following question, Consider a vector fiéld J s'u~h , 
~ 

that div J = 0 on n. When is it possible to write J = curl <P for sorne single .valued . 

stream function </J? 

If n i~1 simply connected t , then it is weil known {hat J = curl e/>, Le. {JI (f1) = 0 => 
"'~,' <-

(31 (0). = 0, In orJ,ier tn see that it may not be possible to find such a c/> if n is nor simply 

\ connected, consider the following example. , 
.. 

Suppose a is' homeomorphic to an annulus. On n let J flow outward in:.the 

- rad!al direction, and let z E Zl (0) be a' l-cycle which encircIes the hole (see F.ig. 7). 

Interpreting this situation as a ste~dy eurrent fiow on a surfac~ of finite thickness, the 
, " 

periott-of J on the cyCle z will be ca:ll~d "the cur~ent per unit 6f thickness through z" 

t curIe/> is defined ~ n' X gradtA where n' is the u~t normal vector to the two 
dimensional orientable surface. The notation eu:r;-I is taken from Nedelec [1978j, p.582. 

~ 

Given a space X, "X is simply connected" means that the first homotopy group 
rr(X) is trivial which in turn implies that Ht{X) = 0 by êUl old>theorem of Poincaré (see 
Greenberg (1981) Chap~er 12). Gel.lerally spea,king, higher homotopy groups, 7rn (X), 
can be defined, but they are useless for computing homology (see Bott (1982) p.225). 

\. , 
.... ' 
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Fig. 7 

\ 
\ 

and denoted by J. In this case, relatmg J to a single valued stream functign 4J leads to 

a contradiction since 

o t= J = ! J . n dl = [curl cP . n dl = [ cP = 0 since az = o. 
. z J z } 8z 

Rence 0 1- 1 = 0 - a contradictwn. 

~ J 
More generally, (see Klein [1893) for more pictures, interpretations andvefex:ences 

to the nineteenth cent ury literature) consideyhe surface n of Example 4 where there 
/ 

are Zt, 1 'S t"S fidO) = 2n + ~ - 1 generators of HdO) apd cuts Ct, 1 S z 'S ~dO) such 

that 

./ 

was connected and simply connected. Sinee 0- is simply connected it is possible to 

define a stream function cP - on 0 - such that 

on 0-. 
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LettIng t.he rurrent flowing through Zt be Il 

It is apparent from the mtegrallaws that 

Il = !. cur!e/>- :::: (jump in 'e/>- across Ct). 
z,no-

)., That is (r IS In general multivalued and it is single valued if and only if ail the periods 

of J on the z! vanish, that is each Il must vanish. Renee'" = curie/> on 0 for sorne single 

valued 1> if and only If div J = 0 and 

End of Example 7 

Example 8 (0 C ]R3, Hl (0) is of concern) 

<II> Let n be a three dimensional subset of ]R3 and consider a vector field H such that 

curl H = 0 in O. Is there a single valued function 1/J such that H = grad 1/J? 

* , 
If n is simply connected, that is, if every closed curve in 0 "ê-an be shrunk to a 

point in a continuous fashion, dien it is possibl€ to find such a single valued function 

?/J. In other words, simple connectivity, HdO) == 0, and Hl(O) = 0 are equivalent 

statements in this case. 

In order to see th'at there may be no such function !/J if n is not sirnply connected, 

consider the region 0 to be tpe regiorqexterior to a thick resistive wire connected across a 
l' • 

battery and 0' = 1R3 - 0 as shown in Fig. 8. Rere, /31 (0) = /31 (0') = 1, Z E Zl (0), and 

Zl E ZI (n') represent nontrivial homology classes of Hl (0) a~d Hl (0') respectîvely. Let 
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Fig. 8 

s, S' E C2(IR3
) be a pair of 2-ehains which, when eonsidered as sets, are homeomorphie 

~ 

to dises and 
8S' = z' 

as = z. 

Since the problem is assumed to be static, it is obvious that 

eurlH = 0 in n 

curIE = 0 .in n' 
and that the periods 

) ! E· tdl = E.M.F. 
;:' 

/~ are nonzero. However, assuming that E and H ean be" represen.ted as gradients of single 

valued sealar potentials '1/1' and 1/; respeetively !eads to contradictions sinee 

• 

o ::f. 1 = rH: t dl = r eurl1/;· t dl = r 'IjJ = 0 
lz~ lz ,laz 
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smce à:: = 0 and 

o r E.M.F. = ! E· t dl = f curI0'· t dl = f 0' = 0 
. z' } z' } 8z' 

smce àz' = O. In this case, note that 

Hdo. - S') = 0 

Hdo.' - S) = 0 

.. 
.' 

hence, the magnetic field can be rep"resented as the gradient of a scalar 0 in 0 - S' where 

the scalar has a jump of value 1 whenever S' is traversed in the direction of its normal. 

Similarly, the elfctric field can be rèpresented as the gradient of a scalar tp' in 0.' - S 
1 

where the scalar has a jump of value E .M.F whenever S is traversed in the direction 

of its normal. Note that t/;, 0' are continuous and single valued on 0, fl' respectively if 

and only if 

1 = 0, E.M.F. = o. 

Thus It is seen that the irrotational fields H in 0 and E in 0 can be expressed in terms 

of single-valued scalar functions once the cuts S and S'are introduced. 

The gen~ral intuitive conditions for representing an irrotational vector field H as 

the gradient of a scalar potential have been studied for a long time. See Kelvin [1867], 

Maxwell '1891' articles t 18-20,421 and Lamb [1932) articles 47-55,132-134, and 139-

141 are élso of in~.st. A formai justification for introducing cuts into a space involves 

duality theorems for homology groups of orientable manifolds. These theorems will he 

t When reading articles 18-20 in Maxwell, the following correspondences are useful 
to rememher. 0 is acyclic means f.l is simply connected, Cyclosis means multiple con

, nectivity, cyclic constants are periocls on generators of Hl (!l). "Cyclic constants" were 
usually called "Kelvin's constants of circulation" in the nineteenth century literature. 
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consldered ln -SectIOn 1.10 For the time being the gênerai procedure for introducing 

cuts will be dlustrated by tryi~g to generalize 'the above case involving a battery and a 

wire 

Let 0 be a connected subset of rn.3 . The first thing to do is to find 2-chains 

5; E C:dIR3
), 1 S t ~ n whlch when considered as surfaces satisfy the following: 

1) 0- (U;=l 5:) is connected and simply connected, and as: E Zdrn. 3 -0), z S z S n. 

2) HI (ffi3 
- 0) is generated by cosets of the form 

n 

L a:as; + Bd1R3 - 0), 
\=1 

... and n is chosen such that n = t1dIR3 - 0). ~ote that as; f1. B 1(rn? - 0),1 S t ~ 

;31 (1R 3 
- 0). 

It turns out that one can also do the reverse, that is find 2-chains SI E C2(ffi3
), 1 S t S 

n, which when considered as surfaces and satisfy th~Joliowing: 

3) (m.3 
- 0) - (U~= 1 Sd is connected and simply connected, and as, E ZI CQ), 1 S 

t < n. 

4) Hl (0) is generated by cosets of the form 

n 

La l aSI + EdO) 
1=1 

l,and n is chosen such than n = ,sdO). Note as, :f= BdO), 1 ::; i ::; ,sdn). 
, / 

If one is lucky, f as, intersect s; very few time~ and likewise for as: and S1. The 

result t 

, 

This result was known to Maxwell (1891) Article 18. 

34 

1 
1 

, 

1 



· , 

/ 

~~I 
~--------------71 

1 

1 
1 1 

1 1 \ 
, 

1 
\ , 

1 
\ 

/ , 
1 1 \ 

1 \ 

1 
1 

'" 
'JS':il - - - -

-'" 

z. " 

Fig. 9 

, 

is apparent at this stage. / 

If curI H = 0 in n then by the above construction, there" exist a 

t/J E CO (0- C.Y>:)) 
such that 

(j crû) ) 
H = grad t/J on n - l~l S;' . 

Furthermore the jump in t/J over the surface S: can be deduced from the periods 

{ H·tdl=!z, 
Jasl 

r 1 , 

by solving a set of linear equations which have trivial solutions if and only if aU of the 

periods vanish. , f 
35 
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·\8 a simple instance of this procedure, consider a current carrying pre.tzel IR 3 -11 

and lts complement n as shawn in Fig. 9. Here 

f;= 1 H· t dl = (current flowfng through St) 
aSt 

~dO) = ;JI (IR3 
- 0) ==,3 

H ~ gr.d '" on n ~ (.Q. S: ) 
and the jumps in 1j.J across S: are given by It. It is clear that the scalar potrential will 

be continuous and single valued in 11 if and only if Il = 0, 1 ::; l :S 3. 

Although this illustration makes the general procedure look like a silly interpre-

tation of mesh analysis in network theory, problems where the as:, are necessarily not 

in the same plane may be harder ta tackle as are problems where .80(0) >~. The 

'" case where 0 may be disconnected is handled by reasoning in terms of the connected 

components of 0, separately. As a non trivial mental exercise the reader may convince . 
himself that 

""' 
.8I(11) = J3d1R3 

- n) = 2n + k - 1 

when 0 is the two-dimensional region of Example 4. This is actually quite simple when 

one realizes that generators of Hl (11) can be taken to be the boundaries of cuts in 

1R3 
- (1 and generators of HdIR? - n) can be c6nsldered to be boundaries of surfaces 

which intersect 0 along the cuts Co 1 S't S /11(0). 

1.6 Chain and Cocha in Complexes 

Chain and cochain complexes are the setting for homology theory. Algebraically 

sp~aking, a chain complex C. = { Cp, ap} is a sequence of modules Ct over a ring Rand 

a sequence of homomorphisms 

36 



such that , . 

For the purposes df\ this thesis, the ;ing R will be IR or 7l in which case the 

modules Cp are vector spaces or ahelian groups respectively. A famlliar example is the 

chain complex 

consldered up to now. Similarly, one has the chain complex 

wh en the coefficient group is 7L. 

·f Cochain complexes--are defined i~ilar fashion except that "the arrows are 

reversed". That is, a cochain complex C' = {CP, dP} is a sequence of modules CP and 

homomorphisms 

( 

such that 

An example of a the cochain complex is \ 
, C'(f2;IR) = {C"(f2j.IR),dP } 

which has been considered in the con text of integration t. From the definition of chain 

When the c.oefficient grou.p is not mentioned, it is understood to he lR. 

( . , 
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and cochain comPlexes)it ~s obvious how homology and cohomology are defined: 

Bp = Image 8 p+ 1 BP ,; Image dP- 1 

for homology 

. . 

ZP = Kernel dP 

HP = ZPjBP 

(3P = ltank HP 

for cohomology 

When dealing with chain and cochain complexes, it is often convenient to supress 

the subscript on 8 p and the superscript on dP and let a and d be the boundary and' 

coboundary operators in the complex where their interpretation is clear from context. 

The reader should realise that the introduction has thus far aimed to motivate 

the idea of chain and cochain complexes and the resulting,homo]ogy and cohomology . 
• 

Explicit methods for setting up complexes and computing homology from tdangulations 

or cell decompositions ca~ be round in m~ny texts (see Massey [1980], Giblin [1981], 

Wallace [1957], or Greenberg and Harper [1980], "for example) while computer programs 

to compute Betti numbers and ot~er topological invariants have been around for almost 

two decades (see Pinkerton [1966].) In contrast to the vast amount of literature on 

homology theory, there seems to be no systematic exposition on its rôle in boundary 

value problems of electromagnetics -,..- the papers by Bossavit [1981], [19821, Bossavit 

and Verité [19821. [1983]. Milani and Negro [1982], Brown [19841, Nedelec [19781 and 

Post [1978], [1984] are valuable first steps. 

It is important to realise that the notion of complex is actually a basic idea in 

network theory wh~re, if A is the usual incidence matrix and B is the Joop matrix of a 

network, there is a chain complex 

B T A o --t {meshes} --t {branches} --t {nodes} -+ 0 
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(SInce ABT ::::: 0) in which 2-chains are linear combinat ions of mesh currents and 1-

chams are linear combinat ions of branch currents. Taking the transpose of this complex, 

a cochain complex \s obtained 

B AT 
0,1- {meshe",} +-- {branches} +-- {nodes} 1- 0 

(since BAT = 0) where O-cochains are linear combinaiions of node potentials and 

l-cochains are linear combinations' of branch voltages (see Balabanian and Bickart 

; 1969) Sect 2.2) Furthermore, if the network is planar and A is the red~ced incidence 

matrix obtained by ignoring one node in each connected component of the network, 

then the homology of the complex is trivial. Kirchhoff's laws can be expressed as 

The Kirchhoff Voltage Law: v E Image AT (or v IS a l-coboundary) 

The Kirc,hhoff Current Law: t E Kernel A (or t is a 1-cycle) 

so that if v ::::: AT e for sorne set of nodal potentials e, then T,ellegen's Theorem is easily 

deduced: 

0::::: (e, Al) ::::: (AT e, z) ::::: (v, z). 

Thus Tellegen 's Theorem is an example of orthogonality between cycles and cobound

aries. This view of electrical network theory is usually attributed to Weyl [19231, (See 

also Siepian i19681, Flanders )971) and Smale~ [1972]). Systematic use of homology 

theory in electrical network theory can be found in the work of J. P:'Roth (see bibli-

" 
ography) and Ching [19681. Kron [1959) generalises electrical network theory by intro-

ducing branch relations associated with k-dimensionaJ onés. Unfortul1ately, by calling 

complexes "multidimensional space filters" , Kron manages to confuse much 'of his audi

ence - engineer and mathematician aIike. An explanation of Kron 's method as weil as 

references to additional papers by Kron can be found in Balasubramanian et. al [19701. 

The interplay between continuum and ne~work models through the use of com

plexes is developed by Branin [19661 and Tonti [1977j, and scattered throughout Kondo 
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1955. Examples of cochain complexes for differential operators encountered in the 

work of Tonti and Branin are 

{ 
sca/ar } 

o - functwns 
grad 
---+ 

{ 
fze/ds } ~ { flux } ~ { volume } -+ 0 

vectoTs vectoTs densitles 

div (curl) = 0 

for vector analysis III three dimensions, and 

{ 
scalar } grad { 1teld } eurl {d . } . o ----+ • ---+ ---+ enslttes ----+ 0 

functlOns vectoTs 

in two dimensions. Note that the ab ove two complexes arê' special cases of the complex 

C' (0) considered thus far and that when there is no mention of the domain 0 over 

which functions are defined, it is impossible to say anything about the homology of the 

complex. Hence, unless an explicit dependence on the domain {1 is recognised in the 

, definition of the complex, it is virtually impossible to say anything concrete about global 

aspects of solvabilïty conditions, gauge transformations or complementary variational 

principles, since these' aspects depend on the cohomology groups of the complex which 

in turn depend on the topology of the domain O. Furthermore, imposing boundary 

conditions on sorne subset S c ao necessitates the consideration. of relative cohomology 

groups to resolve questions of solvability, gauge ambiguity, etc., and again the situation 

becomes hopelessly complicated unless a complex which depends explicitly on n and. 
, ' 

S is defined. The cohomology groups of this complex, which are called the relative 

cohomology groups of {1 modulo S are the ones required to describe the global aspects 
" 

of the given problem. Relative homology and coholJlology groups will be considered in 

the next section, and as a prelude, it is necessary to introduce the idea of chain and 

cochain homomorphisms. 
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Just as groups, fields and vector spaces are examples of algebraic structures, com

plexes are a type of algebraic structure and as such 'it is useful to consider mappings 

between complexes. In the case of a chain eompléx the useful mappings to consider are 

the anes which have nice properties when it cornes to homology. Such mappings, called 

chain homomorphisms, are defined as follows. Given two complexes 

C' = {C'a'} • p' p 

a chain homomorphism 

f.:C.-C~ 

is a sequence of homomorphisms {fp} such that 

and 

That is, for each p, the following diagram is commutative 

l 

l 
fp-l 
~-j 

1 
In the case of cochain complexes, coehain homomorphisms are defined analogously. 

In order to illustrate chain,cana ~ochain homomorphisms, c~nsider a region fl and 
, 

a closed and bourtded subset S. "~ince 

D 

for ail p 
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and the boundary operator a~ in the complex C. (S) is the restrictton of. the boundary 

operator a in C_(O), C.(S) is a subcomplex of C.(O) and there is a chain homomor-

phism 

z.: C.(S) ---. C.(O). 

where 

is an inclusion. Obviously 

for aU c E Cp(S) 

as required. Similarly, considering the restriction of a p-form on n ta one on S for aIl 

values of p. there 15 a cochain homomorphism 

r' : C· (0) ~ C'(S) 
.' 

where 

If th,e coboundary operator (exterior der~vative) in C'(O) is d and the corresponding, 

coboundary operator in C"(S) is d' then 

for aIl w E CP(O) 
• 

as required. 

1.1 Relative Homol<?gy Groups 

Relative chain, cycle, boundary and homology ?roups of a region {} 1 modulo a 

suhset S will now he considered. It turns out that relative homology groups provide 
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the generalisation of ordinary homology groups which is necessary in order to describe 

the topological aspects of cochains (forms) subject to boundary conditions. 
~ 

-
Consider a r~gion n and the chain complex C.(O) = {Cp(O), c1p} ~sociated with 

it. Let S he:' a compact suhset of 0 and C.(S) = {Cp(S),a~} be the chain complex 

assotiate~ with- S. Note that the boundary operator of C~(S) is ~e one in C.(O) with 

a restricted 'dornain. Furthermore, 

1 
1 , 
~ 

Ii is useful to define the quotient group 

for ail p 

- the group of p-chains on 0 ~odulo S - when one wants to consider p-chains on 

n while dlsregarding what happens on sorne subset S. In this way, the elements of 

Cp(O, S) are 'cosets of the form 

Although this definition makes sense with any coefficient ring R, when the coeffi-.. 
cÏents are in .IR tHe definitjon of Cp(n, S) is made intuitive if one defines t CP(n, S) to 

J 

be the subset of Cp(n) where the support of w E CP(O, S) lie~ in n -- S.' In this case 

it is possible to'" salvage the idea that integration should be a bilinear pairing bet'ween , . 
Cp(O, S) and CP (n, S). That is 

J : CP(n,S) x'Cp(n, S) -dR 
< 

This argument is .intended to be entirely heuristic. 
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(', 

should satisfy: 

!..v=o 
c 

for all '.J.) E CP(O, S) => cE Cp(S) 

!..v=O for all c E Cp (0, S) => w = 0 
c ' 

'\.. 
\ote that when S = cP (the null set) the definitions of relative chain and coehain groups 

. 
reduce to those of their absolute counterparts. 

Returnmg to the general case where the chains could be consldered with coeffi-

Clents in any ring such as IR or 'Il, the induced boundary operator 

rnakes the following definitions appropriate: 

the group of relative ~cycles of 0 rdulo Sand 

p+l 

( 
a
il ) Bp(O, S) = Image Cp+dn, S) -- Cp(n, S) , 

the group of relative p- boundaries of n rnod S, Intuitively, relative cycles and boundaries 

can be interpreted as follows. Givetl-z,~ E Cp(O) v( .. " 
z - Cp(S) E Zp(n, S) if apz E lp-l (Pp-l (S)) 

b + Cp(S) E Bp(O, S) if ap+1c - b E zp (Cp(S)) 

for sorne cEe p+ d n). Renee, z is a relative p-cycle if its boundary lies in the su bset S . " 

while b is a relative p-boundary if it,is homologous to sorne p-ehain on S. 

From the defi'nition of a~,' it is apparent that 
'. 

a" a" = o. p p+l 

44 

( 

,r' 



" 

/" 

Hence 

and the pth relative homology group of n modulo 5 and the relative pth Betti number 

of 0 modulo Scan b.e 'defined as follows, 

( 

By definmg CI'(O, S) = 0 for p < 0 and p > n, the above definitions make it 

apparent that 

IS a complex Futhermore, if . 

is the homomorphism which takes acE Gp(O) into a coset of Gp(O,S) accotding to the 

rule 

then the collectio';? of homomorphisrns J. = {Jp} is a chain homomorphism 

i. : c.(n) -+ C.(O, S) 

since 

f or ail c E Gp(fl). 

, 
Though the definiîions leading ta relativ~ homology groups seem formidable at first 

sight, they are actually quite 'a bilt df fun as the following example shows, 
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Fig. 10 

Example 9 (a 2.:D e~mple) 

In this example the relative homology groups ~sociated with the cross-section of 

, a coaxial cable are considered. The usefulness of relative homology groups will become 

apparent in latèr sections once relative cohomology groups have been introdueed. Con-

sider a piece of coaxial cable of elliptic cross' sec tion and let n be the "insulator" as 

shown in Fig 10 and consider l-chains z, z', ZIf and 2-chains c, c' as shown in Fig. 11. 

From the picture it is apparent that z, z', Zif represent nontrivial cosets in Zdn, ail) 

but 

Jl(Z) -.. 0 in Ht{Il,aO) sinee ae - Z E tl (Cdân)) 

J.(Z') '" Jdz") in Hdn,aO) sinee ae' - z' + z" E il (C1(aO)). 

However, it is apparent that Jl (Zl) is not homologous to zero in Ht{O, an) and that 

..6.(0, an) = l 50 that the coset!? of HdO, an) look like 

. 
az' + EdO, ail) a E IR. 
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Fig 11 

Next eonsider the other relative hom?logy groups. If is obvious that .80(0, aO) = 
" 

o since any point in 0 can be joined to the boundary by a eurve whieh Hes in O. 

Furthermore, considering n as a ~-chain in C2(0, an) lt is apparent that 

, 
hence, since B2(0, an) = 0,0 is a non trivial generator of H2 (0, an) and since the region 

is plan~r, it is pla.tJ.sible that there are no other independent generators of H 2(0, an). 

Thus (32(.0.: aO) and the eosets of H2(n,aO~ look like 

an a ER. 

In the light of the previous examples the absolute homology groups of the region 

n are ohvious once one notices that .80(0) = 1, the l-cycle z is the only independent 

generator of Hl (0) hence /31 (0) = 1, and f32 (0) = 0 sinee Z2 (0) = o. Renee in summary 

.80(0) := /32(0,aO) = 1 

/3 dO) = /31 (0, ao) = 1 

,82 (0) = f3o(O, ao) = o. 
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/1 
Z 

FIg. 12 

SI = S{ + S{' 

" 

:\"ext, in order to exerClse the newly acquired concepts, suppose that the capaci

tance of the cable was to be determined by a direct variatlOnal method. In this cqse it 

IS eonvement to e~ploit the inherent symmetry to reduce the problem to one a quarter 

of the original size. Thus consider the diagram shown in Fig. 12. It is apparent that 

for al,a2 E IR, the cosets of Hdn',Sd and Ht{0',S2) look like 

and 

respectively and that 

Renee, it is apparent that: 

End of Examplé 9 

,80 (0', Sd = 0 = {J2(n', 8::d 

IJt{O', St) = 1 = ~1 (n', 82) 

IJ2(O',Sd = 0 = {Jo(O', 8 2), 
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Let the pth relative homology group of 0 modulo a subset SI with coefficient ln 

'O.. be denoted by 

Thls-is an abelian group by construction. By the structure th,eorem for fimtely generated 

abelian groups (see Jacobson 1974: Theorem 3.13 or Gîblin 11981] Theorem A.26 and 

Corollary A.27), this relative homology group is isomorphic to the direct sum of a free 

abelian group F on tJp (0, S) generators and a torsion group T on Tp (0, S) generators, 

where Tp(O, S) is called the pth torsion number of 0 modulo S When homology is 

computed wlth coefficients in IR one obtains ail the information associated with the 

free subgroup F and no information about the torsion subgroup T. If turns out that 

Tp(I1, 5) = 0 If 0 YS a subset of 1R3 and 5 = rp. In other words, for subsets of IR3 the 

torsion subgroups of the homology groups 

O:Sp~3 

are trivial (see, for example, Masser [1980] Chapter 9 exercise 6.6 for details). The 

relationship between Hp (0, S, ffi.) and Hp(O, S, Z) is important since problems in vector 

analysis are resolved by knowing the structure of Hp(O, S, IR) white it is convenient to 

use integer coefficients in numerical computations and d~terminê Hp(O,S, Z). When 

Hp(O, S, 7l) is found the absolute homology groups with coefficients in IR are easily 

deduced and relative homology gro.ups with coefficients in IR are deduced by throwing 

away torsion information. The following example illustrates a relative homology group 

with I)on trivial torsioh subgroup. 

Example 10 (Torsion Phenomena Illustrated) 

Consider a Môbius band which is obtained by identifying the sides of a square 12 

as'shown in Fig. 13. Le~/S:}-be the Mëbius band and S = Za + Zb be al-chain which 
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~, q, èz. 

r2 ='1; + Il 
i! 

Il. 
l'V 

"" ~I 
1, b Z = Zl + Z2 

Z\) 

~ 
Fig. 13 

is the edge of the band. Regarding S as a set, the following homology groups will he 

deduced: 

Ht{OjZ), HI(O,SjZ). 

It is easy to see that the cosets of Hl (0; Z) look like 

az + B 1 ( n; 7l), a E Z 

50 that (JI (0) = 1. In co;"trast, something really neat happens when the relative homol-" . 
ogy group is considered. Observe that idz) is not homologous to zero in HdO, S; 7l), 

that is az E Co(S; 7l) but there is no c E C2 (D; Z) such that 8c - Z E CdS;Z). Note 

however, that the square 12 fro(Il which 0 was obtained has houndary 

hence 

or 
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Thus ~ is an element of the torsion $ubgroup of the relative homology group sinee it is 

not homologous to zero, but a muIt.ple of it is. Similarly: 

)1 (z) -f 0 

Jl(2z) --0 

171- HdO, S; Z) 

zn HdO,S;Z). 

The way to see this is to imagine the Mc3bius band to be made out of paper which can 

be eut along the l-cycle z to yield a surface 0'. The surface 0 is, orient~le and 

82 (0') = 2z - Za - Zb 

or 

1 

Jfence z and z are nontrivial generators of Hl (0, S; Z). However Z -- ; since}).efen;1~g 
baek to the picture, it is appallent that 

Ô2(1~j = Zl + z +;2 - Za = Z + Z - Za 

, Ô2 (II) = Zl - Z + ;2 + Zb = ; - z ;' Zb 

hence 

that is 

/ 
1 

/ 

/ ,z - (-z) - 82 (1;) E Ct{S;Z) 

Z - (z) - 82 (1:) E CdS; Z) 

and 

, 
Thus, is quite plausible that' 

(the integers modulo 2) 

and hence in summa.J:y...·-
,81(0, S) = 0 ,81(0)='1 

Tl(n, S) = 1 Tl(n) =0. 
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/,f Exampie JO 

Before consl.oermg the raie of relative homology groups in resolving topological 

problems of vector analysis It is useful ta consider the long exact hom%gy sequence 

since it is the key ta understanding relative homology. 

1.8 The Long Exact Hornology Sequence 

For the purposes of this thesis the long exact homology sequence is a result which 

enables one to visualtse a full set of generators for the homology of a region 0 modulo a 

closed subset 5 ln situations where one's intuition can only be trusted with the absolu te 

homol~roups of 0 and S. To see how the long exact homology sequence cornes about, 

consider the three complexes: 

C.(O) = {Cp(O),ap} 

C. ( 5) = { Cp ( 5) , a~ } 

C. (0, 5) = {Cp(O, 5), a~} 

and the two chain homomorphisms 

j. = {;p} 

0-> C.(5) ~ C.(O) ~ C.(O,S) -70 

where l'P' takes a p-chain on Sand sends it to a p-chain which coincides with it on , 
,5 and vanishes elsewhere on 0 - 5 while ip takes acE Cp(O) and sends it into 

the coset c + Cp(5) in Cp(fl, S). It is clear that z. is injective, J. is sutjective and that 

Image (z.) = Kernel (J.). Such a sequence of three complexes 81nd chain homomorphisms 
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l ,J _ 15 an example of a "short exact sequence of complexes" . When written out in full, 

the 51t uàtlon looks like: 
, 

-l-
1 
+ 

0 Cp-t-l(S) 
Ip+l 

Cp~I(O) 
Jp+ 1 

Cp+dO, S) 0 --+ ------+ ~ 

1 

a~-+-l lÔp+1 1 a" p-I 

0 Cp(S) 
Ip 

Cp(!1) 
Jp 

Cp(n, S) 0 ----> --t --t 

a' ! Op la" p p 
.J, j, 

0 --+ Cp - 1(S) 
Ip -1 
----> Cp-dO) 

Jp-l 
Cp_1(O, S) --+ --l> 0 

1 

, a' 1 ap_1 18
" , p-l p-l 

'" 
.J, 

It 15 a fundamental and purely algebraic result (see Jacobson [1980] Vol. II Sect 

63 Theorem 6.1) that given such a short exact sequence of complexes, there is a long 

exact seq uence !fi homology. This means that if zp and }p are the hornomorphisms 

which zp and }p induce on homology, and op is a map on homology classes which takes 

Z E Zp(O, S) mto z' E Zp-dS) according to tne rule 
" 

then the diagram 

0 --+ Hn{S) 

6p+l 
--t ~(S) 

Sp 
Hp-dS) --t 

satisfies 

-ln 
--l> 

H p+ 1 (0, S) - -Ip Jp -
~ ... Hp(O) Hp(O, S) -Ip_1 

Hp-1(O) 
Jp-l 

Hp-dO,S) -- ---Jo 
--4 

Kernel (zp) = Image (bp..- Il 

Kernel (Jp) = Image (ip) 

Kernel (fJp) = ~mage (Jp). 
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Ho(O, S) 

--t 

----> 

bp - 1 
----> 

--+ 0 

( i) 

(ii) 

( iii) 

" 
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· , 

AIt hough the above result is valld for the coefficient grou ps '!l and nt, consider f~r now, 

the case where homology is computed with coefficients in R 50 that ev~rything in sight 

is a vector space, Let 

and let the two summands be mterpreted as follows 

Hp(O, S) -1 
Kernel(b

p
) ~ Op (Image (op)) 

~ Op-1 (Kernel (î'p-d) by (t) 

and 

by (iù) 

by (z'z') • 

Thus, combining the above three isomorphisms gives 

Using the, above identity it is usually easy to deduce a set of generators of Hp(n,S) 

if Hp(S), Hp (0), Hp_ dS) and Hp_ dO) are known, This is accomplished by using the 

following three step recipe: 

Step 1 Find a basis for the vector space Vp where Vp is defined by the following equation: 

~ 

Hence, )p(Vp) gives (,Bp(O)'- dim Image (î'p)) generators of Hp(n, S). 
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Step 2 Find a basis for Kernel (lp_.) from the basis for Hp_ dS) so that the 

dim Kernel (zp_ d 

remainmg generators of Hp(O, S) can be deduced from 

0; 1 (Kernel (Zp_I)) . 

This IS done as. follows: Let Zt be a basis for Kernel (lp-l) and find a set of Zt, l :::; z ~ 

dim Kernel (Tp _ d such that 

\ 
Step 3 Hp(O,S) = (J;Vp) œ 0;1 (Kernel(î'p_d) where a basis is given in Steps 1 and 

2. Furthermore 

;3p(n,S) = ;3p(n) - dim Image (î'p) + dim Kernel (Tp_t). 

Although this recipe is quite algebraic, it enables one to proceed in a systematic but 

intuitive way in complicated problems. The folowing example will illustrate this proce-

dure. 

Example Il (0 is the surface of Example 4) 

Recalling the, 2-dimensional surface with n "handles" and k "'holes" which was

consiaered in Example 4', the following relative homology groups will now,be deduced. 

z) HdO,aO) 

u) H2 (IR3 ,0) 

t) Consider the long exact homology sequence for the pair (0, ao): 
- -

0 
12 H2(0) J2 H2(o., ao) 02 

---+ -----. ~ 

- - 51 °2 Hdao) 
Il -Hdo.) 11 Hdo.,ao) -- ---+ ---; ~ 

- -151 Ho(aO) 
la 

---+ Ho(O) ~ Ho(O,aO) --
55 
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Following the three step recipe outlined above HI (0,811) is obtained as follows. 

Step 1- Image (î't) and VI are readily indentified to be of the farm 

and 

k-l 

L a2n+] Z2n+j + BdO) 
j=l 

2n 

La]z] + Bt{n) 
}=1 

respectively. That is, jdz2n+J)' 1 :S j :S k - l, are homologous to zero in "HdO, aO) 

w hile il (z, ), 1 :s; j :S 2n, are not homologous to zero in Hl (n, 8n). 

Step 2 Kernel (To) is seen to be of the form 

k-l 

2: a, (P, - Pk) + Bo(8!1) 
J=1 

while the point Pk can hé used to generate Ho(O). Thus the curves ;"1 (C2ft.+1 ),1 < ;" ~ . 
> 

k - 1, whic}yserv~d as cuts in Example 4, can be used as k - 1 additional generators in 

Ht{0,8n) since 

l:5j~k-1. 

Step 3 Looking at the defihitions of the c], 1 :S j :5 2n + k - l, it is clear that 

2n 

La) c, of: Bl (0, ao) = Image (Yd 
1=1 

2n+k-l 

L a, C1 + BdO, ao) = 61 1 (Kernel (ro)) . 
J=2n+l 'h, .~ 

Thus, the cosets of Ht(O, an) look like: 

''l' 2n+k+l . 

L a}cj + B}(O,80) 
1=1 
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... 
that is to say, the chaing along which cuts were made to obtain a simply connected 

surface yield a set of generators for Hdn, an) and 

/3t{O) = 2n - k - l = 3t(fl, an). / 
1 

ii) Consider part of the long 'exact ~omology sequence for the pair (IR 3 , fl) 

Noticing that ' .~ 

Hp (lR
3

) ~ {~' if p = 0 
if p i= 0 

the part of the long exact sequence displayed above reduees to: 

Rence b2 is an isomorphisrn sinee the sequence is exact. It is instructive to ~uc.e 

Hz(JR 3 , fl) by using the three step recipe outlined ahove. ~ 

IStep 2 Since H~(1R3, 0) ~ Hl (n) take generators Zt. l ~ i ::; (31 (D), of H 1(n) and see 

what 6.,-lzl looks like. In other words, relative 2-cycles )2(8t ) E Z2(1R3:n) must he 
• M • 

found such that 

can be used to genèrate a hasis vector of Hl (IR 3 ,0). By considering t~e "handles" and 

"ho les" of n individually, it is obvious that such a set can be found as seen in Fig. 14 

for the J th handle a~d Fig. 15, for the jth holê. 

Step 3 The're ,is nothing tO,do at this stage, the cosets of H2 (1R3
, n) look Iike 

2n+k-l . 

LaIS. + B2(lR3
, n) , a. E IR 

1=0 . 
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Fig. 14 

Fig. 15 

and 

" 1 

- ., 

l:S):Sk-l 

0:'" It is useful to realise that the exaet same arguments holds if n is twisted up or has 
. . 

• several conneçted tomponents with the exçeption that the generators of basis vectors 

of H 2 (IR 3 , n) may not look like dises. 

End of Example Il ( 
l "=') 

~ . 
of relative homology groups, a heuristk , Instead "'of considering more examples 

argument will now be considered in order to .mustrate the use of relative homology 

58 

{, 



\ 

-

( 

groups in vector analysis. 

1.9 ology and Vector Analysis 

é 

one can form a vector space Cr (0) by consldering linear combi- .-

nations f p-coc1ra:im- (1Il)olII.I,()}:Jms) which have compact support in O. Since the coboundary 
~ 

operator ~exterior derivative) applied to a p-cocham of compact support yields a p + 1-
\; 

cochain of coIhpact support, one can define a complex 

c; (0) = {Cf(O), dP } 

and by virtue of the fad that one has a complex, cocycle, coboundary, cohomology 

groups, as weil as Betti n'jbers can be defined as usual: 

Zf(O) = Kernel (Cf(O) ~ Cf+l (0)) 

B~(O) = Image Cf-l(l1) ---> Cf(O) 
( 

dP-l ) 

Hf(O) = ZC(O) 1 B~(O) 

fjf(O) = Rank (Hf(O)) . 

In general, if 0 is a compact region then the cohomology of the complexes 

~ C; (0), C· (0) 

is identlcal. However, if 11 is an open set then the cohomology of the set of complexes 

will in general be different sinee the cochains with compact support have restrictions 

on the boundary of the set. 
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In order to forrnulate the idea of relative cohornology, let n be a compact region. 

S a compact subset, and consider the complexes 

C; (Il) == {Cr ( n ), dP } 

c; ( 5) == {C n S) , dP } . 

It lS un,derstood that the coboundary operator In the latter cornplex is the coboundary 

operator of the first complex except that the d9main is restricted. In the heuristic moti-

vation for relative homology groups it was mentioned that, in order to regard integration 

as a bilinear pairing between CP(n, 5) and Cp(n, 5), the definition of Cp(O, S) makes 

sense if CP(Il, S) is taken to be the set of linear combinations of p-forms whose support 

lies in n - S. Hence In tfIe present case where n an"tf 5 are assumed to be compact, 

define the set of relative p-cochains to be 

Cnn - 5). 

Hence there lS a cochain complex 

C;(O. - S) = {Cf(O - S),dP } 
\ 

where it .ls understood that the coboundary operator is t~ restriction of the one in 

C;(O). In analogy with the case of homology, consider the following sequence of com-

plexes and cochain homomorphisms, 

,À 

where eP takes a p-cochain on 0 - 5 and it extenqs it by 0 to the rest of 0, while r P takes 

an p-cochain on n and gives its restriction to S. Although this sequence of complexes 
»\ 
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fails to bp exact at C.," (0), (that IS Image(e-) ~ KerneIXr")), acarefulltmitingargument 

sho\\s that there is still a long exact sequence in cohomology (see Spivak [19i9' p 589, 

Theorems.12.13) Furthermore for there are relative de Rham isomorphisms (see Ouff 

1952 for the basic constrllctions) . ., 

Instead of trying to develop the idea that the coboundary operator in the complex 

Cc" (0 - S) is adjoint to the boundary operator in the complex C. (0, S), and trying to 

Justlfy a relative de Rham Isomorphism, famlliar examplès of the relative isomorphism 
u _ 

will soon be considered. These examples will serve to solidify the notion of relative 

homology and cohomology groups and relative de Rham isomorphism 50 that an intuitive 

feel can be developed before a more concise formalism is given in the next chapter. When 

considering relative chams on C; (0 - S) there are certain boundary conditions which 
. '. 

cochains must satisfy when approaching S from within 0 - S. Aithough these conditions 

are transparent in the formalism of differential forms, in the next few examples they 

will be stated oft.en, without proof, since in specifie instances they are easily, deduced 

by using the integral form of Maxwell's Equations. 

In the upcoming examples. the relative de Rham isomorphism is understood to 

mean 

Hp(o.,S) ::! Hf(o. - S) for aU p. 

A150, two forms Wh W2 E zg (0. - S) are said to be cohomologous in the relative sens~ if 

WI - W2 E B~(O - S). 

As usual, thls forms an equivalence relation where the above is written as 
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The notion of a relative penod is defined as follows. If w E Z.f(O - 8) and z E Zp(n, 5) 

then the mtegral 

15 called the relative penod of w on z where, by Stokes Th~rem, it is easily verified 

that the penod depends only on the cohomology and homology classes of w and z 

respectively. Thus the relative de Rham theorem should be interpreted as assertiIlg 

that integration induces a nondegenerate bilinear pairing 

, 

wheré the values of this bilinear pairing can be deduced from evaluatmg the periods of 

basis vectors of Hf(n - S) on basis vectors of Hp(n,S). In most cases these periods 
li 

have the interpretation of voltages currents, charges or fluxes 

Example 12 (Three·Dimensional Electrostatics) 

Consider a compact region n which con tains no conducting bodies or free charges 
/, 

b~t ~hose boun'dary an may contain a subset which is an interface with a conducti~g 
body. Let 

(51 n 8 2 has no are a) 

where 
nxE=O on 8 1 

D·n =0 

The<' boundary condition on SI is associated with the boundary of a condùcting body 

oJ certain symmetry plane while the boundary condition on 52 can be ~sociated with 

a symmetry plane. Alternatively, the boundary conditions associated with SI "and S2 

arise on an if one has an interface where there is a sudden change in permittivity as 

one crosses an. 
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Elements of Cl (n - 5d are associated with vector fields whose components tangent 

to 5\ vanish, hence the electric field intensity E~can be associated with an element of 

curl E = 0 mO 

nxE=O on 5\. 

Dually, elernents of C: (0 - 52) can be identified with vector fields whose component 

normal to 52 vanishes. Hence the electric field flux density D can be identified with an 

element of Z] (n - 52) since 

divD = 0 

D n = 0 on 52. 

By considering a few concrete situations, the reader can easily con vince himself that the 

periods of Eon generators of Hl (n, 5d are associated with prescribed E.M.F.'s while 

the periods of D on the generators of H2 (O,52 ) are associated with charges. 

It is useful to illustrate how the various spaces associated with the cochain com-

plexes C; (0 - 5Il and C; (0 - 52) arise in variational principles. Assume that there is 

a tensor constitutive relation 

D = D(E,.r) 

and an inverse transformation' 

E=E(D,r) 

such that 

D (E(D,r),r) = D. 

Furthermore, assume that the matrix 
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is syrnrnetric positive definlte. Consequently 

is syrnrnetric positIve défini te. In this case the principles of statlonary capacitive energy 

and coenergy can be stated as follows (see YfacFarlane 19701 pages 332-333). 

Stati0,nary Capacitive Coenergy Principle 

etE) = inf { ( (E D(ç,r) . dE,) dV 
EEZ}(O-Sl) Jo Jo 

subject to the constramt that on generators of Ht{O, Sd periods are prescribed as 

follows 

Stat-ionary Capacitive Energy Principle 

U'(D) = ~inf f ( fD ê(e,r) de) dV 
DEZ'f(O-S2)90 Jo 

subject to the constramt that on g~nerators of H2 (O, S2) periods are prescribed as 

follows: '. 
Note that in both the variational principles the extremal is a relative cocycle and when' 

the principal conditions are prescribed on the generators of a (co)homology group the 

variation of the extremalisconstrainedtobearelativecoboundary.This is readily seen 

from the identities: 

Z;(O - Sd ~ H;(rz - Sd $ B~(O - Sd 

Z;(n - S2) ~ H;(O - 82 ) $ B;(O - 82), 
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In the case\\V.~,ere the constitutive relations are linear, the coenergy and energy 

principles ean be used to obtain upper bounds on capacltance and elastance lumped 

parameter~ respectively. This is achieved by expressmg the mmimum of the functional 

as a quadratic form in the prescnbed penods and making the identification 

/32 (I1'S2) 

U'(D) = ~ L QlPl)Q)' 

l,]=1 

From the upper bound on elastance, a lower bound on capacitanee can be obtained in 

the usual way. The estimation of partial capacitance can be obtained by leaving certain 

periods free so that their values can be det-ermined as a by produ~t of the minimisation 

Not only is the above statement of stationary capacitive energy and coenergy 

principles succinct but it also gives a direct correspondence with the !umped parameter , . 
versions of the same princip les. The derivation of the corresponding variational prin· 

ciples in terms of scalar and vector potentials is instructive sinee insight is gained into 

why the coenergy principle is naturally formulated in terms of a scalar potential while 
. 

the formulation of the energy principle in terms of a vector potential requires topolog. 

Ica! eonstraints on the mode! in order for th~ principle to be valid. t Let the coenergy 

principle in terms of a scalar potential be considered !irst. 

Considering the long exact homology sequence for the pair (0, Sd, one bas 

The author could not resist including a discussion of this point sinee it dear)y 
shows the necessity of usmg homology groups. 
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where the relevant portion of the long exact homology sequence is 

~ l 

Let CI' l 'S t S 3 l (0, S) be a set of eurves which are associated with the generators of 

Hd!l,Sd. These eunes can be arranged into two groups according to the three step 

reClpe. 

Group 1 There are dim Image (JI) generators of Hl (!l, SI) which are homologous ln 

the absolute sense to generators of Ht{n). These generators can be associated with 

c10sed curves CI' 1 ::-; 1 ::;: dlm Image (Tl)' In this case, the period 

IS equal to the rate of change of magnetic flux which links Cl' Thus, although there IS a 

statie problem in n. the above periods are associated wlth magnetic circuits in IR3 
- !l 

(it is uSll:ally wise to ~et these periods equal to zero if one has the chance). 

Group 2 There are dim Kernel (To) remaining generators of Bdn, Sd which can be 
, 

associated with simple open curves whose end points lie in distlnct points of SI. In 

other words, if 

l S t S dim Kernel (To) 

are such a set of curves, then they can be defined (assummg n is connected) 50 that 

dc - - p - Po (dl111 111lJ.ge (J )-t-I) - 1 

where po is a datum node lying in sorne connected eomponent of SI and eaeh PI lies ln 
. r 

sorne distinct eonneeted component of SI' That is, there is one PI in eaeh eonneeted 

component of SI. In this case, the period 
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I~ associated with potentlal differences betv(:een connected components of 51' 

~ow suppose that one can Ignore the "magnetic circuits" in 1R3 
- 0 s~ that the 

periods of Eon generators of group l vanish In this case it is seen (from the long exact' 

sequence) that the period of E vaIlIshes on ail generators of Hl (0) since the tangential 

components of E vanlsh on 51 Renee. E may be expressed as the gradient of a single 

Ovalued scalar d>. Furthermore, the scalar is a constant on each connected component of 

51. That is 
E ==- grad iP in n ' 

<t> ::= rp(PI) on the tth component of 51' 

When E is expressed in this form, the periods of E on the generators of Hl (n,51) 

which lie in group 2 are easy ta calculate' 

v - - ! D'rad rp . dl - m(p ) - <t>(po) (dlIulmage(Jl)+,j- 0 -'/' 1 

C(dlm Image (.)tli-I) 

smce 

In this way the coenergy principle can be restated as follows: 

Stationary Capacitive Coenergy Principle (E = grad<l» 

U(grad <1» = inf r ( rq, D (grad T,I, r) . grad (dT,l)) dV 
gl':ld'PEZ}en-Stl Jn Jo 

subject to the constraints: 

l S; l 'S dim Kernel (70 ), 

~ote that for this f~nctional the space of admissible variations is still BJ (0 - SI), that 

is, 4> can be varied by any scalar which vanishes on SI' 
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Although the c energy principle seems to be more natural when expressed in terms 

ç:>f a scalar potentlal. the only difference between the two principles is how they treat 

magnetic circuits in IR 3 
- fl. The situation is quite different when one tries to express 

the energy princlple !fi terms of a vector potential since, in general, the energy principle 

cannot be reformulated in terms of the vector potential alone. Considering the long 

exact homology sequence assoclated with the pair (11 1,52) one has 

where the relevant portion of the long exact homology sequence IS: 

, 1 
--+ 

Let L:" 1 ::; i ::; ,82(0,52 ) be a set of surfaces which are associated with the generators 

of H2 (0,52 ). These surfaces can be arrangeq into two groups according to the three ' 

step recipe: 

Group 1 There are dim Image (.72) generators-'of H 2 (0,52) which are homologous to 

generators of H2(fl). These generators can be associated with closed surfaces, that is 

E t ,l ::; l ::; dim Image (2), can be associated with this ,~oup and 50 BE, = 0 for each 

of these surfaces. 

Group 2 There are dim Kernel (id remaining generators of H2(0, 52) which can be 

identified with open surfaces 

1 ~ t :S dim Kernel (id 

w hose boundaries form, in Hl (52) a basis for Kernel (il). 

If there are any generators of H .. dO, S2) which belong to group 1 then the energy 

principle cannot be ref()rmulat~d in terms of a vector potential becjl.use it is not possible 
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to prescflbe a nonzero period on generators of HZ(n,S2) which have no boundary. In 

other words, if 

then 

since 

tir' 

D = curlC zn 0 

Q,= f D ndS= f cur!C'ndS 
}, ' }" -, -, 

= 1 C· dl = 0 
,:n:, 

1 ~ l ::; dim Image (J2). 

This reasoning is straight out of Example 5. Reca-Iling the counter example in 

Example 5 it is apparent that it IS not possible ta estimate the capacitance of two 

concentnc conducting ellipsoids if there is no symmetry ta be' exploited. However if a 

mode! of a problem can 'be constructed (by exploiting sy'mmetries etc.) in which there 

are no nonzero periods of D on generators in group 1 then D can be expressed as the 

curl of a vector 'potential C and the periods of D can be prescrib~ on the generators 

of group 2 by prescribing 

QJ = 1 D· n dS = 1 C· dl 
E) Ba) 

In this way, under, the assumption that the periods of D vanish on aIl generators of 

H2(.fl), the stationary capacit!ve energy princip!e can be stated in t~rms of a vector 
, 

potential as follows: D 

Stationary Capacitive Energy Principle (D = curl C) 

U'(curl C) == inf f ( fe ê (curl €, r) . cur~ (dÇ)) dV 
curl CEZ~(n-s2) J n Jo , 
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, 
subject to the constraint on generators of group 2: 

Xote tllat for this functional the space of admissible variations is still B;(O - S2), th-at 

IS, the extremal D can be varied by thé curl of any vector field, whQse componen'ts 

t~ngent to 52 vanish. 
1 

It is worthwhile considering how the tangential components of the vector potential 

are prescribed on 52 in or der to ensure that D . n = 0 and the integral constraints can , 

be satisfied. First, it is important to realise that one cannot ensure that 

curl C· n = 0 on S2 

-~ 
bYim~g 

~ 

nxC=O on S2 ' -' 

because this would imply 

Instead, one has to let: 
n x C = n x gr ad 'lb 

where l/; is a function of the coordinates on S2 which is not necessarily single valued 
'1 

and continuous. A single valued continuous function would set al! the Q1 equal to zero. 

[n arder to get a better understanding of how the scalar"function ;p is ta be chasen, one . 
can use the reasoning developed in the first part of Example 11. 
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In this way the scalar rJ) can be made single valued on 

Bl (S2 ,as2) 

S2 - U dl' 
)=l 

Hence" it remam~ to find a way of prescribing the penods Qt in ter ms of the jumps ln_ 

1/; as the "cuts" dJ are traversèd. By considering the following portion of the long exact 

homology sequence for the pair (n. S:d: 

the exact same argument which led to the famous three step recipe can be repeated in 

the context of HI (3;) to yield' 

Thus the generators of H2 (S2) can be arranged into two groups to which cycles Zt E 

ZdS2) can be associated as follows' . 
" 

Group 1 

1 ~ i S; dim Image 02 

-this t~kes care of the part of HdS2) which is as,sociated with Image (82 ), 

Group 2 There are dim Kernel (Jt) remaining generators of H1(82) 
" 

/ 1 :S t ~ dim Kernel (Ji) 

which are homologous to closed curves associated with gener.ators of Hl (0). Now in 

order to prescribe the periods of the vector potential one merely has to find a way of 

prescribing the periods of t/J on the 

1 ~ t ~ clim Image (021 
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by specifying the jumps in li' across the dJ • Let 

denote 'the jump in lfJ as d] 'is traversed in a given direction, and. ml] is the n'umber of 
_ il 1 

onented intersections of ZI wit'h d], In this cas~ , 

for 1 ~~ 2 ~ dim Image (82 ), This is ë1 set of equations which expresses sorne of the 

petiods of grad tP in ter ms of the {[tjJ1d }. One can also choose arbitrarily constants 
) 

and fOFm the e~ 

where 

. 
dimImage (b2) -+- 1 ~ ! :S JJ(52 ) 

,...l, 

dim Image (62) + 1 ~ , s ,81(52 ). 

. 
1 

The above two .et. 01 ~eqllations, t~en together lorm a set of ~;) _qu.tion. ID 

,8.(52 , aSz) unJmowns. The Lefschetz duality theorem (see Greenberg [1980] page 242) 

states that 

,l' 

so that 

'~ 

[ 

. " 
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j 
l ' 
Il 
f 

j . 

This result als'o follows from Example ll(i). Renee, the màt"rix whose entries are ml] is 
, 

'" square and froÙ) the Lefsched Duality Theorem it.can be shown that it is non~ingular, 
~ 

If JI!] are the entries of the ~matrix inverse to the matnx wi~h entries Ft] then 

dilll Irll:tge (8::) 

L '\hQ - + • t dlmlffiage(]2)+t 
,= l !=dlill Image (52 )1-1 

• 
Thus the periods of the vector potential can be specified in~eètly by the jumps [t,t):d k' 

1 

Henee the stationary eapacitive energy principle can be stated as folJows. 

Stationary Capacitive Energy Principle (D = eurl C) 

If the r~prese,ntation D = curl C is valid then 

U'(c.urIC) = inf {(le é'(cUrlç,r)'CUrlde)dV 
, curlCEzJ(n-S2) ln 0 

subject to the condition: 

n x C = curl T/J 

where '~'!d] are prescribed on generators of Hl (S'l, 8S2 ) but 1jJ is otherwise arbitrary. 

Several remarks are in order. Firstly, the method of prescribing the tangential 

components of the vector pot~ntial in ter ms of a cocycle in S2 was inspired by the 

paper of Milani and ~egro ,L9821. The approach given here differs fmp1 theirs in that 

S2 need not be an and t/J need not be a harmonie function. Secondly, when the en

!rgy principle is stated in terrns of a vector potential, the sol~~ion is nonuniq~e. The 

nonuniqueness consists of an element of Z} (0 - S2), that is, an irrotationaJ vector field 
. . , ~ ~ ! 

whose,c<;?IIlponents tangent to ~ vanisn. Since 
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the nonuniqueness of the vector potential can be eliminated by specifying the periads of 
• r 

Con generators of Hl (0, S2) and constraining the part of the vectar potentiaf associated 

grad X in n 

where 

X = 0 on S2 

hence if 

divC specified in .n 
Con specified on S1 

, '" 

then 

div grad X specified in 11 

X=o on S2 

aX 
specified on Slo 

i!n, 

In this case, the gradient of X is uniquely defined, and the nonuniqueness of C associated 

with B~(n - 8 2) has beÈm eliminated by specifying the divergence of C and its normal 

component on Slo 

ln summary, the problem of electrostatics involv.es a region 11 where 
\ 

(81 Il S2 has no
o 
area) o" 

o 

nxE=O on SI ---
D·n =0 
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The electric field E is assoclated with an element of Z;(O - Sd while the electric flux 

denslty D IS associated wlth an element of Z; (fl - S2)' The nondegenerate bilinear 

palrings WhlCh Integration lllduces on homology and cohornology classes 

, 

f : H2 (0,S2) x: H;(O - S2) -.lR 

are associated with potential differences and charges respectively. The fact that there 

are just as many independent potential differences as there are independent. charges 

seems to indicate that 

which will be shown to be true later. For variational principles where the electric field 

E i5 the independent variable and potential differences are prescribed, the variation 

of the extremal lies in the space B~ (0 - Sd. Dually,. for variational principles where 

the electric flux density D is the independent variable and charges are pr.:scribed, the 

variation of the extremal takes place in' the space B; (n - 82). 

The long exact homology sequenc~ is useful for showing the appropriateness of the 

//- variational prineiples involving sealar potentials and the limited usefulness of variational 

principles involving an electric vector potential. When the electric vector potential 

is used, the long exact homology sequence indicates how to prescribe the tangential 

components of the vector potential in terms of a scalar functlon defined on 82 , Finally, , 

the vector potential. is unique up to an element of 4; (0 - 8 2) when its tangential 

components are prescribed on 52' 

Example 13 (3-D Magnetostatics) 
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Consider a connected compact three dimensional region 0 which contains no in-

fimtely permeable or superconductmg matertal, but whose boundary may contain an 

interface wlth an infimtely permeable or superconcfucting body. Let 

(51'" S2 has no area) 

where 
B·n = 0 on 51 

n x H = 0 

The boundary condition on SI is assoclated with the boundary of a superconductor, a 

symmetry plane or, alternatively, whel) 0 contains a very permeable body part of whose 

boundary coincides with ao and it is known that no flux can escape through that part, 

This latter situation occurs if 0 }s an Ideal magnetic circuit. The boundary condition 

on S2 is associated wjth boun<Mries of infinitely permeable bodies or symmetry planes. 

Assume that no free currents flow in n. Sipce elements of C;(O - Sd can be 

identified with vector fields whose component normal to SI vanishes, the magnetic flux 
r 

densi'ty B can be associated with an element of Z;(O - Sd hecause 

divB = 0 ln 0 

( 
B'n=O onSl' 

Similarly, elements of C J (0 - 52) can he associated with vedor. fields whose components 

tangent to 82 vanish. Since it is assumed that no free currents can flow, the magnetic 

field intensity H can be associated with an element of Z} (0 - S2) because 

curlH=O inO 

n x H = 0 

As in the- previous exatriple lumped variables are associated with the 'generàtors , . 
of relative homology groups. That i8, if 
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IS a set of surfaces assoclated ,;,Ith a basis of H2(n, 5.) and 

16 a set of curves assoClated wlth a basis of HI (n,52 ) then the periods of B on the Et 

are associated \Vith fluxes while the period of H on the Ct 

JI = ! H· dl, 
./l.l 

are associated with currents in lR3 
-

In order to illustrate the role cochain complexes in the statement of variational 

principles, a constitutive relation ust be introduced. Let 

H=)({B,r) 

be a a tensor constitutive relation and let 

B = B(H,r) 

be the Inverse transformation which satisfies 

8 ()( (B, r) , r) = B. 
.J. 

Furthermore, assume that the matrix with entries 

is symmetric positive definite. Co.nsequently, 

'" 
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is symmetnc positive definlte In this case the principles of stationary inductive coenergy 

and energy can be stated as follows (see Mac Farlane ,1970! pages 330-332). 

StatlOnary InductIVe Coenergy Principle 

T'(H) = inf { /(H B(E. r), dçdV 
HEZJ (0-8'2) 10 JI) J 

subject ta the constraints which prescribe periods of H on generators of HI (0, S2): 

Stationary lnductive Energy Prmciple 

'B 

T(B) = inf (f ),'(é, r) . dédV 
BEZ't(O-Stl 10 Jo _ ' 

,f, 

subject to the constraints which prescribe periods of B on generators of H2(O, SI) 

41} = 1 B· ndS 
El . 

As in the previous example, in both variational principles the extremal IS con-

strained to be a relative cocycle and when principal conditions are prescribed on the 

generators of a (c~)homology group the variation of the extremal is constrained to be a 

relative coboundary. This is readily seen from' th~. identities 

Z.I(O - 52) :: H: (0 - S2} EfJ B1Jo - S2) 

Z;(O - St} :: H;(O'- Sd EfJ B~(O - St} 

and the fact that the following relative de Rham isomprphisms have been assumed 

" H~(Ô - S2):: HdO,Si) 

H;(n - Sd :: H2 (O, Sd. , . 
78 
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For Imear constitutive relations the coenergy principle gives an upper bound for 

inductance while the energy prmciple gives an upper bound for inverse inductance. 

This lS done by expressing the mmimum of the functional as a quadratic form in the 

prescribed periods and makmg the Identification 

3 1(0,S2) 

T'(H) = L IIL!)I! 
l,) =1 

82(0,SI) 

T(B) = L <P I C)4>)' 
t,) =1 

From the upper bound on inverse inductance a lower bound on inductance can be round 

in the. uS,ual way. The estimation of partial inductances can be obtained by leaving sorne 
.,....' 

of the periods free in a given variational principle 50 that their values can be determine( 

by the minimisation. 

These variational principles are interesting since they provide a direct link with 
o 

lumped paramete~s and show how the various subspaces of the complexes C; (0- SI) and 

" \ C; (0 - S2) play a role. As in the case of electrostatics it is useful to, futher investigate 

the relative (to)homology groups of concern in order to see how the' ab ove variational 

principJes can be rephrased in terms of vector an$i scalar potentials and to know the 

tbpological restrjctions which may arise .• 

Considering the long exact homology sequence for the pair (0, .'11 ) one has 

where the relevant portion of the' long exact homoJogy sequence is 

- "" 63 H2(S.) 
12 H2(0) 32 H 2 (0,SJ) --- --4 -- -4 -62 ~'HdSd" 
il Ht(o) 11 --- ---+ --
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Thus, usmg the three step recipe. one can arrange the 1: 1 , l 'S l 'S 82 (n,Sd mto two 

groups. 

Group 1 There are dim Image (]2) generators of H2(fl, Sd which are homologous in 

the absolute sense to generators of H2 (f2). Thus let 
.. ' 

and associated to these ~1 is a basis of Irnage()2) in H2 (O,SI). 

Group 2 There are dim Kernel (Z'd remaining generators of H 2 (o.,Sd whose image 

under 02 form in Hl (SI) a basis for Kernel (lI). Hel'\c,e let 

al: -:::: Zl' 1 :::; i ~ dim Kernel ('t'I) 
dlm Image (12 )+1 . 

where the Zt are associated with Kermd (~d, 

Considering the periods of B on the generators of H 2 (0, SI) which are in the first 

group, it is clear that if 

B = cUIIA in fi 

then the periods must vanlsh because 
l' 

q,t:::: 1 B· ndS = 1 A . dl = 0 
Et BEI 

since 

1 ~ l' ::; dim Image (J2). 

Though this i5, a restriction, it is still nat'Ural to formulate the problem in 'ter~s of a 
, 

", ~ 

vector potential sinee the nonzero periods of B on the generators of group 1 can only be 

associated with distributions of magnetic monopoles) in lR. 3 -~. Assuming then that the 

periods of B on the generators of group 1 vani,sh, and B is related ta a. ve~tor potelltial 

80 



( 

A, the periods of B on the generators of H 2 (O,Sd which lie in group 2, can easily be 

expressed in terms of the vector potential as follows. 

B ·ndS 

smce 

1 ::; i S dim Kernel (l'I). 

Next, it is worthwhile considering how the tangential components of A are to be 

prescribed on SI sa that B . n = 0 and the above periods can be prescrihed. One cènot 

impose 

curlA· n = 0 on SI 

by forcing 

n.<A=O on SI 

because this would imply 

sinee 

Instead, as in the analogous case 0f electrostatics, one has to let 

n x A = n x grad t/J 

~J 
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where'0 lS a multivalued functlOn of the coordinates on SI' Following the reasoning in 

Example 4, this functlon can be made single và.lu~d on 

B1 (5 1 ,851) 

, , , 

SI -il 'U dl 
)=! 

where the dt are a set of curves associated with the generators of Hl, (SI,aSd and the 

periods of the multlvalued functlon ljJ are given by specifying the jurnps, denQted by 

of 1/J on the dJ • To see how this is done, consider the following portion of the long exact 

homology sequence for the pair (0, Sd 

-
~ H2 (11,51 ) -
2!... oHdO,5t) 

and using the same reasoning as in the "three step recipe" one has 

~ Thus the generators of H2 (Bd can be arranged into t~o groups where one can 

choose ,8.(52 ) CUfves Zt and associate 

1 :::; t S; dim Image 62 

with boundaries of generators of H2(n, St} and 
'èj 

J " 
o 

Zdim (mage ("2)+1' 1 :::; i S; dim Kernel (Il) 
o 

.. 
whièq are homologous in Hl (0) to a set of generators of Image (11). 
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In analogy wi~h the previous example one can define a matrix whose elements ml] 

. , 
count the number of onented' intersections of ZI with dJ , 50 that if Pl is the period of 

grad u: on z) then 

PI = J A dl = f grad tjJ . dl 
Zl Zt 

3 1(Sl,8S 1) 

L ml] [tPld
J

, 

J=1 

where 
.tIi 

p - ~ ~ 
1 - dlmlm:lge(12)+I' 

1 ::; i ::; dim Image (62 ) 

and the remaming Pl are prescribed arbitrarily. Assuming. as before, that the matrix 
, 

with entries ml) is nonsingular, the above system of -linear equations can be inverted 

to give the jumps in the scalar 1].J in terms of the dim Image (02) per.iods of the vector 

potential and dim Kernel~ arbitrary constants. Note that this technique gen

eralises and simplifies that of Milani and Negro [l982]. The assurnption that the matrix 

with entries ml] is square and nonsingular is a consequence of the Lefschetz Duality 

Theorern which will be considered soon. 

, 
It is now possible to restate the stationary inductive energy principle in terms of 

a vector patentia\. 

Stationary .inductive Energy Principle (B = curl A) 

subject to the principal boundary condition 

n x A = curl.p 
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where :'W!d
J 

is prescnbed on generators of HdS},BSd buttIJ is otherwise an arhitrary 

single valued function. Note that in this formulation of the energy principle the extremal 

A is unique tu within an element of Z; (0 - Sd. Since • 
) ~ 

? 

the nonu~qUene5S can be overcome by specifying the periods of A on the generators 

of Hl (0, Sd and, in analogy with the uniqueness considerations of the electric vector 

potential, specifying the divergence of A and its normal component on S2 eliminates the 

ambiguity in B; (0 - Sd. This statement retines the one in Kotiuga [1982), Theorem 

5.1. 

'.Returni-ng to the case of the coenergy principle which will now be reformulated in 

ter~~ a scalar potential, consid~} the following portion of\he long exact homolQgy 

sequence associated with the pair (0, Si) 

-
'1 

-+ -JO 
~ 

• c 

In order to gain a better understanding of how the periods of H on the generators of 

Hdn,52 ) are prescribed, write 

.. 1: ~r 

and èonsider the three step recipe. Let 

" 

he a set of curves which ar~socia~ed with the g~nerators of Hl (0,52 ) which are 

arranged into two groups ~ follows. 
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Group 1 There are dimImage'(Jd generators of H1(n,$2) which are homologous in 

the absolute sense to generators of H1(0): These generators can be associated with 

closed curves CI' 1 :S z ~ dim Image (Id, In thi~ case, the period 

J H . dl = [1 
C l 

1 

is equal to the current in IR3 
- n which links the generator of Ht(O, 5:d associated with 

, .. 

• • 

Group 2 Thère are dim Kernel (70 ) rernaining generators of Hdn, 52) which can be as-, 

soci.ated with simple open curves whose end points lie in distinct connected cornponents 

of $2' That is, in each connected component of n, one can find curves 

e -dim Image (JI) -\' 1 $ i ~ dirn Kernel (tO) 

such that 

·Be - = p - Po dim Im1lge (]l)+a ' 

where Po is a datum no de lying in sorne connected cornponent of 8 2 and each PI lies in 
a 

sorne other distinct connected cornpohent of 82, In this case, the period 

.< 

- dim Image (id S J ~ ,Bdl'l,82 ) 
> 1) 

is as~ociated with a magnetomotice force. 

r > 1;) .. 

It is often convenienfto describe the rnagnetic field'intensity H in terms of a scalar ., , , ' , < 

potential ç-t since, from a practical point <?f view, it is rnuch ,easiér to work with a scalar 
, > 

> function than three components of a vector field. However, when the periods of H do 
: #-' 

'. t ,The usual s'ymbol for the scalar p~ten tial ç is n whicg cannot .be used here. 
- If ... 

... . ;" 
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not' vanisn on the l-cycl€S in group 1, then it is not possible to make ç continuous and" 

single valued since this would imply 
1 • 

Il = 1 H· dl T' ! grad ç , dl =.0' 
CI , Ct 

smee 
. , 

1 S·z S dim Image (Jd. 

,In 0rder to Dvercome this diffiè'ulty one can perform an analogue of the pr~cedure üsed. 

to prescribe the tangential components of the vect~r potential. In general, it is po~sible 

to find "barrier'~ surfaces 

t:, . 1 SiS dim Imag~ (JI) 

such that the E~ ~ as~ociated wHh dim Image (JI) dimensional subspaœ of H2'(0, Sr) 

and if nt} is the number of oriented intersections of the l-chain CI with th~ relative 2-

chain E~ then the dim Image (lI) x dim Image (JI) matrix with entries nI} is n~nsingulàr. 

(The reason why this works will be apparent when duaFty theorems are considered.) It 

turns out that one can make the scalar potential single valued on 

dim Image (}1) 

n-.= n - U E:. 
t=1 

There is anothe! way' of looking at the selection of the E:. Considering the fol-
1 

lowing portion of the long exact homology sequence for the pair (0-,82) 

-+ H2(O-,82) ~ --
"2 Hd S2) 

;1 Hdn-) JI HdO-, S2) --+ - ~ ~ 

81 
--+ [lO(S2) --+ 

one has 
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Since 

n x H = 0 

• ~ l 03 

the periods of H vanish on the generators of Hr(O-) associated with Image ('id. Renee ... 
the field intensity H can be represented by t~e gradient of a single valued scalar ç on 

n - if the barriers ~: can be arranged so that JI becomes th~ triviàl homomorphism. . . 
This is what happens whe~'e nt) form a non singular matrix. 

Assuming that the L:~ have ?een chosen properly, the periods of H on the gener

ators of HI (0, S2) which lie in group 1 are easily expressed in terms of the jumps in ç . , 

as the L:: are traversed. That is if kh::, are these jumps th en for 1 ~ ~ 5..d-itiÎ Image (Jd 
1 ' 

one has 

This forms a set of Iinear equations which can be inverted to yield 

, 
Thus, once the "barriers" have been selected, one has an explicit way of presàibing , 

the first dim Irrràge Ut) periods of H in terms of the jumps in ç. In order to specify the 

remaining dim Kernel ('id periods of H in terms of the scalar function \", one defines a 

dim K.ernel (ta) x dim Image (JI) matrix whose entries n:] count the number of oriented 
J 

intersections of 

with !:~. 
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Hence the 'periods H on the remaining generators can be expressed as follows: , . 

1 - ==1 H·dI , dllll Image (JI) +1 c __ 

dlffi lm~ge (Jl)+t 

= 1 ' _ grad ç . dl 
dlffi Image (J!l+' 

Rence, if ç(po) is chQsen arbitrarily then 

. ( dim Image (~I) 

dPi) = 'ç(po} +'1dimlmage(Jl)+t ~ I: n~)kh';l 
) = l ,J 

dlm Image (JI) 

= ç(PO) + 1dimlmage(1!l+' -' L n~)(nJd-1II 
1,j=1 

which is an explicit formula giving the value of ç(Pt) in terms ôf the remaining periods 

to be prescribed. 

Note that on the ith connected compone nt of S2 . ' 
~ ~ 

OS; i:S dim Image(6t} 

, 

since the tangential c0mpon~nts of Il vanish on 82 • Having completed the destription 

of H in terms of a scalar potential, the stationary inductive coenergy princip le can be 

stated in terms of a scalar, potential. 

Sta~io/]ary Inductive Coenergy Pri[1ciple (H = grad ç) 

1 
Î . 

T' (grad ç) = i~f 10- J B (grad ç, r) '.grad (dç)dV . , 
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subject to th,e constraints: 

[sh:' p;escnbed on barriers E~, 1 ::; i :::; dim Image (JI) -,\, M • 

t 
, .-

and 

ç = ç(Pt). a given ~onstant on each connected compoTlJ~.Q:_of 52., 

In summary, the problem of magnetostatics involves a region 0 where 

, • _ .... .r.\ 

- al! = SI U S2 /" .. ts-1' Cl.S2' ~p; n~\â~~:a) 

B·n =0 on SI 

H x n =0 

The magnetic flux density B is associated with an element of Z;(O - SI) while the mag

netic field .intensity H is associated with an element of Zl (0 - 52). The -nondegenerate 

bilinear pairings which integration induces on homology and cohomology classes 
" 

J : H2 (D, Sd x H;(O - ~d -4 IR 

J : HdO,S2);< H;(n - 5;)'-4 IR ' 

are associated with fluxes and magnetomotive forces respectively. 

For variational principles involvi~g the magnetic flux density B where fluxes are 

prescribed, the variation of the extre~al lies in the space B~ (n - SIl. It is convenient 
, 

to reformulate sQch vanational princip!es il1 terms of a vector potential A. When this 

is done the tangential components'of A are prescribed on S, in order to specify fluxes 

corresponding to generators of H~ (0 - Sd and to ensure that the normal component 

of B vanishes on S,. In such cases the vector {3Qtential which gives the functional its 

stationary value is unique to within an"element of Z} (0 -;- Sd. 
~ 
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\ . 
Dually, for variational principles where the magnetic field intensity H is the inde-, 

'4'- \> • Ir:-

Rendent ~arJable and magnetomotive forces are prescribfd,.,the variation of the extremal 
! ',!-

take~ place in the space B: (0- S2)' Though it is not possible in general to reformul~te 

such principles in terms of a continuous ~ingle valued scalar potential, it is possible to 

find a scalar potential formulation ifone introduces suitable barriers into 0, prescribing 

jumps to the scalar potential as these barriers are crossed and fixing the scalar potential 

to be a different fixed 'constant oœeach connected component of 52-

• Ao'in the previous example, the long exact homology sequence played a crucial 
.. 

role in understanding t~e topological implications of formulating variational principles 

in-terms of potentials and prescribing boundary conditions for the vector potential. 

End of Example 13 

Example 14 (Currents in Three Dimensional Conducting Bodies) 

Consider a connected compact region n of finite, nonzero conduct'ivity and whose 

boundary rnay cQntain interfaces with ,nonconducting or perfettly conducting bodies_ 

L'et 

(S, n S2 has no area) 

divJ = 0 in n 
~ 

J -n = 0 on 81 

curl E = 0 in n 

n x E = 0 on 8 2 -

/ 
It is readily seen that under the transformation 

1 

\ 
\ 
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F . 

this 'Problem is formally equivalent to ~xample 13. It is clear that current density J 
( 

can be associated with an element of Z;(n - St) while the electric field intensity E can 

be associaled with 'an element of Z}(D - 52)' Not~ that the boundary conditlOn'on SI _ 
;,t", r 

can be associated with a symmetry plane or interface with a nonconducting"oody while 
) 

, the boundary conditipn on S2 èan be associated with another type of symmetry plane 
l ' 

or the interface of a perfectly conducting body. Furthermore. if 

• ,(\1 

is· a set of surfaces assJociated with a basis of H 2 (n, SI) and , 

is a set of curves associated with a basis of Hl (0, 82), then the periods of J on 'th~ Et 

, 

1,= l J·ndS, 
2: 1 

, are associated with' currents and the periods of E on the Ct. 

Vt =! E·dl, . 1:::;i:::;,81(n,S2)' 
, 

J 

are associated with voltages, oq~lectromotiv~ forces .. 
.... _, 

In o'~der to obtain a v.ariational formulation' of the problem, consider a constitutive . , 

relation 

E::::: ê(J,r) ) 

and ,an inverse constitutive relation 

J = J(E,r) 
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'\ , , 

which satisfies 

E (J(E,r),r) = E. 

Furthermore, assume that the two matrièes with elements . ' 

r ~ 

are symmetric and positive definite. In this case the principles of stationary con-
• • a 0 , 

tent and coconten can be'stated as follow;; (see MacFarlane·.~19701 pp 329-~30). 

. . 

Stationary Content P inciple 

G{J) = inf' { ( rJ 

E(Ç',r)· dÇ) dV 
JEZl(O-Sd Jo. Jo • 

. 
subject '10 the constraints which prescribe the periods of J on generatprs of H2(O, Sd " 

, \ 

" 
Stationary Cocontent Principle 

G'(E) = inf { (lE J(ç,r)· dÇ)' dV 
EEZJ(O-S2)JO 0 

" , 

subj~ct to the constraints which prescribe the periods of E on generators of HdO, S2) 

As 'in t~ 'previous two examples, the two variational principles stated ab ove con-

strain the extremal to be a relative cocycle and when additional constraints are pre

scribed on the generators of a (co )homology group, the variation of the extremal IS, 

constrained to be a relative coboundary. 
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Il \ ~ t 
For Iinear coristitutive relaJlns the content principle gives an upper bound for 

1'1 ' '. 
resistance while the cocontent principle gives ,an upper bound o,n conductance. As 

J 

lisual the upper bounds are ~btained by expressing the minimum of the functional as a 
1 \\1 

quadratic form in the prescribed periods and making the identification 

c ' 

,~, 

l,) = l'4C 

\ ',~ . , - , '" 
, From the upper bound on conductance, a Iower bo~nd on resista~e c~n 'e found in 

.J ',- r... 1 

the usual. way. ~'1.,.-, 
cr 

. 
By attempting ta express the variational prmciples' in terms of vectar and scalar 

~, potentials one will find, as in previous examples'ymany topological subtleti~s. Noticing • 

the mathematical equivalénce between this e"ample invoÎvrng steady currents and the 

pre,vious one involving magnetost~tics, one may form a transf6rmatio.Il of variâbles " 

" 

,.. 
" , 

as soon as one tries to define potentials cp and T slich that .' . 

J = curl T 

E = grad<p. 

1 
~ 

Summarising the results of exploiti!lg the mathematical analogy, one can say the 

following about the. cocontent principle ~n terms of a vector potentiaI T. As in the 
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previous example,. one can consider the long exact" homology sequence for the pair 

(0, Sd"and ob tain 

, ' 

where the relevant portion of the lo~g exact homol~gy sequence Îs 

_ ~ Hd'sd' ~ HdO) ~ Hz(O,Sr) 
...... ~ 82 ~1 JI 

-+ Ht(8r) ~ Hl (0) --+ 

. , 

As in the, case of the vector potential A in Example 13, the surfaces Et> 1 ::; i ::; (32 (R, SI) 

can be split up int: two,gro~ps where the first gro~p is associated w~, a basis of t~~ 
• 1 

S cond term in tlle direct sum and the periods vanish on this first group. That is: 

El, 1 ~ i ::; dim Image (J2) 

is r~lated tô a 'basis for Imag~Jz) and 
<J 

11 = r J. ndS 
- JEt •• 

s'ttce 

\ 
The second group is associated with a basis for the first term in the direct ,sum. The 

periods of the current density J is easily expressed in, terms of the ~ector'potential in 

this case. Let 

1 ~ t -:; dimlmage (62) 

be assodated wi th a basis ~f Image (62 ) 

\ 
,\ 

; , 

1 - = f J. ndS 
dim Image {]Z)+t JE _ 

dim Image (12)+1 

= fT. dl. 
Ja'E -

dim Image (32)+1 
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," \ --------, " ------------

\ -----~----_._ .... --
The.fi!çt ~a~-t-he-peI iods---urJYaru~~the first dim Image ()z) generators of 

----~- \ 

Hz(O, Sd ln ord'er .for a vector potential to exist ilI!-poses no real constraint on the 

problem sinee these periods represent tre rate of change of net charge III sorne connected . 
ct>rnponent of IR 3 

- O. Since the problem is assumeCl to be statie, these penods are 

taken to be zero. The next problem which arisqs is ,the prescription of the ta/hgential 
" , . 

eomponents of the vector potential on 51 50 that the normal cdrnponent of J "\ranishes 

the"re and the periods of J on. the 8:;1 (Kernel (î'I)) remaining generato'ts of H2 (O, St) 

can be prescribed in terms of the vector potential. This problem ean be overcome by

using exactly the same technique as in Example 13. That is, let 

n x T = curl tP on SI 

where the jnmps 

are prescribed on the cnrves dt which are associated with a basis of Hl (SI, ast}. As 

. in that previous example, selecting a set of curves Zt, 1 :S 1.:S Pl (Sd, associated with a 

,basis of HdSd where 

1 S z S; dim Image (62 ) -

_ o~e can explicitly describe the jurnps rt/lld) in terms orthe periods 

In this way it i,s possible to restate the stationary content principle. as follows: 

Stationary èontent Principle (J = eurl T) 

T 

G(eurIT) = inf (J E(eurlç,r) .eurl(dç)dV 
,T ln 
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, 1 

subjeet to the prinCipal l50undary conditIOn 

on 81 
• 

......... - .... ---- ~ --' .... #-~-

.. 

where [1jJjd
J 

are prescribed on curves representing generators of HdS!, as!) and ljJ is 

otherwise an arbitrary smgle-value? f~nction. 
1 

o , 

Turnmg to the other variational princ!ple, and using the mathematical analogy 

between this example and the previous example, .one sees that the stationary coeontent .. 
principle cannot in general be expressed in- terms of a continuous single-valued scalar 

potential. To see why this is so, one considers the following portion of the long exact 

, homology sequence of the pair (D,52 ), 

~ HdS2) 2. H1(0) ~ HJ(0,5z) 

~ Ho{O) 

Let 

Ct, 1 ::; t ::; dim Image (.7] ) 

be a set of curves ass~ciated with a basis of Image (Jd in HdO, 52)' The periods of the 

electric field int~nsity E on' these curves are in general non zero, but wou Id be zero if 

E is the gradient of a continuous single-valued scalar potential. As in Example 13, this 

p~oblem can be overcome by letting 

E~, 1 S z S dimlmage (jt) 
.. , 

be a set o~ surfaces associated with gener;J.tors of H 2 (0, Sd .:vhich ad like barriers that 

enable the scalar potential 'to be single valued on 

dlln Im3.ge (11) 

0- = 0 - U E:. 
1=1 
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Furthermore, the periods 

1 :; l :; dim tmage (Ji) 

can be prescribed i12 'term:;; of the j umps 

and wh~n this is done the remaining periods 

v ~ =! E· dl dlln hrfâge (JI }+t 
c ~ 

dlm Image (Jt)+t 

. ' 

can be expressed i'n terms -of the scalar potential which is constant valuè on each con-o _ ~ 

nected component of 52. That is if ' 
t' 

Be ~ - p - p 
dlm Image (JI )-1 - t 0, 1 S z :; dim Image (81) 

then 

'~ ~-~ 

on the zth connected component of 52 and if Po is sorne datum node then the last 

dim Image (bd periods of E can be prescribed' by specifying the potential differences 

l:; i:; dimlmage(5r). 

When this is done the stationary cocontent principle can be rephrased in terms ·of a 

scalar potential as follows. 

Stationary CoccJntent ,Principle (E = grad cP) 

G'(gradcjJ) = i~f ln J~ J(gradÇ",r)· gr ad (dç)dV 
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subjeét to the constraints' 

CPI~ , 
, 1 

prescribed on barriers E~ 

., and 

on the lth connected component of S2. 

In su'mmary, the prob'}em of calculating steady curr€Q1.distri-B-tltTons !fi conducting 

. .-----------
bodies and the problem of three dimensional magnetostatics are equivalent under t~e 

.. change of variables 
A f--+ T, 

hence the mathematical considerations in using vector or scalar potentials are the same 

in both problems. Thus it is necessary to summarise only the physical interpretations of , 
~ ~ . 

th~_periods and potentrials. In this example vectori fields J and E were associated witho 
= 

~.lements of Z;(O, - Sd and Z; (n - 52) .respectively and the nondegenerate bilinear 1 

pairings which integration induces on hO,ffiology and cohomology classes 

are associated with currents and. electromotive forces respectively. The formulas 

Zc1 (0 --: 82 ) ~ H; (0 - S2) EB B~ (n - 52) . \ 
\ 
\ 
1 

show that w.~en there is a variationa! principle where either J or E are independent 

variables, co~ditions fixing the periods of these relative cocycles restrict the variation of 
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.~ 

the extremal to be a relative coboundary. Alternatively, when the variational principles 

are f9rrnulated in terms of potentials, the potentials are ~nique to wïthin an element of 

Zc1(n - 5d 

Z~(n - 52) 

for T 

for cl> 

• - 1'·, 

and techniques of the previous example show how to eliminate this nonuniquenes in ihe 

case of the vector potential. 

End of E:xample 14 

The previous examples show that homology groups arise naturally in boundary 

value problems of electromagnetics. It is beyond the intended scope of this thesis to 

give a heuristic account' ofaxiomatic homology theory in the context of the boundary 

va,.lue problems being considered because additional mathematical machinery such as 

categories, functors, and homotopies are required to explain tpe axioins which underlie 

the theory (see Hocking and Youfii~ (1961) Sect 7,7 for an explanatio~ of the axioms.) 

.~ suffices to say that the existence of a long exact homology sequence is only one of 
o 

, thé seven axioms of a homology theory! The other six axioms of a homology theory, 

once understood, are "intuitively obvious" in the present context and have been used 

irnplicitly'l'in man y of the previous examples. 

One of the virtues of a:xiomatic homology theory is that one can show that ônce a 
• 1 

method oftconfputing homology for a certain category of spaces, such as manifolds, has 

been devised, the resulting homology groups are unique up to an isomorphism. Thus, 

for example, the de Rham isomorphism can be regarded as a cQn~equénce of devising a 

method of computing cohomology with differential forros and simplicial complexes, and 
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showing that both methods satisfy the requirements of the axiomatic theory in the case 

of differentiable manifolds. 

1.10 Duality Theorems <h 

The next useful topic from homology theory which sheds light on the topological 

aspects of boundary value problems are duality theorems. DuaIi~y theorems serve three 

functions: 

1. They show a duality between certain sets of lumped p~Jameters which are conju

gate in the ~nse of the Legeridre tranformation. 

2. They show the relationship between the generators of the pth homology group of 

an n-dimensional space an~Jhe n - p dimensional barriers which must be inserted 

into the space to make the pth homology group trivial. 

3. They show a global duality between compatibility conditions on the sources in 

a houndary value problem and the gauge transformation or nonuniqueness of a 

/ potential. 

In order to simplify ideas, let the discussion be restricted to manifolds where 

homology is calculated with coefficients in the field IR. In general duality theorems are 

formulated for oriéntable ,n-dimensional manifolds lJ and have the form 

H~(something) ~ Hn_p(something eIse). 

As will he seen in the next chapter, there is a way of ,multiplying an r-form and a q

form to get an r + q-form. Thus multiplying a p-form and an n - p-form one obtains an 

n-form. This mUltiPlie.tit, e.lled the ext~ri~r product, le.ds to du.lity theorems .. 
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follows. For orientable manifolds one can construct an n-form so that integration over 

. the' manifold behaves like a nondeg~nerate bilinear pairing: 

which.induces a nondegenerate bilinear pairing on homology 

f : H~(M) .;( Hn-P(AJ) ~ R 
1\,1 

where the mu.ltiplication on forms (ext~rior multiplication) induces a multiplication on 

homolagy classes which is called the cup groduct. Summarising then, one can say 

that duality theorerns are" a consequence of identifying a nondegenerate bilinear pairing 

associated with integration just as the de Rham thearem cornes about as a result of a 

nondegenerate bilinear pairing between chains and cochains See Massey (1980] Chapter 

9 or Greenberg and Harper [1981: Part 3 for derivations of the most useful duality 

theorems which do not depend on the farmalism of differential forms. 

The oldest form of these duality theorerns is the Poincaré Duality theorem wnich 

says that for an orientable n-dimensional manifold M which has no boundary one has: 

.. Hf(M) ~ Hn-p(M) 1 • 

where far compact closed manifolds the geol1letric picture i8 easily se,en when one writes 

.. 
and verifies tRis for ail of the 1 and 2 dimensional manifolds which one can think of. 

For boundary value probJems in electromagnetics one requires duality theorems 
1 

. ~ which apply to manifolds with boundary. The classical prototype of this type of theorem 

is the Lefschetz Dua1i~y theorem which says that for a compact n-dimensional region ft"" __ i 
• 1 
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and 50 by de Rham 's Theorem 

Hn-p(rt) ~ H~(n - an) . 

. Renee 

- and by the de Rham Theorern 

In order to appreciate the intuitive content of this duaHty consider t'he folJowing exam-

pies. 

Example iS.(3-D Electrostaties, n=3,p=1) 

Cons'ider a dielectric region n whose boundary an i,s an interface to conducting 

bodies. 1'n this case each connected component of an is associated with an equipotential 

and th~ generators of HdO, ah) c"an be associated with curves Cl' 1 S; t S; pt{n, an)' 
, 

whose end points can be used to specify the (31 (n,an) independent potential differences 

in the problem. DuaIly, the generators of f:[2 (n) can be associated with c\osed sufaces 

El"l S; j S; P2(rt) which can be used ta specify the total flux of the /12(0) independent 
. f 

charge distributions of the problem. That is, 
, ' 

l 'S. ) 'S. .8 dO, an) 

1 'S. j s; .82(0). 
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Furthermore, the eq~atlon 

, (31 (n, a(1) = (32 (11) 

expresses the f~ct that there ar,e just as m~ny indepentent 'potential differences as 

are independent charges in the problem, 

Another int~rpretation of the Lefschetz Duality theorem is obtained by con truct 

ing a matrix of intersection numbers (m t ]) w here ml) is the number of oriented in rs c

tions of cl/wlth E]. The Lefsdtetz theorem then asserts that this matrix is nonsingular. " ;
/ 

\ ' 

Hence the Cl can be interpreted as a minimal set of curves which when considered as 

obstacles make 

:::::0 

~ 

'or in Maxwell's terminology, the Cl eliminate the periphraxit'y of the region n. Thus .if 
~f/""~,. 

one replaces the CI by a tubular neighbourhood of the Ct, one can always write 

whenever 

D = curIe 

.el (n,an) , 

m n - U CI 

1=1 

divD = 0 in fl 

regardless Qf how charge is distributed in the exterior of the région and on the boundary. 

End of Example 15 

Example 16 (3-D Magnetostatics p = '2, n = 3) 

Consider a nonconducting reglon n whose boundary an is an interface to super

conducting bodies. In this case the gen~rators of H2(fl, an) can be associated with 

open surfaces L:t! 1 :::; z :::; (32(0, an), which can be used to compute the (32(fl, an) in

dependent fluxes in the problem. Dually, the generators of Ht{fl) are associated with 
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closed curves cJ ' 1 ~ j ~ BI (11) which can be used t.o specify the number of indepehdent 

currents in the problern. That is, these generators are related to periods ~s follows: 

~J =! H· dl, 
c . ) 

Furtherrnore, the equation 

expresses the fact that there are just as many independent fluxes as there are currents 

in the problem. 

Another interpretation of the Lefschetz Duality theorern can be obtained by con-
l 

structing a matrb:: of intersection numbers (m!)) where m!) is equa~ to the number of 

oriented intersections of Et with c). The Lefschetz theorem assert~ Ehat this matrix is 

nonsingular. Bence the }:t can be interpreted as a set of barriers which make 

" 

::::0 

or in Maxwell's terminology, the Lt eliminate the cyclosis of the region n. Thus one' 

tan always write 

whenever .. . ' 
H = gradç 

j32 (O,aO} 

zn n - U 
1=1 

curlH = 0 zn 11 

regardless of how currents flow in the exterior of the region and on the bonndary. 

End of Example 16 

Example 17 (Steady current~ in three dimensions p == 2, n == 3) 
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By making the substiturions 

A -~ T 

1 -t V 

the problem of steady currents .in a conduc,ting region bounded by a noneonducting re-
1 , . 

gion becornes mathematically identical to Example 16 and hence the roJe of the Lefschetz 

Duality The?rem in problems involving steady eurrents is easdy dedueed by referring 
, , \ 

ta the previous example. Thus the analogy between Examples 17 and 16 is the same as 
p 1 

the analogy between Examples 14 and 13. 
.. ~.! 

i~ '" 
", 

End of Example 17 

, 

Example 18 (Currents on orientable sheets p = l, n = 2) 

Consider a condueting sheet 11 whieh is homeomorphic to a sphere with n handJes 

and k holes as in Example 4. Suppose that slowly varying magnetic fields are inducing 

currents on !l and that the boundary of 0 does not toueh any other conducting body. 

Thus 
db/J = 0 on n 

on an. 
Note that this problem is dual to the one considered in Example 7. in the sense that 

current flow normal to the boundary d4.he plate must vanish. Let us define a vector ~ 

by the relation t 
~..... .. .. 

J IX n' = K 

then, since locally, 

J = eurl rjJ = n' x grad l/J 

t Readers familiar with differential forms will note that' the operation n':, corre
sponds to the Hodge star operator on I-forms in two dimensions . 

• 
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.. 
one has 

K = (n' x,grad u}) '< n' = (n' . n')grad tU - (n' .-~rad 1,6)n' = grad!/J. 

/ 
Furthe;more. since the' current' density J is tangent tOth~~boundary" the ..vector 

o 

Re'ld K has vanishing tangential components at the boundary ~nd can be assocÎated 

with an element of 

Thus if K can be described by a scalar potential 1/J then 
. ,-

i; 

1,6::;::: constant 

/' 

on ep,ch connected component of an. ~ , 

Le~l(n,Ôn)' be l' set of curves which are associated with generators 

of Hl (n, an) and Zl, 1 ::; l ::; 131 (n) be a set qf curves associated with generators of 

Hdn) as in Example 7. Dual to the situation in Examples 7 and 11 the Zl act like cuts 

which enable 1/J ta be single valued 'on 

1=1 

while 1/J = 0 on an. Furthermore. thejumps of 1,6 on the .z,,[1,6-j zl' are given by c~lculating 
~ , 0 

the periods 

\ .'-
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where ml] is the numbe,r ofpriented intersections of Cl with z]. The matrix with entries 

ml) is square since by the' Lefschetz duality theorem 

JI (n)' = Bi(O, an) .r , 
. and nonsingular if the Cl and zJ actually correspond to bases of HI(n, an) and Ht(n) 

respectively. The matrix ean be inverted ta yield 

13 1 (n,8n) 

1'lj!]Z) r (m!))-l Il' 
1=1 

Renee the duàli~y between the homology groups i useful in prescribing periods of v;ctor 
, 

fields in terms of jumps in the scalar potenti~l on curves associated with a dual group.' .. 

End of Example 18 

Example 19 (Strèam functions on orientable surfaces P, = 1, n = 2) 

When considering the current density vector J on a sheet as in Example 7 and 

when prescribing the components of a vector tangent to a.surfa<;.e as in Examples 12, 

13, 14, the following situation occured. Given a two dimensional surface S suppose 

(curl C) . n' = 0 , 

or (curlA) . n' = 0 
~ 

1 1 

or (curl T) , n' = 0 

on S ,or if J is a. vector field defined in the ~urface, suppose 

divJ=O onS 

and no boundary conditions are prescribed on as. In this case it is useful to set 

n' x C = 

locally on S. 
n' '< T = 

J= 
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Next let z" 1 :; i :s ,31 (5), be ,a set of curves àssociated with a basis of HI (5) and 

Ct,l"~ i S i31(S,aS) be a set of curves associated with a basis of Hds,as).\ In this 

case 

50 that the stream function can be made continuous and single valued if one avoids the 
"" " 

cuts Ct. Furthermore th~ jumps in 1/J on the cuts Cl' denoted by 11P)C, can 'be used to 

prescri be the period; , 
-c 

\ -A 
Pt = 1 ,dl. 

ZI -T 

J x n' 

Since 

Pt = 1 (curl 1P x n') . dl = j,grad 1P . dl 
ZI ZI 

"1 (S,8S) 

L ml) [ tf1,cl 

. . 
where ml] is the number of orientedf,intersections of CI with z) and the Lefsche'tz duality 

theorem ensures, that the above .l1}atrix equation is uniquely soluble for the [rjJk· if the 

CI and z, are actually associated with a full set of generators for Hr(S, aS) and HdS) 

respectively. 

'1'" 

E,nd of Example 19 

Exam'ple 20 (A coùnterexample) 

It has been mentioned that the duality theorems are true for orienta,ble manifolds. 
"-

In order to see th~t the Lefschetz du.!ity theorem iS6; true in the c"':e of • nonori-

entable mani , consider the Mobius strip of Exam 0 as shown inJ Fig. 16, Recall 

108 



n is the Môbius band 

5 is its edge 

'Fig. 16 

that 

Hence the Lefschetz duality theorem does not apply in this case. 
• • 

~ It is inteiesting to consider the Mc5bius band in the light of. Example 17. That is 

if 
divJ = 0 on. n 

Jn = 0 on S 

then.one attempts, since S is connected, ta set 

on n 

a.nd r 

1/; == constant on S.' 

However, if the current Rowing around the ba!ld is nonzero, then it is not possible to . 
set the stream function 'IjJ to a constant on S ev en if S is connected." That is, if 1 is the 

current which flows around the band then if 1/J is singt'è valued 
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where t/Ja is the value ~f 'lb on S. Fuithermore, since 

.' 
, 1 

, \ 

Jr(n, S) = 0 

there is no way to take a curve as?ociated with a generator of Hl (n, S) and use it 

to specify the current Rowing around the loop. Thus It is seen that the method of 

considermg curves associated with generators of Hl (0) and Hl (0, S) and using one set 

as cuts and the other to specif~ Jhe periods of the vector field, is critically dependent 

on the Lefschetz duality theorem. In order to see' how the current fiow can be described 

in terms of a stream function, it is best to look at the problem in terms of Ht(n, S; 7l) 

where z '" z, 

The reader m~y convince himself that this generator of the torsion subgroup of 
~ 

Hl (n, S; 7l) can be used as a eut in n which enables one to describe the current density 

J in terms of a single valued stream function. Considering the diagram, there are two 

obvious ways of doing this, 

Method # 1 Take z as the cut and impose the condition '1/; ~ -'1/; as one crosses the 

cut and set 
1 

1 
1/;8 = ±-

2 

where the sign is chosen depe'nding on the sense of the current. 
If • 

Method # 2 Take z as the eut a~d note that S - z has two connected components 

which shall be called S'and S". In order to describe the current Row in terms of the 

stream function, let '1/; --. -tj; as one crosses the cut and let 

" <,.Î 

1 
1/J 1 = - J/' JI = ± -

,; "'cl 2 

where again the sign is chosen depending on the sense of the CUfrent. 

uo " ., 

" 



--'-----. 

The moral of this example is that one should not expect techniques which make 

implicit use of duality theorems to work iJl situations where the hypotheses underlying 
" i . 

the duality theorems are not satisfied. 

End of Example 20 

If is important to" realise that, for an n-dimensional manifold, the interpretation 
,~ 

of the Lefschetz Duality Theorem in terms of onen ted In ter'3ec tions of p and n - p 

dimensional sûbmanifofds makes the duality intuitive when n is less than four. For a 
'1 , .... ~; 

l)foper account of this .interp~etation see Greenberg and Harper; 1981] Chapter~ 1 white 

for a-leisure'ly but rigorous developmentof intersections see Guillemin and Pollack ;1974 1 

Chapters 2 and 3. 

The boundary value problems cansidered in Examples 12. 13, and 14 show that the 

Lefschetz duality theorem is madequate for deallng wlth complicated problems where 

different boundary conditions occur' on different connected compünents of an, or when 

symmetry planes have been used to reduce a given prQblem tü one a fraction of the 

ünginal Slze [n other words ,the Lefschetz duality theorem is inadequate far many 

problems formulated for numerical computation. For cases like Examples 12. 13. and 

14, the following duality theorems apply: 

where 

H{(O - St}::: Hn - p'(fl,S2) 

". . H{(O - S2) ::: Hn_p(fl, Sd 

51 ri 82 has no (n - 1) dimensional volume. 
~. 
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Here lt is understood that the connected comporients of 51 and 52 correspond 

to intersections of symmetry planes wlth sorne origmal problem or to connected com

ponents of the boundary of the ongmal problem which was red~ced by ldentifying 
, -

symmetry planes. The above cl uality was first observecl (to the best of the author's 
" 

knowledge) by Connor .1954: for -the case'where SI and 52 are the unIon of connected 

components of an. The proof of the theorem III this case is outlin"ed in Vick 19731 Sect 
, , 

5.25. The more general version whlch is assu~ed in thls thesls can be obtained from the 

version known ta Connor by Ùie usu~l method of doubling (see Dllff [1952J or Friedrichs 

f.- and 

The above duality theorem imRlies that 

Il ,,-J 
1 At 

o 

fip(n, Sd = !3n-p(n, 52) 

where the isomorphism between these two homology group_s can be interp'teted as assert

'ing that there is a nondegenerate biline~r pairing bet'wêen the two groups which-can De 

represented by a square nonsingular matrix whose entnes count the numbe[ of oriented 

intersections of p and n - p dimensional submanifolds assoclated with the generators 

.. of both groups. The special cases of this thêorem for the case n- = 3 càn be'follnd in 

Examples 12, 13 and 14 (whe:e p =' l'Ë 2 respectively): It is worthwhile to consider 

several others. 
\ 

Example 21 (p = 1, n = 2, currents on, conductîng surfaces) 
J 

Consider again the two dimensional surface of EX~ffi:ple 4 which 15 homeomorphic 

to a sphere with n handles and k holes and supposeothat the c0!llponent of the magne,tic 
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,;. 

i fi " 

) 

~ 

,1 

If'" 

1 
1 
1 

l ; .; 
field normal to the ~urface is negligible and 1hat the freq~cy of excitation iS,low enough ' > 

to make displacement c'urrents negligible. rence let 

, an == 51 ..J 82 (81 n 8'). has no length) 
t '. 

divJ == 0 l_on n 
• 'l' 

/~ J'I:o " 
J n == 0 on SI 

> -
[, - curl E == 0 onT} ~ " 

Et = 0 on 52' 

Thus 51 is associated with the edge of the plate which does not touch any oth~r conduct

ing body and S2 is associated with the interface of a perfect conductor. Alternatively 
, 

SI or. 82 can be identified with symmetry planes. In this case the electric field E is 

associated with an element of Zl(O - 52) while 

n' x J 
, .- , , 

.. where n' is the yector normal to the sheet, can 'he assOCI ith an element of Z; (0-
, 

Sd. That is, 
curl (n' x J) . n' == 0 on rh--, 

(nr x J}t == 0 

Let CI! 1 ~ l ~ .81 (0, Sd be a set Qf curves associated with generators of Hl (0, Sd ,. ~ 

and z], 15)::; J3.(0,S2) be anotherset ofcurves which'are associated with generators 
, -

of Hl (n. 52) and let these sets of C~lTves be arranged in .ntersecting pairs as in Example 

4. That is if ml] is the number of oriented intersections of CI with zJ then , 

(Kron~ker delta). 

Fur~ore let the periods of t~e two cocycles o'n these ~ets of cycles, be denote~ by 

It = /' (J ;, ~/) . dl, 
1 

1 :S 't ~ .8dn, Sd-
~ 

1'; = jE. dl, 
:e
J 
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If d is the thickness of the pl~te and 0' the conductivity of the material, the 

stationary content and cocontent principles can° be restated as fol~ows (note that J has 

units of current per length in this problem) 

StatiQnary Content Principle 

. 1 IJ,2 1 1 

G(J) ;= inf -dS 
Jxn'EZJ(fl-S 1) n ZO'd 

subject to the constraints which prescribe the periods of J x n'on generators of Hl (0) Sr) 

ft = 1,(J x n') ·dl, 
1 

5tationary Cocontent Principle 
~ 

G0'(F,1 - . f 1 ad IEI2 dS 
~_~ ln 1 l - EEZJ(O-Sz) 0 2 

subject to the constraint wh1cn prescribe the periods of E on generators of Hl (0,52 ) 

v] =.f E· dl, 
c.] 

As in Examples l2, 13 and 14 the extremals are constrained to be relative co

cycles a!J.d when the pjriods on generators of relative homology groups 'are specified. 

the space of admissible variations of the extremal is the space o~ coboundaries These 

considerations follow from the identities 

z} (n - s d ~ H,; (0 - Sil 9 B; (f'l - 51) 

z} (n - s 2) ::: H,; (f1 -- S 2) if) B,~ (n - s 2 ) . 

The relationship of these variational principles to the lumped parameters of re~is-

tance and conductance is the same as in Example t land hence will not be discussep 

ll4 
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Fig, 17 B is small outside of the magnetic circuit. 

here. lnstead, it is instruçtive to reformulate the above variational principles in terms . 
of scalar potentials. By interpre_ting the Ct and the Zi as cuts, one can set 

131 (n,52) 

J = curl'I/J on n- u Et 

( 1= 1 

1/;=0 on SI 

and let ~1/1lzt denote the jump of 1/1 as Zt is traversed. Similarly one can set 

~~l (n,sd 

qn n - U Cl 

~ 

E = grad fÎ) ... 
t=1 

, ,. <p=o on ff2 

where the jumps of rb on the Ct are denoted by miel' Note that it ils quite natura! to 
{ 

associate J with\ an element of Zcl (0 - St) which has nonzero perio~s. These p,eriods 

result naturally from a. nonzero current being forced by time varyir{g \1lagnetic fields: 
, 

On the other hand the 'ass-umption Chat the electric field is irrotational in the plate 

seems ta preclude the possibility of the electric field having nonzero periods. The fact 
, 

that this is not ne€essarily 50 is illus'trated when the sheet links a rnagnetic circuit as 

shown in Fig. 17. 

if 

t.5 > 

9 
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/ The periods of the cocycles in terms of the jumps in the corresponding potentials 

are easily calculated. Here the duality 

j 

1 
cornes in nicély, for ifj 

then 

• .el (O'S2) 

= L ml) [t/llz} since Bet E Co(st} 
i='l 

an..d similarly .; 
v] = [ E· d~ = [ grad 1> • dl • 

lz] Jz] -- . 
8 110 ,5 1) 

L Tnt) [<pIc! 
t=l 

J 
, / 

Thus when the bases of Bd!}, sd ~nd Bt(n, S2) are arra,nged 50 tha-t the inteqieÛion . - / 

matrix is the unit I?-atrix. the statianary content and cacontent princip les can be restated 

as: 

Stationary Content PrincipJe (J = curllb) 

J ( 
1 

\ 

1- ,2 -- j ,curl 1/;1 
G(curI !p) = inf ' d ' dS 

lj) n 20-

1\ ~6 

l' 

1 



\ ' 

\ 

subject to 

on 51 

and the constraints which prescribe the periods of J x n' on generators of H1(O, Sd:' 

'. 

Statjonary Cocontent·P.rinciple (E = grad 4» 

G'(grad4» =.i~f r adlgrad4>12 dS 
<P ln 2 

subject to tP == 0 on 82 and the constraints which prescribe the periods of E on generators 

Thus, by playing down the raIe implicitly played 'by the long exact homology sequence, 

the raie of duality theorems in handling topological aspects has becorne more apparent 

in .this'example. 

End of Example 21 

Example.22 (Magnetostatics with Current Sources) 

The pu~pose of this example is to show i;lfiother manifestation of duality theo

rems for orientable manifolds with boundary. Con;ider a magnetostatic's pr?blern in a 

compact region n where 

(SI ,l 52 has no 2 - dimensi?nal area) 

divB =.0, mO 

-
B·n = 0 on 8t 
.1~ 

curl H =-J . mO 

H X n =0 on S'J.. 

, '. 
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As before SI is an the interface to a superconductor or a symmetry plane while 

82 is an interface to infinitely permeable bodies. As in Example 13, the magnetic Hux 

density v~ctor B can be associated with an element of Z;(O - Sd and in general it is 

not a relat~ve coboundary. However, considering the long exact hQ.mology sequence for 
~) - " 
the pair (n, SIlone has 

where the relevant portion of the long exact sequence is 
-S3 

H 2 (St) ~ H 2 (n) }2 
H2(n, Sd -----+ --+ -} 

-52 
Ht(Sd 

t( 
Hdn) J1 --. --+ ---+ 

Since the periods of B on the basis of Image (.12) correspond to distributions of 

magnetic poles in IR3 
- n, it is naturàl to set these periods equal to zero. When this is , 

do ne the periods of B on the generators of H2 (n) vanish and B can be written as 

B = curlA in n. 

However, as in Example 13, one cannot insist thàt the components of the vector potential 

tangent to S l vanish unless the periods of B on the basis of 62-
1 (Kernel (id) vanish. 

Since this is not true in general. one lets 

,91(Sl,JS 1 ) 

on SI -" U d't 
t=1 

as in Example L3, wherê dt, 1 ::; 1 ~ Jt{St,aSd form as basis for Ht(Sl,àSd. As 

in Example 13, one can express the periods of B on the basi~ of 62-
1 (Kernel (Id) by 

prescribing the jumps of lb on the dl" 

By assuming a constitutive relation 

H = )/(B, r) 
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which is defined in Example 13, one can rewrite the variational formultation for mag- . 
, 

netostatics as follows (see Kotiuga [19821 Section 1.21). 

\ , 

Va~iational Piinciple (B=curIA) 

( fcûrlA 
. F(A) = extA Jo H'(e,r) . de - A· JdV 

subject to the principal boundary cond~tion 

i9ds l,astl 
on SI - U dl 

l=1 

where 

\ 
are chosen 50 that th~ periods of B o~ 82-

1 (Kernel (î'd) have their desir~d values, and 

'f/; is otherwise arbitrarily chosen. 

The. ab ove functional has a nonunique extrema.l (whenever an extremal exists) 

and, as in the energy formulation of Example 13, thls nonuniqueness correspond~o an 

element of Zc1(O - Sd. That is. if A and A' correspond to two""'ctor potentials which 

give the functional its stationary value, then 

,. 1 ( ) A - A E Zc fl - SI . 

As noted in Example 13, one can write 

. -
and the nonunlqueness of A can be eliminated by specifying the periods of A on gener-

ators ~f !fi (0, Sd as weil as the diver.gence of A in n and the normal component of A 

on S2' This can be done by either making these conditions principal conditions on the 



-' , ,'-

above fundional or, as in Kotiuga [1982], Chapter 5, by constucting another variational 

formulation for which these conditions are a c09sequence of extremising the functionaL 

The question of alterna te variational formulati~for this problem is taken up in fuH 

generality in Chapter 3. 

At this point one can expose the interplay between the nonuniqueness of A (the 

gauge transformation) and the conditions on' the solvability of the associated boundary 
~ 

value problem (the conditipns for the functional to have an extremum). As was noted in ':,,-

Kotiuga [19821 certain convexity conditions on the constitutive relation are sufficient tà 
<l'!o, • 

ensure that questions of solvability can be answere1! by a "Fredholm alternative" type 

of argument which implies that the problems has a solution if and only if 

o = F(A) - F(A') = l {1 .. ~ A') . J dV - for ail A - A' E Zc1(n - Sd· 
, , 

\. 

By brute force calculation (see Kotiuga [1982] Chapter 4 and in particulàr The-

orem 4.3) the above orthogonality condition can be restated entirely in terms of the 

current density vector J. In the present case of homogeneous boundary cond.itians 

on 82 , the canditions"'on the current density vedor J can be restated as fo!\ows. If 
\. 

Et, l S; i ::; .62(11,82) is a set of generators of Hz(o., S2) the~ t~e conditions for the 

solvabilitycof the equations for the extremum of the functionaJ are: 

locally: 
divJ = 0 in 0. 

J·n continuous across interfaces' 

J·n-=O on S.,; " 
,. 

globally: 

1 J. n dS == 0 
r: t 

l20 
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\ 
where the global constraints are verified by using the three step recipe and the long . . 

exact homology sequence for the pair (0, S2) in the usual way. The local conditions in 

this set of solvability conditions merèiy..state that J can be associated wit.h an element 
i} 

of z;tQ~- S2) while the global conditions ensure that the projection of thls cocycle 

into H;(O ..:.. 52) is zero. Thus the solvability conditions merely state that Jean be 

associated with a relative coboundary in B;(rJ - S2). This, however, is exactly wh.at 

one requires of J in order to write 

J = curlH. in n 
" 

with 

n x H =0 

Returning to the duality theorerns, in Example 13 the duality between lumped 

variables was expressed by 
, , 

Here, in constrast, when sources are added the duality 

H1(O, 5d :::: H3 - 1(O. 52) ~ H2 (0., S:d 
~ 

expresses a duality betweèn global degrees of freedom in the gauge transformation and 

compatibility conditions on the prescription of the current density vector J . 

• One final remar~ is in order. The global ambiguity of the gauge of the vector po-

tential js associated with unspecified flu,xes through "handles" of 0. or urP.>pecified time 
1 l ~ .. 

, 
integrals of electromotlve forces between connected çornponents of SI. while the COffi-

patibility conditions on J ensure that Ampère's law can be used without contrad iction. 
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The intersection matrix for the generators of the groups Hdn, Sd and H2(n, S2) can 

he used to help see how a magnetostatics prohlem is improperly posed by checking to 

see which degrees of freedom in the gauge transformation do not leave the value of the 

functional invariant .. To the best of the author's knowledge this idea was first exploited, 

in a rather pedestrian way, in Kotiuga [19821, Chapter 5. 

End of Example 2Z 

Finally, the Alexander Duality Theorem will be considerèif.'" Although the Alexan-

der Duality Theorem ·theore~ is not considered as visitai or easy as the Lefschetz Of 

Poincaré dualities, various special cases of this general theorem' were known to Maxwell. 

In its most ~eneral form the Alexander Duality Theorem states that for an n-dimensional 

manifold M and a c\osed subset n . -.........:- ... , 

HP(n) = Hn-p (M, lv! - 0). 

There is a question of limits which has been ignored here (see Greenberg and 

Harper [19811, P 233 for an exact statement). Skipping over the details of limits is 

justified since one can safely say that the exceptions can truly be consldered pathological 

(see Ma~sey [1980! Ch~pter 9, Sect. 6 for an example). For most applicàtions :\.1 lS taken 

to be IR3 in which case the theorem says 

. There is a classical version of the Alexander Duality theorem which can be ob-

tained as a corollary of the above one by the following simplified argument (see Green

berg and 'Harper [19811 Sect. 27.9 for a proof which follows on similar lines). Consider 
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the long exact homology sequence for the pair (lR3
, m.3 

- D). 

-
0 H3(IR3 - n) 

t3 
H3(m.3

) 
J3 H3(m.3, m.3 

- n) ~ --7' ----t - "-

63 • 
H 2 (IR3 - n) '2 H2 (IR3) 12 H2(m.3, IR3 

- 0) ~ --7 ----t 

-. - . 
~ 62 "lI1 (IR3 

- n) '1 HdIR3) Jt 
H,(lR

3

,lR
3 -1 ----t --7 ----t 

,.. -61 HO{IR3 - n) '0 Ho (JR3
) 

JO Ho {IR3
, IR3 

- n ----t --7 ----t 

Since 

Hp (JR,3) ~ { ~, 
iIt. 
If p 1= 0; 
if-p =:: 0, 

e· 

then if D =1= 4> the long exact sequence tells us that 

H3_ p (ffi3 ,IR3 - D) ~ H2_ P(IR J - D) 

IR EB H.3_p(ffi3, IR3 
- 11) ~ H2_p(m.3 

- n) 

li p =1= 2 

~I p = 2. 

C~mbining this with the Alexander Duality theorem yields: 

or 

HP (0) ~ H2~_p(IR3 - D) 

IR if) H2 (0) ~ Ho{JR3 - n) 

Pp(O) = i12_P(IR3 
- 0) 

,1 + 32 (0) =:: .l'1,} (IR 3 
- n). 

if p i= 2 

tf p:!:' 2 

--> o. 

,~. 

These are the c1assical versions of the Alexander Duality Theorem. The case where 
o 

p = 1 was known to Maxwell' 1981!, Sectlon 18 in the following form: 

'. "The space outside the region has the same cyclomatic number as the region 
l k 

itself. " 

and 

l ' 

" . 
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j 

"The cyclomatic number of a closed surface is twice that of either of the regions 

it bounds." 
( 

The reader may turn back to Example 6 to see how the cIassical versi(~m of the 
. ... 

Alexander Duality Theorm was used in the case where p = 2, and Example 8 for the 

case p :::: 1. In general, the classical version of the Alexander duality is~ve.rY useful 

when one wants ta figure out how global aspects of gauge transformations, solvability 

conditions or potential formulations for a problem defined in a region n are a result of 

sources in IR 3 
- n. 

In summary, there are three types, of duality theorems which are invaluable when 

considering electromagnetic boundary value problerns in complicated domains. They 

are 

1. Lefschetz Duality -1:'heorem (0 n-dimensional) 

.. 

2. When n Îs n-dimensional and ao = SI US2 where SI and S2 are two regions whose 

~ersection does not have any "n -l-dimensional volume" and are associated with . 

dual boundary conditions on symmetry planes and interfaces then 

3. Alexander Duality Theorem 

Hp (0) ~ H2 _p(JR3 
- 0) 

IR 21 H2 (0) ~ H,-,(IRJ - 0). 
Ji 

It is also important to remember that the first two duality theorems can be mter-

preted in terms of an intersection matrix. The classical version of Alexander Duality 

" 12.t 

- - - ._- ------- - ----~--

, 
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can be interpreted through the notion of a linkiRg number (see Flanders [1963j section 

6.4). 

1.11 Outline of Thesis 

The ultimate aim of this thesis is to develop orthogonal deco'mpositions of differ-

ential forms which enable a variety of questions associated with variational boundary 

value problems of electromagnetics to be formulated and answered in a general way. In 

arder to der ive such orthogonal decompostions, rudimentary concepts from homology 

theory and the calculus ot differential forms are required. Since it is not safe to as~~-me 
ï • 

th~t these mathematical concepts are standard parts of an electrical ~ngineer's tool kit, 

the author has developed these subjects in Chapter'~ i1nd 250 that the main result's of 
1" 

the thesi~ could be presented succinctly in Chapter' J. 

The first chapter of this thesis may be regarded as an attempt to present certain 

key results from homology theory in the context of électrornagnetics and to develop -techniques for handling topological aspects of boundary value problems. To this end, 

Sections 1.2-1.5 present ~he process of integrat ion as relatirrg ,global information in

vO,lving vec tor fields over a region (cohomology groups) to the "topology" of thé region 

(homology groups). The interrelationship between homology and cohomology (tne de 

Rham isùmorph,ism) is presented in Section 1.4 and illustrated in' Section 1.5 by means 

of several examples. Having established the de Rham isomorphism, Sec tions 1.6-1.8 

present certain algebralc techniques which are required to handle boundary conditions. 

These algebraic concepts are then illustrated in Section 1.9 by rneans of severa] lengthy 

examples. More spectfically, Section 1.6 introduces the notion of a complex which forrns 

the backdrop for homology theory and Section 1.7 goes on to, develop the notion of 
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a relative homology group which is the k~y to formalising intuitions about boundary 

conditions. Section 1.8 presents the long exact ho~ology sequenc~ in order to deve!op 

a facility for deducing the structure of relative homology groups of'a region n modulo 

a subset S in terms of absqlute homology groups of {1 and S. The notion of relative 

cohomology and the relative de Rham isomorphism is developed in Section L.g and 

illustrated by several lengthy examples which demonstrate the role of relative homol-

ogy groups in familiar boundary value problems. Fin3'-lly, after the detailed analysis 

of the boundary value problems of Section 1.9, commonly used duality'theorems for 
- , 

orientable manifolds with boundary are presented in Section 1. iD and their relevance III 

electromagnetic theory is illustrated by additional examples. The duality theorems are 

interpreted in terms of the matrices of intersection nurnbers between gener~'tors of two 

"dual" homology groups. 

The fi~st chapter of this thesis has heen written in a heuristic manner which avoids 

the form-~Iism of differentiq.l forfis. The second chapter complements this point of view 

by developing the formalism of differential forms and exterior algebta, reorganising the 

matenal found in the 'first chapter, and g~ing on to develop orthogonal decompositions 

-
in a Hilbert space setting. Speclfically. Sections 2,2-2 4 develop the nottons of manifold. 

,ctifferential form, and'exterior algebra while Se~tions 2.5~2.8 present the cochaincomplex 

associated with differential forms and exterior derivative on a manlfold. -and the resulting 
-, . 

cohomology of the cochain complex. Having othis basic materiéil. in, Section 2.9. Sto,kes' 
( - ~~, 

theorem is presented, an Illtegratio,~ Dy parts formula is derived. and 'much of the 

mateflal considered in Chapter l IS reronsidered. Specifically. the "five lemma", is 

used to derive a relative de Rham lsomorphism from the de Rham isornorphism for 
1 

:~absolute homology groups. and duality theorems are consldercd in tJ1e context of cl 

l,_ ~ilinear pairing between cohomology groups which is induced by integratlon over the 
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whole manifold. Starting in Sectfon 2.10 a Hilbert space formalism is developed sa that 
o 

orthogonal decompositions cane be derived. In Section 2.10 the Hodge star operator is 

introduced so that an inner product can be defined. Given an inner pr'oduct on p-forms, 

Section 2.11 goes on to find an operator adjoint ta the exterior derivative. This sets 
, . 

the stage for orthogonal decompositions. In Section 2.12, the Hodge decomposition is' 

discussed and in Section' 2.13 an orthogonal decomposition of p-forms on a manifold' 

with boundary is derived and a proof of the duality theorems based 'Û~ the Hodge star 
\ . 

operatQr is given. It is seen that the orthogonal decomposition of p-forms on a manifold 

:\th boundary is a consequence of the complex associated with diffé'rential forms and a 

baflic property concerning Iinear operators and"their adjoints. ' 
\ . 
1 

Having developed the relevant aspects of homology theory and derived an orthog

onal d~composition theorem for differential forms which rnakes ex~licit the role played 
, <f' 

by hornology groups, the third chapter goes on to formulate and investigate a paradigm 
1 

situation encountered in classical electromagn~tic theory. In Section 3.1, this paradigrn 
, -

variational boundary value problern is introduced and various familiar instances are . ' 

listed. In Section 3.2 the conditions which must be irnposed on the problem in order 

for a potential to exist are investigated and when such a potential exists, a variational 

.formulatio~ of the prob1em tS giv~n. The deep interrelationship between gauge trans

formations and compatibility conditions (conservation laws) is given in Section 3.3. In 

t 

particular, it is ~een h~w the dualit\ the~rems of homology ,theo.ry give insight into th~ 

global irrterrelationship between gcîJge transformations and conservation laws. [n Sec-

tion 3.4 modified variational principles"are consldered for which th~re is always a unique 
, , 

extremal from which informatÎpn concerning the solvability of the original problern can 

be deduced. More precisely, whenever the original problern is physically meaningful the 
.. r • il .. 

, unique- extremal of the rnodified variational formulation corresponds to a solution of 
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the original problem and the projection of the extremal into the 'space of "gauge trans-

formations" vanishes. Altl!rnatively, whenever the original problem is not posed in a 

physically meaningful way, the unique extremal of the modified varÎ'ational formulation 

is a solution to the "nearest" physically meaningfull problem and the projection- of the 

extremal into the space of "gauge transformations" can be used to obtai~ân a posteriori 

measure of how the problem was unphysical. Finally, the thesis culminates in Section 

3.5 where the Tonti diagram for the paradigm probl~m is considered along with the 

compl.ementary variational principle for the paradigm problem. The main observation 

made is that the Tonti diagram is essentially two differential complexes, one complex 

involving the operators adjoint to the operators of the other complex, and negelectin~ 

the (co)homology groups of these complexes may lead to false conclusions when usi~g 

~~ the Tonti diagram. [n particular, the roles of the six different cohomology groups and 

three duality isomorphisms are explained in the context of defining potentials, investi-

gating gauge invariance and determining compatibrlity conditions for both the original 

and complementary problems. The thesis ends with an outline for future work and a 

[ist of original contributions. 
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CHAPTER 2 

A Short Course in DifferentiaI Fo'rms 

.-' , ~ . 
"The assemblage of points on a surface is a two manifold ess; the assemblage of 

points in .tri·dimensional space is a three fo/d manifoldness;,the values of a continuous 
function of n arguments an n-fold manifoldness." :. 

G. qrystal. 

En~yctopÛ.jI,a Brttanmca, 1892. 

"The commit tee which wq.s set up in Rome for fhe unification of vector notation 
did not have the slightest success, which was only toI ave been expected." 

, 
, -

.. : F. Klezn, 
J 

Elementary Mathematzcs Jrom an Advanced Standpoznl, 1925. 

"In the year 1844 two remarkable events occured, .the publication by Hami/ton. 
[1844J of his discovery of quarternions, and the publîc~tion by Grassmann i 1844} of his 
. "'Ausdehnungslehre". With the advantageof hindsight We can see that Grassmann's was 
the greater contribution to mathematics, containing th~_~erm of many of the concepts 
of modern algebra, and including vector analysis as a special case. Howe~'er, Grassmann 
was an obscure high-school teacher in Stettin, while Hamilton was the world {amous J 

'1 

mathematician whose official titles occupy six /iDes of print arter his name at the be-
ginning of his 1844 paper. Sa it is regrettable but not suprising, that quarternions 
were hailed as a great discovery while Grassmann had to wait 23 years before his work 
received any recognition at all from professional mathematicians." 

2.1 Introduction 

F.J. Dyson, 

Allssed Opportunttu.5, 

Bull.A..vI s:rs. Sept.( 1972)p.644 

Th~ syst~matic use of differential torms in ~lectromagn~tic theory slarted with the 

truly remarkable paper of Hargraves 19081 in which the space-time cov~tiant form of 
. /' 
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Maxwell's equations was deduced. DE:,spite the efforts of great edgineers sucp. as Gabriel 

Kron (see the book by B~~subrama~i~n et al. [~{àOl for a q,ibliography) the use of 
" 

differential forms in electrical engineering is, unfortunately, still quite rare. The reader 

is referred'to t~e,paper by Deschamps [1981f for an introductory v~e subject. 

, The purpose of this chàpter is to summarise the properties of differential forins 

which are neeped to· facilitate the pr~sentation of the material in the next ~hapter. A 
, < 

detailed development is,' of course, impossible. There are two reasons for this:-..Firstly, 

the body of results concerning applications of differential forms in mathematical physi~s 
"' 

is so much great~r than rha~~s requ,ired to understand this thesis that the uninitiat~d 

reader would not apprec,ate reading more than the absolute minimum. Secondly, there 

is little excuse to', take up spac~ with ma,terial which is so easily found elsewhere and 

presented from so ,many points of view. For example the book by Balasubramanian et 
1 ' 
'. 

al. [19701 does a marveIlousjob of presenting most of the topics in this chapter from the 

point of view of the numerical analyst interested in network models for ~laxweIl's equa

tions. There are also the "Advanced Calculus" type of books by Loomis and Sternberg 

[L968), Flemming [1965;, Lichnerowicz i 19671. Cartan f1967! and Spivak il965:. The 

books by Flanders '1963] Bishop and Goldberg [19681, Schutz 1980', Arnold f1914i, , ,. 
Abraham et al. [1983 1 'ând yon Westenholz [19781 are aimed at the physics· student. 

Alternatively. Hodge 1952' and Slebodzinski 119701 are excellent books which avoid ail 

modern notation white de Rham )955, is the classic work. 

. , 
There are several books which the author found particularly -invaluable. These 

are Warner'[19711 Chapters 4'a~d 6 for a proof of St9kes' theorem and the Hodge 

decomposition for a manifold without. boundary, Spivak [.19791 Chapters 8 and Il for 

"integration theory and cohomology theory in ,terms of differentlal forrns, Bott and Tu 

[1982 ' for a qUlck route into cohomology and Yano [1970i for results concerning mani-
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folds wlthb_oundary. Finally, the paQers by Duff, Spencer, Connor, and Fiedrichs (see 

bibliography) were always useful for basic intuitions aQout orthogonal decompositions 

on manifolds with boundarY. 

Though this chapter may seem more formai than the previous one, the basic in-

tuitions about differential forms come from integration which was considered in the 

previous chapter. What remains to be developed is a systematic way of manipulating 
, , 

differential forms which involves only basi~ linear algebra and partial differentiation. 

Once the basic operations on differential forms have been Qefined, ail of the properties 

of cohomology groups appear as in the previous chapter. 

p-

2.2 Different ia hle Manifolds 

Fig. 18 

; 

rn order to talk about differential rorms, it)s Important first to have an aquaintance 
''--

with the notion of a differentiable manifold. RougJ:tly speaking, a differenti'able manifold 

of dimension n can be described locally by n coordinates, that is, given any point p in 
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an n-dimensionaI differenti~ü)le manifold 1.\1/, one can find a neighborhood U of p which 
\ 

. is homeomorphic to a subset of IR n
• More accurately, the 1-1 continuous mapping 'P 

which takes U into a subset of IR n is differentiable a specified number of times. The 

reason why one is required to work in terms pf open sets and not the whole manifold is 

because the simplest of n-dimensional manifolds are not horneorilOrphic to any subset of 

!Rn. Consider, for example, the two dimensional sphere shown in Fig. 18 'which requires 

at least two such open s.ets to cover it. r 
1 

More formally, in order to describe an "n-dimensional differentiabt-e m'anifold .Vl of 
". \ ~, 

class Ck " one forms what is called an atlas. An atlas A is a collection of pairs (Ut, Pt) 

called charts whtt;e Ut is an open set of M ahd 'Pt is a 1-1 bijective map, pifferentiable 
. ~ 

"of class C k , mapping Ut into an open set of IRn
. In addition the charts in the atlas are 

assumed to satisfy: 

1) 'P10'P;1 : ip](U1nU}) ~ 'Pl(Ut GUJ ) is a differentiablefunction of class C k whenever 

~ (&t, 'Pt), (U] , rpJ) E A (see Fig. 19). The function~ 'Pt 0 'P; 1 are called transition 

functions. 

} 

Th.us, r~ferring back to the example of the sphere we see that it is a 2-dimenslOnal 

differentiable manifold of c1a;s COO which can be described by an atlas whiéh' cantains 

twa charts. The actual definition of a differentiable manifold m,'olves not only an atlas 

but an equivalence c1ass of atlases where if for a manifold ,VI, fi and 8 are atlases. then 

• A u 8 is also an atlas. That is if 
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Fig. 19 

then 

, 
is a continuous map whicj} is just as smoo.th as 'Pl or 1/;J' Thus a set M together with 

'- ~n equivalence class of atlases is called a differentiable manifold, 

o The local nature of the definition of a manifold is essential if one is not to constrain 

the global topology of ~he manifold. A fundarnental property of differentiable manifolds 
'--, 

is paracompactness which enables one to tonstruct partitions of unit y (see pages 5-10 

in Warner [1971! for a decent explanation of what ail this means). The existence of 

a partitiorr of urrity is what is required td specify smoothly a geometrical object such 

as a vector field, differential form or Riemannian structure' globally on a differentiable 

ma~ifold by specifying the geometrical o'blèct locally in terms of the co0.rdinate charts. 

Throughout this chapter it will he assurned that such geometricaJ- objects are defined 

globally and most computations will be performed in local coordinate charts without 

_ regard ta how the charts fit together globally. Xnother almost immediate consequence 
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,of the definition of a manifold is that once a notion of distance (.Riemannian structure) 
, -
_ is d~fined, the cohomology of the manifold is easily computed in terms ·of diff~rential 

for~ (see Bott [19821 §5), Holding off on the questions of homcilogy, cohomology etc. 

the exposition will now concentrate on the algebraic properties of differential forms, 

," , 1 

2.3 Tangent Vectors al1d the Dual Space of'l-forms 

Suppose that in a neighborhood of a point p in an n-dimensional manifold L'vI there 

are local coordinates 

The tangent space MT' at the point p E 4\;[ is defined to b~ the linear span of àlI linear 

first order differential operators. That is, if X E Nlp then X can be represented as 

na, 
x=I:X1

(P)aX1 ' 

1=1 

a 

. form a basis for Alp' The interpretation of ~he tang~n\i,~' space is o\btain~d by c~msidering 

X(f)j := t:C(P)%:I: " 
P 1=1 P 

Thus it is §een that the tangent vectors can be interpreted as giving directional deriva

tives of functions. The collection of 'ail tangent spaces to a ~anifold is called th1 tangent 

bundle and is denoted by T(.H). Thus . 

1 

T(J1) = U /v[P' 

pEA.[ 
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( 

A vector field on !vI is defined to be a smooth section of th~Jangent bundlé1 that is, if 

one :-vrites 'a vector field X in telms of local coordinates in a neighborhood of p then 

!~ 

where the XI are smooth functions of the local coordinates. 

Since a vector'space has been defined it is natural ta inquire about its dual space. 

An element of the dual space to ivfp is a first arder differential form (or l-form) evaluated 
," 
\ 

at p. Such a beast looks tike 
n 

W = L a,(p)dx t
. 

1::::: l 

Th.e dual space to the tangent space A1 will be denoted by ,'vip' In this scheme o~· 
/ 

identifies 

dX', 

as a basis for M; and the dual basis to 

1 ~ t ~ n . 

. ,rhus .. 

and 

n 

= L at (p))C (p). 
1=1 
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/ ~ 
/ 0 

, /1Îaving defined the dual space to vectors as differential forms, one can also defin,e the 

/ cotangent Qundle to the manifold M as 

T«A4) ::; U l'vI;,' 
pEM 

In order to verify that w(X) is really an invariant quantity, it is essential ta know 

how w and ~~?nder coordinate transformations. Suppose p is a mapping be

tween an m-dimensional manifold Af' and an n-dimensional manifold j'v!: 

rp: M' -4 M, 

Choose points p' E M', p E AI such that rp(p') = p, What is desi~ed is the form of the 

induced transformations: 

rp# : T"(M) -4 r(M') 

cp# : T(l'vI') -+ T(.\1) 

" on I-forms (called a pull back) and vector fields respectively', which have the following 

property: 

If 

XE T(A:[') 

then 

(p# "")(.\'")1 = ",,(cp#X)1 
p' 'p 

Let (y l, ' . , ,ym), (x l, ... , xn) be local coordinates around p' -::::: J[' and p -:: .H respec-

tively. In terrns of these local coordinates there is a functional relationship 

1_'1(1 n) X -xy, ... ,y, .. 
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.. 

and the induced transformations tp#. 'p# transform basis vectors according to the rule . . ; 

Hence, jf 

then 

and 

. m 

X = L Xl (cp(p')) à~] 
]=1 

i 
= '.;.) L~;~X) 1 

1 

'p 

which is the desired transformation. ~ote that the transformation rule for the basis 

vectors 

. d.r!, 1 ~ t -::: n, 
a 

àyJ' 

make sense if these' basis vectors are regarded as infinitesimals and partial derlvatives. 

and the usual rules of caleulus are used. However the reader should avoid making any 
} 

interpretation of the symbol d untill the exterior derivatlve is defined. That is, 

d(something) 
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should not be interpreted as an infinitesimal. Î 

One more remark Îs in order. Suppose Mil is another manifold' and there is a 

transformation 
, 
\ 

1/J : Mil -- M' 

then there is a composite transformation !p 0 t/J which makes the following -diagram 

.' çommutative 

and the chain rule for partial derivatives shows that the induced transformations on 

vector fields and I-forms make the following di~grams commutative 

Hence 

T(M') 

l~# 
T(/lil) 0', 

T- (M") 

(!pl/;) # = 'Po#: tfJ# 

(tpt/J)# = t/J#'P#. 

Thus vector fields transform covariantly while I-forms 
( . 

the who le scheme is invariant under transformations. 

,1.# , 
,!..- ~ T' (M') 

... 
: 'p#. 
1 

T"(M) 

\ 

transforrn con!ravariant\y and 
.-

\ 
2.4 Higher Order" DifferentiaI Forms and Exterior Aigebra 

( The identification of I-forms at a poin~ p as elements of the dual space of , p 

enables one to regard a differential I-form at a point p as a Ilnear functional on te,) 
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'", 

" 
,. . 

tangent space Nlp ' Higher order k-forms are a geperalisation of this idea. At a point 

p E lW, a differential k-form is defined to he an alternating k-linear functional on the 

tangent space Mp. That is if",; tS a k-form then 

:{ : :~p x Mv ~ ... x M~ ~ IR • 

k ttmes 

which is Ünear in each arguin~nt and satisfies the following. If 

then for an-y permutation 7r of k integers (1, ... ,k) 

where 

if 11" is an even permutation, 
if 7r is an odd permutation. 

,.. 

~.,., 

'-- ' 
Thus, the set of k-forms at a pOint p form a vector space. It is denoted Dy 

In addition, the following definitions are made: 

Ak(L\.J~) = 0, 

.1t (AtJ~) ::= .\1; 

k < 0 

.\optf;) = values of functions evaluated at p. 

+. r 
"; 

'. ~: 

" ... 

",> When thinking of alternating multilinear mappings, it is useful to rememhar the .-lIter
Ï;. 

nation ,v'fapping which sends any rnultilinear mapping into an alternating one: 
.. 1' 

Alt{T(XI, .... Xk)) = L Sg:~7r)T(Xrr(IJ,X;r(2), ... ,X1r(k~) w 

TrESk 
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" 

( 

'b 

where Sk is the group of permutations of k objects. The alternat ion mapping has the 

exact same properties as the determinant function and from this fact one can' deduce: 

rI; , 

The exterior algebra.of .'vI; is defiJ?ed as, 
, ~ 

n 

A(AtJ;) = EB .\~(Af~), 
k==ü 

By forming 

Ak(M) = U .h(Al;) 
pEM 

and considering the k-fprms whose coefficients are' differentiable functions of coordinates, , , 
') 

one has the exterior k-bundle of the manifold M.· The set of ail differential forms on a 

, manifold M form the exterior algebra bundle of i'vl which is defined as 

n 

A' (M) = U A(l'v1;) = EB Ak,(M). 
pEM k=O 

In this sW,arm of definitions the reader has Qéen short-changed. The word exterior ' 

algebra has been used several tim~s without any mention of what this algebra is. There . \ 
lS a prodtlct 

which is call.ed the exterior (wedge, Grassmann) prod4ct which takes a k-form and an 
, , 

[-form, and gives a k + l:-form according to the following rule. If.;J'::: '\k(M),,, ~ Ai (.\I), 

and (Xl. :Y2"'" Xk+d c;: T(X-f) then 

(W,rl 1])(X1, X z, ... : Xk-d 

, , 

= (k ~ l)! _~ sgn(7r)w (Xll'(I)"'" XlI'(k)) " C~1T(k+l), •.. , Xll'(k-rl)) • 

. 1f''':::Jk_1 • • 
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( 

,",,: 
The above d~finition of wedge multiplication is n0t very useful for explicit calculations;< 

its usefulness is like that of the formai definition of a det-erminant. For practical com-

" putations it is jmportant to remember that wedge multiplication is: 

( . 

1. BiÎinear: 

2. Associative: 

3. cfraded commutative: 

for w E Ak (lvf) , 11 E Ai (M). 

Before considering sorne examples of wedge multiplication i { is worth 'Considering 
:--' .. 

what differential for ms look like at a point p E lv[ where (x 1;;2,' .. ·. fXn) are local 

coordinates. Let 

be a basis for A[~. By taking repeated wedge products in al! possible ways, .\d 1\1;) 

is seen to be spanned by expressions of the fonn 

Furthermo're for 7T ;:;: 5 k one has 

" 
dI'l ,\ d:J)'2 1\ ••. 1\ d.r 1k = sgn(7r)dx!rr(l) 1\ ..•. ' dx';rlk) 

• , . 
and since dx', l <:: !:-:;, n span .\dlH~), one sees that .h(.H;) has a ba~is of-the 

form 
, 

dx'l 1\ dx'2 ,\ ... :\ dx'k. 1 :S ! 1 < ... < ! k :S n. 

l .. U 

'. 



( 

Therefore, for k > O,W E Ak(M;) looks like: 

and 

W = L' all.12""'k(P)dxll 1\ dX'2 ,'\ .. , ,\ dx'k 
11<'2<' <.Ik 

n!' (n) 
dimAdJI[;l=tn_k)lk.!= k' 

By the binomial theorem it is trivial ta calculate the dimension of the exterior 
" 

algebra of ,'vl~ 

. 
At this point it is useful to consider an example. 

Example 23 (Wedge multiplication) 

Consider the cotangent bundle ta a three dime'nsional manifold embedded in IR m 

where 'J 

1-12 



1 
·1 

( 

, -

then using the rules for wedge multiplication one obtains 

( ) 
1 2 ? t. = P1C1 + Pl.C2 + P3C3 dx /\ dI /\ dxv 

Wl /\ 4'2 = (Al dx 1 
/\ A2dx2 

/1 A3dI3) /\ (BI dx t + B2dx2 + B3dx3
) 

Identifying Wl /\ W2 with '7; the above two formulas give 

Hence, the scalar product, vector product and scalar triple product of vector calculus 

arise in the wedge multiplication of forms of various degrees on a three dimensional ~ 

manifold. 

End of Example 23 

2.5 Behavior of DifferentiaI Forms Under Mappings 

In the previous\ section many of the pwperties of differential forms were seen to 

, be properties of alternating multilinear functionals over a vector space. The following 
\ 

fact is also â consequence of the definition of alternating rnulttlinear functionals. Sup-
. . 
pose there is a linear transformation on .Vlp then there is an induced exterior algebra 

homomorphism. That is, suppose there Îs an homorphism ' 

which induces 
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/ 

If 

" -> f# Tl 

wi\" -.. f#(w 1\ 11) 

then 

(j , 

Earlier; when discussing covariance a,nd contravariance, the pull back p# on 1-

forms induced by a mapping ip was considered along with the induced transformation 

'P# on veçtor fields. The above fact enables one to define a pull back on aU differential 

forms: 

Theorem. Given 'P : Nf' -+ M. there is an induced homomorphism 

such that 

for aB w, 11 E A' (M). 

The significance of this result is best appreciated in local coordinates since it dic

tates a "change of variables" formula for differential forms. Consider p ~ .YI with local 

coordinat~,(xl, . .. ,xn ) and p'';:: .H' with local coordinates (yL, ... ,ym) along with , 

p . ,YI' -. t'vl 

such that ;(p') = 'p. This transformation induces (via 'P if) a linear transformation on 

.\ i (.\1) w here . 
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-The exterior algebra homomorphism says that given a k-form, W E Ak{.Nf} where 

n 

w= L a tl tZ""k (p)dx'l 1\ dX'2 ~\ ... 1\ dx'k 

we have 

This transformation is pre~sely the one required to leav~' 

1 

Furthermore, the change of variables formula for multiple integrals takes on the following 

form 

~, I{)#W = ~(R')~" 
This change of variable formula is most easily understood_by means_9f a few examples. 

) '--
~ 

Example 24 (Change of variables fomürta-in two dimensions) 

Suppose R' c }\;f' has local coordinates u, v while I{)(R') C :V! has local coordinates 

l=! j(s,t)ds/\dt 
p(R') 

and consider the change of variables 
;. 

s = .s(u,.v), t = t(u, v). 

ince 

às as 
d" = -du ~ -du 

.~ au av' 
. at at 

dt = -du, ~ -dv au av 

- " 

/ 

l 

1 

1 



{ 

( 

and 

(
OS as \ .,'\ ( at at) 

ds 1\ dt = au du + av du ) 1\, au dl}, + av dv 

=: (as at _ a-5 at ) du 1\ dv 
au av av au 1 

a(s,t) 
= a(u,v)du/\dv. 

one has 

! a(8, t) 
1= ·f(.s(u,v),t(u.v)) B( )du/'\dv. 

R' , l}"V 

End of Example 24 

Example 25 (A variant on Example 24) 

Suppose R' C M' has local coordinates"u, v, while t.p(R' ) c AI has local coordinates 
~ . 

x, y, z, Let 

J = 1) B~dx;\ d~ + Bydz 1\ dx + Bxdy f'f4dz 
'P( R') 

where Bx, By, B~, are functions of x, y, z. Consider a change of variables 

x = ~(u,v), y = y(u,v), z = z(u,~). 

By the same type of calculation as in the preyious example. 

, B(x,y) 
dI. /\ dy = B( u, v) du /\ dv. 

dz 1\ dx = ". 

one has 

j' [ a(x, y) <7(2. x) à(y, t) 1 
J= R', BZa(u,v)+BYa(u,v)+Bxa(u,v) duf\dv. 

, This is a generalisatioll of' the usual change of variables formula. 

146 



(End of Example 25) 

Example "26 (Change of variables formula in three dimensions) 

Suppose R' c .\1' has coordinates u, v, w while p(R') c!vl has coordinates x, y, z. 

Let 

1 = ( p dx 1\ dy 1\ dz. 
Jrp(RI) 

Tranforming coordintates, 

x = x(u, v, w), y = y(u, v, w), z == z(u, u, w), ... 

taking differentials, and using the triple . .product of Example 23 gives 
t'.' -

1 /, 
a(x, y, z) d ,J d 

= P Un-l;LV A W. 
R' a(u,v,w) 

h. ' 

End of'Example 26 

, -
It is now time to consider the formai definition of the exterior derivative, which 

will enable us to define a complex assoèiated with the exterior algebra bundle and the 

, corresponding cohomology in ter ms of differential forms. 

2.6 The Extel"Ïor Derivative 

The exterior derivative will now be introduced in a formaI way and illustrated in 

~pecific' instances. As a prelirninary to its oefinitlon it i::, useful to introduce certain 

vocabulary: 

Definition: An endomorphism l of the exteriQf algebra bundle Li ~ (.\.1) is 
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a) a derivation if for w, Tl E A' (M) 

l (w 1\ Tl) = 1 ( w) 1\ Tl + W :\ 1 ( " ) ; 
Il 
,1 , f 

b) an antiderivation if for w E: Ak(M), '1 E A' (.\1) 

, 

l(w 1\ 77) = l(w) 1\" -r (-l)kw 1\ 1(" ; 
) 

1": ")-

c) of degree k if 1: Aj(A!) -,. A;+k(,\1) fc:?r ail J. 

The following theorem characterises the èxterior derivative as a unique mapping which 

satisfi~s certain properties. 

Theorem: There exists a unique antiderivation d : A· (M) - .\ . (At) of degree ~ 1 such 

that 

a) d ~ d = 0 ~' 

h) for 1 E A,;(AJ), dl(X) = XU), that is. dl is the differential of f. 

~,/ For a ~Iobally va'lid cons~ruction of ~he exterior derivative, the reader is referred to 

''"' 
Wàrner [1971]: Next it is advantageous to see what the exterior derivative does when 

a local c'oordinat'é -System is introduce~. To this end, an obvious corollary of the above 

theorerD; is considered in order to strlp the discussion of algebraic terminology. 

, , 

Corollary: Consider, a chart about a point p ;:: .H w~ere theie is a local coordinate 

system with cS!'>rdinates (xl, ... ,In). In this cn'art there exist a unique mapping 

which satisfies 

a) d(dw) = 0, 
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( 

1 

/ 
/ 

for f E A;) ( M) , 1 

/' 

c) d(w 1\ 17) = dw!\ 1/ + (-l)kw 1\ d1/ ------
From this corollary, it is easily verified that for a k-forrn 

n 

w= L 
1 

the exterior derivatiVre is given by: 
1 

,'dw = ~ (~ aaa'lX'J"tk (Xk)dXJ ) d' d' d ' , L L 1\ x 1 1\ x.2 !\ ... fi x k. 

'1< "<'k )=1 

Renee when local coordinates are introduced, the exterior derivative can be computed in 

a straightforward way. The properties which the exterior derivative satisfies according 

to the above eorollary will now be examined. The property 

d(dw) = 0 

shou~d hold if Stokes' !h~orem is ~o hole!. and the exterior derivative i5 to be con' 

.an operator adjoint to the boundaTY operator (reeall Chapter 1). The" pr,operty 

• \ n a 
/1 -rif =' ~dil 

Laz! 
, 1= 1 

1 

. -

ered 

is what is required to make bases of the dual space to the tangent spaee transform in 

a contravariant way. Finally the last condition of the corollary is w hat i5 reqUired to 
" ' ~. . 
",' make the following theorerr?true: . • 

. 
Theorem: Given .p : .H' -- J(and ..; t: A 1Jt) 
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For a p~oof of this theorem an~the previous one, see ~rner [1971] pages 65-68. The 

next sensible thing to do is conslder a series of examples which serve the dual purpose 

of illustrating exterior differentiation and ~~ducing Stokes' Theorem. 

Ex~mple 27 (An illustration of eiterior differentiation in l-dimension) 

Consider a one dimensional manifold~ with local coordinate t and a O-form.· 

w = f(t) implies dw = afa(t) dt. 
J t 

The fundamental theorem of calculus 5t~es that 

l b af(t) lb 
-dt=f 

a at a 

or. rewritten in terms of differential forms· 

r dw = r w. 
J[a,bl J ô[a,bl 

End of Example 27 

. 
Exâmple 28 (Complex Variablès) 

Let f be a function of ,a complex variable. That is, 

f(z) ::= f(x + lY) ::= U(I, y) + t V(x, y). 

'f:: 

Consider 

..., = f(z)dz = [U(I,y) T iV(I,y)] (dx - idy) 

hence 

[
au au av . av ]' . 

dw = -d.x ~ -dy ~ ~-. -dx';" t-dy 1\ (dI -r ldy) ax ay ax ay .' 

[ (au av) (au av)] _ . ':1 
. =: - ay ~ dx + i aI - ay d.x 1\ dy. 
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-----' ~~ 

[n this case, "Green's theorem in the plane" states that 
" , 

{ '.I.)o={dw 
JaR JR 

an? the Cauchy-Riemann equations 

au av oV oU 
=--, oy oz 

---
dy oz 

in R 

~ 

a}e equivalent ta the statement 

"dw 0= 0 in R. 

Henee, if the Cauchy-Riemann equations hold in the region R, the 

{ f(z)d~ == 0 = { w. 
JaR JaR 

This is thè Cauchy integral theorem. Furthermore, if one considers the ~bove equa:tion 

for arbitrary l-cycles, partitions these cycles into homology classes and w~es de Rham 's 

Theorem, then one obtains the residue formula of complex analysis. Also, by parti

tioning the~above ~xpressions into real and irn:aginary parts one obtams the integral 

formulas associated with irrotational and solenoidal flows in two dimensions. 

End of Example 28 

Example 29 (The c\assica\ version of Stokes' theoreI?) 

Let u, v, w be local eoordinate~ in a three dimensional manifold and R a region in 

a two dimensional submanifold. Consider the I-form: 

W 0= Au(u,v,w)du -l-- AI)(u,v,w)dv -r A'IJ)(u,v,w)dw. 

l 



\,1 

U~ing the ru les for wedge multiplication and exterior differentiation one has 

dw =,dAu 1\ du + dAv 1\ dv + dAw /\ dw 

= -- - -- du 1\ dv + -- - -- dv 1\ dw + -- - -- dw 1\ du (
aAv aAu) (aAw aAv) (aAu aAw) 
au av av aw aw' au . 

and the classical version of Stokes' theorem becomes 

r w = r dw. 
JaR JR 

End of Example 29 

Example 30 ( The divergence theorem in three dimensions) 

Next consider a 2-form on a three dimensional manifold with local coordinates 

u, v, w. Let 
" 

, ' 

w = Du(u, v, w)dv 1\ dw -1- Dv(u, v, w)dw 1\ du + Dw(u, v, w)du 1\ dv . 

. Then using the usual rules one has 

dw = dDu 1\ 'dv /\ dw + dDv 1\ dw 1\ du ~ dD'1I ,\ du ,II.. dv 

(
aDu. a9v aDw) = -- + -- -1- -- du ,\ dv 1\ dw. 

a'I,L, av aw 

In this case, Ostrogradskii's formula becomes 
/ 

j. w =:= r dw. 
:JR JR 

End of Example 30 

Example 31 (Electrodynamics) 
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Lèt 

, 

Consider the four dimensional space-time continum with local cOG:>rdinates x, y, z, t. , . ' 

"11 = (Hx dx + Hydy + Hzdz) A dt - (I!xdy 1\ dz + Dydz /\ dx T Dzdx :\ dy) 

" = (Jxdy A dz + Jydz /\ dx + Jzdx 1\ dy) 1\ dt - pdx /\ dy 1\ dz. 
~ ~ 

,By a straightforward calculâtion it lS easy ta verify that Maxwell's e.quations can be 

written as 
d;3 ;::;, 0 

~--..... ,J..I-«"'~ di] - 1\. 

Further'more, if 'p is a 'transformation of coordinate~ then the identity 

is an expression of the princip le of general covaria;;ie. Also, putting aside considerations 
J) 

of homology theory, the identity d 0 d = 0 enables one to write the field in terms of 

p'otentials 

i3 = da. 

-...--- -----

The general covariance_o.f'M{~well's equations is nicely expres~ed, in the paper by - :;c' 

Bateman [1909) and makes the study of (:!lectrodynamics in n,oninertial reference frames 

tractable. Following Hargraves 19081 one can rewrite ~axwells equatians in integral 

form by using Stokes' theorem: ~!J ., 

j. ! ~ 
3 = djJ = a 

IJ..,=Jc' ,;' 
·33 
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; " 

where b2 is a~y 2-boundary' and ~31 c~ are any 3-chains. Renee, p~tting aside eonsider

___________ at!~-~llomoJQgy -------- - '.{\ 

J 
-;; 

( 

where Z2 is any 2-cycle. For n;odern uses,of these equations the reader is ~eferred ,to 

·Post [19781, [19841. 

End of Examp,le 31, 

2.7 0 Cohomology with DifferentiaI Forms 

, j 

,It is now possible to restate the ideas of Chapt~r l in a more formai way. Rewrite .. 
d: A'(M) -+ A" (l\tf) 

as 

. d :oEBA;(M) --+ eA;{AI) 
p p 

and define the restriction of the' exteriQr derivative to p-forms by 
~. 

As usual, one san define the set, of p-eocycles (or in the language of differential forms, 
- I/? 

r' 

the space of closed p-forms) as 

,ZP (An = iKernel (A; (Al) ~ A;+ L (.\1)) 

8;nd th~,set of p-cobo~n~aries (or in the ra'rgu e of differential forms, t~e spae~ of exact 

p-forms) as -. , 0 ,. 

, • dP- 1 
BP (Al) ~ Image (.\;-1 (.\1) ---t .\; (lV~)) . 
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~ . 

< .. -

o 

The equation 

'"" shows that A"(A1) is a cochain complex and thaf 

BP(M) c ZP(M). 

Thus one defines 
1 r 

HI'eR (M) = ZP(M)j BP(l\,l) 
-/ 

~" 
/ i 

d 
1 

,; 

to be the de ~ham :ohom~logy of the tanifOld. In order to rélate the notation of this 

and the prev~~us chapter, de~ r 

), 
C"(I«) = A"(M) 

where 

It is important ta note that one can define many other cohomology theories if the 

definition of cohomologj\ is written out explicitly. That is if 
/' 

HP(Nf) = (ZP(M) tj CP(M)) / ((dP-1CP-l(Af)) -1 CP (.\fi) . 

{' . "" ,., 

Thus if CP(Af} were p-forms of compact,~upport or p-forrns with square integrable coeffi-
1 -

dents then ()ne would obtain "cohomology with compact ,support" or .. L2 cohornology". 

Although these cohomology theories tend to agree on compact manifdds, they do not 
.' 

agr;ee in geheral. The precise definition of compactly supported'cohomology involves a 

Iimiting procedure, which can be avoided in this thesis (see Greenb~rg and Harper i 1980! 

Chapter 26). Thus for example 

15,:; 

" ' 

. ., 



t 

., 

( 

\ 

Although this result has not b,een proven here, it is easily deduced from Spivak [1979J 
, 
p. 371. In this thesis the regions of interest are bounded subsets of IRn and in this case 

coho'mology with compact support is easily interpreted in terrns of boundary conditions, 

an interpretation which will saon he given. As in' the previous chapter, the complex 

associated with differential forrns with compact support in a region n '.yLll be denoted 

by 

C;(O) 

and the ass0ciated cocycle, coboundary, and cohornology spaces will be distinguished 

by the su bscript c. 

The de Rham cohornology vee,tor spaces play a central role in this thesis as does 

the cohomology with compact support in the conte~t of relative COh?ffiOlogy. The L 2 

cohomology spa~es, although important in the context of finite energy constraints on 

variational functionals. will not be considered in this thesis. There are two reasons for 

this. First, the pr.operties of L2 cohornology are harder to articulate mathernatically 

and secondly, for bounded regions of 1R3 thé de Rham cohornology and cohomology 
- .~ 

with compact support give the required insight into L2 cohornology while unbounded 

domains in 1R3 can be handled by attaching a point at infinity and mapping IR3 onto 

the unit sphere S3 in IR-I (this procedure is ana logo us to stereographie p)rojections in 

çomplex variables). 

1 

2.8 Cochain' Maps .Induced by Mappings Betweell Manifolds 

Having defined the cochain'complexes associated with de Rham cohomology and 
" 

cohomology with compact support, it is useful ta consider how mappings between man- ~ 
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\ 

ifo-Ids induce cochain maps'between cochain complexes. Given a map 
, ~ 

tp: Nf' -+ M 
~ 

there are covariant and contravariant transformations 

tp# : T(M') -+ T(M) 

<p# : A "(M) -+ A' (M') 

on vect~r fields and differential forms respectively. For a given k and 

w E Ak(M), 'XI E T(M'), 1:::; i :::; k 

one has , 

which express the invariance of the whole scheme. Ha'Ving defined 

C"(M) = A "(Atf) 

C"(M') = A «M') 

the formula .~ 

where the d on the right is' the coboundary operator (exterior derivative) in the complex 

j/C«.-\f') while'the d on the leIt is the exterior derivative in the complex C-(AI), 'shows 

that t.p# Is a cochain homomorphism. That is, if VJP is the restriction of <p# to p-forms 

then the following diagram is commutative for ail k: 
". 

1 dk-l dk- 1 , " , lM' -:.. M' 

Ck(M) 
.pk 

Ck
( Nf') --> 

1 , k 
j dk 
~ M : dA'I' 

p~l 
f 

Ck-t-l (Al) CHI (,\ri') 
, 
1 dk+ 1 
L .... / 

' dk + 1 
r M' 
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A very important special case of this construc,tion occurs when M' is a submanifold 

of M and cp is the injection mapping. That is if S is a submanifold of M, and 

i : S -+ l'vI 

is the injection map then the put! back 

is a coehain hornomorphism. When this h?-ppens, it is possible to construct a IQng 

exact cohornology sequence
B 

in several ways (see Spivak [1979) p. 571-5~n or Bott and 
. , 

Tu [1982) p. 78-79). This topie however, will not be pursued here sinee once the de 

Rham theorem is established, it is easier to think in terms of cycles and the long exact 

homology sequence. 

2.9 Stokes' Theorem, de Rham's Theorems and Duality Theor~ms 

As a prelude to Stokes' Theorem, the concepts of an orientation and regular domain , , 

ar~ reguired. Since A.n(A'/;) is one dimensional, it follows that '\n(AI~) - '{Q} has t"';o 

connected cornponents. An orientation of l'vf; is a choice of contted cornponent of 

1n(M~) - {O}. An n-dimensional manifold is said to be orientable if it is possible to ma:ke 

an unambiguous choice of orientation for l~J; at each p E '\'1. If lH is not connected then 

M is orientable if eaeh of its connected components is. Thus, following the discussion 

in Warner [197Lj p. 138-140, the following proposition clears up the intùitive picture 

about orientation. 

Proposition: If M is a differentiable manifold of dimension n, the following arê equiv-

aIent: 
" .. 
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1) .'4 is orientable, 

2) there is an atJas fi = {(Ut,rpd} such th~l.t 

~ 

) whenever 

( Ut, ~x l, •.. , x ~) ~ , (U)' (y 1 , ••. , yç-)} ç fi, . ) 

3) there is a nowhere vanishing n-form on M. 

The proof of this proposition can be found in the ab ove reference. An example of a 

nonorientablesurface is the M6blUS band of Example 10. The notion of a regular domain . 
is given by the following definition: 

Definition: A subset D of a manifold ,'vi is called a regular domain if for each p E Nf 

one of the following holds: 

1) There is an open neighborhood of p which is contained in ,VI - D. 
, ' 

2) There is an open neighborhood of p which is contained in D. 

3) Given IRn with Gartesian coordinates (ri, ... , rn ) there is a centerèd coordinate 

system (U,ip) about p such that :p(Ur~ D) = rp(UfnHn where Hn"is the half-space 

of IR. n defined by rn 2: o. 

Thus if fne puts the point p in a regular domain under an infinitely powerful microscope, 
.V< 

one would see Fig. 20. A property of a regular domain is that its boundary is a manifold. 
, 

In situations where this definition-ls too restrictive, for example i~,D is a square, one 

can use the notion of an almost regular domain (see Loomis and Sternberg [19681 p. 
il 

424-427). 
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Fig. 20 

----- . . The main result of this section is the following version of Stokes' Theorem. 
/ , 

Theo~em: Let D be a regular domain in an oriented n-dimensional manifold M'and 

let w be a smaoth (n - t)-form of compact support. Thën 

where l : aD --+ M induces the pull back , 

For a nice, simple proaf of this theorem, see Warner [19711 pages 140-148. 

At this point it is worthwhile i.p.terpreting integration as a bilinear pairing between 

differential forms and chains 50 that the de Rham isomorpnism is easy to understand. 

It has been assumed aH along that integration is a bilinear pairing between chains and 

eoehains (forrns). In the heuristie development of Chapter 1 this ..vas emphasised by 

writing 

160 
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Furtherrnore, the reader was le ad to believe that differential forms were Iinear functionals 

on differentiable èhains. Thi~ was emphasised notationally by writing 

1 :.J = [e, w]. 

Stokes' Theorern was then written as 

ra e w] = [e dP-1w] , l P , , for ail ~ 

. and hence was interpreted as sayin~ that tb.e exterior deriv~tive (coboundary) operator 
IV 

and the boundary operator were adjoint operators. This is the setting for de Rharn's 

theorem, for if the domain of the bilinear pairing is restricted to cocycles (closed forms) 

and cycles, that is 

! : Zp(M) Â ZP(M) - JR 

then it is easy to show that the value of this bilinear palring depends onl~ on the 

homo[ogy class of the cycle and the cohomology clas~ of the closed form (cocy~le). This ~~ 

is easily verified by the following calculation. Let 

then 

zP ~ ZP(M) 

zp E Zp(M) Cp+ lE Cp+ 1 (Al) 

(by linearity) 
.~ 

='[zp,ZP! + [opzp,eP-lJ + [cp+l,dPzp -rdP'JdP-lcP-Lj 

(by Stokes' Theorem) . 

(by definition) 

-l'Y ,.pl - ~P' li.; ,. 
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Hence, if is verified that when the dotnain of the bilinear pairing is rest.ricted to chains 

and cochains one obtains a bilinear pairing between, homology and cohomology. The 

theorems of de Rham assert that this induced bilinear pairing is non degenerate and 

henee there is an isomorphism 
- .". 

As noted in Chapter 1, this thesis is· not the placé ta prove that such an isomorphism 

exists sinee no formaI way of eompùtîng homology is considered. The reader will find 

down to earth proofs of the de Rham isomorphism in de Rham f 1931] or Hodge [19.52:, 

Chapter 2. A sophisticated modern proof can be found in Warner [19711, Chapter 5 

while less formai proofs can be found in Goldberg [19621, Appendix t\ or ~Iassey [19801" 

Appendix. 

Thoughout this thesis a de Rham type of isomorphism is required for reIa~ive 

homology and ~ohomolô~y groups. Though this type of isomorphism is not readily 

found in books (if at?aIU there are two methods of obtaining such an isomorphism once 

the usuai de Rham isomorphism is establlshed. The first approach is to read the paper 

by Duff [L9521 and refrain from sweating blood while following the arguments presented 

there. The second approach is to reduee the problem ta a purely algebraic one and use 

the 50 called five lemma. Though this second approach is straightforward, the author ' 

i; unable to find it in the Literatur~ and hence was forced to present it here. 

Consider, for example, a manifold "'If with compact \~oundary-aA-[. In this,icase : .. ), 

(see Spivak [19ï9 Theorem 13 p. 589) there is the following long exact cohomology 

sequence. 

(' 

', .. -+ H~(M) - Hk(aNl) -- H~+l(M - aM) --t H:+l(.t'vl) -+ Hk"t"~(aM) -.,. 

162 

'i 



{ 

'( 

, ~, 

Also-there is a long exact homology sequence (see Greenberg and Harper [19811 Chapter 

14 for example) 

and the following de Rham isomorphisms are known to exist 

H k (M) ::: H: (!I{) , (M compact) for al! k 

Hk(aA1) ::: Hk(oM). 

The above isomorphisrns are induced by integration and there is also a bilinear pairing 

between H~+l (M - aM) and Hk+dM, aM). which is induced by integratiorr. In this .. 
case the foJlowing diagram is commutative: 

I~ I~ l 
Hk+l(aM) ;- H:+l(M) t-: H~+l(M - ai4) t-

1 

What. is r~quired is to show that the middle vertical arrow in this picture (and hence 
i 

every third arrow in the long sequence of commutative squares) is an isomorphisfn. To 

do this one first considers the dual spaces:_ 

(H:(M)) . 

(H:(M - aM))" 

and notices that, by definition there is a commutative diagram 

Hk+l (aAJ) <-- H:+l (Al) t- H~+l (,\'1 - aM) 

I~ I~ f.~ 
" 

Hk (Ol\rl) 
-" 

1 

I~ 

'V 

~ 
1", 
1-

.j,-

!t' 

(H:-j:l (At) r Il 

(Hk(alvf)r (Hk+l(aM)) ~ - (H,~+l(M - aN!)) --> -> (H:(Û)t 
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1. 

where the vertical arrows are ail isrnorphisrns, the two rows are exact sequences and 
1 

the rnappings on the bottom row are the adjoints of the mappings directly above them. 

"Qombining the above two commutative diagrarns one has the following commutative 

diagram: 

Hk+l (aN!) -; Hk+dAI). -; H k+ 1 (M, aA!) -+ Hk(aM) -> • HdA1) 
-1' 

T~ t l' .... , 
I~ ~~ 

1 _ 

..j.. -\.- ... -.. -
(Hk+ l (aM))*" ( H:+l(Nnr 

It 
. (H k (Ol\;!))'" (H:Uvl)t -; --> (H:+1(M - aA,n) -+ -> 

where the rows are exact sequences and one wants to know whether the middle ho-
1 

rnomorphism is an isomorphism. To see that the answer is yes consider the following 

lemma (see Greenberg and Harper [1981] p. 77-78). 

Five L,emma: Given a diagra:m of R .. modules and homomorphisms with ail rectangles 

commutative 
~ az a3 a4 

Al A2 ---t A3 -Jo A.t -4 , As 

la 1 

l~ 16 lé !,a 
~ 

Bl 
bl 

8 2 
bz 

B3 
b3 8 4 

h4 
Br; ----t ~ ----+ -4 

such that the rows are exact (at joints 2, 3, 4) and the four outer hornomorphisms • 

a,/3,6, € are isomorphisms, thQn 1 is an isomorphism. 

ft is obvious that the five"lemrna applies in the ab ove situation (sinee a vector space -, , 

over rn. is an instance of an R-module) ~nd hence 

, 
Hk~IUlti,a:vf) ~ (H,~+l(Af - oAt))·. 

~ 

Thus 

and the .rélative de Rham isomorphism is proven. It lS also obvious that the isomorphi~~ 

would be trùe if ()lvf were replaeed by a collee'tion of connected eomponents of a~H or 
, ~ 

16"' 
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parts of aM which"à.rise from symmetry planes as in Chapt~r 1 aU that is required is the 

existence of long exact (co)homology sequenc~s and the usual de Rham isomorphism. 

; 

Having seen how the de Rham isomorphism cap be understood with the help of 

Stokes~eorem, a si~ple corollary of Stokes' Theorem will now be used to give a 

heuristic understanding of duality theorems. Suppose AI is an oriented n-dimensional 

_ manifold, D is a 'regular domain in l'vI and ..\ E C~(AI), I-!. E Cn - k - 1 (M). Since ..\ has 

compact support, if 

then 

Furthermore 

and if t is the injection of av itJ.to AI then, as usual"the pull back i# satisfies 
-'..J 

Substituting this ,exMession for w into Stokes' Theoremjtne obtains the following im~ 
l, 

portant corollary 

Corollary: (Inte~ration by parts) 

fr D is a regular domain in an oriented n~dimensional m~nifold .Vf and 

then 
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where 

, i: ôD -+ M 

induces 
("'iL.. 

i# : C'(M) -+ C"(BD). 

Just as Stokes' Theorem is often called the fundamental theorem of multivariable 

calculus since it generali~es the usual fundamenfal theorem of integral calculus, the 

above corollary is the multivariable version' of "integration by parts". This integration 

by parts formula is of fundamental importance in thé calculus of variations and in 

obtaining an interpretation 'of duality theore~s on manifolds. These duality theorems 

will be considered next. 

fi , 

Consider first the situation o'f a manifold without boundary M and the Poincaré 
• "1 1 

duality the~rem. I~ ~his case the integratio~ by parts form'ula,redj-~es to 

(_l)k lM À 1\ dJ1. = - lM (dÀ) 1\ J1. \ 

whenever ,\ E C~(lvL),1-l E cn-k-l(AI). Also there is a bilinear pairing 
~ 

,'J. \ 

lM ': cg(lvI) x C n -P(A1) -> IR . 

~here' a p-form of compact support is wedge multiplied with an (n - p)-form to yield 

an n-form of compact support which is then integrated over the entire manifold. The 
• c ,. 

heart of the proof of the Poincaré du-ality .theorem in volves restrictmg the dornain of 1 

, ' l , • 

this bilinear pairing from chains to cycles and noticing that one lias a bilinear pairing 
G , 

on dual (p ahd n - p) cohomology groups. To see how happens. Though the Poincaré 

Duality Theorem wïll not be proved in this thesis, it tS useful ta see how this bilinear 

pairing on cohomology cornes about. Cons}der 

j. : Z.f(Af) x zn-PUv!) --- JR 
,'ltt 
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where for 

zP E Zn!vf), zn.-p E Zn-p(M) 

one computes 

, r zP 1\ zn-p. 
lM 1 

To see that the value of this integral depends only on the cohomology classes of zP and 

zn-p one lets 

and considers the fpllowing computation 

{ (zP + dP-~lcP-~) 1\ (zn-p + dn-p-lcn-p-l) 
J-~ \ M . 

= lM zP ~ zn-p + I~ (dP-1c P - 1) 1\ zn-p + lM (zP + dP;-lcP- 1) 1\ dn-=-p-lcn-p-l 

= f Zpl\zn-p+(-l)P [ cp:~ll\dn-pzn-p_(-l)P. [ (dPzP+èodP-lcP-l)'I\Cn-\-l, 
lM lM ~ lM " " 

(integrating by parts) 

== lM zP 1\ zn-p (using 'the definition of cocycl~). 

Thus it is seen that restricting the domain ~e bilinear forro fro~ eochaîna to cocycles 
, ' 

induces the following bilinear pairing on cohomology 

The Poincaré Dua:lity Theorem asserts that this bilinear pairing is nondegenerate. Thus 

-, 

HP(Af) ::::: 'Hn-P(Atf) 
t.: .1eR for aU p 

( or if !l'[ is compact 
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-, This statement oi.the Poincaré Duality theorem is not the most general,ver,sion (see , 
• ~. r 

Bg.tt aft'cl Tu [1982j pp. 44-47 for a proof and explanation of the subtleties encountèred 

in generalising the ab ove ), The implicit assumpti~n in the above argument is the flnite ' 

" 
dimensionality of the cohomology vector spaces. A nice discussion of this aspect is given 

in Spivak [1979l p. 600 and the pages leading up to page 600. As was mentioned in the 
p 

, ~ 

previous chapter, Massey [1980j Chapter 9 and Greenberg and Harper (1981) Chapter , . . ~ 
26 have proofs of the Poincaré Duality theorem which do not appeal to the formalism 

, 

of differential forms. 

. ~ 

When the manifold M is not compact, the Poincaré 'duality theorem may be used 

ta show the difference between de Rham cohomology and cohomology with compact 

support. Take for example IRn where. by Poincaré duality and the arguments of the 
.~ .1 

last chapter one has 
4 

Hn-p(m. n) "'" HP. (IRn) """ { IR, 
c - dek - 0 

, , . 

Hence, in the case of 1R3 

if p = 0 
if p =f. o. 

'As stated in the previous chapter. the Poincaré duality theorem do es not havê many 
• ~ îI 

direct applications in boundary value problems of electromagnetics, For the purposes 
• 0 ' 

of this thesis, attention wil!' be paid to compact manifolds with boundary and for these 
.... ,i.- J. 

there is a variety of duality--theorems. -In t,his case, It is useful to get certain ideas 

estailished once and for ail. First, if ' 
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i# : C"(M) ~ ct (aNf) 

J 

c E C;(M - aM) <J' 

if '. : 

Thus 

zP E Zf(M - aM) if dzP = 0, f zP = 0, 

.1. 
if bP = dcp - 1 for sorne cp- 1 E' Gf-l(M - a.\f). bP E B~(M - aM) 

~~ 

In this case, it is customary te).enote the symbol i# by t, and avoid refe~ring to 

~. 

th~ injection z. Thus tw denotes the pull back of w to aM and is the "tangential" part 
.. 

of w. In this notaÙon the inte~ration by parts formula takes the ,farm: 

CI (_'l)k [ ~ ~ dlL = 'r (t~) 1\ (tf.l) - [ (d~) ~.;' 
, lM lôM 0 lM 

p 

~here À ~rm, af!.d J1. is a (n - k - I)-forrn. J' 

To see how'the Lefschetz Duality Theorem cornes about, consider an olientable,. 

compact n-dimensional manifold with boundary and the bilineat pairing . . . 
[ : Gn1\-! ...:. a/v!) x cn-p(Nf) --> ~m.. 

lM 1 

, Note that if the boundary of the manifold is empty then the situation is identical to 

" '" , 
thaf of the Poincaré duality theorem. Restricting the 'domain of this bilinear pairing. to 

co.cycle5' (c1osed f~rms) one can ea:sily show that there is an induced bilinear pairing on 
. \. 

two cohomology iroups. That is con~idei-ing 

1 : Z!(lv[ - aM) f': zn~pp/f) --> IR. 
M .' ':-

< , 
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the integ~n by parts fo~mula shows that' the integral 

• 1 

lM zP 1\ zn-p 

depends o~ly on the cohomology classes of zP and zn-p whenever 

zP E Zt-(M - aM), zn-p E zn- p(A1). 

Renee there is a biIinear p~iring 

lM : Hf(M - aM) x H:le1(A1) ~ 1R 

induced by integration. The Lefschetz Duality Theorem asserts that this "bilinear pairing 

is non degener~te. Henee T '} 

Again one' (an find the proof of this type of theorem in ~Iassey )980i Sect 9.7, 

or Greenberg and Harper [1981! Chapter 28. Connor {1954! has shown th~t there. is a 

generalisation of the Lefschetz dua!ity theorem. To see what this generalisation is, let 

m 

. a.v == U Ct 
L=l 

where each CI is a connected manifold without boundary,and let 

r' m 

SI = U CI. S2::;: U CI 

'where A'! is a compact, ~rientable n-dimensional manifold with boundary. In this case 

the result of Connor states thi;l.t 

• LiO 
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This result can be interpreted, as before, by ~aying that the bilinear pairing 

r : Cf(M - Sd x C;-P(fv~ - S:d lM 

(' 

descends into a 'nondegenerate bilinear pairing on cohomology when the domain is re

stricted to cocycles, This is verified by using the integration by parts formula to show 

that the restricted bilinear pairing do es indeed depend on cohomology classes only. 

In this thesis, the situation is slightly more general in that 51 and S2 are ~ot 

necessarily disjoint but at the intersection SI n 8 2 a symmetry plane and a comp'onent 

of the boundary of sorne original problem meet at right angles. From the usual proofs of 

the Lefschetz duality theorern (which construct the double of a manifold) it is apparent 

lthat the duaIity theorem 

( 

is still true. It is useful to note that the interpretation of the above duality t~eorems is 

in sorne sense dual to the approach taken in the previous chapter in that the homology 

point of view stresses intersection Itumbers while the COhOffiOlogy point of view stresses 

the bilinear pairing induced by integration. It is Important ta keep this interplay in mind 

since topalogical problerns in electromagnetics involve the bilinear palring in cohornolagy 

and these problems ean be resolved very conveniently by thinking in terms of interseçtion 

numbers. In the .case of the Alexander duality 'theorern thepe is no niee intersection 

number or integral interpretation. This is apparent from the proof of the Alexander 

Duality Theorern (see ,\-lassey '19801 Sect 9.6 or Creenberg an~ Harper lt981! Chaptt'r 

27)~ For a different but clown to earth exposition of interi'ectlon numbers From the point 

of view of differential forms and many other topies treated 50 fal; in this chapter the 

reader is referred ta Hermann i 19ï7! Part 5 Chapter 3 .... 
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2.10 Riemannian Structures, the Hodge Star Operator and an Inner Prad

uet for DifferentiaI Forms 

So far in this chapter those aspects of differential forms which are independent of 

the notion of distance in the manifold have been considered. These includ~ the complex 

structure associated with the exterior algebra bundle of the manifold, change of variables 

formulas for integrals, Stokes' theorem, de Rham's theorems, and duality theorem~ in 
" ' 

homology and cohomology. The next thing to do is to put the whole, framework in a 

Hilbert spaGe setting. 

o 
The inner product on differential forms is a consequence of an inn~r product struc-. 

ture Qin the tangent bundle Qf the manifold or Riemannian structure. Since this idea is , ,-

50 i~portant, it is worth y of a formaI definition 

Definition: A Riemannian structure on a differentiable manifold 1\1 is a smooth choice 
, 

of a positive definite inner product (".) on each tangent space ."fp (recal! L'vfp is the 

tangent·space to M at pro 

In the above definition, smoruh means thaf if the functions in the charts of an 

~tlas for Nf are different~able of order C k and if X, Y :: T~ 1\-1) have components which 

are Ck differentiable, then the function (X, Y) is a C k differentiable function of the 

"'\ coordinates of M. ft is a basic fact in Riem'annian geometry that any manifold "admits 

a Riemannian structure (see for example \Varner 19ï1, p .. '52 or Bott and Tu :1982 

p. 42-43). A Riemannian manifold is. by definition. a differentiable manifold with a , 

Riemannian structure, hence any differentiable manifold can be made into a Riemannian 

manifold. 
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In terms of Iq,cal coordinates (x 1, ... , xn) about a point p E M, if X, Y E Mp and 

then there is a symmetric positive definite matrix (called the metric tensor) with entries 

50 that 
n n 

(x,.,Y)p = L L X1g'J yJ. 
1=1 ]'=1 ' 

Sin,ce I-forms were defined to be elements of M; (the dual spact: to 'l'tEp). the above 
,"f 

inner product induces one on the d}lal space. That is, if w, Tl E' Mi where in terms of 

local coordinates 
n 

W = L ~Idxl, 
1=1 

then 
n n 

(W,71) = L Latg'Jb] 
1= 1) = 1 

where 

(Kronecker delta). 

A. Riemannian structure on a differeI2tiable manifold induces an inner product on 

k-forms and the immediate objecti~é at this point is to see how this inner product comes 

,about. Given a Riemannian structure on the tangent bundle of a manifold it is al ways 

possible to do local computations in terms of an orthonormal basis obtained by the 

Gram-Schmidt pro~edure and patching together the results with a partition of unity. 
1 

Renee, in order ta define a pointwlse inner product on k-forms it suffices to work in 

1;3 



1 . 

( 

tenns dr local coordinates. Having made these observations, let WH 1 S i ~ n be an 

orthonormal basis for M;, (that is, AdN!;) in sorne coordinate chart. This means: 

(K'ronecker delta):: 

By taking aU possible exterior products of these basis forms it is seen t.hat ,h( M;) is 

spanned, by G), k·forms which look like 

and in particular An(Af;)'is spanned by the one element 

Wl 1\ W2 1\ .•• :\ W n .' 

. 
This n·form is called the volume form. ~ext, by the symmetry of binomial coefficients 

it is seen that 

Hence ~h'e two spac~s 6Lre isornorphic. ConsiJer an isomorphism (called the Hodge star 

operator) 

w~ich ac\p on the a~ve ?asls vectors ,in the rollowing way. Det 7r be a permutation of 

n integers and let 

WII'(l) 0\ :";11'(2) /\ ••• ,\ :..JlI"(k) , 

~ , 
be a basis vector in Ak( M~) 50 that 

Wll'(krl) 1\ W1I"(k+2) ;\ •.• "W1l'(n) 

li .. 

" . 



becomes a basis vector iq Ân-k(M;). Define 

.. 
and hence, since the Iinear transformation is defined on the b~sis ve'ètors of .h(Al;) the 

Iinear transformation is cqmpletely defined. Alternatively one can define the operation 
, . 

of r on basis vectors of Ih (Nf;) py the foll~wing 
~ 

( 

(W7r (l) 1\ W7r (2) 1\ .•• 1\ W1I"(k)) 1\ * (W1l"(1)'I\1.> ••• 1\ W1I"(k)) = ~l 1\ wzl\ ... /\ Wn.. = . 

Using'the usual abuse of nOi.ation, one defines the volume form 
ri 

~ L 

where it is 'understood that dV is not nece~sarily the exterior derivative of any (n - 1)~ 

fprm. If 

W = 1,.c.11I'(1) 1\ ... 1\ W 1r (k) 

then the culeS for wedge multiplication and the definition of the $\~ar operator show that 

, . 
and 

hence 

dV =WI\.(*w) 

. == (_l)k(n-k)(~w) I\~ 

19> 

l = r(dV). 

By linearity, this is true for all k-forms. Furthermore if w, T} E Ak (.'-'1;) then 
.' . 

,1 ï5 

"~ 

. ' 

\ 

f 



~J 1 
" ' 

r 

v • 

is a syrnrnetric posi~ive definite function (an inner product) on A' (M;) (seé Flanders 
-, 

[19631 Chapter 2 for a discussion .of this result). This complètes the construction of a 
ri 

pointwise inner product on differential forms. At this point several remarks are in oIder: 

1. Given an orientation on An(Àtf;), the definition of the Hodge star operator is in-
'\> • 

dependent of the orthonormal-basis chosen. That is, if the Hodge star operator is 

defined in terms of an orthonormal basis then the definition of the star operator 

is satisfied on any other orthonormal basis related to the first by an orthogonal 

matrix with positive deterrninant. 

2, On an orientable manifold, it is possible to choose an orientation eOr1sistently- over 

the who le manifold and hence the'star operator can be defineà sffioothly as a 

mappmg 

or equivalently 
" 

3. When there is a pseudo-Riemannian. s~ructure on the manifold, that is, a Rie

mannian structure which is nondegenerate but not positive definite then it is still 

possible to define a star operator, but it cloes not give rise t? a positive clefinite 

bjlinear pairing on k-forms. Such a star operator depends on the ~'signatl1re" of 
-;>--

the metric and oceurs in four dimensi~nal formulations of electrodynamlcs (see 
• 

Flanders [19631 Sects 2-.9,2.7 and Balasubramanian et al. '1970: Sect 3.5). 

The ~olowing examples shows how the operations (d. \. r) are related to the oper-

ators ofveétor a:nalysis. . . 
Example 32 (Three dirnensional vector analysis) 

l16 

-, 

" 



i . 

~, ; 

Suppose Xl, X 2 , x 3 are orthogonal curvilinear coordinat~s in a subset of )R3, that is ' , ' 

if i == J 
if i =F J 

50 that w~ == h,dx', 1 S; t S; 3 is an orthonor111-al ba~is for I-forms. I~ this case,~f 7r is ~ 

the permutation of thre~ integers which se~ds 1,2.3 into i,J,k then 

~(j;VlI\W2 I\(3) = l 

~(wJ 1\ """d =, sgI1(7l''')w1 

hence 

Furthermore, if 
3 3 

.v = L F,:;)t == L Fthtdxt 
!=1 ,=1 

3 3 

r] == L Ct:;)1 == L G1h1dx
l 

t= 1 t= 1 

, and 1 is a function, then it is a straightforward computation to show that 

3 (1 al) dl == ~ -- W t L- hl axl 
1= l 

177 
o 

--~- --



-=l ~ ~I ' h2 h 3 hl h3 

~(:.v ,\ !Ù-==--- FI F2 F3 1 

Cl G
2
' G3 

Thus the operation~ grad ,curl, div, '< and· from vector analysi~ are easily constructed 

from operations on differentiaI forms and the correspondence is made clear by making 

the following identifications: 

dO f +-f grad f 

t.d 1 * W +-f divF 

( 
*(w 1\ 11) +-f F x G 

-_ .~(w 1\ *11J ~ F· G. 

Note that in vector analysis it is customary to identify flux vector fields (arising from 

2-forms) wi,th vector fields aris'ing from I-forms by means of the Hodge star operator. 

Furthermore, one has 

-"d(dft = *(dd)f = 0 =? curl grad f = 0 
1 

i:d * (*dw) = rd( n )dw = x(dd)w = 0 =? div curl,F = 0 

as ~ell as the following identities which are used when integrating by parts . 

. ' . -, :; 
~d ~ (Jw) = * (dU ~ w)) = ~(df " 'fw) - f ~~d·*..v =? div'(JF) = (gradJ) . F T J:~iv F . 

, 
*d{fw) = *(df 1\ w) + f i< dw =? curl(JF) = (gradJ) x F + fcurlF 

(J li8 

.. 



\ 

o 

= t (( dw) /\ 11) - i= (w /\ d11) 

= + (*(*dw)!\ 11) - • (w ,\ "'(*d11)) 

;=:> div (F x G) = (eurl F)· G - F· (eurl G) 

Thus, once the algehraic rules for m~nipulating differential forms ~r\ understood, corn-

monly used vector' identitie~ c~n he derived systematieally. > • 

End of Example 32 

Example 33 (Two dimensjonal vector analysis) 

. 
Suppose xl, x 2 are orthogonal curvilinear eoordinates in a 2-dimensional manifold, 

that is 
,:? . {h2 • 

9 
_ t' 

t] -
0, 

50 that w1 = hJdx t , 1 :s; t ::s; 2 is an orthonormal hasis for I-forms. In this case .. 

hence 

, Furthermore, if 

( l aH ') (1 af ) 
df 0= hl ax 1 Wl, + 'h

2 
ax2 W2 

( 1 af ) 1 ("1 al) kdf = - - - w + - -- W2 
h2 dx 2 hl axl 
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<1 

~d~ ~ _1_ (~(h2F2) - ~(hlFd)' 
h 1h'2 axl ax2 , 

rd '"' ~::: ~ (~(h2FI) ~ ~(hlF:d) 
h1h2 axl "aX2 

*(w A -*''1)::: F1G 1 T f2G2' 

Thus the operators grad, curl, curl ,div and . are easily constructed from operations 

on differential forms and the correspondence is made explicit by making the following 

iden tifications 

dO f t--+ gr ad f 

. *do f~ curl}, 

In addition one sees that 

• 
*d(df) ::: ~(ddf) ::: 0 => curl gr ad f ::: 0 

~d, '1: ("dI) = *d( ** )df ::: - * ddf ::: 0 => div curl f ::: 0 

~d Of (df) = -l:d( *df) => div gr ad f ::: - 1.:0 f ::: curl curl f 
" 

and the following commonly used identities used when inte~rating by parts: 

~d i< (fw) = *d(f 1< w) = ~(df 1\ -l:w) + f * d f. W 

=> div (IF) ::: (grad I) . F + fdiv F 

t.d(fw) = ~ (d(Iw)) 

= ~ (df J\ w) + f .1: dw 

= - * [( * ( * dI)) A w 1 + f * dw \ ~ 

:::} curl (fw) = - (curI!) . F + {curlF. -, 
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These are_the formulas used in Nedelee 1978]. Onçc again with. the use of the formalism 

of differential forms eommonly used vector identities can be derived systematically. ('" 

End of Example 33 

Hopefully the reader has realised that the formalism of differential for ms encom-

passes the types of computations encountered in vector analysis and more general com

putations in ~-dimensional manifolds. For simpl~ calculations in.vo~ing Maxwell's equa

tions in four dimensIOns, see Flanders (19631 Seets. 2.7,4.6 and Ba~ramanian et al. 

'-
: 1970\ Chapter 4. Returning to the topie of inner products, recall that for~àn,orientable 

Riemannian manifold, t'he expression. 

\ 

'--~. 

, 
can be used to define. a smooth symm~tric positive definite bilinear form on Ak (M;) for 

'ail p E M: .f;!jnce let 

be an inner product on Ck(M). This inner product will be of fun9amental importance 

in deriving orthogonal decompositions. Before moving on, there are three fundamental 
, -

properties of the star .operator which should be rememb~red. They are 

0;: '1: W _= (_1)k(n-k}:,v } 
.• ,11, (JJ E Ck(M) 

:.v 1\ "Tf ;::: 11 1\ *w , 
l'! ' 

.+:dV = 1 where dU is the volume n form. 

1 

These expressions enable one to express the above inner product in fo~r different way~. 

~ote that 

'< 

;::: (w 1\ *11). 
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Hence ~sin~ this expression and the syrnmetry of the inner product gives 

o 

For simplicity, assume th~t Af is compact. The above inner product makes C k (.\1) in ta a 

Hilbert space. This is the first step toward obtaining useful orthogonal decampo~itions . 

• 
'. 

2.11 The Operator' Adjoont to the Exterior Derivative 

Having an inner produc~ the exterior k:bun~le of an orientable Riemannian 

manifold M (which will henceforth be assumed compact) and an operator 

one'wants to kp.ow the form of the Hilbert space adjoint 

. " 
which satisfies the following equation: 

/' 

, (dPW,'1)p+l = (w,bp+1T/)p + boundary terrns 

,-1, 

This type of formula will now be deduced from the integration by parts formula which 
~ r ' 

was developed as a corollary to Stokes' Theorern. Let 

then 

82 

" 

'1 



f, 
,-, 
.. ' 
" 
';'~; 

<;. 
" ?~ 

" " 

l 

, , 

( 

( 

"--Yr ' .. ,:ct'w .... , _ l' L_ 

\ 

N ext let Jl = ~ Tl f~r sorne Tl E C p+ 1 (Nf) so that 

, 

" 
• 4' 
(dw, Tllp-T-l = r dw 1\ *11 lM 

= r twl\t(-~l1)-(-l)P ( w'\d(*l1). 
lôM' lM 

Rowever, usi~g the faet that (-1)p(n- p) .j: *"1 = "1. AI É CP'(M) and 

- ~(-l)P(-l)p(n-p) = (""':1rp+ 1- p (1-P) = (_1)np-l 

,one has 

Renee , 

(dPW,Tl)P+l = (w,6p+1Tl)p+"r twAt(*Tl) 
laM 

where 

on (p + 1)-forms. 

In order to gain an intuitive understanding of what is happening on the boundary, 

let us rework the ~oundary ter:.m. Up to now the operator t which gives the tangential . 
components of a differential form was considered to be the pu1l back .on differential 

forrns induced by the rnap 

i: aM -+ M. 
l ' 

That is, t = i#. Given ~ Riemannian metric on MI and if aM is smooth then given 

·a point p E aM one can )ind a ~et of orthogonal curvilinear coordinates such that 

, \ 
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, , 

p h~al? coardinates. (O ... : ' 9)" a~M 

(u 1 ,u 2
, ... t n )"u n '::;,0' are a s~t 

coordinates a k-form iooks 'Iike: 

Q' 

1 
·1 

1 

'. 

l" .> 
has local coordinates . -
a ' 1 

of local coordinate$ in 
1 

i . 

)~. 
( l' n - 2 n - 1 a) cl U , •• "U ,U 1, ,an . ' 

1\1", {n terms of these local' 

'w =. ~1:::;tl <t2(':'<'k:::;·natlI2: .. tkdu~: /\'rÙ !2 /\, •• /\. d'!l'k.' 

O-n a~ .. thè(omponent of this [orm t":,,ge~t ta iJM il given by • 

• , tw' -" a<' d'u l1 /\\du' t2 '\' " /\'du'k - ':"1:Stl<!2< .. ;<qk~n t1 1 2" 'k \ 1 ... 

while the normal component is given by j 
1 

\ 

'\ ' . ' 

It is apparent lhat each ter~ in nw involves dxn, This definition of the normal com-
. ,1 ~ . 

nw == w - tw. 

ponent of a differential form seems- to tbe gue ta Dûff [1952J and is heavily used in 
.; - \ ' .. 

subsequent literat'Ûre (see for instance the papers' by D1uff, Spencer, Morrey, and Con-

nor in the bibliography). By cons;dering,the k-form w +ritten as 
, ~ ... 

" w /= tw + nw \ 

1 / 1 

in t'he ab ove orthogonal coordinate ~Y5tem, it is appare~t that '*w can be decomposed 
1, 

:( t" in the: following two ways: 
~(w) = *(tw) + .f«nw) 
. '" 
(*w) = t(*w) + n{*wJ. " . 

Thus subtracti,ng t~e above tVfo equations, one ded'uces that 

.f<tw - n * w = *nw - t .f< W • • . ' 

~oticing that each term in the right hand side of,jthis equation involves dx" and that .. 
no term in the le ft hand side invo\ves dxn one has: 

~ 
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1 

" 

~ 

n * '.JJ = ttw. " 

Purthe.rmore, since exterior differentiation commutes with· pu-ll backs one h~ 
" . 

" 
dt~= tdw~ 

and , 
d~"1< W = td.j: w. 

Tliis formula as weil as the above formulas relating normal and tang~ntial components 

can be used to derive the following identity: 

Thus in summary 

ô 

, . 
~ 

dt ~ w = td * w'" 

=> *d .j: nw ~ n .j: d * '\ 

-=> 6nw = n6w. 

C> 

nw = w - tw 

n * w = *tw 

~nw = t >I! W 

"dtw = tdw 

6nw, = n6w. 
b 

• • 

.. 

. -
• 

" 

Finally, th~ above identities can be used to rewrite thé integration by parts formula. 

From the above identities invo]ving the. normal components of a differentiâJ form, one 
1 

has. 
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. . 

" 1 

a / 

Next, suppose aM = SI"'; 82 where 8 1 nS2 <is (n - 2)-dimensional and where SI" anq 52 
~ . , ~" '.-

are collections of conneqtecl components of aM or parts of }vf where symmetry planes 
IJ • . ' , 

exist. In this latter case 81 and 8 2 may not be disconnected but meet at ,right angles. 
~ ~ 

The above integration by parts fo'rmula can then be reworked into the following form 

whlch will be esse~tial in the derivation :of orthogonal dec~s: 

(éw, TJh+! - r tw. 1\ .l:nTJ = (w, t5k+lTlh + r tw 1\ '!<nTJ. 
1S1 J~ . , 

, 2.1'2 The Hodge Decomposition' # 

. , 

On a compact orientable Riemannian manifold, an inner produèt structure on 

C:'(M~nd an oper,ator 'adj~int ta the exterio; derivati~e enables o~e to defin~ te 

Laplace-Beltrami operator'" 

~ . D.p = dP - l Dp + t5p+ldP' 
, "'\ ',' 

(aJ;l elliptic operator on p-forms). and harmonie for.ms {solutions ofth'e equation 6w = 0). 

Furthe~m6re, w.hen theq'manifold has no boundary, one has the Hodge decomposition 

theorem which generalises the Helmholfz Theorem of ~vector analysis. For compact 
, . "-- ~--- . 

• 
orientable manifolds without boundary, the Ho'dge decomposition theorem asserts that 

\, . 
" where }lP(M) is thè space of harmonjc~p--forms. Using ~hé' tools of elliptic operator 

theory and the de Rham is~morJ?hism', one can show that 

",' 

and that the basis vectbrs for the de Rham cohom'ology vector spaC;; may be repres~nted . 
by harmonie forms. A self contained' pre>of of the Hodge deeompositio.!!-JiS-Well as 
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" . 

.. 
a.n explanation of the relevant machinery from elliptic operator theory can be found 

" 
in ~'arner [1971] Chapter 6. Alternatively, a short and sweet account of the Hodge 

decomposition thèorem along the lines of this chapter is given in Flanders [19631 Section 

6.4·while a r:tice proof ôf the theorern in the case of 2-dimension~1 surfaces is usually given " 
. 1 

in any decent book on Riemann s~rfaces (seè for exarnple Springer [~957] or Schiffer 

and Spencer !1954]). 

, ' 
1 

For orthogonal decompositions of p-forms on ori~ntable Riernannian manifolds with 

boundary, the tools of elliptic operator theory are less sucessful in obtaining a nice 

orthogonal decomposition which relates harmonie forms to the relative cohomology 

groups of the manifold. The histofY of this problem starts with the papers, of Ka-. , , 

da}ra [1948],Du,ff and Spencer !1952], and en$s with the, w~rk of Friedrichs [1955], Mor-
">'c ,.~~ _ ~ 

rey [1956], and Connor [1956]. A general J:_eference for this problem is the book by 
~.~' l ' 

Morrey [1966] Chapter 7. The basic problem èneountered in, the case of a manifold 

with boundary is thilt the space of harmonie p-forms is generally infinite dimensional 

and the questions of regularity at the boundary are quite thorny. There is a way of 
• d 

, 1 

getting an orthogonal decompositibn for p-forms on manifolds wlth boundary which 
l " 

completely avoids ellipti~ operator theory by defining harmonie p-fields (p-Iorrns which 

satisfy dPw = 0, bpw = 0). Sueh a decomposition IS called a Kodaira decomposition after 

K unihiko Kodaira [1948] who in trod uced the notion of a harm~nic field and the associ

a-Wd...decompositions of p-forms. It turns~out that for compact orientable Riemannian 

manifolds without boundary the proof of the Hodge decomposilPion theorem shows that 

harmonie fields and harmonie forms are equlvalent concepts, Thus the decomposition .. 

of Kodair~ in som~ way generalises the Hodge decomposition and variant's of it'will now 

be derived by using the differential.~ochain complexes already defined, 
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.2~13, Orthogonal DE;!COnlpositions oi p-Forms and Duality 1'heorems 

:rhe immediate'objective is to show that the structure of a complex with an inner 

produ~t enables one to der ive llseful orthogonal deçompositions of p-forms. As usuai let 
" . 

~{ be a compact orientable ,n-dimensional Riemanni'an manifold with boundarv where , . . 

\ 

and Sl.r1 82 is an n - 2 dimensional manifold where a symmetry plane meets the , . 

boundary of som; original pr;blem at right. angles. Consider the cochain complexes 

c ~ (.lVf), C ~ U\1 - S d and recall that 

, .' 

CnM&,(= {w l'w E ëp(~),tw = 0 OT} Sd 

Z!(M - Sd = {w 1 w E C[(Jl - S~), dw = O.} -

• B~(M - Sd = {w 1 w = dv,v C::,Cf-l(M ~ Sd} 

. H~(M - Sl~= Zf(M - 8.)/B~(M - Sd· 
\ , 

- . Next define the complex C .. -CM,82) where 

)" 
and the "boundary operator" in this eomplex is the Hilbert space formaI adjoint 6 of the 

exterior derivative d. Note. that Tp (M,52) is actually a complex sine!! if TJ is a p - I-form 

in this complex then 

. 
nT} = 0 on 82 ::;.. ér+ln~ = n(6p+11J) = 0 on 52 

and ( , . 
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(. 

" 
" 

.. 

. . 

( 

( 

, ~ence define 

,Zp(M, S2) == {~ . 7] E èp(M, S2),Op7]' = o} , 
• Bp(M, S2) ,; {"1 ! '1] = 6~+1~"1 E êp+ 1(M,S2)} 

. ,r 

\ 

\ 

The "cycles" of ~i~:::~:~:~Z::~:;~::~~~:':~~renti~i 'fo= while the "boundli . 
aries" are calle c~exact differentia'l forrns. The first step in deriVi~~ an orthogonal 

or~s on CP(M) is to reeaU the inner prod~ct version of the inteJ 

',-

(d kw,7])k+l- r tWI\ ... n.,,=(w,6k+l~lk+ r tW,f\;:n:7]. 
J SI J S2 

If k = p and w E; Zf(lvI - Sd then the left side ~f this formula vanishes and it is seèn' 
• 0 

that closed p-forms are 9rthogonal to coexact p-forms in C~(M,S2). Alternatively,.if 

k + 1 = p and' 7] E', i p (M, Si) then it is e~i1y seen that coclosed p-forms ar~ orthogonal ' 
1 . , 

to the exact p-,Jorrils in castc(M ~ Sd. Actually, one has . 

.. • CP(M) = Zf(M - S.) (JJ Bp(M,Sif, } (1) 

CP(M) == Zp(M, 52) El? B~U',f, /vI ~ Sd 

Sinee the's~ ide~ntitities expr~ss th~ ,fac~ that if A iy:n oper~tor, b~: ~, en ~ilbert spac~s, 

then " " . 
, . "" ! 

(Image (A))l. = Kernel(AadJ). .' , 

Next by virtue of the faet that Cf(l..,·! - Sd and èp (A1, 52) are 'complexes, one has 

. :p(M, ~2) : Z:(M.52
) } 

Bc(M -.st} ' .... Bc(M - Sd 
(2): ;. 

Finally, defirting the relative harmonie p-fiel'ds as 
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Fig. 21 

. ' 
" 

.J J' 

, -, , 

~(' 'r B- M--S,'j\ 
1.-

.1 
~l' 

:J;.~ 

. , 

: 

, . 

• 0 

the 'orthogonal decompasition is imm~diate once Equations ~1)' and (2) above are ex-' 

ptessed in terms o~ a Venn diagr~m of orthogonal ;paces'as shown in Fig. 21. Thus 
.~ .... 

" 

, \ 

. Zf(M - Sd = B~(M - Sd lB )(P(M,Sd , 

c '. 0 CP(M)' = Bp(M, 82) EEi )(P(M, Sd EfJ B~(M ~ Sd ' . 

where the direct summands are mutually orthogonal with reospect ta the inner produ~~ . ~ 

( \ )p. In arder ta relate this orthogonal àecompositian ta the relative cohomology of . . 
the pair (M, Bd consider the identities 

and 50, one has 

ZnM - Sd = B~(M - Sd El) )lP(M, Sd 

Hf(M - Sd = Zf(M -' Sd! B~(M - Sd 
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( 

that is, in each de Rham cohomology class there is exactly one har,monie field. A more , , 

, .- êoncrete way of seeing this is to write the above orthogo~decom~osition explicity in 
~", ~ /' 

• • 

'- , 

, 1 
1 

( 

" . 

o 

terms of differential forms and use the de Rham isomorphism. That)s. if w E C P(A1) 

then W ,can be decompose,cl iIlt'O three unique, mutually orthogon'al fàctors as follows 
ofh: .. 

. 4 \., 
< , 

'"",,:here 1/ E Cg-":l(M - St}" E Cp ... dM,S2),X· 6 )/P(A1,S2). Furthermore, 
, \ 

w E'Z!(M - Sd * w :te dl/ + X 

w E Zp(J1, Sd * w = 6, + X. 
) 

'Thus,'if'w E Z[(A1 - Sd and zp E Zp(lw, SI) then 

f w = 1 dl/ + f X . f x') ,si~ce f dl/;=~. 
J zp J Zp J Zp J Zp • J zr 

• 1 
• t 

'Renee there is at least one harmonie field in each de Rham cohomblogy class. However 
.' . , 

it is easy to show that there cannot be more than one dist'inct harmonie field in each . - . 
~ 1Itie Rh~În cohomology class. Suppose that 

, ( 

and' '" 
\ 

then , .. 
hl - h2 = d({3 - 1/1'+ 1/2), ç B~(M - Sd 

.. \ .." 
but by the orthogonal decomposition 

Q 
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, .. 

50 hl = h2 an~ there is necess'ârily exactly one lr~r~onic field in each de 1}ham coho:. . 

môlogy class. Thus, explicity, it hlU! been shown that 
, ' 

, " 
Hf(,M -;- Sd ~ }(P(M,St) 

. ' 
hence 

:. 
00 > !3p(M, Sd '= !3~(M - 8d :;= dim }(P(.\I, Sd . \ 

1" f'. 1 

w,here the first equality results From th~ de Rham theorem. The above isomorphism 
" 

, shows, that the projec~ion 'of won ){Po(Al"St} is deduced from the periods of won a basis ., 

" 
At this,point it is best to surnrharise the above discussion in the form of a theorem. 

:>- \ ' 
~ ..... :s... \ .. ~ 

Theoreni (Orthogonal DeêompositÎon of p-forms). Given .M, S1, 82 as usual and 
1 
l ' 

one h~ 

direct su~ decompositions: \ 

, \'-

;.' ÇP(M) = B~(M - Sd"ffi )l1'(\'(f. Sd E9 Bp(}v.f, S~) 

Zf(Al- Sd = B~(l~t[ - Sd EB )lP(M, Sd 

Zp(M, 82) = Bp(~, 52) EB )lP(M, 8d 

where the direct surnmands are mutually orthogonal with respect to the inner 
" 

2) }unique har:nonic field in each de Rham cohomology class, that is, ~n isomorphism 
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so that 

.. 
, "' 

Having established the orthogonal decomposition theorem, it is useful to see how 
, • f • 

duality theorems come about as a .re~ult of the Hodge star operatclr. As a preli,minary, 

,seve"ral formulas must be derived. Recall that if.~ E CP(M) then 

. . 
Thus 

. 
" "dn - p = (_l)p(n- p) t dn- p " * = (_l)p(n-p)+n(p+l)+lbp *. 

1 

Cleaning up the exponents with tTI0dulo 2 arithmetic gives 

and hence 
~ . 

~ext . recall the identities 
,,1 

The ab ove six formulas will now be used to make sorne useful observations. Let À E 
, ( 

"Ck(Atf), and J,l E C n - k (A1) where *À == J,l. In this case one has . 
, 

6kÀ == 0 ;. 0 :; i:bkÀ = (_l)k dn - k 1: À = (_l)kdn - k J,l 

tÀ· = 0 {::} 0 = "tA = n * À = nlJ. 
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J ' 

J, 

~ , 

nÀ = 0 q. 0 = m),. = t i: ),. = tJ.L. 

::-.. ' 
In oth'er word,s, if À, IL E C' (.\;f) and t),. == IJ. th en 

6>" == 0 q dll = 0 c ,..., d>" == 0 {!?> 6 J.L == 0 

.. tÀ = 0 {::} nJ-l = 0, n>. = 0 {:? tJ-l = ~, 
1 

With a litt le reflection, the above four equivalences show that ~he Hodge st~r operator 

induces the following isomorphisms, (here '1 S; 'z S; T.l :; k S; n) 

Ck(M, 51) ~ C~-k(!v[ - 5 t ) 

ZdM,S1) ~ Z;-k(M -§1) 

Ih(M, St) ~ B~-k(M - St) 

What is particularly interesting is the following computation: (here 1 ~ i,j ::; 2, i =1 

J, 1 ~ 1"'5. n) 

'<)(/(M,51 )·=. [(Z~(M - St)) n (ZI(A1,5j ))] 

== > (Z~(M - S1))] il [~(Z/(M,5]))] 

= (Zn_/(M,51 )) n (Z~-I(M - 5})) 

= )ln-IU~J,SJ)' 

In order to jnterpret this result, notice that the derivation of the orthogonal de'c~mpo-

sition is still valid if S land 52 are interchanged everywhere, Hence juxtaposing the 

following two orthogonal decompositions, 

CP(M) = Bg(M - Sd'EB )lP(M, Sd Ef7 Bp(M, 52) 

Cn-p(M) = Bn-p(M, Sd Ef7 )ln-p(M, S2) 87 B~-P(M - 8 2 ) 
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1 

it' is seen that each term in the above decompositidhS is related to the on~directly above 

or' below it by the Hodge star operator, AIso, the star operation performed twice maps 

)/P (Al. SI) r)/ n.- P (AI, S2) isomorphically back onto themselves. since in this case 
.v 

(_l)p(n- p) .j: * = Identity. 

Henee ' 

D At this point i~ is useful to summarise the isomorphisms in (co)homology derived in this 

chapter where coefficients are taken in IR (of course) and Mis an orientable, compact" 

n-dimensional Riemannian manifold wjth boundary where aM = SI U S2 iÏl th~ usual 

way. This is best exprès~êd in the form of the follpwing theorem 

Theorem: 
)lk(M, Stê) 

Il 
)fn-k(M. S2) 

H:(M - Sd 

H~-k(M - 52) 

This theorem expresses the relative de Rham isomorphism (on the righ t), the repre

sentability of relative de Rham °cohomology classes by harmonie fields (in the center), 

and the duality isomorphism induced on harmonie fields by the Hodge star (on the left). 

For the inspiration behind this theorem seeoConnor [1954]. 

, 

. In order to let the orthogonal decompositio_n sink in. it is useful to rewrite it in ~ 

terms of differential forms ang then consider sever al concrete examples. Thus consider 

the following theorem whieh restates the orthogonal decornpostion theorE:m in a more 

palatable way: 

o \ 

Theorem: \If M, SI, and 52 ~ave their usual meaning and w E CP(M) then w has the 

unique repr~sentation ~ 
1 
{ 

w = dv + 0, + X 
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where 
tl/ = O. tx. = 0 . on SI 

ni = 0, nx = 0 on S2 

dx. = 0, Sx = 0 in M'and on aM. 

Furtherrnore, 

, .,1) the three factors ;re mutually orthogonal with respect to the"inner product ( , )p 

2) if dw = 0 in M and tw = 0 on SI .then one can take 1 = 0 

3) if 8w = 0 in M and nw = 0 on 52 then one can take 1/ = O. 

Let the theorêm be illustrated by a couple of examples. 

Example 34 (Three dimensional vector analysis, n = 3, P =q 1.) 

In vector analysis it is customary to identify flux vector fields (arising from 2-forms) 

with veétor fields arising from I-forms by ~eans of the Hodge star <?perator. Keeping 

this in mind, the identifications established in E~ample 32 show that in the case of' 
1 

n :::: 3, p = L the ab ove theorem can be rewritten as follows. If AI is an orientable, 

compact three dimensional manifold with boundary ernbeded in IR 3 'then any vector , 

field V can be uniquely expressed as , 

1) 
_V :::;: grad cp + c~rIF + G . 

~where 
~ 'ï.p = 0, n x G = 0 on S1 

F,·n=O, n·G =0 

curl G = 0, divG = 0 in M and on aM. 

furthermore, ' 
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~~, 
1) the three factors are mutually orthogonal with respect ta the inner product: 

, Q 

/111 ~ L UVd~; 
2) if cu rI V = 0 i'n M and n A V = 0 on SI -then F ma~ be set equal to zero; . \ 

\ 

3) if div V = 0 in M and V . n = a on 52 then r.p may be set equal to zero. 

~ote that in practical problems it is customary to describe G by a (possibly rnultivalued) 

scalar potential and that the dimension of the space of harmonie vector fields which 

. satisfy the conditions imposed on G is /3t{M - Sd = /32(M - S2). 

En d,of Example 34 

Example 35 (Two dimensional vector analysis n = 2, P = 1) 

Let l'Il be an çrientable compact 2-dimensional Riemanian manifold with boundary 

where aM = SI U 52 in the usuai way. Using the identifications established in Ex'ample 

~3 one can rephrase the orthogonal decompositi~n theo;;in as follows. 

V on 1.\1 can be written as ' , \ ' 

Any vector field 

V = grad 4> 7 curl~ + G 

where 
<P = 0, n'<G=O on SI 

Î 
'I/J =0, G; n, = 0 ./' 

./ 
",/' 

curl G = 0, divG = 0 tn 1. and on 8JvI. 

Furthermore, 

1) the three factors are mutually orthogonal with respect ta the inner product given 

by the metrÏc tensor in the usual way: 

~, '( 
--- ' 
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, 

2) if curl V = 0 in ,H and n -< V' = 0 on 51 then 1/J may be set equal to zero; 
.' . 

3) if div V, = 0 in M i}.nd ~ . n = 0 on 52 tlien 4> may be set equal to zero . 

. Note that in practical problems G is invariably described in ter ms of a (possibly multi

valued) scalar pottntial or stream function and \that the dimension of the spaœ of har- ' . \ 

, .. 

m qnic vec lor fie Ids ~ hic h sa lisfy 1 h~ con di tions i~posed on G is fi 1 ( - S,J ~ {J, (M - 5,). 

End of Exa.mple 35 \ 

One final remark is appropriate. In the case of lectrodynamics there is no positive 

definite inner product on p-forms since the metric te sor is not positive definite. One 

can, however, define âll of the spaces round in the orthogonal decomposition and obtain 

a direct SUffi decomposition of C.P(~) even though tJhere is ,no po.sitive definite mner 

product. 

. , 

/ 

/ 

,\ 
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CHAPTER 3 

A Paradigm Problem in Èlectromagnetic Theory 

.. 
"The paradox lS now [ully established that the utmost abstractions are the true 

wrons with which to control our thought of cOncrete fact." 

A.N. W hztehead 

S czence and the modern world, 1925 

C "It is importan t for him who w<V1ts ta discover not to confine himself to one chapter 

, 

of science; but to keep in touch with various others." 

J acques Hadamard 

The psycho~ogy of inventzon zn the mathematical field 

"It has been said many times that Geometry is the art of correct reasoning'sup
ported by incorrec,t figures, but in order not. to be mis/eading, \these figures must satisEy 
certaip. conditions ... " 

Henri Pomcarê 
-

A.nalysis Situs Paper, 1895 

'/ : 

\ 
3.1 Introduction to the Paradigm Problem 

. 
The purpose of this chapter is to show how the' formalism of differential forms re-

duces various broad classes of problems in computational electromagnetics to a common . 

fQrm. For this class of problems, the differential complexes and orthogonal decomposi

tions associated with dÜferential forms make questions of I!xistence and uniqueness of 
. . 

solution simple to answer in a complete w~y which exposes the role played by relative ho- ' 
-

mology groups. When this class of problems is formulated variationally, the orthogonal 
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,1 

decornposition theorem de~~loped in the last chapter generalises certain weil known in-
'. , 

terrelationships be~ween gauge transformations and conservation laws (see Tonti f19681) 

to include global conditions between dual cohomology groups. The orthogonal decom· 

position theorem can then be used to construct an alternate variational princip le whose 

unique extremal always exists and can be us~d to obtain a posteriori mea~ures of prob-
1 

lem solvability, that is/to verify if any conservation law was violated (In the statement of 

the problem. Finally, a dj~grammatjc répresentation of the" proble~ along ,the Hnes of 

Ton ti [1972a] will be given a;d the role of homology groups will b) réconsidered in this • 
" 

context. This of course will be of interest to people working in the area complemen

tary variational prin~ip·les. In addition to the' usual literature cl,ted in the bibliography, 

~J the work of Tonti [19681, [1969], [1972a), [1972bl and [1977], Si~net and' Sibner [1970], 
~ 

[1979], [1981J and Kotiuga [1982] have been particularly useful in developing the ide as 

presented in this chapter. 
/' 

The paradigm problem of this chapter will now be considered. Let. M be a compaét 

orientable n-dimensional Riemannian manifold with boundary. In the paradigm problem 

to be considered, the fi,eld is described by two differential forms ""-. 

(3 E.CP(M), 

which àre related to another differential form 

, -
which describes the sources in the problem. These differential forms ar.e required to 

; 

satisfy the following pair of equations: .) 
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for ail cp-+-! E Cp .... 1(M),cn-p+l :: Cn-p+dM). If S is a sét of n - 1 dimensional 

" interface surfaces where d may be discontinuous, the. first integral equation' implles 

that: 

d,a = 0 on M - S. 

Also one can define an orientation on S so that there is a plus side and a minus side 

and 

"as S is traversed. 

It is natural to inquire whether there exists a potential " 

such that 

{3 = do:. 

In other words, the' first integral 'equation shows' that !3 is a closed form and one would 

like ta knQw whether it is exact. The answer, of course: is given by the de Rham iso-.. 
morphism, that is, {3 is exact if ail of its periods vaQish on a basis of the homology group 

, . 

Hp(M). In aq.~ition to the above structure, the paradigm problem to be considered has 
, . \ 

a constitùtive relation relating f3 and 7]. Further consideration will n~t be given to this 

constitutive re'lation until the next section. 

Although various boundary conditio~s can be imposed ~n /3 and 'f/ so that a bo,und

ary v~lue problem can be defined, to simplify the presentation it is assumed in accor-

'dance with the general philosophy of this thesis that 

tf3, == 0 on SI 

t'f/ ;;;;: 0 on S~ 
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where..S l ri 82 is an (n - 2)-dimensional manifold whose connected components represent 
") -

intersections between symmetry planes and connected com~onents of the boundary of . 

an original problem where symmetries were not exploited. Finally, beforê going on, it 

is Important to list the specifie problems which occur as special cases of this general 

problem. They are: 

1) Electrbdynamics in four dimensions. 

2) Electrostatics in three diinen-sions. 

3) Magnetostatics in three dimensions . 

. 4) Currents in three dimensional conduçting bodies where displacement currents are 

neglected. . . 
s)tow frequency steady or eddy current problems where currents are confined to 

surfaces which are modelled as two dimensional manifolds. In this c~e, the local 

sources or "excitation" is the tiIIle variation of th<e magnetic field transver~e toti'he 

surface. 

, 6) Magnetostatics 'problems which are two dimeI1sional in nature because of transla-

tional or rotational symmetry in a given three dimensional problem. 

7) Electrostatics problems which are two dimensional in nature because of tra,nsla-

tiona! or potational symmetry in a given three dimensional preblem. 

Note that the last two problems have not been discussed 50 far in this thesis ~ause 

of their "topologically uninteresting" properties. They ar~ inc/uded here for complete-

ness, and a word of caution is in order. For two dimensional problems which arise from 

axially symmetric three dimensiona! problems it is important to remember that the 

metric tensor on M is not the one inherited from 1R3 but rather is a function of the 
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, 
distance from the axis' of syrnm.~try. 

'\ .. 
~ 

Tablés 1 and 2 summarise the correspondence between the paradigm problern de-
, 0 

fined in terms, of differential forms and the various cases listed above. Note that two 

di,me,nsional problems are assumed to be embedded in a thfee dimensional space where 

n' is the unit normal to M. Also Table 2 lists example5 considered 50 far in this thesis 

whic.h are useful for sorting out topological or other âètails4 

~) 

n,pl a f3 Tf 
. À • 

1 
t{3 = 0 on SI, 

"- -
. nxE==O 

1 4,2 A,<p E,B D,H J,p 
B·n=O" 

2 3,1 ~.<p E D p n x E =0 

3 3,2 A B H J B·n =0 

4 3,2 H J E aB J·n = 0 -ar 
5 2,1 7/J n' x J E _aB .n' Jn = O', at , 

6 2,1 An n' ,x B H .J . n' Bn = 0 

7 2,1 1> E n' x D p/length Et = 0 

Example of paradigm pro~lem 

. 

/ 
/ 

/' 

,. 

" 

1 
2 
3 
4 
5 
6 
7 

.' . 

. Table 1 

Previous example relevant 

31 
5,6,12,15,19,23,32,34 

8,13;16,19,22,23,32,34 
8,14,17,19,23,32,34 
4,7,11,18,19,33,35 

7,33,35 , 
7,33,35 1 

Table 2 
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tTf = 0 on 82 

n x H =0 

D'n=O 
D·n=O 

n x H=O 

n xE = 0 

Et = 0 
tl 

Ht = 0 

Dn = 0 

. , 

't 

'-
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, \ 

\ 
" \ 

Thus, in sum~ar~. the para:digm problem considered in this chapter takes place on 

an oriente~d compact n-dime~sional Riemannian manifold :\4 w'here SI U 52 := aM in 
- <' \ 

the usual way and r 

a) there is a!3 E Zf(M -Sd for which one wou'ld like to find a potential a E Cg- 1(M) 

such that 

;3 = da:. 

'u • In the language of Tonti [t972a] this equation is called the defining equation. 

b) There is an 1] .E C~-P(M - S2) and a prescrihed A E B~-p+l (M - 8 2) such that 

\ 
in ordet to satisfy the integral equation relating 1'/ and A. Thus when prescribing 

A, care must be taken' to ensure that A Is an exact form .in the relative sense. In 
. 

the language of Tonti [1972a! this equation is called a balance equation. 

lt) 'There is il. constituitive relation relating f3 and 1] which ~ill he disèussed next.' 
• 

3.2 The Constitutive Relation and Variational Formulation 
, ' 

In order to define a constitutive relation between /3 and 1'/, consider a mapping 

which, when restricted to a point 'of M, becomes a ttansformati~n which maps one 
'" . , 

differential form into another. In addition, if 

" 
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but are ot.herwise arbitrary and there is a positivedefiI1:Î~é Riemannian ~tructure on M 

which induces a positive definite inner product ( , Jp on Cf.{M) then the following two 

properties are required of the mapping C:, 

1) Strict monotonicity: ..) 

, with equality if and only if W[ = W2. 

, 
2) Symmetry: defining the linear functional 

and denoting its' Gat.eaux variation by 

, ... 
o it is required·that this functi~n is a symmetric biline'ar function of Wl' and W2. That 

IS • 

, . 
\ . 

. 
The first of these two conditions ensures the invertibility of C (see, Tonti [1972b] 

Theorem 10). When there is a pseudo Riemannian structure on the manifold the inner 

product ( , )p is ,indefinite as is the case in four dimensional versions of electromagnetics 
',~ 

and the appropriate reformulation of Condition 1 is found in Tonti [1972br pp. 351-

352. The second of the above two conditions will imply that there exists a variational 

'principle for the problem at hand. See Vainberg [19641 or Tonti [19691 for a thorough 

"1,. discussion. This being said. let the constitutive relation between (3 and T) be of the [orm 
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1 
The next step in forrnulating the paradigm problem variationally, is to relate 8' E 
, . 

Zf(M'- Sd to a pbtential a. In ail of the- spec~al cases of the paradig~ problem shown 

in Table 1, with the exception of Case 5 involving eurrent flow on sheets, the physics of. . . 

the pr.oblern shows that it is reasonable to assume 

[3 = da 

since M c IRn and the above equation is true for IRn. In Case 5 involving currents 

on sheets, one cari use th~ techniques developed in Example 21 to express the current 
. ' 

density vector in terms of a stream function which has jump discontinuities on a set of 

curves represen~ing generators of Hl (1\If, S2)' The values of these Jump discontinuities - , 
~ 

are related to the time rate of change of rnagnetic flux through "ho les" and "handles" 

and are prescribed as a principal condition in any va;iéi'tional formulation. keeping this 

in mind, it is assurned that . . , 

(3 = da for some a E C p- 1 (M) 

in the paradigm probiem. The next thing to do in formulating a variational principle, 

w here /3 E Zf (M - 8 Il is, irnposed as a principal condition, is to~ figure out a way of 

imposing the condition 

tB = 0 

. 
in terms of a v;ect<?r potential a. In gényral the observation that 

ta = 0 ~ 0 := dta := tda = t[3 on SI 

does not mean that it is advisable to make the pullback of ~ to s;. vanish. To see why 
, 

this is 50. consider the following portion of the long exact homology sequence fôr the 

pair (M, 8 1 ): -lip+l 
-'---jo Hp(Sd ~ Hp(M) 

ip 
~ Hp (M, St} ~ 

li -L Hp-l (Sd 
tp_l 

Hp-t{M) 
}p-l 

Hp-l (M, SI) .;.....--j. ~ ~ 
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Following the three ·step recipe introduced in Chapter 1 gives 

The above arguments concerning the existence of a potential Ci. deal with the periods 

of :3 on generators of Hp (i\1) and hence the generators of Hp(AI, 51) corresponding to 

Image (Jp). It remains to consider how the periods of /3 on generators of Hp (M, Sd 

corresponding to bp-
l (Kernel (;P-l)) de pend ;n the tang~ntial components of 0: on 

SI. Let zp E Zp{AJ,~d.represent a n0T!zer,o homologyclass in b~-1 (Ke;nel(i'p_d) and 

\onsider the calçulation of the period of (3 on this homology class:, 
\ 

r (3 = .f da = f ta = 0 
!zp Jzp Jé}Zp 

, 
if ta = 0 on SI. ' 

, ..... , , 

Renee, unless the periods of (3 vanish on Dp-l (Kernel (7p - 1 ) ) thEl.re is no ho~e of making 
, , 

the tangential componelits of 0: vanis-h on SI' Instead, one must find a way of prescribing 

to: on 51 such that 

~ 
dta = tda = tfJ = 0 on SI 

\ 

and the periods of ;3 on gener~tor's of 8;; 1 (Kernel (i~-l)) are prescribed. This, of 

course, is simple in the case where p = 1 since a scalar potential or s'tream function . 
is forced to be a constant on each connected c<?mponent of SI if its exterior derivative 

vanishes there. For vector potentials (p = 2), the problem IS a Iittle more tricky sinee 

the tangential components of the vector potential on SI are related to sorne scalar func-. . 
tion which has jump discontinuities on curves representing generators of Ht{S2,aS2) .. 

"Cf? This situation should present no difficulties since it has been considered ad nauseam in 

Examples 12, 13, 14. 
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As a prelude to the variational formulation of the paradigm problem, one has 

3 = d~ zn M 
~ f 

, 
" 

ta specified on 51-

The last two co'nditions are used to ensure that /3 E Zg(M - Sd and the periods of f3 

on bp- 1 (Kernel (ip - 1 ) ) ar~ prescribed in sorne definite way. One" now required to find 

a variational princ"iple which would have \ 

inM 

tTJ = 0 on 8.2 

as'EuIer-Lagrange equation and natural,bound~ry condition respectively. A variational 

principle for this problern is a functional 
o 

F: CP-l(M) --> IR 

_ c 

which is stationary,at the p - l form 0: and satisfies the above requirements. In ''or

der to define a variational princi'ple. consider a family of (p '- l)-forms pararn~trized 

differentiably by s, that is. a curve in cp"':' 1 (M) 

where 
"Y(O) = ao, sorne initial state, 

"Y(1) = a, an extremal 

alnd in order to respect the principal boundary condition on ~ l, 

t"Y(8) = ta for ail 8 E [0,1] 

../ ts fixeti. In addition to the ab,ove, no other constraints are placed, on "Y so that 

the variation of the extremal, 
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can be any atbitrary element of cg(lf - Sd",the'space of admissible variations. Next, 

the symmetry condition which states that: 
" 

for aU W,Wl,W2 E CP(M) ensures thafihe value of the fuIfctionaI F defined by: 

F(~) ~ F(ao) + [ ( ( C (d,(s)) ,d (~;~s)) ) p + (-1)' ( 'À, iJ;~S)) pJ ds '" 

where r = (n - p + l)(p -1) + (p - 1) is independent of the path in C P- 1(M) jQining -r' 
ao and a. That is, the vaIlle of othe right hand side of the above equation does not 

depend on the way in which ,(s) 'goes from ao to a as s goes from zero to one (see 

Tonti [1972 bl). For a general view of this formulation of variational functionals the 
1 0 • 

reader is referred ta Tonti [1969] ~nd Vainherg [1964]. 

In or der to verify that the extremal of the ahove functional has the properties 

required of it, recall that an extremal of the functional and the variation of the extrema] 

, are assumed to be . 

di(S) l' = q:.. 
as 8=1 

This implies that variations of the extremal can'-he considered by looking at ")'(1- ê) for 

ê sufficiently small, and that the condition for the functional to he stationary at ais: 

~~ \1(1 ~,é)) 1- = 0,-
-0 ~=o 

Using the definition of the inner product, one can rewrite the above functional as 

'F(a) = F(ao) + fol (lM d (d~~S)) 1\ *C('da) + (_l)P-l lM (d~~S)) 1\,\) ds. 
c ' 

\ ' Q 

UsiRg this form of the functional it is seen that the functional is stationary at a when 

0= :. {-/ (L d (iJ,~~s)) x.è (d,(s)). -t-(:- :;P~l fJ iJ~~8)) J\ ~ ds[o 
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" 1 

for ail li E Ct- ~ (A·f ~ S d. The integration by parts formula which was obtained as a 

1 corollarry to St~kes' theorem shows that: 

\ 

-

f da.'\ ~C(da) = [ ta I\'t (*C(~a)) - (_l)P-:l f a I\'d * C(da). 
lM laM' lM 

Combi'ning the above two equations, it is seen that the functional is stationary at Q if 

for ail ii E Cf-l(M - fIl. This of course means that 

d * C(da) = À 

t (*C(da)) = 0 

in M 

ate t'he Euler-Lagrange equation and nat.ural boundary conditions respectively. Noting 
/ . 
/ 

/hat 

1 Tf = *C(Q), /3 == da 

l ' ' 
(} 'il 1> , 

the Euler- Lagrange equation and the natural boundary conditions state 'that the func-

,(;jonal is stationary wh en 
inM' 

Thug, it" is seen that the paradigm problem is a.menable to a variational formulation. 

, ' 

Before moving to the questions of existence and uniqueness of ~xtremal, it i~ use-

'~f \, ' 
ft1 ~o mention how the interface conditions associ~ted with the two integral laws of 

the pa:radigm probleQ'l are handled in the yariationhl fO.!"ffiulation, sinee this aspect has 

been ignored in tHe above calculations. Interface conditions are considered when the 
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function C is discontinuous along sorne (n - l)-dimensional manifold S. In the vari-, 

ational formulation it is assumed that the potential a: is 'continuous everywhere in M 

a.nd differentiable in M - S. One can define an orientation lo~ally on S ~'~ence a 
t 

plûs side and a minus side. In this case if superscripts rerer to a limiting value of a 

differential,form from a partic1,I.Iar side of S then 

tB~ = t{3- on S 

f"-
is the interface condition associate5! with the integral law 

\ /" , 

f //;3 = 0 for aIl Cp+l È Cp+1 (M). 
Y;+l . 

-------That tlrIsinterface condition results as a consequence of the continuity requirements 

imposed on a: is seen from the following argument. Since a: is continuous in M one has 

r on S. 

Both sides of the above equatio are differentiable with respect to the directions ta.ngent 

10 S because a is assumed diffe entiable in M - S. The exterÎor de~.ivative in C -(S) . . 
involv~s only these tangential dir ctions and -therefore one has 

dta+ = dta- on S. 

but .. 
tda+ = tda- on S , . 

or 
, 

t{J+ = tp- on S 

r 

since exterior differentiation commutes with pull backs. Similarly, when ). has bounded 

coefficients, the interface condition 
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is associated with the Integral law 

].,. -p" 1 ~ = 1,_p+1 .I. 

In order to see how this interface èonditi~ornes out of the variationaJ formlIlation, 

notice that 

need nol exis 1 on. S . Hence, if 1 here .::e ~~ :~:faces. then taking the variation'~ 
functional one must use the integr.tion by parts.formula in M - S. Whon this t!o~~ 
one obtains the exact sarne answer as before plus the following terrn: 

.. 
The arbitrariness ci'f ta. on S implies that 

Thus identifying 

Tl = !cCCB),' 

.. 
one has the desired result. Titis completes the discussion of the constitutive relation , 

and the variational princip le. 

y 

3.3 Gauge Transformations and Conservation Laws 

The objective of this section is to develop a feeling for how non unique the solution 

~f the paradigm.~roblem can be and to ,show how this nonu{liqueness is related to the 

compatibility conditions which must be satisfied in or der for a solution to the paradigm 
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problem to exist. The approach taken in this section is basically due to Tonti [1968],. , 

however~ it is more gener~i than Tonti's in that the role of,homology groups is considered. 

Every effort is made to avoid tlsin,g the words local and global because the mathematical , . 
-

usage of the words local and global do es not coincide with the meanings attributed to 
1 

these words by physicists working in field theory. ' 
, ' 

For the paradigm problem being considered let us define a gauge transformation as 

a trans~ormation on the potential Q which leaves the following quantities untouched: 

!3 = do: in M 

ta on St" 
, 

() The gauge transformation is assumed tQ have the following form 

, \ 

"a -+ 0: + O!G in M 

w here O!G E Zg-l (M - S d. It is obvious that aG cannot lie in any bigger space since, 

by definition 

By the/orthogonal decomposition ~f C\lapter 2, it is known th~tlS-

- where 

and 

• 
Z~-l(M - Sd = B~-l(M -'SI) 67 )(P-l(M,St) 

, , . 
-

)(P-l(M,Sd = {~rj w E z~-:l(lvi - Sd,nw::; 0 on ,S'}.,6w = 0 zn M} 
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, 
This orthogonal decomposition enables one to càaradel"ise the space of the gauge trans-

formations. In scalar potential problems, that is casès 2, 5, 6; 7 in Table l, p is equal 

to one and aG E ){U(M, Sd sinee B~(M - Sd is the space containing only the zero 

vector. }'his situation is trivial to interpret sinee aG is equal to sorne constant in eaeh 

connected component of M which does not contain a subset 'of S 1. In prohlems where .. . 
p is equaI ta two, that is Cases 1. 3, 4 in Ta.blè 1, one ~as 

Thus it is expected that the gauge transformation ean he descrihed by a scalar funetion 

which vanishes on SI and {JI (M"St) other degrees of freedom. The case where Tt is 

equaI ta three is treated exp licit f y in Kotiuga [1982) ~ect. 4.2.2. 

, 1 

Sinc~ the gauge transformation is supposed ta leave.~he differentiaI form (3 invariant, 
, 

one would hope that the gauge transformation would also leave the stationary value of 

the func~ional invariant. In arder ta formalise this intuition, suppose a is an extremal 

and let 

. where . 
1 

and 

. 8,(s) = CXG E Zp-l (M - SI) 
8s c 

In this case recalling the definition of the variational functionaI for the paradigm probl~rn 

: one bas 

F(a + aG) - F(a) = F (1(1H'- F (1(0)) 

= 11 (lM d (a~~8)) li *C (d1(S)) + (_l)P-l lM (a;~s)) li A) ds 
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. 'd (a'Y ( s) ) 0 smee -- = as 

Thus the gauge transformation leaves the value of the functional in\cil.riant if and only if 

1 ac 1\ À = 0 
M ,_ 

This condition can be rewritten as 

However, from the orthogonal decomposition theorem developed in the last chapte~, it 

is known that 

hence *À E *B~-p+l(M - 82) or. À E B~-P+ltM - S~d. This condition is precisely the 

compatibility condition which ensures that the equations 

inM 

t1] = 0 .. 
are solvable for 1]. Thus it is seen that the Euler-Lagrange equation and the natural 

, • <p • 

boundary conditions can.be satisfied only when the stationary value of the functional 

is invariant under any gauge transformation. 

The eompatibility condition on ,\ is nO,t amenable to dired"'V,e;:iiication in its present 

form. However, since 

Z:-P+l(M - 82 ) ~ B:-p+l(M - 82 ) œ H:.-p+l(M - 8 2 ) 

"'#""15 
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Fig.21 

one sees that the compatibility con-dition can by verified by checking \ 

dA == 0 

o.. == 0 

and then verifying that the periods of À vanish on a soet of generators of Hn-p-+-i (M, 82)' 

This, in particular confirms the results given. in Kotiuga [1982] which were considered 
. ' 

in Example 22. This method of verifying the compatibility condition on À- also shows 

that the duality theorem 

\ .. 

plays a crucial role in interrelating degrees of freedom in the gauge transformation ~nd 

degrees of freedom in À constrained by the compatibility condition. 
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It is ~vorth meftioning that 

/ \~ B~-p+l (M - S2) 
.. 

.{' ':. t. 

implies that the value of the functional· is not invariant under every gauge transforma-

tian and that the Euler-'Lagrange equation or the natural boundary conditions carinot 

\ be satisfied, In this case the functional has no extremum alld it is useful to have a geo-

.metrical picture of the situation. Consider the diagram given in Fig. 21. The graph of .. 
the-functional in the F(CP- i (M))-(Z[-I(M - Sd).,L "'plane" is convex upward when-

.... . . \ 

eve"r the Riemannian structure on M is positive definite. This cornes about\as a resùlt . ' 

of the,strict monotonic~ty assumption on the constitutive relation w'hich is a valid a\;.: 

sumption to make in aIl of the 'cases of the paradigm problem listed in Table 1 with the 

exception of electromagnetism in four diI}lensions. For simplicity, in the remainder of 

. this section the discussion 'will focus on the case of convex functionals. , ' 

When the funetional is invariant under gauge transformations, moving in the diree-

tion of Z[-l (M - SI') does not change the value of the functional so that the graph looks 

like an infinitely long level trough which is convex upw<l;rd in the "plàne" F( Cp-l (M))

(Zg-l(M - Sd).L. Hiwever, ~hen the functional is not invariant under gauge trans

formations, that is, À rt. ÈJ';-P+l (M - S2) the trough is tilted and the functional has no 

s~ationary poil~t. In this case the graph in the F(CP-l(M))-(Z[-l(M - sd)J.. "plane" 

remains' the same but the slope in the Z[-l(M - St} direction has a nonzero value 

depending on the value of the projection 

lM O:c/\ À 

y'(o:o,O:O)P'-l 

Thus; the interplay between gauge conditions and conservation laws arises from the 

above projection and gives a geometrical picture as to what happens when conservation 

laws are violated .. \ . 
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It,has been seen that the compatibility condition .,\ E B~-P+,l (M - 82 ) is necessary 

for thé functional to have a minimu!D' In the case pf a linear constitutive relation the 

Euler-Lagrange equation is a linear operator equation 50 that if the spaces iri question 

are chosen ~o that the range of the operator is c~osed then the condition 

is sufficient to ensure the solvability of the Euler-Lagrange equation (see Tonti 119681) 

sinee the Fredholm alternative is applicable in this case. In the case of a nonlinear 

strictly monotone constitutive relation, the resul,ting convex functional may fail to have 

an extremum even if the above orthogonality condition holds. The extra condition, 

which is '~equirèa is 
(C(w),W)p 

V(w,w)p 
-+ 00 as (w,w)p -+ 00 

for aIl w E Cg(M). The reason why this condition is necessary is best understood in 

terms of an example. 

. 
Example 36 (A convex function without a minimum.) 

Let 

, lt is readily verified tha:t 

. ' 

f( Ç') = JI + ~2 -lÇ', 

f'(E) = e(l + e)-1/2 -[ 

1"( E) = (1 + ,e)-3/2. '-

l 

Since the second derivative of this function is always positive, it is seen that the function . . 

" 

is convex for all values of .À. However i(ç is the minimum value of this function then ç ,. 

must satisfy 
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• 
or 

Thus, this convex func~ion has no minimum if )ll > 1. ln order see how this example 

relate~ to the above condition the identifications 

I(ç) = 1~ G('r)dr -lç, 

(C(r), r) == rC(r) 

are made so that 

c (e) = fi (e) + 1 = ç . yI + E2 

and in this caSe 

lei = :;:::1<00 JI + ç2 

50 that the extra condition imposed on the constitutive relation is violated. 

End of Example 36 

Example 36 shows that in the paradigm problem being considered,.if 

then one expects that for sorne À E B~t::..p+l (~,- 82) with sutpciently large norm, 

the fu'nction~l of the 'paradigrn problem' may fal to have a minimum~ The interpreta

tion of this extra condition ,in terms ~f the ·tr7~gh. picture is as follows. Suppose A E 

B~-p+l (M -S2) and ~onsider the graph ofth/functional in the F (( Zf-l(M - Sd) J..)_ 
(Zf-I (M - SI)) l. plane as a function of the norm of A as show in Fig. 22. This diagram ., . 
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iIlustrates how the minimum value of the functional, may tend to minus infinity as the 

norm of À increases and the condition 

(C(w),w) 

Ilwll p 
=00 

is violated. Thus, when thinking of tI:te graph of F(a) as a trough l one s~~s that the 

trqugh is tilted in the Zf-l (M - St) direction when À violates sorne conservation law, 
""" 

and the trough "roUs over" when the above condition is not satisfied and ~ is chosen in, 

a suitable way. 

Fig. 22 

For the purpos~s of numerkal work. one w~uld like a variational principle whose 

extremum always' exists and is unique. The variational principle for the paradigm 

pfoblem has a unique solution if and only if the space Zg-l(M -SI') which is homologous 
" 

to B~-l..(M -SdœH~-l(M -Sd contains only the null vect?f. By the above direct suII\ 

decomposition this happens'in practic~l problem; where p = 1 (50 that B~(M - Sd = 
• 

0) and t'here is a Dirichlefcondition imposed on sorne part of the boundary of each 
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connected component of M, (50 that H~(M - Sd = 0). When the extremal of the 

functional is nonunique, the usual algorithms for minimising conv~x functionals can be 

generalised to the case where the extremum of the functional Îs non unique. For example, 
1 

Newton's method as described by Luenherger [1969] Section 10.4 can be generalised as in 

kltman [19551. However, in such cases it is usually easier to reformulate the variational 

princip le for the paradigm prohlem in such a way that there always exist a uniq.ue 

solu~ion. There are two basic approaches to this pToblem which will be considered next. 
\ \ 

, 
3.4 Modified Variational Principles 

5' 

The purpose of this section is to formula~e/variational principles for t~e paradigm 

problem for which the potential Il is' unique. \ Such varjational principles will have 
,. 

interesting consequences for conservation laws sinee a unique solution for the potential 

Il implies that there is no gauge transformation which in turn implies that there is no 

conservation law which is naturally associated with the functional. 

The first approach to the problem is to note that once the principal boundary 

conditions have been imposed on SI the space of admissible variations of the extremal 

is Cf-l(M - Sd and the space of g~uge transformations is Zg-I(M - Sd. Hence if 

the space of admissible variations--oftlîe functional and the domain of the functional is 

restricted to-

then the functional's previous minimum can still he ~ttained but, the solution is now 

unique:-By the orthogonal decomposition' developed in the last chapter, one has 
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hence the spac~ of admissible variations becomes 

. . 
Bp_.(M,S2) n C~-l(M - Sd = {Œ ! ta == 0 on S1,a = ~~_in M 

d" 1 

for sorne w E CJ(lv!) with nw = 0 on 52}, 

This proce~ure rais es an interesting question. By the observations of Tonti [19681 one 

Knows that ~he numbér of degrees of freedom in the gauge transformation is equal to the 
1 • 1 • 

/' number of clegrees of freed~m by which the source, described by À, is constrained by a 

\ 
\ 

,conservation law. Renee' in tbis case where the domain of the funetional is cbnstrained, 
~. 

50 that the' extremal is unique, one expects that the variational principle is completely 

insensitive to violations of tlfe éonservation law À E B~-p+l(M - 8 2 ), In order to see 

why Ihis is 50, consider Ihe uniq~e decom~~s~tion: _ . 

, 

). = Acons + Anor-c ,1 

A E C:-p+ 1 (M) 

Acons E B~-p+l(M - 8 2 ) 

Ànonc E (B:-P+l (AI - 82)).L . 

-\ 
1 

'r ' 

, ,. 
" What is required- is to sho'Y that the extremal of the functional is independent of the : ~\" 

l, way in w.hich Ànonc is :'prescribed. Considering the functional of the paradigm probi~in 

as a function of A, when Q is restricted as above, one has 
1 -

FA (al - FA" .. (al = (_1)P-l lM t\ Ânon,. . ': 

1 ;; (_l)(p-l)-(n ~;tl)(p-l) f Ànonc 1\ Cl 

lM ' 

./ 

= (-l)(p-l) f ).none 1\ * * 0: 
lM " 

6 \. 

- (-l)(P-l) (' ) 1 - Anone, *0: n-p+l • 
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However, one has " 

> 

*a E i< ((Z~-l(Al - Sd).L) = *~p_}(M, S2) 

= B~-P+l (1\4 - S2) 

" c. (Bn-p+-l) (M S)).L I\nonc '- c - 2 . 

1 

and co~bining the ab<we two, rest- one has ,< 

1 • ' • 

'(A none , ",a)n-p+l == 0 .. 
, 1 

'; , 

50 that 

Thus, bY',restricting the c1ass of admissible -variations of the fupctional's ext~emal"one 

obtains al.variationaI formulation
o 
whose uniqu~ extremal is insensitëve to violations of 

the compaHbility condition A E Bn-p+l (M - St). This approach to the prohlem is 

. useful in the context of direct variational methods such as the Ritz method or the finite , 

element method only when it i5 possible ta find basis fu~ctions which ensure that 

. 
• 1 • The second method for obtaiI\ing a variational formulation of the par-adigm Ilroblem 

in which the ext!e~al is unique is inspired'by Kotiuga [1982] Chapter 5. In this method, 
1 • 

which at first sight resembles the '''penalty function method" (see Luenberger [19691 Sect 

1" 10.11), the domain of the functional before,principal boundary conditions are impased 

\ .. 

. , 

. '- is Cr- l (M). The method involves finding a fU,JlctionaI F.L (0:) whose graph lopks Iike a 

trough perpendicular to the trough of F( 0:) as i5 illustrated in Fig. 23. 
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of F(oc:) 

Fig. 23 

In this scheme the functional 
Q 

~as a unique minimum which lies ~~ove the (Zg-l(M - S1)).1 "axis" whenever the 
, 

.\ 

trough associated with F(a) is not tilted. That is if F.i.(a) i~ d~signed 50 that its 

~ini~ri~ is the (Zr-l(M -'St}).i. "axis" then the minimum of G(a) should lie ab ove 

the (Zr~lJM) Sd).i. "axis" 'whenever ~ E B~-P'+l(M - S2). it is also desired that 

the contrapositives of these statements are also true in the following sense. If À (}. 

B~-p+l(M - S2) 50 that the -trough associated with F(~) is "tilted" then the distance 
. '" 

of the extremum of th~ functionaI.G(a) to the G(o:) - (Zg-l (M - Sd).i. plane measures, 

in sorne sense, the value of the projection 
( 

max r ac 1\ À 
QcEZr-l~M-Sl) } M .,1 

ilacllp-l. 

Having this p.icture in mind, the first thing to do is construct a functional with the 

properties de'sired '~f 1'.1..(0:),. In arder to find a functional which is definite on Zf-l(M-
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st} and level on (Zg-l (M ~ Sd) 1... one notes that! by the orthogonal decomposition of 
, 1 

last chapt,er 1 

c 

(Zf-l(Al- SJ))-1 = Bp-dM ,S2) q, 

. Z,r-l(M - SIl = (Bp-l(M, S,;) -'-. _ / 
Henee, one actually wants a functional F -'-~) which is leve~n B~-1 (M. S,.) and con vex 

(_)-1 : \ ... 
on B p- I (ll-1,S2) . 1 \ 

lAs a prelude to the construction of F-'-(Î)' let K ~e a 

K : CP- 2 (M) -t CP-2(M) 

\ 
\ 

satisfying the sâme conditions associated with the constitutive ~PPing. 

W,WIW' E CP-'(M) the following three properties are assuffied to h~ld.i 

1) Strict monotonicity: \ 

with equality if and only if Wl = W2. 'J 

" .. 
2) Symmetry: defining the functional 

l '\ 

/w(wI) = (K(W),WtJp_2 

and denoting the Gateaux variation of this functional by 

That is, for 

it is required that this function is a symmetric bilinear function of w} and W2. That 

is " , 
\ 
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3) Asymptotic property: 
c 

. (K(w),w)P_2 
hm! l " = 00 . . il w ll p _2-'-OO i w Ip-2 

In addition to these usual properties the ma~ping K will also be assumed to sat~sfy the 

following condition: 

4) K(O) = 0 where 0 is the differential form whose coefficients vanish relathre to any 

basis: 

Given a mapping K which satisfies the above four conditions, consider the func-

tional Fo ( Il) defined as follows ' 

\\'here if 

, 
then one has \ '1 

'Fo b(l)) = Fo h(O)) + 10 1 \ K (h(.)) , :. (61 (S))) p-2 ds. 

By construction, (his functional· is convex in the subspace 

and "level" i~ the subspace Zp-d,\1, ~2): 'Furtherfore Fo{o:) 2: Fo{O) with e~uality if 

and only if 0: E Zp-dM, S2). ~ \ -

At thi, ,·tàge, .the const~ of FI(",) i, actu.Hy ,impie. Considering the or-
, 

thogonal decomposition of the previous c,hapter, the following diagrams are readily seen 
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to be true 

il' 
(B p- 1 (.\1, 52)) -"-

and 

Bp-l (lvf, S2) - Zp-l (.M, S2) L 

il ,1 
'1 

(Zf-;'(M - Sd)1- c (B~-l(l\tr- Sd)l.. 

where' 

= 

-. 

,1 , 

'1 

(Zr-dM" .,))~ 

Bp-dA!, S2) 

Il 
(Zf":l (M - st}) .1 

E9 ){P-l(M, Sd 

Il . 

El.? )/P-l(M,St} 
(2) 

Looking at these di~grams, it is seen that in (1) Fl.. is supposed to be convex on the 
, 

spaces listed in the second column while Fa is convex in the space~ listed in the first 

,. " 

~olumn. Si~ilarly in (;-), Fi.. is invariant w~th rest:>e~t to variations in 'the spaces listed ~ 

in the first column while Fo is inva~ianVwith respe~t to variations in the spaces listed in 

the second column. Thus. observing the direct sum decompositions in the third ~olumn 

of (1) and (2) it is obvious that the functional Fa meets aIl of the specifications of Fl.. 

except on the space )/p-l (M, Sd. More specifically, the "'runctional Fl.. is required to 

constrain the periods of a p - l form in }I p~ l (.1\1, S d while the functional 'Fa does not. 

In order to fix this discrepancy, let 

( 

be a set of generators of H n - p+1 (M,52 ), and 
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be a set of positive con~tants. If 

• 
_ 1 : ~O, 11 ~ Cg;-l(M) 

then the functionals 

defined by 

F, (7( 1)) = F, h(O)) + k, J.' (t, *')'( S)) (l., . éJ~~S) ) ds 

= F, h(~)) + ~' [(1.. .,(1) r -(1.. .,(0)) '] 

, ha've the prO pert y 

with equality if and only if the integral of *l:~ Qver Zl vanishes. Next, consider thé 

"candidate" functional 
,Bn-p+l (M,52) 

Fc~nd(Q) = I: Fi(a). 

Immedi,ately, from the definÏtrons of the Fi, one has, 

,Bn-p+l (M,52> 

Fc-;nd(a) - Fc~nd(O) = I: (F,(a) ~ F,(O)) ~'O 
,=0 

, 
with equality if and only if 

,. ..... _v 
This last condition is equivalent to 
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or 

{

' .<> 'S ,Zp_dM.S,) = Z:-P+l(~ -8,) 

" ! *a = 0, 1-:::: t ~ 3n - p+1 (M,S2) 
Zt 

which, by the relative de Rham isom,orphism, is equivalent to 

and finally, this is equivalent ta 

Renee, in sUl1\..mary 

with equality if and only if 

Furthermore, by construction, Fc{nd is convex when its domain is restricted to the 
, 

space Zf-l(M - Sd. Thus interpreting Fc~nd as"a trough, it is seen that it satisfies the 

requirements of Fl. and hence ca~ be used to define yi, Hénce if one defin~ a curve 
, ) - , q. 

J Î: [0,1]- Cp-d M ,S2) 

then one can define the functional 

as follows: 

F.l b(1)) - FJ: (1(0)) = Fc~d b(I)) - Fc~nd {/(O))' 
l'n-p+l (M,S2) 

= L (Ft (,(1)) - Ft (,(0))) 
, 'i=O 

o 1 '; 1, (K (8'Y(8)), 8 e;~S)) ) p-2 ds C 

/'_P~M.S,) k, i (J., .-;(S)) (f.. .~a~~s) ) d~. 
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Finally one can complete the quest for a variational formulation of the paradigm problem 

in which the extremal of the functional is unique by letting 

G(a) - G(O) = (F(a) - F(O)) + (F-L(a) - F-(O)) 

}Vhile respecting the following principal boundary conditions: 

with 

ta prescribed on SI 

\ 

na = 0 on S'J-

In order ~o define G(a) more explicitly, consider a continuous differentiable curve 

')'(0) = ao 

')'(1) = al 

sorne initial state 

an extremal 

and in order to respect the princip~1 boundary conditions, one has 

", tao = ta = h(s) on 81 

nao = na = n~((s) = 0 

for ail sElO, 1 T- No other constraints are placed on , 50 that 
\ ' 

8')' - 1 as E Cp-I(M, ~2) n C~- (M ,- Sd for aU s E :O,IJ 

and the variation of the extremal 

a')' 1 ~ 
8S-,S;1 = a 

can be chosen ta be any admissible variation where the spa~e of admissibÎè variations is 

èp_dJ\,f,S2) Il C~-l(A! - Sd- Thus writing out the functional G(a) explicitly one has 

O(a) - G(Ct~) = G (1(1)) - G (')'(0)) 
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, = t [(c (d1(s)) , -:- (d1(S))) --+- (-1)' (~À' 0;(8)) Jo S p S p-l 

+ (K (01(S)) , :. (h(s)) ) .J d, 

where r = (n- p+ l)(p-l) +(p-l). To investigate the stationary point of the functional 

one recalls that 

...., 
a= 

and insists that 

for aIl admissible a. Doing this shows that the following identity_must be true for ail lX. 

\ 

It 15 in general not possible ~o integrate by parts to obtain an Euler-Lagrange 

equation in the usual s~nse because of the integral terrns which ~onstrain the integrals 

1 of ,,; on a set of generators of H~,_p+dM,S2;' ~urther;;'ore,\the prèsent case it 

is not necessary to derive an Euler-Lagrange equation sinee the functional is designed 

to be extremised by direct variational methods. What is necessary to verify is the 
~ 0 

geometric picture developed when thinking about the troughs associated with the graphs 

of the functionals F(a) and Fl.(a). That is, it must be verified that when A obeys the 
, . 

conservation law 
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the extremal of G(a) provides a physically meaningful solution to the paradigm problem 

and the projection of the extremal into. Zg-l(M - Sd vanishes. Alternatively, when 

the conservatiof law is violated one hopes that the extremal of G ( Cl!) can be interpreted 

as providing a "least squares" solution to the nêarest physically meaningfull prohlem 

where the conservation law is not violated and that the projection of,the extremal into 
. , 

Zf-l (M -' S d measures in sorne sense the exten t hy which the conservation law is 
,r , 

violafed. Hence let A he' prescrihed i~ sorne way which does not necessarily respect a 

) conservation law and consider the orthogonal decornposition 

t ·. ____ ._~ . , __ ~_ 

À = Acon8 + Anone 

where 
Àcon8 E B~-P+l (M - S2) 

Ànone E (B~-P+l(M - S2)).L = Zn-p+l(M,Sd. 

from this orthogonal decomposition, it follows immediately that 
,~ t 

;, 
, " . 

*,x = *Àeona.:4 *Ànon~ 

where i I~-
*Aeona:::;:: *Bc -P+l(M - 82) = Bp - 1 (M,82) 

*Ànonc = *Zn~p+l (M, Sd = Zg-l(M - Sd . 
." , 

Similarly for a E Cp- 1 (M, 82) one has the orthogonal d~co~position 

, and a can he expressed as 

a = ao + aG ~ 

where 
ao E Bp-dM, 82) 

aG E Z~-l(M - Sd n Cp-dM, 82 ). 
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Finally, for a E Cp-dA!, 52) IÎ Ct-l(.~ - Sd one has the orthogonal decomposition 

Bp-dM, 52) n Cf-l(1'v.1 - Sd = (Bp-dM, s:;!) n C~-l(Af - Sd) , 
- . l) 

.) El1(Z:-I(M- Sd n,èp_dM ,S:d) 
and li can be expressed as 

where 
ao E Bp~1(M,S2) n C~-l(.JI"f - Bd 

aa E Z~-l(M - Sd n èp-dM, 52)' 

Before returning t~ the condition that ensures that the functional G is stationary at a, 

note that expressing ao and âo as 

ao = Ml, âo = ûi = 
" it becomes apgarent that 

j tao = f *U} = (-I)P j d * () = 0, 1 ::; i -::; (3n-P+l(M - 82) 

Zt Z, '"t 

j :tao = f *60 = (-I)P j d* 0 F 0, 1::; t -::; ,@n-p+l(M -' 82)_ 
z, Zt Zt 

since the integral of a coboundary on a cycle vanishes. Next. recall the identity which 

must be. satisfied for ail ,ù E cg- l (M -.: St') n ëp- 1 (M, 82.) in order for the functional 
. ' 

G to bè stationary at a: 

0= (C(da),dâ)p + (K(8a),6â)p_2 + (-Ir (*À,a)p_I 

Substituting the above orthogonal decompositions into this identity and, recalling the 

definitions of the spaces involved gives 

0.= (C(dao,dan)p .... (K(ooc,6âa)p_2 
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Keeping in mind that the spaces Zf-,1(1v! - Sd and Bp-,dM~ S2) are mutually orthog~ 

anal, the i~ner prod~ct inv~lv'ing t~e source term and the variation of 'the extremal can 

be simplified ta yield 

o = (C(dCto},dao~p -:- (~lr (*Àcons,ao)p_l 

ï (K((S"ac),oae)1'_2 -r (-lt (*Ànonc,iiG)p_l 

+ Bn_p~M'S,) k, (1, .ac ) (J.. 'àc ) .' 

It is obvious by the independence of al) and and Qe that the above condition is equivalent 

to the following two conditions: 

1. 

2. 

Thus in order to deduce the properties of the extremal a == 00 + flG of the fùnctional 

G, one can look at the èonsequences of the above two identities. This can be done in 

two steps as follows. 

Consequences of (1) 
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1 

Co~dition (1) is pre~iSeIY:he c;iterion for the orgi.nal functional F to~.n';~:i~nàrY 
at QO .::; (Zf-l (1\4 - S d) J.. and where the sourèe is >'cons. Previous calculations show , 

that the above identity implies 

li f C.(dao) = >"~ons in M 

t * C(daù) = 0 in 52 
/ 

50 that the potential whiçh makes G( a) stationary gives a solution to the paradigm 

problem where ,\ is replaced by >'cons. By the definiÙon of >'cons it follows that 

Renee one can say that the extremal of G provides a solution to the nearest physically 

meaningful paradigm problem. 

Consequences of (2) 

Noticing that lie and QG both belong to th~'space Zf-l(M - Sd n Cp-dM,S2) . 
and lie is arbitrary,_ one can let lie be equal to Qe so that the identity (2) becomes 

withequality if~rido~l~\fae E Bp-'l(M, 52). Stnce'a~ is anelementof Zf-l(M-SI) 

it is seen that the ,expression becomes an equaIity if and only if QG = O. Thus it is 

. apparen t that 
, . 

implies 

and ' 

impliés
O 

, 

,* Ànone ::j: O •. 

" 
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In order to pro've the convers ès of these 'stateme'nts }t- is necessary to show that it is 
") 

, . , . , 
.~ 

possible to find a ?iG' snch that .if Ànone =1= 0 tnen, ," 

" . - ~. 
, 

'c." 

and that ac is such an ae. Unfortunately, , " ~.. , . . 
'., . . ~. , 

, 'f 

" 

and . 
ae E zf-t (lv! - St) n Cp _ dM, 82) .. 

hence aG can be selected to reflect the projec'tion of Ànone in Zg-l(lvf -SdnCp-l (M, 82) 

and npthing more. Note however that if ème imposes with ~omplete certainty 

\ 

tÀ = 0 

~, 

In this case. am 'lie and .f< Ànone all belong to the ·space 

" ' 

" , 
and it is always possible to. find an aG snch that if *Ànone =1= 0 then 

However, by Equation (2) this implies that aG =!= 0 and since Equation (2) is va,lid for 

a'U poss!ble aG, one can set ae equal to QG to obtain 

( ~n-p+l (M,S2) ( ) 2 

-(-l)~(Ü"n"ll<G)p-l = (K(6ll<Gl,6aG)p-' + ~ k, 1. '''G > 9· 
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and it is proved that 

Anone =1= 0 implies . QG i= 0 

implies Anone. = 0 

aG = 0 jf and only if " Anone = 0: 

, 
\ 

i. 

111 It is' seen t~at the ic,lentities (1) and (2) adequately de~cribe what happens in a neigh

bourhood of the extrema!. a in Cp - 1 (l\!, 82) when one thinks in terms of tilted troughs . 

Two final points are in order. Th,e first p~int is' that the value of the functional 
.il 0 • \ _. 

F.l. e~aluated at the ext~em~1 of G prov,id~s .an a posteriori estimafe of how large ~nonc 

ois. This ls apparent from the trough picture. The second poinths that when there is 
't. 

a pseudo-Riemannian'structure on the manifold M, the expression ( , h is no longer 
; , '.) . 
positive definite, hence the functionals considered are no longer convex and the trough 

, 
r CI - \ .. 

picture is no longer valid. Although the orthogonal decomposition of the last chapter is 
- ~ 

J 

still a legitimate direct sum decomposition and when .8n-p+l 0\1,82 ) = 0 the functional 
o 

G still provides an effective way of imposing the Lorentz gauge 
~ , • ; 1 

/ . ~ 

{ja = 0 

" 
whenever thé conl!,ervatian of charge 

is respected, it is not clear what the exact properties" of G are. From the point of view 

of c-()~putational electromagnetks, there is litt le motivation for purs~ing thUis question 

and 50 the case of pseudo-Riemannian structures is ignored. 
'" 
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3.5 Tonti Diagrams 

In this final section, Tonti diagrams and ,the associated framework for complemen
I$:~.';"$> 

tary variational princip les will be considered. This work is weil known to people Ïn the 
-' ,> 

field of computati~nal electromagnetics and an oyerview of -t1i~ literature in this C<1ntext 
, ' 

is (?;iven in the thesis of Fraser [1982] and; more recently, Ïn the pape~ by Penmann and 

Fraser : 1984]. In this contlection the au thor also found the seminar paper by Cambrei! 

:1983; most useful. The basis'of the following discussion are the papers of Enzo Tonti 
, 

: 1972a, 1972bi where certain short exact sequences asociated with differentialoperators 

:'appearing in field equations ar'e recognized as being a basic ingredient in formulating a 
f 

common structure for a !<l:,rge class of physical theories. This work of Tonti fits hand. in -

gIove with the w'ork of J.J. Kohn [1972] on differentiaI complexes. The point of view 
~ " 

taken here is that for the practical problems described by the paradigm pro'blem being 

considered in this chapter, the interrelationship between the work of Tonti and Kohn is 

easily seen by considering the complexes associated with the exterior derivative and its 
1 

adjoint on a Riemannian manifold witq boundary. The idea of introducing complexes 

and various concepts t~rn algebraic topology into Tonti diagrams is not ,new 

developed in ~he companion papers of Branin [1977) and Tonti [1977]. 

and is 

The main conclusion to be drawn frorn the present approach is that the differential 

complexes associated with the exterior derivative give, when ipplicable, a deeper insight 
/ 

(J into Tonti diagrams than ois usually possible sinee the de Rham isomorphism enables 

, 

, ' 

one to give,cQncrete and intuitive answers to questions involving the (co)homology of .. , 

the differentiai complexes. More precisely, the usué'!,l development of Tonti diagrams 

'6 involves differential complexes where the'symbàl sequence of the differential operators 
. -

invol,,:ed is exact while what is actually desired is that the (co)homology of th'complex 



he trivial. That-is, if the (co)homology of the differential complex is nontrivial, then 

reasoning with the exactness of the symhol sequence alone may lead to false conclusi~ns 

concerning the existence and uniqueness of solutions to equations. To the best. of the ,- . , \ 

"l'author's knowledge, the only differenti~l complexes of practical use for which something 

concrete can be said about (co )homology, are the differential co~plexes assodated with 
-. 

the exterior derivative sinee in this case the, de Rham isom~rphism applies. 

In order to formulate a Tonti diagram for the paradigm problem, consider first ·the 

paradigm prohlem and suppose that Hg-l (M - S d is trivial. In this case, 
. . 

and 

a ........ a + dX, 
, 

is a g~uge transformation which describes the nonuniqueness in ~Vpot~ntial a. Next, 
/ 

when dealing with complementary variationâl princip les, it is necessary to' find an 

such that 

dTJpart = À 

and 

In this caSe the forms (3 and TJ are determined,by reducing the problem to a bounda.ry 
. ' 

value problem for 

w here LI is defined by 
" . 

dL! ~ TJ - TJpart· 
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This boundar~ :alue problem for v is \ed uced from the equations 
l ' 

dB:;::: 0 zn M 

lB = 0 on SI 

dv + 71par( = ~C{,8) zn M. 
'. , 

From these equations the boundary value probl;m is seen to be 

d (C- 1 ~ (_l)p~n-p) * (71part ..;.. dv))) :;::: 0 
t(C- 1 ((_I)p(n- p) * (71part -dv))) =0 

, 

in M 

on SI 

tv :;::: 0 onS2' 

The variational formulation for this problem is obtained by· considering a curve 

and defining the functional for the complementary problem as follows: , 

J h(1)) -, J b(O)) 

= - (_!)p(n- p) l' ( C- I 
(( _!)p(n- p) , (~P"'t + d,(s)) ) ,* ( qpa" + d ( Ô~~s) ) ) ) p ds 

= - [ L (C-1 
(( _!)p(n- p) * (qp"" - d,(s)))) " (qp", + d (~~s) ) ) ds. 

In or der to ver if y that this is inde~d the correct functionaUet 

"1(1) = /1 

8,(8) 1 :;::: V, 
~8 8=1 

be the extremal and any variation of the extremal of the functional where the space of 

-' 1 admissible variations is C~-P-l(M - S2) == *Cp+1(M, 82).' The functional is stationary 
! . 

when 

aJ· 1 - (1(1 - c)) = 0 
8ê e;:;û 
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for al! admissible variations ?f the ",extremal. This conditions amountj to 

. . 

0= lM C- 1 ((_1)p(n-p).,~ (T}part + d'"'((l))) (1 d (a;~s) Is=J 
or 

for ail admissible 'Li. Integratirig this expression by parts and using the fact that 

one obtains 

tl/ = 0' 'on 52 

0= r d (C- 1 ((-l)p(n- p) 1: (T}part -+- dv))) 1\ V lM 
--1 t (C- 1 

(( _l)p(n- p) * (T}part T dv))) 1\ tv 
S.1-

from w ich it is apparent that the f~nctional is the- desired one sinee v.cart be taken 

to be an admissible variation. In this formulation, the extremal of the functional J is 
o , 

uniqueup n to an element of-Z;--P-l(M - 52) and the no~ueness can be deseribed 

by a gauge transformation ( 

LI - 1/ + LIe 

Henee whenever there is a Riemannian structure on M whiçh induees the inner product 

< , ) k on k-forms, the functional J is convex on 

and level on the space 

(Z::-P-l(M - 82)),1. = Bn-p-dM,Sd 

= *B~+l (M - Sd 
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Just as the construction of a functional F1. enabled one to modify the functional Ji' .in 

order to construct a variational formulation involving a functional 

~ 
G(o:) = F(o:) -;- FJ..(a:) 

for which the resulting extremal is unique, one can construct a functional J 1. (li) such 

that 

[(li) = J(v) + J1.(lI) 

is a functional whose unique extrema} is also an extremal of the functional J. This, of 
- ~ 1 

course, happens when the functional J-! .... is const~ucted 50 that it is convex on the space 

and level on 

= '*B~-t-l (M - St). 

Thus, again, one is led to a situation involving two troughs as ~hown in Fig. 24. 

, 

, ,Having this picture in mind, the functional .],1. can be constructed in analogy with 
" , 

~ 1 \ , 
. . 

"the' construction of Fl.. Consider first a mapping -
which satisfies the same symmetry, mono~~nicity, and asymptotic properties 1'equired 

of the function K ,used in the construction of Fl.. Define a functional J1. as follows. 

Given , , 

"1 : [0,1] --+ Cn-p-dM , Bd 

let 
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Trou~" of -J.l..(v) 

t . 
-----

0+ -J(\1) 

Fig. 24 

where the Zl are associated with generators of the homology group Hp+l (M, St) and 

the il are positive constants. The functional J 1.. thus defined is convex on the space 
, ---
,~,- ,~ . 

./ (_ ),.1 
Z;--P-~(M - 82) = Bn-p-dM,8t} 

and level on the space 
\;, 

This faet is easily seen to be true sinee the situatio~s involving F1.. and' J.1.. become 
# 

identical if one interchanges the following sy.mbols: 

( 
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K' <-+ K 

n - p +--: p. 

Hence the functional 1 "defined as 

/(1/) = J(I/) + Jl. (1/) 

with domain Cn _ p-dM,8d n C~-P'-l(!v[ - 82), has a unique extremum. 

Finally in order to finish this prelude to the Tonti diagram, -note that if 

then the nonuniqueness in the completpentary potenti~l v, when the variational, formu

lation involving the functional J is used, can be described by a gauge transformation 

l/ -7 1/ + dO 

where 

Furthermore, when considering the Tonti diagram it is convenientto assume that jJ may 

be related to sorne t~pe of source p through the equation 

dfj = p, 

where in the present case p :::; O. Hence, in tétms of the notation introduced 50 far, the 

above formulation of the complementary variational princip le for the paradigm probIem 
~ 1 ' 

is summarised by the following Tonti type diagram used extensively in Fraser [19821 

244 



( 

t' 

and Penman and Fraser [1984:: 

'. 

" . 

t dn -p-t-2 
i 

dA 
-t-
1 dn-p+l 
l ' 
>. r dn-P 

Tf 

r dn-p-l 

/1 

r dn - p - 2 

9 

r dn - p - 3 

.. 

For the purposes of this thesis, the above diagram presents a simplistic view of 

the paradigm problem Binee boundary conditions and domaiI].s of definition of operators 

have been jgnored. Thus it is impossible to"'get' éÏ: clear urlàe;sta~ding of how homology 

groups come into play. In order to remedy. this situation, one must reaÙze that when 

boundary conditions are imposed, the left hand side of the above diagram is associated 

with .the complex C:(M - 8 t ) while the right hand side of the diagram is associated with 

the cor:;tlplex C;(M - 82 ) ~ *C~(M,S2)' Thus to be more e~plicit, the above diagram 

should be rewritten as 
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1 

! dP- 3 

Cf-2(jV! - Sd 

1 dP-2 
l 

Cf-l(M - Sd 
1 

ldP- 1 

Cf(M - St} . -c 
---+ 

" 1 dP 

Cf+l(f\1- Sd 
i 
1 dP+ 1 ... 

Cg+ 2 (AJ - si) 

1 dP+2 ... 

t '2 1 dn-p-t-
1 

C~-p+2(.M ~ S2) 

t 
1 dn-P-r 1 

C,;,-p+l (M - S2) 

"" 
1 dn-P 
1 

,C~-P(M - S2) 

/d n - p- 1 

C~-P-l (AI - 5;2) 

1 dn-p-~ 
C~-P-2(M - 52) 

r d n -p-3 

1

6p 

èp (M,S2) 

J 6p.+l 

-- èp+dM ,52 ) 

r 5p+2 

Cp+2 (M,S2) 

- t-
, IOP:r3 

Once this 'structure has been fdentified, it is apparent from, the previo~s sections of 

this chapter that questions of eXistence and unique~es5 of potentials and questions of 

existence and uniqueness of solutions to boundary value problems are easily handled ' 

by using the orthogonal decomposition developed in the last chapter. Though these 

questions have been consid~red in detaÜ in th~ case of the potèntial a and the results for 
l • 

. the complementarY'potentialll folIo\\, analogously, it is useful to outline t~e role played. 

by various cohomology groups (vector spaces),' SpecificaHy, t~e role of the following 

pairs of-groups and isomorphisms will be summarised: 

.ii) 'Hg(M - 5d ~ H~-P(M -, $2): 
1 

Consequences, of i) 
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Once ta is prescribed on 51, the group Hf-leM - Bd was seen to êlescribe the 

nonuniqueness of a in the paradigm problem which cannot be· described by a gauge 

transformation of' the form 

In other words, the nonuniqueness of a is described by Z[-1 (M - Sd while th~ above 

gauge transformation involves B~-1 (!\rf - Bd, henëe the difference is described by 

Hf-l (AI - Sd since by' definition 

Dually~ H~-p+l (M - 82) was seen to be associated with the global conditions which 

ensure that ,\ E B~-P+l (M - 52) once it is "known that À E Z:-P+l (M - 52). Finally, 

the isomorphism 

HP-l(M - S ) '" Hn-P+l(M - S ) . c 1, - c 2 

expresses the quality between the global degrees of freedom in the nonuniqueness (gaug~ 

transformation~ of a and the solvability condition (conservatio~ law) involving'\. This 

isomorphism is exploited in the construction of the functional FL and its interpretation 
. , 

is best appreciated by using the de Rham isomorphism to reduce the above isomorphism 

to 
~<'. 

• ·Hp- 1 (M, Sd ~ Hn-p+l{M, 52) . 

and to inter;rete this isomorphism in :~rms of th~ intersection num'bers of t~e generators 

of these two homology gmups as in Chapter 1. 

Consequences of ii) 

The g!OUP H[(M - Sd is associated 'with global conditions which ensure that 

(3 E B~(M - Bd once it is determined that fJ E Z!(M -t Sd. Furthermore it' gives. 

247 

J 



li 

\ ' , 

'r , 

insight into the conditions which a must satisfy on 8 1 if fJ = da. Dually the group 

H~-P(A[ - 82) is associated with glob'al conditions w.hich '1part must satisfy in order 

for there to be a v E C~-P-l(Al -82 ) such that 

. in M. 
d'lpart = ..\ } 

dv.~ '1 - '1 part 

Thus the cohomology group Hg(M - Bd is used in formulating a primai variational 

prineiple while the cohomology group H~-P(M - 52) is used in formulating a dual 

variatiorral principle and the isomorphism 

then expresses the fact that the 'number of global conditions is the same in both the . , 
\ 

original and complementary formulations. NQte tnat for most problems, the periods of 

closed forms on the generators of 

have the interpret"ation ora lumped parameter eurient, potential difference, or flux as 

was s~en in Examples '12, 13,,14, and 21. Thus in these examples the isomorphism in 

homology has a direct interpretati8h. 

Consequences ?f iN) 

Had fJ not been a closed form but rather tied t~ an equation of the form 

dfJ = p . 

then if p E Z[+l(M --51 ) the groùp H[+l(M - 8 1) is associated with the conditions 

which ensure that p E B~+l(M - Bd. Thus the group Hf+l(M - Sd is asaociated with 
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the global conditions which ensure the,solvability of the equations for the extrerhalv of 

the complementary variational principle. Dualty, the group H-:;-p-l (M - 52) describes 
. , 

the nonuniqueness in v which cannot be described by a gauge transformation of the 

form 

v ---+ v + dOl 

1 

In other words, the nonuniqueness of v is described by Z-:;-p-l (M !- 82) white the ab ove 
/ . 

gauge transformation involves B~-P-l (M - 82) and the differehce is characterised by 

H~-p-l(M r 8 2 ), Finally the isomorphism 

expresses the duality between the global degrees offreedom in the nonuniqueness (gauge 

transformation) of J/ and the solvabiIity conditiQn (ëonserva~on law) p E B~+ 1 (M - 8 d. 

Thus the ~bove isom?rphism plays the same role in. the complementary variation al 

formulation as the isomorphism in i) played in the primai variational formulation. This 

shows how the above isomorphism played a role in the construction of the functional' 
~ 

Having considered the role of homology and cohomology groups in the context of 

the Tonti diagram for the paradigm problem, one of the principal aims of this ,thesis 
<0 ( 7 ~-.,. 

has bèen achieved. Furthermpre the Tonti diagram for thtY paradigm problem inc/udes 

as, special cases electrostatics, magnetostat!cs and electroma~netics hence it unifies ail 
, . 

of the cases'considered in the paper by Penman a~d Fraser [19841 and makes explicit . . 
the role of homology groups in this context. 
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CHAPTER4 

Final Remarks 

4.1 Future' Work 

The principal goal of this thesis is to demonstrate the usefulness of the formalism 

of differential forms and homology theory in the context of Maxwell's equations and, 

i , 

t~ an extent, this goal ia achieved ih the formula,tion and analysis of the paradigm G "" 

problem of Chapter 3. It is however useful to mention whicJ't otl).er routes could have 
o ' 

been followed in order to reach this goal. That is, it is useful to mention other links 

between homology theory and electromagnetics 'which cou Id have been developed, In 

. particular the author believes that the following three areas look promising. 

, -
Singular Homology Theory and Finite Elements 

Although the homology groups have played a central role in this thesis, no algo

rithm for their computation has been given. It is however a very fortunate coincidence 

that one of the most popular methods for computing nu~erically electromagnetic fields 

ïs the finite el~ment method while one of the easiest ways of computing the homology 

groups of a manifold,is done by computiJlg the homology groups associated with a trian

gulation of the manifold by means of the techniques of singular homoIogy theory. This '. 

coïncidence is fortunate since the cell complexes (triangulations) of singular homology 

theory are essentially finite element meshes. In the context of the T-O method, this 

connection is made very clear in the paper by Brown [1984] while ,the papers of East-

'man and Preiss [19841 and Mantyla [19831 are useful in the context of solid modeling. 

Background material for computing homology groups from triangulations can be found 
~ t' " 
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, . 
in the recent' books by Mllnk~es '~~984), Chapter 1 and Massey (198~1, Chapter 4 whÙe 

• 0 

the paper by Pink'erton :1966] implements a computer program fot the .c~.mputatjon of 

Betti numbers of manifolds. Along another route', it is '~s~ful to' note that the theory of 
1 

polynomial differenti~1 forms over triangulations and associated.orthogonal decomposi-
• 
tions have been studi~.d by Baker [1982), Korp.orowsiü ;197"5], and Dodziuk [1976] w~ich 

. " 

leads the authfu to belie·ve that ~ fundam~ntal ~onnection petween h~mology 'groups 
, ~ 

and finite element interpolation win be recognized in the next few years. 
• Q J ' - , • 

Eddy Curr~nt Problems ' 

~ 

,In the paper of Bossavit !19~21 and Bossavit and Vérité [19831, the connection 
. 

between severa! resu!ts in homoJogy theory and boundary value problems for eddy 
Q • ' 

current is made. In particular, it is seen that orthogonal decompositions for differential 
- . 

forms on manifolds with boundary and the Alexander duality thf}orem play an essential 
, 

role in the global formulation of boundary value problems for eddy currents whenever 

the magnetic field is described by some hybrid set of potentials such as in t!'te case of 

the T-O method, The computation of eddy currents in cbmplicated three dimensional 
, 1 

geometries is a very important engineering problem. For this reasofl, it is important to 
\ . 

further the study of the formulation of such problems. 

Electrodynamics in Four Dimensions 

Of the various instances of the paraJdigm problem listed in ,Table 1 of Section 3.l, 

the case of electromagnetics in four dimensions is often neglected. The author believes 

that this state of affairs is due primarily to t'Wo main obstacles. first because there is no 
1 

system"atic notation for vector c,alculus in fo~r dimensions analogous to div, grad, and 

curl in three dimensions, and second because it is impossible to visualize the topological 

problems inherent in boundary value problems over four, dimensional regions. The first 
,--
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( 
ohstacle is of course removed thiough the use of differential forfis sinee the formalism of 

differential forms is suïtable for any n-dimensional manifold. In the case of the second 

obstacle, it is instructive to note that m~ny boundary vé~.lue problems are set over a 
"" . 

prod uct manifold 

M=MèXMt 
/, 
r 

,t 

~( ~ 
,J 

where Afa is a three dimensional space 'manifold and Mt is a one dimension!il time 

.man~fold which, for example, may be SI (the circle) in problems involving stationary 
J 

boundaries and periodic excitations. The Kunneth formula (see for example Munkres . 

[1984j Section 58) enables one, to' rephrase man y questions about the" homology of the 

product manifold M in ter ms of the homology rof Ms and Mt and hence the topological 
o ~ 

" intricacies associat,~a with M can be resofved by "staring at. pictures" an'd 'the second 

( /' obstacle mentioned above is removed. It i~ important to note that the London ~quations 

( 

of superconductivity are stated j'n a four dimensionally covariant way and the topological .. 
aspects f\ave beè~ investigated by Post [1978 agd 1984]. 

4.2 Outline of Origina.l Contributions 

The purpose of this thesis is to show how systema~ic use of homology groups and , 
. orthogonal decompositions of diffel'ential forms facilitate the formulation and solution 

• of many theoret~cal problems associated with vàriational boundary value problems of -

electroma:g~etics. A major contributio~ of the thesis is then the formulation~i~ Chapter 

3, of the paradigm problem in tèrms of differential forms. This formulation makes trans~ 

parent the interpretation of the Tonti diagram in terms of two differ.ential complexes 

e associated with the exterior deriv~tive. The (co)homology of these complexes is easily 

interpreted through the use of the de Rham isom6rphism and the relevance of homology 

'\ 
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gfOUPS and dualityAheorems in variational boundary value problems of electromagnet-
• 

,ics becomes undeniable once this connection is made. The construction of the modified 

variationaJ principles in Chapter 3 should not be considered as a major contribution 

since the method used and the geometric pictures emphasized (troughs) are an adap-

tion to the present context,of material found in Kotiuga [19~2l. Undoubtably, the main 

original contribution in Chapter 3 is the summary, in Section 3.5, of the role played by 

relative homology groups and duaHty theorems and their relation to the Tonti diagram. 

Though the geometric intuition behind the construction of the môdified variational 

principles in Chapter 3 is obtainèd by thinking in terms of "troughs" , the justification of 
'" 

the arguments hinges on the orthogonal decomposition and duality theorems which were 

derived in Section 2.13. 'The valid~ty of the orthogonal decomposition was apparent o'nce 

the complex C.(M, S) was introduced and the author believes that the introdul!J0n of 
, 

this complex Ïs s,omething new. 'Furthermore, the use of the Hodge star operator for 

proving the duaJity theorem 

is "also something which the author has never seen before. 

Finally, the implicit use of homology theory in engineering electromagnetics is 

widespread but seld~m is ~he connect~on bet~een these two subjects made explicit. For 

this reason it is very hard ta make confident daims of originality for the material in 

Chapter 1. In addition to the general synthesis of ideas, there are two uses of homology 

theory in Chapt~r 1 which the author believes are original and demonstrate ",n essential . . 
role for homology theory. They are: 

1. The use of the long exact homology sequence, in Examples' 12, 13, and 14, in order 

to resolve the global considerations in prescribing the tangential components of a 
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vector· potential on part of a surface where it is known that the normal component 

of the curl of the p,otential must vanish. 

2. The use of duality theorems and intersection numbers in making "cuts" which \ 
. , 

modify a region 50 as ta make sorne relative homology group trivial. Though this 

technique is evident in Maxwell [1891], Section 22, the author knows of no place 

in the électromagnetic~ literature where mixed boundary conditions have been 
\ ' 

studied 50 extensively by means of relative horpology groups. Furthermore, the 

limitations of the method in the context of nonorientable surfaces has not been 

Q exposed as irf·'Example 20. 

/ 
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