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ABSTRACT

In positron emission mammography, the use of planar detector limits the angular

coverage and introduces more noise than conventional positron emission tomography.

We first studied the sampling artifacts introduced from the use of discrete
crystals. The images are reconstructed by back-projecting lines of response from and to
the centroid of interaction within the crystal. We postulate that the sampling artifact
should be reduced by allowing the lines of response to shift away from the centroid

towards the next most probable crystal element.

We then studied noise in the peripheral region of the images. The solid angle
function is an image uniformity correction function. The solid angle function is the last
thing applied before the images are displayed. We postulate that image quality should

improve by re-ordering the solid angle function and the smoothing algorithm.

These two techniques have shown an improvement in contrast, resolution, and

noise. An ROC curve analysis showed an improvement of 9.5 % in accuracy.



RESUME

La limite d’angle soutenue par les détecteurs planaires et stationnaires de la
mammographie par émission de positrons introduit plus de bruit dans les images que dans

ceux de la tomographie par émission de positrons conventionelle.

Dans un premier temps, nous étudions les artefacts d’échantillonnages créés par
I’utilisation de cristaux indépendants. Les images sont reconstruites en projetant des
lignes de reponses qui commencent et finnissent au centroide; correspondant au point ou
I’interaction est la plus probable dans le cristal. Nous postulons que les artefacts
d’échantillonnages devraient étre réduits en permettant aux lignes de reponses de se

déplacer du centroide vers le second cristal le plus probable.

Dans un deuxiéme temps, nous étudions le bruit situé a la périphérie des images.
La fonction d’angle solide corrige les éfficacités géométriques variables des éléments de
I’image et elle est appliquer comme derniére étape de la reconstruction. Nous postulons
que la qualit¢ de 1’image devrait s’améliorer en ré-organisant ’ordre par laquelle la

fonction d’angle solide et le filtre lissant sont appliqué.

Ces deux techniques ont montré une amélioration de 1’image au niveau du
conntraste, de la résolution et du bruit. Une analyse de courbes ROC a montré une

amélioration de 9,5 % en exactitude.
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CHAPTER 1

Introduction

Breast cancer is the most frequent malignant disease and it has the second
leading cause of cancer death in western countries. During the year 2003 in Canada,
21 100 women were diagnosed has having breast cancer and 5300 died of the disease.
About one in nine women is expected to develop breast cancer in her lifetime, and one
in 27 is expected to die of the disease. Self examination, routine breast examinations,
and screening modalities like X-ray mammography along with a better understanding
of the biology of breast cancer, have reduced the age-standardized mortality rate of
breast cancer by about 5 % in the past 30 years even if the age-standardized

occurrence rate has increased by about 20 % in the same time period [1].

1.1 Conventional X-ray Mammography

X-ray mammography is the screening technique mostly used for the detection
of breast cancer. Conventional X-ray mammography identifies microcalcifications and
abnormal breast masses in 80 — 90 % of the cases in which breast cancer is truly
present [2, 3] but unfortunately benign tissue alterations often display similar image
appearances and only 15 - 35 % of the apparently positive X-ray findings are really
breast cancer [4, 5]. This leads to many unnecessary invasive procedures like needle
biopsy, aspiration cytology, core needle biopsy, or incisional or excisional biopsy

followed by histological examination of the excised tissue. Conventional X-ray



mammography is therefore a high sensitivity but low specificity screening device.
Early detection has shown to decrease the death rate in recent years but a reduced
accuracy is found in younger women or women with dense breast [6]-[8]. Clearly
there is a need for a better screening modality for breast cancer which should have:
1. High sensitivity to tumor detection, especially the early stage cancer, since
curability is increased with early detection.
2. High specificity leading to an accurate differentiation between malignant
and benign masses.
3. Non invasive procedure.
4. Easy to use.

5. Reasonable cost.

1.2 Positron Emission Tomography

Positron emission tomography (PET) is a metabolic imaging modality that uses
a radiopharmaceutical to detect increase metabolic rate of malignant cells. The
radiopharmaceuticals used for PET are positron emitters. The positron encounters an
electron and since they are antiparticle of each other, they annihilate emitting two anti-
parallel gamma-rays. Many gamma-ray detectors are positioned in a ring around the
patient and coincidence detection of two gamma rays is kept as a count. Images of
radiotracer distribution are reconstructed using tomographic techniques. These images

are used to find where in the body the radiotracer accumulated.



Many different studies have clearly showed that the radiolabeled glucose
analogue 18F_fluorodeoxyglucose PET, or FDG-PET, is an excellent clinical method
for the detection of breast cancer [9]. A large study conducted by Avril et al. [10] with
144 patients scheduled for a subsequent histological tissue examination showed
promising clinical results using PET for the diagnosis of breast cancer. The images
were analyzed for increased tracer uptake applying conventional image reading (CIR)
and sensitive image reading (SIR). The study published an overall sensitivity of 64 %
and 80 %, and a specificity of 94.3 % and 75.5 %, for CIR and SIR respectively. They
stated a diagnosis accuracy of 68 % for early stage pT1 to 92 % for later stage pT2 and
approaching 100 % for large tumor of stage pT3. Their results clearly showed the

dependence of diagnosis accuracy on tumor size.

Other studies conducted on smaller groups showed even more promising
results. Another study done by Scheidhauer et al. [11] performed with 30 patients
found a sensitivity of 91 % and a specificity of 86 %. One study performed by Adler et
al. [12] on 28 patients found a sensitivity of 96 % and a perfect specificity of 100 %.
Other studies performed by Wahl et al. [13], Tse et al. [14], Nieweg et al. [15], and
Bruce et al. [16] of about 10 to 15 patients each have published sensitivities of 93 + 6

% and all got a specificity of 100 %.



1.3 Motivation for Positron Emission Mammography

FDG-PET has a high sensitivity, a good specificity providing a much higher
accuracy than conventional X-ray mammography. Even if PET facilities are becoming
much more numerous, they are still quite rare and too expensive for routine use in the

diagnosis of breast cancer.

FDG production is facilitated with cyclotron present in most big cities. The
two hour half life of fluorine-18 (F-18) makes it a suitable radioisotope for distribution
to several sites within a city. This makes FDG a readily available source if another
smaller, easier to use and cheaper PET camera design for breast imaging were

available in clinics.

Precise co-registration is important in diagnostic imaging. It permits a good
identification, localization, and quantification of change from one modality to the
next. Until recently PET co-registration with computed tomography (CT) imaging was
a big challenge. Sophisticated software algorithms were developed to perform image
fusion of the two modalities but apart from the brain the alignment is quite difficult
and often unsuccessful due to organ motion between the two scans. This time
consuming practice is far from routine in most clinical centers. With the arrival of the
PET-CT scanner [17]-[19], co-registration is now very easy and precise since the two
images are takén almost simultaneously. In 2001, the PET/CT scanner, attributed to Dr

David Townsend, professor of radiology and senior PET physicist at the University of



Pittsburgh, and Dr Ronald Nutt, President of CPS Innovations, was named the medial

invention of the year 2000 by TIME Magazine.

One great advantage of PET/CT is the use of the CT data for attenuation
correction [20]. Regular PET images need to be corrected for photon attenuation. For
3-D PET imaging, the attenuation correction is usually done by imaging in
coincidence mode with a low activity ®*Ge rod source. The 511 keV annihilation
photons from ®*Ga are detected during a transmission seen as the source rotates around
the patient. Since the CT images are maps of attenuation factors across the patient, an
alternate approach in PET/CT is the use of CT based attenuation correction. This

process saves time and is much more precise than the rod source technique.

However the detection of breast cancer using PET/CT is restricted by the
relatively low spatial resolution of CT which prevents the identification of micro

calcifications compared with conventional X-ray mammography.

Therefore a device combining PET and X-ray mammography would be a
modality of choice for the detection of breast cancer. The device would take advantage
of the high sensitivity of conventional X-ray mammography and the high specificity of
PET. It should be suited for breast cancer, in that it should have a higher spatial
resolution than PET and the same X-ray spatial resolution as conventional
mammography. The device should be inexpensive, easy to use and the scan time

should be kept short as to reduce personnel costs and justify its use.



In the past several years, the development of positron emission mammography
devices, commonly referred as PEM, has started in many research centres. Different
PEM detector designs have been proposed by many groups [21]-[25]. Most of them
use two planar detectors facing each other and finely pixilated scintillating crystals.
The simplest PEM image reconstruction method consists of back-projecting lines-of-
response (LORs) onto several virtual planes located in between the two detectors [26].
It was shown that an iterative reconstruction algorithm, like the one proposed by
Huesman et al. [27], produces better results [28]. However the back-projection method
is still used since it can be performed in real time contrarily to the iterative technique
that can take several hours to converge. Initial clinical results have showed excellent
results with an increase accuracy in imaging small lesions in breast compared with

PET or X-ray mammography alone [29]-[31].

PEM differs from PET in the geometric configuration. To allow an image of
the whole-body, PET requires a ring of detectors located around the patient. The ring
is made of a certain diameter to accommodate different size patient or different scan
position. PEM on the other hand has the sol purpose of imaging the breast and
therefore is made to come very close to the breast. The detectors where actually
chosen to be planar and moveable so to compress the breast as in conventional X-ray
mammography. In most cases, the detectors have much less then 30 cm of separation
and therefore have better geometrical efficiency compared with whole-body PET

scanners. Brain PET scanners can have a much smaller diameter and normally much



more detector rings than whole body PET scanners but is still a short distance from the

head and therefore does not have as high of a solid angle coverage has PEM.

The fact that the detectors are compressing the breast reduces the image
blurring caused by the non-colinearity of the two gamma rays emitted from the
positron annihilation. The compression also reduces the probability that photons will
scatter in the breast but more of these scattered photons are detected due to the high

solid angle coverage.

PEM-1 was developed in our lab at the Montreal Neurological Institute of
McGill University, Montreal, Qc, Canada [24]-[26]. It has two movable planar
detectors so that the breast can be compressed as in a normal mammography unit. Our
design is similar to PET-CT in that the device is integrated to a conventional X-ray
mammography unit for co-registration [32]. In 1997 a clinical trial was conducted by
our group with PEM-1. On a total of 16 cases studied, 10 cancerous tumors and four
benign lesions were confirmed after complete removal of the tumor. The images for
the two other patients were not valuable. From this initial trial we reported an accuracy
of 86%, a sensitivity of 80%, and a specificity of 100% for the PEM-1 [31]. During
the clinical trial of our PEM-1 instrument we observed more noise in the peripheral

regions of the images than could be accounted for by Poisson counting statistics.

In this thesis we tested two techniques to address problems of sample density

artifacts and noise near the edges PEM images which should improve image quality.



We also verified if the accuracy of PEM-1 could improve with a receiver operator

characteristic (ROC) analysis.



CHAPTER 2

Basic Principles of Positron Emission
Tomography

PET is commonly used as a metabolic image technique that can detect
increased in metabolic rate of malignant tumors through the introduction of a
radioisotope into the body. The radioisotope is usually attached to a specific molecule
to produce a radiopharmaceutical which acts as a tracer. An appropriate tracer will
preferentially be absorbed by active cancerous cells than by cells with normal
metabolism. The radiopharmaceutical will also distributed in the body through the
blood and accumulate into organs that consume that specific molecule. Contrarily to
computed tomography (CT) which produces an anatomical image of the patient with
the help of an external highly collimated X-ray beam, PET produces a functional

image of the patient.



Table 2.1 Radionuclides used in positron emission tomography

Maximum Maximum
Radioisotope positron Ty range in
energy water
50xygen 1.72 MeV 2.0 min 8.0 mm
BNitrogen 1.19 MeV 10.0 min 5.4 mm
"Carbon 0.96 MeV 20.4 min 4.1 mm
B Fluorine 0.69 MeV | 109.8 min 2.4 mm

2.1 Positron Emission and Annihilation Photons

All radioisotopes used in PET are positron emitters. Positrons are emitted from
nucleus with an excess in protons. These isotopes are produced by bombarding a
target, i.e. a non radioactive element like oxygen-18, with a beam of high energy
protons accelerated with a cyclotron. Table 2.1 shows some characteristics of a few
radioisotopes used in PET. Table 2.1 shows the maximum positron energy, the half

life of the isotope, and the average range of the emitted positron in water.

The unstable nucleus will decay through positron decay. In positron decay, a
proton is transformed into a neutron. Since charge and parity are conserved, a positron
and a neutrino are emitted from the decay; hence the name positron decay. While the

neutron stays bounded to the nucleus, the positron is ejected from the nucleus.

10



The emitted positron travels a short distance loosing most of its kinetic energy
through inelastic collisions with electrons of the surrounding tissue. When almost
completely stopped, the positron forms a very unstable nucleus called positronium
with a loosely bound electron. The two particles annihilates emitting two 511 keV

gamma rays. From conservation of energy and momentum the two gamma rays will be

emitted 180 degrees from each other.

2.2 FDG
FDG-18 or simply FDG stands for fluorodeoxyglucose-18, it is a glucose
analog molecule to which is attached a radioactive atom of fluorine-18. FDG has been

shown to be a suitable tracer to study the increase glucose consumption of malignant

Vascular j “Free® Metabolic
compartment compartment compartment
.

Hexokinase

8ena

Figure 2.1 FDG-18 cell cycle. The figure was taken from Cherry et al [32].
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tumors and is now the most common radiopharmaceutical used in PET [32].

As opposed to the normal glucose cycle, FDG doesn’t go through the whole
glucose metabolic cell cycle. FDG is transferred from the blood to the cell and makes
FDG-6-PO, which remains trapped in the cell (Figure 2.1). The active cancerous
cells which consume more glucose than regular cells will absorb more FDG. In
addition, proliferating cancerous cells are also hypoxic and in the absence of oxygen
they can redirect the vessels around them for a better oxygen and glucose

provisioning. Therefore, proliferating cells have a much higher FDG uptake [32].

2.2 Photon Interactions with Matter

The two gamma-rays travel through the body and need to be detected in
coincidence with detectors located outside the body. The annihilation gamma ray can
interact with matter through various interaction mechanisms. Three major types play
an important role in PET and they are: Compton scattering, Rayleigh scattering and
photoelectric effect. These interactions are classified in two fundamental categories:
elastic or inelastic interactions. Elastic collision, like Rayleigh scattering, leads to no
change in energy but a possible change the photon’s direction of propagation. Inelastic
collision, like Compton scattering or photoelectric effect, leads to a partial or complete
transfer of the gamma ray energy to electron energy. While pair production is another

possible interaction mechanism, the 511 keV annihilation photon has an insufficient

energy to trigger the interaction.

12



hv' (scattered
photon)

hy (incident
photon) ‘\ 0

Recoil electron

Figure 2.2 Illustration of Compton scattering.

2.2.1 Compton Scattering

Compton scattering is an interaction between the gamma ray and an atomic
‘free’ electron. An atomic free electron is an electron whose binding energy is much
less than the gamma ray energy. In Compton scattering, some of the photon energy is
transferred to the electron which is ejected from the atom with angle . The photon is

also scattered at an angle ¢ as illustrated by Figure 2.2.

From conservation of energy and momentum, one can derive the following

relationships.

E= hvm 2.1)

1+¢&(l—cosg)

1

ST —s 22)

hv'=h

13



where hy, hv', and E are the energy of the incident photon, the energy of the scattered
photon and the energy of the recoil electron, respectively and, € = hy/m.c?, where m,c’

is the rest energy of the electron (511 keV).

The angular distribution of scattered gamma rays is predicted by the Klein-

Nishina formula for the differential scattering cross section da/dQ.

do _ 7z 1 *(1+cos? @ 14 £*(1-cos6)’ 2.3)
dQ 1+&(1-cos) 2 (1+cos? A1 + £(1-cosH)]

Figure 2.3 shows the distribution for gamma ray energies of 25, 511, and

10000 keV normalized to one for 0°. The distribution is Figure 2.3 illustrates the

preference of higher energy photons for forward scattering.
The probability for Compton scattering to occur increases with the number of

available free electrons and therefore increases linearly with atomic number. The

probability decreases gradually with increasing photon energy.

14



90°

180°

270°

Figure 2.3 Polar plot of the number photons (incident from the left) Compton scattered into a
unit solid angle at a scattering angle §. The solid line is for 511 keV photons, the dotted line is for 25
keV photons, and the dash-dotted line is for 10 MeV photons.

2.2.2 Ravyleigh Scattering

Rayleigh scattering, also known as classical scattering or coherent scattering,
consist of the interaction of a photon with all the electrons of the atom. The interaction
is coherent meaning that the photon preserve its energy and hence its wavelength after
the interaction. Thus not energy is absorbed in the medium. The only effect is the
scattering of the photon at a small angle. Rayleigh scattering is mostly important in
materials with high atomic number and with photons of low energy and is therefore

negligible in PET.
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2.2.3 Photoelectric effect

The photoelectric effect is an inelastic collision between a photon and an atom.
The photon completely disappears, transferring all of its energy, and a photoelectron is

ejected from the atom. The photoelectron’s kinetic energy KE, will be:

KE,=hv-E, (2.4)

where Ej, is the binding energy of the photoelectron in its original shell. Photoelectric
effect creates a vacancy in the K, L, M, or N shell and leaves the atom in an excited
state. This vacancy is filled by an outer orbital electron with the emission of
characteristic X-rays. The other possibility for the atom to de-excite is the emission of
an Auger electron. The probability for Auger electron decreases with increasing

atomic number.

hv (incident
photon)

Photoelectron

Figure 2.4 Tllustration of photoelectric effect.
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Photoelectric effect becomes most probable for photon energies equal or
slightly higher then the binding energy of the electron. Photoelectric effect strongly
depends on both the energy of the incident photon and the atomic number of the
absorbing material. As in Compton scattering, photoelectric effect decreases with
increasing photon energy and increases with increasing atomic number. The following
approximate relationship holds between the mass photoelectric attenuation coefficient

7/p, the atomic number Z, and the photon energy hv:

2.5)

That relationship forms the basis of X-ray imaging. The difference in atomic
number between bone, muscle, and lung provides high contrast at low X-ray energies.
Megavoltage imaging is performed in radiotherapy but the images have bad contrast.

It is only used for positioning before treatment.
Figure 2.5 shows the relative importance of photoelectric effect, Compton

effect, and pair production for different photon energies and atomic number material.

As told before for a 0.511 MeV photon, pair production is not a possible interaction.

2.2.4 Total Attenuation

Overall, if all photon interactions are considered, a photon beam is
exponentially attenuated. For a piece of material of thickness x placed in a beam of Ny

incident photons, the attenuation equation is [33]:
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Figure 2.5 Interaction importances. This graph was obtained by plotting data from Podgorsak
[33].

N(x)=N,e™™ (2.6)

where N(x) is the number of photons transmitted through a thickness x and pu is the
total linear attenuation coefficient. For 511 keV annihilation photons in bismuth
germanate (BGO) which is a type of scintillating crystal used in PET (discussed in the
next sections), the attenuation coefficient is g = 0.92 ecm™. So the half value layer

(HVL) of BGO for a 511 keV photon beam is 0.75 cm [35].

2.3 PET Detectors

The PET detectors are normally made of a combination of a scintillating
crystal block and a photo-multiplier tube (PMT). In a whole body PET scanner,

detectors are positioned around the patient into a ring of detectors. For example the
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PET scanner ECAT EXACT HR" (Siemens/CTI, Knoxville, TN, USA) has four rings

of detectors of 80 crystal blocks. Each crystal block is optically coupled to 4 PMTs.

2.3.1 Scintillating Crystal

Scintillation materials are used in the detection of gamma rays emitted from
the positron annihilation. The gamma ray energy is transferred to the scintillation
material through Compton scattering and photoelectric effect and the energy is then

re-emitted into visible light photons. The ideal scintillation material should have the

following properties:
1. High atomic number and density.
2. Convert the kinetic energy of charged particles into detectable light

with high scintillation efficiency.
3. The light yield should be linear, i.e. amount of light should be

proportional to the amount of deposited energy.

4, The material should be transparent to its own light photon emission.
5. The light decay should be short in order to detect consecutive gamma
rays.

6. For good optical coupling with the PMT, the index of refraction of the
material should be close to that of glass.

7. Low cost production.
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No scintillation material meets all of those criteria and so the selection of a
particular scintillation over another is often a compromise between different factors

such as; experimental requirements, availability, and monetary resources.

Table 2.2 shows some characteristics for three types of inorganic scintillation
materials used in nuclear medicine and PET [35]. The table includes thallium activated

sodium iodine (NaI(T1)), bismuth germanate (BGO), and cesium activated lutetium

oxyorthosilicate (LSO).

Table 2.2 Properties of Common Inorganic Scintillators used in PET

Scintillators Nal(T1)° BGO* LSO’
Hygroscopic Yes No No
Relative Light Output 100 15 75
Scintillation Decay Time (ns) 230 300 40
Refractive Index 1.85 2.15 1.82
Wavelength of Max. Emission (nm) 415 480 420
Density (g/cm3) 3.67 7.1 7.4
Effective Atomic Number 51 75 66
Total Linear Attenuation (cm™) 0.34 0.92 0.87

° Thallium activated sodium iodine
* BisGe301, or bismuth germanate
¥ Luy(Si04)0 or lutetium oxyorthosilicate
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Figure 2.6 shows the scintillation mechanism for inorganic scintillation crystal.
The valence band represents the electrons that are bound to the lattice sites, whereas
the conducting band represents those electrons that are free to migrate throughout the
crystal lattice. Gamma rays interacting with the crystal transfer energy that is used to
free electrons in the valence band and creating wholes that must be filled in the
valence band. With the help of impurities, also called activators, added to inorganic
scintillation crystal, the electrons will fall back to the valence band through energy
states created within the forbidden band. The band gaps created within the forbidden
band by the activator are such that visible scintillation photons are emitted when a
transition occurs. These number of light photons emitted will be proportional to the

energy transferred form the incident gamma rays into the crystal.

Conducting band

Activator excited
states

Band Scintillati ;
cintillation
a
gap photon
Activator ground

state

Valence band

Figure 2.6 Energy band of an activated scintillation crystal.
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2.3.2 Photomultiplier tube

A photomultiplier tube (PMT) is a device used to convert a light signal into a
corresponding electrical signal. PMTs can detect the weak light output from

scintillation crystals and output a usable current pulse.

Figure 2.7 PMT shows the simplified structure of a PMT. A light photon from
the crystal enters the vacuum tube through the entrance window before striking the
photocathode. The photocathode is used to convert the incident photon into an electron
through photoelectric processes. An electric field is used to attraét the photoelectron to
the first of a series of dynodes. The dynode, when struck by the photoelectron, will re-

emit about four electrons that will be attracted to the next dynode which is at an even

Output

Collecting ___%4-—'
Anode
Dynodes <

/

High
Voltage

i

i
AvA

Entrance g

Window .
Light Photon from
Crystal

Figure 2.7 Simplified illustration of a photomultiplier tube.
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greater potential. The increasing potential in the series of dynodes is obtained using a
voltage divider. A voltage divider is simply a series of resistors connected to a high
voltage. After amplification through the multiplier structure, the gain in electrons will
be approximately 10°. Those electrons are collected at the anode and form the output
signal. The output signal height will correspond to the total number of electrons
collected at the anode which is related to the number of photoelectrons emitted by the
photocathode. This conversion is done, for most PMTs, in a very linear fashion, so
that the output signal stays proportional to the amount of light photons that enters the
PMT over a wide range of photon flux. The process is a very fast one; a PMT will

produce an electron pulse in a few nanoseconds.

In PET we are interested in the scintillation photon counting; we want to know
how much energy was deposited in the crystal. The height of the output pulse will
determine the energy of the incident radiation. A unit of great interest is the quantum
efficiency (QE), which is the ratio of the number of photoelectron emitted over the
number of incident photons. The spectral response characterizes the QE of the PMT as
a function of wavelengths. Therefore the choice of a particular PMT is done by
matching the spectral response of the PMT with the wavelength of the scintillation

photons emitted by the crystal.
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Figure 2.8 Conventional PET crystal block detector.

2.3.3 Signal processing

A schematic diagram of a most conventional PET detector is shown in figure
2.8. Four PMTs are coupled to a BGO or LSO crystal block which is sawed into an

array of 64 crystal elements.

The only independent crystal elements in that geometry are the ones at the four
corners. The other crystal elements are all in contact with the same crystal block. The
configuration is known as “Anger Logic”. The raw positions, X and Y, and the energy
E of the annihilated photon are determined from the four hardware signals of the

PMTs; A, B, C, and D. They are given by the following equations:

4 (B+D)~(4+C)

2.7
A+B+C+D

24



Y= (4+B)-(C+D) 2.8)
A+B+C+D
E=4+B+C+D (2.9)

These three signals are usually digitized with an eight bit analog to digital
converter (ADC) and sent to the computer if the energy is between the upper and
lower energy discriminator settings. The energy has to be within a certain window, set

by the user, representing full energy deposition of a 511 keV photon.

2.3.4 Crystal Identification Matrix
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Figure 2.9 Grey scale image of a crystal identification matrix of a 10 x 10 and 9 x 9 two
layers crystal block from Zhang et al. [25].
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The X and Y raw positions obtain from Anger logic are stored into a crystal
identification matrix. The crystal identification matrix is required to map, at the
software level, the (X, Y) raw hardware coordinates from the PMTs onto elements of
the cut crystal array. The crystal identification matrix corrects for the spatial distortion

introduced by the use of PMTs. Figure 2.9 shows a crystal identification matrix [25].

The crystal identification matrix is obtained by irradiating the detector face
with a point source located far enough as to produce a uniform flood irradiation. Once
enough counts are collected, the crystal identification matrix is obtained by plotting a

two-dimensional histograms of (X, Y) raw positioning pairs.

Regions of interest (ROI) are drawn around each blob in the crystal
identification matrix. Each ROI therefore correspond to one crystal element of the
block. These regions are then stored into a distortion look-up-table (LUT) that is
further used in a real scan to find into which of the crystal elements in the block the
photon interacted with. The distortion LUT is a two-dimensional (256 x 256) matrix

with its value corresponding to one crystal element.

2.3.5 Coincidence Detection

As previously discussed, the emission of two anti-parallel 511 keV gamma
rays follows the decay of a positron emitting radioisotope. The aim of PET is to detect
both gamma rays in coincidence. In practice, uncertainties created by the scintillation

crystal, the PMTs, the hardware, and the time taken for the photon to cross the field of
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view will make it impossible to detect coincidence events with 100 % accuracy. A
hardware coincidence device determines when two events are in coincidence allowing
a maximum time difference between two events called the coincidence resolving time.
The coincidence resolving time, usually represented by 7, is strongly dependent on the
scintillation light decay of the type of scintillation crystal used. As seen in Table 2.2,
an LSO crystal is much faster than a BGO crystal and will be able to have a shorter
resolving time. Typical resolving times are of the order of 6 to 16 ns for whole-body

PET scanners.

2.3.6 PET Image Formation

In PET, one count corresponds to the detection of two annihilation photons in
coincidence. All counts are stored into arrays called sinograms. Sinograms are also
used in computed tomography and are most suitable for direct use by conventional

image reconstruction algorithms.
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Figure 2.10 is an illustration showing where a coincidence at a certain position
inside the detector ring would go into the sinogram. The horizontal coordinate of the
sinogram represents the distance from the line of response (LOR) connecting the two
detectors to the center of the ring of detectors, r, and the vertical coordinate of the
sinogram represents the angle made by the normal to the LOR and the horizontal axis
of the detector ring, §. The sinogram is a two-dimensional histogram where each rows

correspond to one projection of the patient at a certain angle.

The filtered back projection (FBP) algorithm and statistical model based
iterative algorithms such as ordered-subset expectation maximization (OSEM)
reconstruction are the two major classes of tomographic reconstruction methods used
in PET. Maximum likelihood (ML) reconstruction are known to perform better with
respect to image quality but take more time to produce the images. Hence the FBP

algorithm is mainly used in clinical settings, where time is precious, while ML is

Sinogram

Detector A Point of annihilation J

"D Detector B

Angle ¢

A

—_—
Distance r

Figure 2.10 Schematic diagrams illustrating the construction of a sinogram. A point of
interaction positioned at r from the centre of the scanner would trace a vertical sinus curve of
amplitude r into the sinogram.

28



mostly used in research settings where time is not a key factor. Tomographic image
reconstruction has been an active research field in past few years and is still very
active. Many different algorithms have been design and tested on different types of
PET images. Even if this thesis discusses problems and improvements in PEM image
formation, it is not mandatory neither necessary to dwell on a detailed explanation of

tomographic reconstruction algorithms used in PET.

2.3.7 Spatial Resolution in PET

Spatial resolution of a PET scanner is fundamentally affected by five factors.
These are the positron range, the photon noncolinearity, the detector crystal width, the
block effect and the reconstruction algorithm used. They are illustrated in Figure 2.11

which was taken from a presentation giving by W. W. Moses.

As previously mentioned, from energy and momentum conservation, the
positron emitted from positron emitting radioisotopes, will have some extra kinetic
energy which will be lost through inelastic collisions with electrons inside the patient.
The positron will travel a certain overall distance that will affect spatial resolution
since the two annihilation gamma rays will be emitted a short distance away from the
original decay site. F-18 produces a low-energy positron which doesn’t travel far
before annihilating and thus results in a spatial resolution degradation with a full width
half maximum (FWHM) of about 0.2 mm [37]. The maximum positron ranges are

shown in Table 2.1 for different radioisotopes.

29



Factor Shape FWHM

. 0.20 mm ( "F)
P;;:m; A 1.22 mm (*0)
9 2.60 mm ( “Rb )
Photon

/\ 1.3 mm (head)
2.1 mm (heartf}

Non-colinearity

Detector

Crystal Width cwi2

Block
Effect

AN 1-2mm

o 1.25 (in-plane)
Reconstruction Muitiplicative 1.00 (axial)

Figure 2.11 Fundamental factors affecting spatial resolution of a PET scanner.

The photon noncolinearity is also a spatial resolution degradation effect caused
the motion of the centers of masses of the annihilating electrons and positrons. From
that process the annihilation photons will not be emitted with precisely 180 degrees
between them. The angular deviation is represented by a Gaussian distribution with
FWHM of about 0.5 degrees for most positron emitters and materials [38]. The lost in
spatial resolution from photon noncolinearity increases with detector separation. A
regular PET scanner with a separation of 100 cm will have an effect of about 2 mm on

the FWHM.

The size of the crystal is also a factor affecting spatial resolution. One would

expect using very thin and closely pack crystal elements would decrease that effect.
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Unfortunately reducing the crystal size reduces gamma ray detection efficiency and
increases cross talk between neighbouring crystal elements. The effect on spatial

resolution is equal to d/2 FWHM where d is the crystal element width.

The use of block detectors is believed to have an effect on spatial resolution as
well. Nada Tomic [39], a colleague in the MNI lab, has studied that effect in great
depth and found that it had a much smaller effect than previously suggested by Moses
et al. [40]. The results of Tomic from an experiment specifically design to measure the
block effect by precisely determining the other factors effect, showed that there was a
block effect of FWHM equal to 1.1 mm for block detectors in coincidence. This result
is significantly different from a previously reported value of 2 mm by Moses et al

which suggest that there are other factors affecting spatial resolution.

Overall the spatial resolution (SR) in mm of a PET scanner can be calculated

using [40]:

2
SR = 1.25\/(3 +(0.0022- D)* +s* +b* (2.10)

where d is the crystal width, D is the diameter of the detector ring, s is the effective
source size, and b is the magnitude of the crystal block effect. The 1.25 factor

multiplying the equation is responsible for the reconstruction algorithm used for image

formation.
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CHAPTER 3

Positron Emission Mammography System

As discussed in the introduction, positron emission mammography, referred as
PEM, has been introduced in many research centers around the world [21]-[23], [41]-
[44]. The development of PEM was propelled after positive findings obtained with
whole-body PET scanners for the detection and the staging of malignant breast tumors
and auxiliary nodes involvement. Unfortunately the clinical application of PET is
currently restricted by its limited sensitivity in detecting small breast carcinomas and
its cost. There was clearly a need for the development of an inexpensive, small, high

resolution and high sensitivity PEM device.

We have built a PEM scanner (PEM-1) which produces metabolic images of

breasts co-registered with a conventional mammography unit [24, 33].

3.1 Detectors

PEM-1 one consist of two movable planar detectors facing each other. The two
detectors can compress the breast by moving up and down. The device was made
easily compatible with a conventional X-ray mammography unit for a co-registration.
As shown in Figure 3.1 one detector fits between the X-ray tube and the upper
compression plate, the second one fits inside the magnification cone which is used in

magnification mammography. The purpose of that setting is to obtain the images from
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Figure 3.1 Illustration of the PEM-1 scanner fitting into a conventional X-ray mammography
unit.

the two modalities with no breast displacement between the two acquisitions. A co-
registration tool is used to mark the X-ray film of a square indicating the field of view
of the PEM. The co-registration provides accurate localization and helps the physician
in his decision making process. The physician can go back and forward looking at the

two images and take an optimal decision based on his knowledge in X-ray imaging

and PET imaging.

3.2 Crystals and PMTs

Each of the two detector of the PEM-1 system is comprised of an array of four
bismuth germanate (BGO) crystal blocks coupled with one position sensitive-

photomultiplier tube (PS-PMT). The PS-PMT acts exactly like the four PMTs scheme
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used in PET. The PS-PMT output is four analog signals that are digitized and that

corresponds to the X+, X-, Y+, and Y- used to positioned the interaction of the event

using Anger logic.

Figure 3.2 shows a picture of one crystal block. The crystal blocks are 36 mm
x 36 mm x 20 mm and they were cut into a grid pattern using a multiple blade
diamond saw. The crystals get cut from the top into a matrix of 18 x 18 crystal
elements and 17 x 17 crystal elements from the bottom. The cuts on the top are offset
form those on the top by 1.0 mm [24], and the depths of the cuts ensure that an equal

number of gamma ray interactions occur in both layers. The light is channelled into

Figure 3.2 Crystal block used in the PEM-1 scanner from Robar et al. [24]. The block is cut
on both faces and provides DOI information.
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the crystal elements by filling the gaps created by the finite 0.15 mm size of the blade
with white opaque light reflecting material. The crystal also is left with an uncut
spacing of 2 mm in between the top and the bottom layer to allow the light to travel
from one layer to the other. This unique crystal cutting technique provides one bit of
information on the depth of the interaction (DOI) also providing a sampling interval of

1.0 mm even though the crystal elements are almost twice that width.

Figure 3.3 illustrates how the DOI information is obtained. A gamma ray

photon interaction with the top layer (star labelled 1 in Figure 3.3) will produce

PS-PMT

Bottom
layer

Diffuser —
Top layer—

Figure 3.3 Illustration showing how the DOI is obtained. Two gamma ray interactions
(the stars); one of which is with the top layer and the other one with the bottom layer.

scintillation light photons in the crystal element of the top layer that will spread into a
few crystal elements of the bottom layer. The interaction will therefore appear to come
from the center of one of the bottom layer crystal element. Whereas a gamma ray

photon interacting directly with the bottom layer (star number 2 in Figure 3.3) will
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have its scintillation photons concentrated into the bottom layer and the interaction

will appear to come from the middle of one of the crystal element of the bottom layer.

In a more recent study by Zhang et al. [25] it was shown that the removal of
the 2 mm uncut spacing between the two layers of the crystal improved the crystal
identification. Figure 3.4, taken from Zhang et al., shows the comparison of two
crystal identification matrices with and without the uncut spacing. Before the uncut
region was removed (Figure 3.4 (a)), the crystal identification matrix has a significant
near-far element overlap. After eliminating the spacing (Figure 3.4 (b)), all of the
crystal elements can be identify without difficulty. The next generation PEM-2
detectors will not have the 2 mm uncut region and are expected to have a better spatial

resolution.

100+ 100
200 20+
300 3001
400 400
5001 . ] 500
100 200 3a0 400 600 100 200 300 an0 500
(2) (b)

Figure 3.4 Two crystal identification matrices, from Zhang et al. [25], of a BGO crystal block
of 10 x 10 and 9 x 9 crystal elements for the bottom and the top layer, respectively. In (a) the crystal
was imaged before removing the uncut region and in (b) the uncut region was removed.
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3.3 Data Acquisition and Image Formation

When two events occur in coincidence, four signals from each PS-PMT (X+,
X-, Y+, and Y-) are digitized with an analog-to-digital converter (ADC) and sent to
the computer. Using Equation 2.7, 2.8, and 2.9 the position and the energy of each
event is calculated. The first step of the software is to identify the X and Y coordinates
of both rays as being associated with a unique crystal element in the top or the bottom
layer of the crystal. It does this using the crystal identification matrix. This step, as
previously discussed, corrects for spatial non-uniformity of the PMTs. If the energy is
above a certain threshold, the count is valid and a LOR connecting the two detectors is
back projected across seven equally spaced image planes each of which is a matrix of
128 x 128 integers (32 bits). This type of image formation is referred as a focal plane
imaging. An illustration of the focal plane image formation is shown in Figure 3.5. A
small source or a tumor positioned in between the two detectors will be well focused
in one image plane which is the image plane number three, and will be out of focus in
the other planes, providing a three dimensional localization of the tumor. Since the
same number of LORs cross each plane, the tumor will appear brighter in the focused

plane as shown in Figure 3.5.
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Figure 3.5 Illustration of the focal nlane image formation.

When the LOR crosses one plane, the image pixel at that position is incremented
according to three factors:
1. Each crystal element’s relative efficiency.
2. The attenuation factor along the LOR.
3. A weighting factor which is the reciprocal of the detection efficiency of the
detection probability of an event at that location in that plane being detected

(that factor is further discussed in Chapter 4).

The benefit of focal plane imaging is that it can be performed in a live fashion.
During acquisition, the images are updated each time the input memory buffer fills up.
That gives the user the possibility to see how the image changes with time. It also
gives the possibility to change the position of the detectors if no hot-spot is seen in the

images after a few seconds.
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Figure 3.6 PEM display of a true positive patient.

3.4 Image Display

The images are displayed on a color display set up as 14 128 x 128 matrices,
seven images across and two down the screen. Figure 3.6 shows the images of a
patient with a suspected breast cancer. The suspected breast (right breast) is showed in
the top row of images, and the bottom row shows the contralateral breast (left breast).
The chest wall of the patient is located on top of the images. The tumor in the top row
depicts the focal plane effect, it is mostly focused in the third and fourth images from

the left and is diffuse or out of focus in the other images.

The image display software has a few options for image analysis which are all
available anytime during and after the acquisition. The image contrast can be adjusted
with a simple right click of the mouse, moving in the right and left directions changes
the color window width and moving up and down moves the center of the color
window width up and down. The software allows one to zoom on one specific image
and draw up to four profiles across the same or different images. The user can finally

use a display option to overlay the image of the digitized X-ray mammography film
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Figure 3.7 PEM co-registration image display. Display of the X-ray mammograph image (a)
and overlaid of the X-ray mammograph and the PEM images (b).

and the PEM image as shown in Figure 3.7. The co-registration tool marks the X-ray
film with a rectangle visible in Figure 3.7 (a) and is used to align and display the PEM
image with the X-ray film. In Figure 3.7 (b), only the PEM image pixels above a
certain threshold are displayed in color over the greyscale X-ray mammograph. The

threshold can be changed by the user.
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CHAPTER 4

Under-Sampling Artifacts

As previously mentioned, a weighted back-projection reconstruction technique
is used to reconstruct the images of our PEM-I system. Sampling artifacts are present
in the images since the LORs are assumed to start and end on a unique point, the
centroid of interaction which is identified as the most probable point of interaction of
gamma rays within the crystal element [45]. This effect limits the sampling of the

image space and introduces sampling artifacts.

4.1 Determination of the Centroid of Interaction

The identification of the crystal element into which the gamma ray interaction
occurred is done using the raw position received by the PS-PMT and the crystal
identification matrix. Once the crystal elements are identified for both gamma rays,
the reconstruction is done by back-projecting a line of from one detector to the other.
The LOR angle with the detectors will be determined with the total distance separating
the two crystal elements. Intuitively one would take the distance separating the crystal
element with the middle image plane as being the sum of half the thickness of the
compressed breast, the thickness of the housing into which resides the detector, and
half of the crystal element depth. However the most probable point of interaction of a
gamma ray with a crystal element or the centroid of interaction is not exactly at the

center of the crystal. A Monte Carlo simulation is required to find the centroid of
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interaction. The MNI Monte Carlo Simulation program PETSIM [46] was used to
determine the centroid of interaction of the crystal element of both layers in the block.
For simplicity, only one value is used for all crystal elements of the same layer. This is
slightly incorrect since the penetration angle of the gamma ray with crystal elements
located at the periphery of the crystal block will have on average a value smaller than

90 degrees shifting the centroid closer to the patient.

4.2 Sampling Artifacts

Since PEM detectors are planar and stationary, joining the LORs from
centroids of interaction causes significant changes in efficiency from one image pixel
to the next. Some image pixels will have more LORs crossing them than others. This
will create sampling artifacts resulting in a grid liké pattern in the images. Of course,
the sampling artifact increases the further the image plane is from the middle of the

two detectors.

In PET, even if image reconstruction is also performed using back-projection
techniques where LORs are drawn between two crystal elements, sampling artifacts
are not present since the angular coverage of the detectors is 360 degrees. The LORs
are coming from almost all possible angles and a very low amplitude sampling artifact

is visible near the edges of the field of view.

A study was performed to compare the imaging performance of a rectangular

geometry and a parallel dual-planar geometry PEM scanner [47]. Their rectangular
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Figure 4.1 2D LORs drawn for a five crystal elements detector (a) where three image planes of
nine image pixels are represented by dotted lines. The image pixels are in reality touching each
other. The LOR density for the three image plane (b) is calculated by adding the number of LORs
that intersect each image pixel.

design consists of four detectors positioned in a rectangle where each detector is
placed in coincidence with the other three. As expected, they concluded that the
rectangular design performed better than the planar design from the greater angular
coverage. The rectangular design is however more complicated to built, would make
the price of a scanner go up by a factor of two, and is not easily compatible with an X-

ray mammography unit like PEM-1.

The sampling artifacts are presented in Figure 4.1. Figure 4.1 (a) is a simple
2D representation of a five crystal PEM detector. The LORs and three image planes of

nine image pixels are shown in Figure 4.1 (a). The LOR density for the three image
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planes is shown in Figure 4.1 (b) for each image pixel. The LOR density is calculated

by counting the number LORs that intersect each pixel.

Figure 4.2 is a more general version of Figure 4.1. Figure 4.2 is a three
dimensional representation of the LOR density through four of the seven image
planes. This is a simulation performed with Matlab, The Matworks, Inc. and the code
(m-file) is shown in Appendix 1. This simulation was done considering two planar
detectors of one layer of 10 x 10 crystal elements each. These histograms are obtained
by backprojecting all the possible LORs between the two detectors onto seven image
planes from and to the centre of each crystal elements. Each 20 x 20 image planes are
incremented by one whenever a LOR crosses an image pixel. From symmetry, only
four of the seven image planes are shown in Figure 4.2. The middle plane is shown is
Figure 4.2 (a), and the other 3 planes closer to one detector are shown in (b), (c), and
(d). The sampling artifact is absent from the middle plane but becomes more of a
problem for other planes closer to one detector. Of course the sampling artifact in our
PEM-1 system is never as pronounced as shown in Figure 4.2 (d). The reason is that
we have not only one but two layers of crystal elements in each detector in our PEM-1
system where all the crystal elements are in coincidence with each other. This
geometry quadruples the number of possible LORs compared with a single layer
crystal. The simulation was performed with a one layer crystal for demonstration

purposes.
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(b)

(2)

Figure 4.2 Three dimensional histogram of the LOR density through four of the seven image

planes. (a) is the middle plane, (b) is the second plane, (c) the third, and (d) is the fourth plane closest to

one detector.
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4.3 Energy Deposition in the Crystal

A 511 keV gamma ray incident on a crystal will transfer its energy through
two main interactions as discussed in Chapter 1. If the interaction is through the
photoelectric effect, then all the energy is deposited in one crystal element and the
scintillation light will clearly identify that particular crystal element on the face of the
PS-PMT. However a 511 keV photon interacting with BGO has approximately a 45 %
probability of undergoing a photoelectric interaction [48]. So if the first interaction is
through Compton scattering, which is more probable, the photon will deposit some of
its energy in the first crystal element it interacts with and the scattered gamma ray may
make further interactions in the same or other crystal elements. Even for a 180 degree
scatter the scattered photon has more energy than the recoil electron. If the scattered
gamma ray is absorbed by an adjacent crystal element, the scintillation light will be
distributed in two crystal elements, while the amount of scintillation photons received
at the PS-PMT surface will be equivalent to a 511 keV photon. Hence, the event will
be accepted but position given by the PS-PMT will be erroneous, it will correspond to

a crystal element located somewhere in between the two interactions.

4.4 Sub-Crystal Identification

The problem of energy deposition through multiple interactions is especially
present in PEM scanners since the crystal block is very finely pixilated. Each crystal
elements of the two layers is 1.9 mm x 1.9 mm, which produces a crystal center-to-
center separation of 1.4 mm on the diagonal of the block. This will have the effect of

overlapping neighbouring ROIs in the crystal identification matrix. From what was
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Figure 4.3 ROI for crystal element (1, 1, 1). The sub-crystal identification (1.4, 0.8, 1) is calculated
using the relative position of the event to the boundary of the ROI.

discuss in the last section, the further away the point of interaction is from the center
of the ROI, the more likely it is to be in the next crystal element. The "sub-crystal
identification" consists of putting the event closer to the next most probable crystal
element. Figure 4.3 shows how the sub-crystal identification is performed. For
simplicity, LORs were not allowed to shift between crystal layers, i.e. in the z
direction. If the most probable crystal element is x (1 in Figure 4.3), then the sub-
crystal position is determined from the relative distance of the event from the
boundary of the ROI in the crystal identification matrix. The final position X (1.4 in

Figure 4.3) is defined as:

Xoxt— "% 4.1)
2-(x; +x,)
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where X¢ is the distance, in pixel, forward to the boundary of the ROI and x is the
distance, in pixel, backward to the boundary of the ROI. Because of the 2 in Equation
4.1, the final position runs from x — 0.5 to x + 0.5. Similarly the final position Y (0.8

in Figure 4.3) is defined as:

Yoy+—t 1 (4.2)
2'()’/ +Y;)
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Figure 4.4 2D LORs drawn for a five crystal element detector (a) where three image planes of nine
image pixels each are represented by dotted lines. The image pixels are in reality touching each
other. The LORs are shown for only one crystal element using sub-crystal identification .The LOR
density for the three planes is (b) calculated by adding the number of LORs that intersect each image
pixel.

where y; is the distance forward to the boundary of the ROI and y; is the distance
backward to the boundary of the ROI. A demonstration of the LORs pattern and LOR
density of three image planes using sub-crystal identification for one crystal element is

shown in Figure 4.4 (a) and (b), respectively.

Figure 4.5 is a three dimensional representation of the LOR density through
four of the seven image planes obtained using a sub-crystal identification. The
simulation was exactly like in Figure 4.5 but the number of LORs was increase.

Instead of having only one possible point for the LOR start and end points similar to
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the centroid, we used four different points within each crystal elements. As before, all
the possible LORs were backprojected and the image matrix was incremented each
time a LOR crossed it. The improvement in sampling density from Figure 4.2 is
remarkable. Now the planes located close to one detector are free of sampling
artefacts. Of course the distribution is not flat throughout the field of view and that is
from the fact that the probability for detection is higher in the middle of the field of

view than on the periphery. That is further discussed in the next chapter.
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CHAPTERSS

Solid Angle Function

During the focal plane image reconstruction, the value by which an image

matrix element is incremented, I, is weighted by several factors according to,

eﬂl
I=K (5.1
W(X, y’ Z)gAgB

where €4 and ep are the efficiencies of the crystal elements of detectors A and
B respectively, in which the gamma rays were absorbed. W(x ,y ,z) is a weighting
factor also called the “solid angle function” that accounts for the dependence of the
detection probability of an annihilation pair at the (X,y,z) location in between the two
detectors.  is the linear attenuation coefficient of the breast tissue, and 1 is the path
length along the LOR through the breast and the compression plate. Finally, K is a
factor required to scale so that it is in the appropriate range (0 to 100) to update an

integer image matrix.

The weighting factor guarantees that a uniform activity concentration produces
a uniform image in the seven image planes, event though the efficiency or detection

probability is much greater in the center of the detector than in the periphery of the

field of view.
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Top detector

Image planes

Positron
annihilation site

Bottom detector

Figure 5.1 Two dimensional illustration of the solid angle subtended by the two different
annihilation sites.

5.1 Detection Probability

Since we are detecting two gamma rays emitted from the positron annihilation
at 180 degrees from each other, the detection probability of an event is strongly
dependent on the positron’s site of annihilation. The detection probability will be
proportional to the solid angle subtended by the positron annihilation site with the two
detectors. Figure 5.1 shows a two dimensional illustration of the solid angle subtended
by two annihilation sites. The position dependence on detection probability is clearly

shown; the positron annihilation site located in the middle of the field of view will be
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detected with a much higher efficiency than the one located away from the middle of

the field of view.

The detection probability was first calculated analytically by Yani Picard [26].
Let the dimensions of the detectors be 2X by 2Y and separated by 2Z. The positron
annihilation is at X, y, z and produces two gamma rays which make an angle o with the
z axis projected on the x, z plane, and 8 with the z axis projected on the y, z plane. The

detection probability, DP(x,y,z,X,Y,Z) of detecting an event at X, y, z is given by;

DP(x,,2,X,Y,Z) =51_.j,;ff (#mﬂ][ (%]J dQ (5.2)

where T is the thickness of the crystal, D is the thickness of the compress breast

section, and o, oy, B;, and S are defined as:

— —tan-l X—|x|
a; =—tan [Z—|Z|] (5.3)
tan™ X_|x| N i(E
Z—|z| x| X (5.4)
a, = .
tan™ X+|x| — otherwise
Z+|z|
P | Y"Iyl
ﬂi =—tan Z"‘|Z| (55)
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LYY=y £<_Z_
IB —tan {—Z—-—|Zl - y Y (5 6)
= )
tan™ (Mj — otherwise
Z+ |z|

The detection probability distribution calculated with Equation 5.2 for the
PEM-1 detector with a detector separation of 50 mm for the central plane is pictured in
Figure 5.2. As expected, the value of the detection probability is highest in the middle
of the detector and decreases smoothly for points away from the center of the field of

view.
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Figure 5.2 Detection probability function or solid angle function for points in a central plane
for detector spacing of 50 mm.

5.2 Solid Angle Function

The image is form on seven planes by dividing by the weighting factor equal to
the detection probability DP(x, y, z, X, Y, Z) given in Equation 5.2 to the image pixel
(%, y) at which the line joining the two coincident crystal elements intersects the image
planes. The detection probability is actually independent of the angle of an individual
gamma ray pair with respect to the detectors, the only dependence is one the detector
separation. The detection probability can thus be tabulated into a LUT for later use
during the display. During the construction and calibration of PEM-1, the detection
probability were calculated and stored into a LUT called the solid angle function. The

solid angle functions were calculated for different detector separations.
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Since the solid angle function is only dependent on the detector separation, it
can be applied only once all the LORs have been backprojected. The image matrices
are hence divided by the solid angle function as the last step in the reconstruction. This

process reduces the reconstruction time which is precious for a live display.

5.3 Re-Ordering the Solid Angle Function and the Smoothing

Algorithm

As discussed in the previous section, the detection probability is higher for
points in the middle of the field of view and lower for point away from the field of
view. The number of annihilations detected, or counts detected will be lower in the
periphery than in the middle of the field of view. In Poisson counting statistics, the
noise is proportional to the square root of the number of counts. Considering this, the
signal-to-noise ratio (SNR) is lower in regions where counts are lower. Or, the noise-
to-signal ratio (NSR) is higher in the periphery of the image where the number of
counts is lower. Since the solid angle function has low values in the peripheral regions
of the image; dividing the image where the NSR is high by a small number will

amplify the NSR of the final image in those regions.

For example, if we consider 100 counts for an image pixel located in the
middle of the central image plane and 10 counts for an image pixel located at the
periphery of that same image plane. Poisson statistics dictates that the noise be
ﬂ:(lOO)l/2 = +10 and +(10)"? = + 3.2 for the central and the peripheral image pixel

respectively. Since the image is supposed to be uniform the solid angle function will
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have values of 1 and 1/10 for the central and the peripheral image pixel respectively.
Dividing by the solid angle function will make the final image pixels be 100+10 and
100£32 for the central and the peripheral image pixel respectively. Hence the noise

and the NSR will be amplified for peripheral image pixels.

The smoothing algorithm is an option available with the PEM-1 display
software. The smoothing algorithm helps in improving the image contrast of
interesting clinical features like lesions or hotspots in the image. The smoothing
algorithm filters the seven images with a 3 x 3 box car smoothing. The 3 x 3 box car
smoothing is a simple algorithm that smoothes the images by changing the value of

each pixel with the average value of the nine neighbouring pixels.

Before displaying the images they are scaled to the maximum value in the
image display. If the image is close to uniform its maximum pixel value will be at the
edge due to noise amplitude at the periphery. Hence smoothing the image will increase

the dynamical range of the image.
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Regular Solid Angle
Reconstruction Reconstruction
Technique Technique
Backprojection of Backprojection of
the LORs onto the LORs onto
Image Matrix Image Matrix
Dividing Image 3 x 3 Box Car
Matrix by the Solid Smoothing
Angle Function Algorithm \
l l Re-Ordered
3 x 3 Box Car Dividing Image
Smoothing Matrix by the Solid
Algorithm Angle Function

Figure 5.3 Regular and the solid angle reconstruction process.

The “solid angle technique” consists of re-ordering the application of the solid
angle function and the smoothing filter. Figure 5.3 is a schematic diagram of the
procedure for the regular and the new solid angle reconstruction technique. In the
regular reconstruction technique, the LORs are backprojected, the images are divided
by the solid angle before getting displayed on the screen, and then the smoothing filter
can be applied. In the solid angle technique the two last steps are re-ordered so that the
solid angle function divides the already smoothed image. This technique should

reduce the NRS amplification and hence the noise amplitude in the peripheral regions

of the images.
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CHAPTER 6

Quantitative Analysis

To test the performance of the sub-crystal identification technique and the solid
angle technique, a quantitative analysis performed on different types of images was
performed. The image quality improvement was quantified with respect to SNR,
contrast resolution, noise, and spatial resolution. The data, taken from two phantoms
studies acquired with the PEM-I detector by former students of the MNI computer lab,

was reformatted and re-analyzed using the two new techniques.

The diagnostic improvement was also analyzed using an ROC curve analysis.

Patient data from a clinical trial conducted in 1997 at the MNI was used for that

analysis.

6.1 Breast Phantom Study

In 1999, a custom breast phantom and a novel technique for fabricating very
small wall-less radioactive hot-spots were developed in our lab in order to quantify the
emission images. The breast phantom consists of an L-shaped Plexiglas container that
is filled with water and FDG to simulate background. The hot-spot was made by
adding FDG to a solution of Agarose and was positioned to different position in the

container using a needle [49].
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Contrast resolution of the detector was quantify using a 20 mm diameter hot-
spot for a set of different true contrasts Crryg (i.e. different background and hot-spot

activities) which were calculated using:

=L (6.1)

CT RUE

LN
w

where Ar is the tumor (hot-spot) activity and Ag is the background activity.

The projected contrast is however different than the true contrast. It is defined
as the ideal contrast seen by the detectors in a projection image. If the breast is

compressed to D cm and the lesion is of radius R, than the projected contrast, Cproy,

will be:

2R

CPROJ = CTRUE m (6.2)

PEM image contrast Cpgy Was measured by drawing a region of interest (ROI)

around the hot-spot in the best focused image. It was calculated using:

~N

== (6.3)

CPEM

o]
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where T is the average tumor signal and B the average background signal
corresponding to the number of counts inside and outside the ROIL, respectively. With

the same RO], signal-to-noise (SNR) was calculated using:

SNR = — (6.4)

where op is the standard deviation of the background, i.e. the number of counts in the

image outside the ROL

6.2 Point Source Study

Spatial resolution measurements were done with a ®Ge point source (0.78 mm
diameter). Four experiments were done with one point source positioned at different
distances from one detector (3 cm, 2 cm, 1.5 cm and 1 cm) for a total detector
separation of 8 cm. X-axis and Y-axis profiles crossing the peak of the point source
were fitted with gaussian curves. The standard deviation and the mean square
difference of the fit were used as factors representing resolution and noise,

respectively.

6.3 Clinical Trial Study

In 1997, a clinical trial was conducted with 16 women with suspected breast
cancer. The patients were scanned 40 to 60 minutes after the injection of 75 MBq of

FDG. The suspicious breast was imaged first followed by the other one. Using visual
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inspection, PEM images were classified as positive if significant uptake (hot-spot) was
seen in the region corresponding to the tumor compared with the uptake in the
background, i.e. the region outside the hot-spot. A minimum of 2:1 hot-spot-to-
background ratio was required to declare the patient positive. All the clinical trial

studies were replayed and verified for any diagnostic improvements.

6.4 ROC Curve Analysis

The ROC curve analysis was conducted to verify any accuracy improvement
between the reformatted data and the original data. ROC analysis is a recognized

method to access the accuracy of a diagnostic test [5S0]-[52].

Table 6.1 shows how a diagnostic test result is classified. The ROC curve is
obtained by plotting the sensitivity (y-axis) versus 1-specificity (x-axis). The
sensitivity is the proportion of patients with the disease who test positive and is

defined as:

Dy=—12 _ (6.5)

Sensitivity = P(T* =
ity ( TP+ FN

The specificity is the proportion of patients without the disease who test

negative and is defined as:

Specitivity = P(T "|D') = }N% (6.6)
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Table 6.1 Basic diagnostic test interpretation.

Disease Disease
Present Absent

True Positive False

Test Positive |~ (rp)  |positive (FP)
False True

Test Negative] Negative Negative
(FN) (TN)

In order to build an ROC curve, the outcome of a test must be quantified with a
diagnostic test value. Figure 6.1 is a graph of the number of patient with and without
the disease arranged according to a diagnostic test value. An idealized perfect test is
shown in Figure 6.1 (a), for which there is no overlap between normal and disease
patients. This test would have 100 % accuracy in distinguishing between patients with
and without the disease. A more realistic diagnostic test is shown is Figure 6.1 (b).
This distribution overlaps; the test doesn’t distinguish normal from disease with 100 %
accuracy. In practice, we choose a cut point, indicated by the vertical line, above
which we consider the patient positive and below which we consider the patient
negative. A low cut point value will have a high sensitivity but a low specificity and a
high cut point value will have a high specificity and a low sensitivity. Thus any chosen

cut point value is a trade off between sensitivity and specificity.
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Figure 6.1 Graph of the number of patient with and without the disease arranged according to
the value of a diagnostic test. (a) is a perfect test and (b) is an imperfect test.

The ROC curve is obtained by plotting the sensitivity as a function of
specificity for different cut point values. A typical ROC curve is shown in Figure 6.2.
The diagonal line, called the pure guess line in Figure 6.2 shows the outcome of a
purely random test. The closer the ROC curve gets to the left-hand border and then the
top border of the ROC space, the more accurate the test. Hence, the area under the

curve can be used to verify and compare the accuracy of different diagnostic test.

An ROC curve analysis was performed to verify if the sub-crystal identification
and the solid angle techniques could improve the accuracy of PEM-1. For that, six
medical physics students were shown 28 images in a random order; 14 left breast and
14 right breast images. Half of them received the original data and the second half
received the reformatted data. The reformatted data was processed using both the sub-
crystal identification and the solid angle techniques. They were first taught how to use

the PEM-I display program and then trained with two real cases, i.e. one true-positive
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Figure 6.2 Typical ROC curve.

and one true-negative. They were asked to quantify each image according to five

diagnostic test values as shown below:

Test Value 5 Tumor definitely present

Test Value 4 Tumor more present than absent
Test Value 3 Tumor equally present and absent
Test Value 2 Tumor more absent than present
Test Value 1 Tumor definitely absent

The sensitivity and specificity were calculated for different cut points. Sets of
ROC curves were obtained for each student by plotting the sensitivity against

1-specificity. The data was also put together to form two average ROC curves. The
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areas under the ROC curves were used to quantify accuracy of the regular and the new

reconstruction method.
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CHAPTER 7

Results

7.1 Contrast Phantom Measurements

A comparison of the regular identification technique and the sub-crystal
identification technique using a contrast phantom measurement is shown in Figure 7.1.
The images generated using the sub-crystal identification technique were obtain by
shifting the start and end point of the LORs by an increment as calculated with
equation 4.1 and 4.2 for the X and Y position, respectively. Equation 4.1 and 4.2 are
given for a continuous re-sampling but of course this was not possible to implement. It
was found that using one digit after the point, similar to separation the crystal elements
in 10 bins, gave good results; more bins wouldn’t improve the image quality. The X-
axis and Y-axis profiles through the hot-spot are also shown. For that example, 114
884 counts were acquired, Crrug was 10, Cpgy increased by 5 %, and SNR improved
by 10 %. White circles have been overlaid on the images to attract the reader’s
attention to those regions. One can notice in the circles of Figure 7.1 (a) the pattern
reflecting sampling artifacts. The pattern is significantly reduced in Figure 7.1 (b).
From those comparisons, one immediately notices a reduction in noise due to the sub-

crystal identification.
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@ (b)

Figure 7.1 Comparison of the regular identification technique (a) and the sub-crystal identification
technique (b) of a contrast phantom experiment. The X-axis and Y-axis profiles are shown where the
scale is relative to the highest pixel value of the image. The profiles from (a) are replicated in (b) for
comparison.

Table 7.1 shows the calculated Cpgy and SNR for a range of Crryg. For all
values of Crrug, both the Cppy and the SNR increased for an average of 3 % and 5 %,

respectively.
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Figure 7.2 Comparison of the regular technique (a) and the solid angle technique (b) of a contrast
phantom experiment. The X-axis and Y-axis profiles are shown where the scale is relative to the
highest pixel value of the image. The profiles from (a) are replicated in (b) for comparison. The
SNR is improved when smoothing the image before the solid angle function.

Table 7.1 PEM contrast and SNR obtained for a set of projected contrast using the
regular and the sub-crystal identification.

Regular Identification

Sub-Crystal Identification

True Projected PEM PEM
Contrast Contrast Contrast SNR Contrast SNR
Crrue Crros Crem Crem
10 5.6 1.67 2.46 1.70 2.65
19 10.5 2.74 3.21 2.83 3.34
47 26.1 4.88 4.30 5.04 431
86 47.7 8.11 5.06 8.18 5.18
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A comparison of smoothing the image after the solid angle function and smoothing it
before using a contrast phantom measurement is shown in Figure 7.2 with the same
example used in Figure 7.2. In Figure 7.2 (b), it appears that the total image counts is
higher when using the solid angle technique. This effect is caused by the way the
image gets displayed. As discussed previously the images are scaled with respect to
the maximum pixel value before getting displayed. With the regular reconstruction,
the maximum pixel is always situated in the noise on the edge of the images.
Consequently, the central part of the images is scaled down. Using the solid angle
technique reduces the noise on the edge of the images and the maximum pixel value is
found in the central part of the images. In figure 7.2, Cpgy increased by 11 %, and
SNR improved by 13 %. The image quality improvement is significant, the hot-spot is

much more visible and the background is still at a low level.
Table 7.2 shows the Cpgy and SNR for a range of true contrast. For all values

of Crrug, the Cppm decreased on average by 12 % but the SNR increased on average

by 10 %.
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Table 7.2 PEM contrast and SNR obtained for a set of projected contrast using
the regular and the solid angle technique.

Smoothed after the Solid Smoothed before the
Angle Solid Angle

True Projected PEM PEM

Contrast Contrast Contrast SNR Contrast SNR
CTRUE CPROJ CPEM CPEM

10 5.6 1.80 3.40 1.61 3.84

19 10.5 3.03 4.54 2.65 5.17

47 26.1 5.46 5.67 4,74 6.18

86 47.7 991 6.58 7.71 6.99
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7.2 Point Source Measurements

Profiles comparing our two techniques are shown in Figure 7.3. The profiles
were taken across the point source. Figure 7.3 (a) shows the comparison of the regular
and the sub-crystal identification technique. The peak of that profiles across the peak
of the point source was chosen at a point where sampling artifacts was predominant.
The profile obtained with the sub-crystal identification profile is much smoother and
free of the artifact. Figure 7.3 (b) shows the comparison of the regular and the solid
angle technique. Again, the solid angle technique exhibits a smoother profile. Other
results obtained with the point source positioned at different distance from one
detector are shown in Table 7.3 and Table 7.4. The profiles obtained with the sub-
crystal identification showed an improvement of both the spatial resolution and the
noise increasing for point source closer to one detector. It was previously discussed
that the planes located closer to one detector were more affected by the under-
sampling artifact, hence the sub-crystal identification improves noise more for point
source located close to one detector. On the other hand the solid angle technique

slightly deteriorated both the spatial resolution and noise.

73



X-axis Profile of Point Source

- 120

g |

~ 100

5 80

§ I e Regular

S 60 I \ —— Sub-crystal
g 40 y

5 2 7\

S o qu/ . S

95 115 135 155 175
Image Pixel Number
(a)
X-axis Profile of Point Source

g 100 N

e 80

% I \ e Solid Angle Function
Z 60 \ then Smoothing

g 40 ~m=Smoothing then Solid
c \ Angle Function

8 20

o

[}

o 0 \p~

95 115 135 155 175
Image Pixel Number

(®)
Figure 7.3 Profiles across a point source. (a) shows the comparison between the regular and

the sub-crystal identification. (b) shows the comparison between the regular smoothed technique
and the solid angle technique.
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Table 7.3 Spatial resolution and noise obtained for a set of projected contrast using
the regular and the sub-crystal identification.

Regular Identification

Sub-Crystal Identification

Point Source Spatla!l Noise (Mean Spatial Noise (Mean
. Resolution .
Distance from (EWHM in Square Resolution Square
Detector (cm) mm) Difference) (FWHM in mm) Difference)
3.0 3.94 1.50 3.87 1.24
2.0 4.05 3.70 3.96 240
1.5 4.32 3.50 4.11 3.07
1.0 4.61 2.32 4.70 1.73

Table 7.4 Spatial resolution and noise obtained for a set of projected contrast using
the regular and the solid angle technique.

Smoothed after the Solid Angle

Smoothed before the Solid Angle

. Spatial . Spatial .
I;zi:;csglfl::; Resolution Nogs(;eu(ill\::an Resolution Nogs:;au(;\::an
Detector (cm) (FWHM in Difference) (F m Difference)

mm) mm)
3.0 3.94 0.44 4.08 1.87
2.0 4.06 0.98 423 1.33
1.5 4.32 0.75 445 0.80
1.0 4.88 0.87 5.53 1.60
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7.3 Clinical Trial Replay

Figure 7.4 illustrates a replay of one of the 10 patients that was positively
diagnosed as having a cancerous tumor using the PEM images. Three different
reconstruction techniques are shown where the seven virtual image planes onto which
the LORs are back-projected are also shown. Figure 7.4 (a) shows the regular image
reconstruction. Figure 7.4 (b) shows the sub-crystal identification image
reconstruction. In Figure 7.4 (c) the images were smoothed before the solid angle
function. Using Figure 7.4 (a), the patient was diagnosed as having an invasive
carcinoma. A significant focal uptake is visible. Both the sub-crystal identification
technique and the re-ordering technique show a better contrast. The tumor definition is

improved and the diagnosis is easier to make.
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Figure 7.4 Images of a true positive patient reconstructed using different techniques. The top
row of each image represents the suspected breast with breast cancer and the bottom row
represents the contra-lateral breast with the same processing. The images were reconstructed with
the regular crystal identification (a), using the sub-crystal identification (b). In (c) the images
were smoothed before the solid angle function was applied.
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Figure 7.5 shows illustrate a replay of one of the 3 patients that were diagnosed as
having a cancerous tumor not using visual inspection but using count asymmetry. The
sub-crystal identification technique (Figure 7.5 (b)) doesn’t show any improvement
but the re-ordering technique does (Figure 7.5 (c)). For that special case only, the

contrast was improved from 1.26 (Figure 7.5 (a)) to 1.99 (Figure 7.5 (c)).

Contrast of the four true-negative patients was the same within a few percent. No

hot-spot was found visualizing the two false-negative patients.
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Figure 7.5 Images of a true positive patient reconstructed using different techniques
diagnosed with count asymmetry. The top row of each image represents the suspected breast with
breast cancer and the bottom row represents the contra-lateral breast with the same processing. The
images were reconstructed with the regular crystal identification (a), using the sub-crystal
identification (b). In (c) the images were smoothed before the solid angle function was applied.
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7.4 ROC Curve Analysis

The ROC curves obtained form six medical physics students are shown in
Figure 7.6. The ROC curves were obtained by plotting the sensitivity as a function of
1-specificity for different cut points. Since the diagnostic test was arranged using five
test values, four points per curve were calculated. The dashed curves, obtained using
the new reconstruction, tend to be closer to the left upper corner which depicts a
higher accuracy test. The dotted lines, on the other hand, tend to be located closer to
the pure guess line (thick solid line). There is even one case where the ROC curve
goes over the pure guess line but then under, which is strange. There is another case

where the curve lies almost directly on the pure guess line. It turns out that those two
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Figure 7.6 ROC curves from six medical physics students. The dotted curves were obtained with
the regular reconstruction and the dashed curves from the new reconstruction, i.e. the sub-crystal
identification and the solid angle techniques.
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students were giving data whose file names had been mixed during the randomization
of the data. For that reason, those two ROC curves were exclude in the cumulative
ROC curve shown in Figure 7.7. The dashed ROC curve is made from three students
whereas the dotted curve was obtained from only one student. The accuracy or areas
under the curve, for the two tests are shown in table 7.5. Despite the low statistical
significance of the results, there is a noteworthy improvement in accuracy of 6.4 %

from the regular to the new reconstruction.
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Table 7.5 Accuracy for the two reconstruction techniques.

Accuracy (%)

Regular Technique

66.6

Sub-Crystal Identification and Solid Angle Techniques 73+£4
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CHAPTER 8

Discussion and Conclusion

This document is a report of what we’ve accomplished during one year of
research at the Montreal Neurological Institute in the research lab of Professor
Christopher J. Thompson. Part of the first, the second, and the third chapters are
describes the basic elements of PET and PEM. These chapters were essential in my
understanding of PET from the basic physical principles to the display of a color
image on a computer screen. This knowledge will certainly serve me all along my

career has a medical physicist.

The fourth, fifth, and sixth chapters describe the core of the project. The
project was related to the images obtained with the PEM scanner which was designed
and built by Dr Thompson and his group before my arrival in the lab. The idea of the
project started from the fact that the quality of the images obtained with the PEM
scanner was poorer than expected. The images had a lower contrast and a higher noise
amplitude than expected. The noise also seemed to have a certain grid like pattern
overlaid on the images. Two techniques were investigated to improve image quality
with respect to signal-to-noise and contrast for PEM system using a back-projection

reconstruction method.
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The first technique was related to the sampling artifact observed in most of the
images. These artifacts come from the non-uniformity of the LORs crossing each
image pixel. The number of LORs crossing an image pixel is dependant on the image
pixel position, the size of the crystal and number of crystal elements; and it can vary
drastically from one pixel to the other. The sub-crystal identification technique was
developed in order to change the way the crystal was sampled and reduce the sampling
artefact. The sub-crystal identification technique allows the LORs start and end points
to shift within a crystal element towards the second most probable crystal element
where the light appears to come from. The sub-crystal identification technique reduces
sampling artifacts. The tube of response (TOR) allocation method, where tubes the
size of the crystal elements are back-projected instead of lines, has also been proposed
to reduce sampling artifacts [53]. But unlike the tube of response allocation method
which reduces sampling artifact at the expense of image contrast, the sub-crystal
identification technique reduces sampling artifacts and improves image contrast. The
sub-crystal identification technique also improves SNR, and spatial resolution. But
even if the image quality improved using the sub-crystal identification technique, the
images didn’t look too much different. The technique’s effect was similar to a regular
smoothing filter without the unavoidable loss in image quality due to the low-pass

filtering.

The second technique was related to the high noise amplitude observed in the

periphery of most of the images. The re-ordering technique which consists of re-
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ordering the solid angle function and the smoothing algorithm reduced the noise in the
peripheral regions of the image. It also increased the dynamic range of the image;
hence improving SNR at the expense of image contrast. However, a loss in spatial
resolution and an increase in noise were observed when using point source
measurements. We argue that the increase in FWHM and noise is due to the fact that
we used a relative 8 bits scale (1-256) to make our analysis. Since the dynamic range

is changed, the point source appears noisier and wider increasing the noise and the

FWHM, respectively.

Clinical trial image contrast of true-positive patients improved. One true-
positive patient that was diagnosed only using count asymmetry between the two
breasts, however asymmetry in the image was observed when using the re-ordering

technique.

The image asymmetry of true-negative between the two breasts stayed

relatively the same when using the two techniques.

The image quality improvement from the two techniques was not enough to

directly improve accuracy and sensitivity of PEM-], i.e. no diagnosis was changed.

An ROC curve analysis was performed on the clinical trial data to quantify the
accuracy improvement of the PEM-1 detector. Out of six medical physics students,

four actually did the test correctly. The others were given data that had been name
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improperly. Going through the task of organizing the test was interesting and not
obvious. I had to decide which images to use as training, who would be the examiners,
the number of examiners and the number of test values to use. The accuracy or area
under the ROC curve, improved by about 6 % for images reconstructed with both the
sub-crystal identification and the solid angle techniques compared with images
reconstructed with the regular technique. That improvement in accuracy is suspect
from the limitation of the study. First, medical physics students were used rather than
trained viewers. The test was also limited by the number of images used for the
training. The reason was that the actual set was made out of 14 images, showing more
images for the training had a direct impact of the number of images left for the actual
study. Lastly, the size of the data set was probably the biggest limitation. The lack of
predictive power from the small number of data sets was of great concern. Those
limitations made the improvement in accuracy, and hence the clinical utility of our
new techniques, quite questionable. I think that a larger data set of patients would have

made the result be more significant.
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APPENDIX

% %%

%

% Line of response density for planar detector
% Developed by Martin Hinse in March 2004
%

% This Matlab program calculates the line of response densities for
% an_det x n_det single layer detector for 7 n_pix x n_pix equally
% distant image planes of located in between the two detectors. From
% geometry the LOR densities are calculated for only 4 planes.

%

% The output is four 3-D histogram of each of the four planes.

%

% f'is the factor that determines the crystal identification

% technique used. For a regular crystal identification technique f

% isset to 1 and for a sub-crystal identification one can set f to

% 0.25 in order to get 4 lines of response per crystal element.

%

% x1 gets outputted for each iteration.

%
%%%

clear

n_det=10;

n_pix = 20;

ratio =n_pix/n_det;
f=1

% Image matrix
lor_dens = zeros(n_pix,n_pix,4);

% Using lots of for loops even if I have was told many times not to.
for x1 =1:fin_det
x1
foryl = 1:fin_det
for x2 = 1:fin_det
for y2 =1:fin_det
% Find the slope of the line of response
delta x = (x2 - x1);
delta_ y=(y2 - yl);
% Find the position in each image planes
fori=1:4
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imx = round(ratio*(x1 + i/8*delta_x));
imy = round(ratio*(y1 + i/8*delta_y));
% Increment the image matrix

if (imx > 0) & (imy > 0)
lor_dens(imx,imy,i) = lor_dens(imx,imy,i) + 1;
end
end
end
end
end

end

% Output the result as 3-D histogram

subplot(2,2,1), bar3(lor_dens(:,:,1),1,'w"); xlim([1 20]); ylim([1 20]);
subplot(2,2,2), bar3(lor_dens(:,:,2),1,'w"); xlim([1 20]); ylim([1 20]),
subplot(2,2,3), bar3(lor_dens(:,:,3),1,'w"); xlim([1 20]); ylim([1 20]);
subplot(2,2,4), bar3(lor_dens(:,:,4),1,'w"); xlim([1 20]); ylim([1 20]);
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