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AB8TRACT

Knowledge of the clinical progression and prognosis of Alzheimer's disease (AD)

is important for planning the care of afflicted individuals and evaluating the potential

benefits of interventions. There is Hule consensus, however, regarding the prognostic

importance of clinical and demographic characteristics investigated to date. This thesis

examined the methodology of prognostic studies of AD through: 1) a critical review of

published studies (1984-1995); 2) an assessrnent of the concordance among different

methods of estimating annual rate of change; and 3) an evaluation of the assumption that

decline in AD is linear.

A review of 59 eligible studies reveaied considerable methodologicai diversity.

The studies aIso varied in the extent to which they may have been influenced by severa!

sources of bias. Despite this, the findings for sorne potential prognostic factors were

fairly consistent across studies. Illustrative re-analyses of Mini-Mental State Examination

(MMSE) data from two longitudinal cohorts of probable AD patients (N=65 and 46)

indicated that annual rate of change estirnates obtained from the two-point, adjusted two­

point, and linear regression methods were comparable. Thase of the trilinear model

showed poorer concordance. Analyses of data from one cohort confirmed the presence

of significant group and individual linear trends in MMSE scores over time and failed to

provide evidence of a common quadratic trend.

These findings suggest that prognostic research in AD could benefit from more

rigorous study design and further investigation of outcome instruments.

Recommendations are made for future research.
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RESUME

Une meilleure compréhension de la progression clinique et du pronostic de la

maladie d'Alzheimer est importante dans la planification du traitement des personnes

atteintes de la maladie et dans l'évaluation des bienfaits potentiels de tout traitement.

Cependant, peu s'entendent sui la valeur pronostique des caractéristiques cliniques et

démographiques étudiées jusqu'à nos jours. L'objet de cette thèse porte sur la

méthodologie des études pronostiques de la maladie d'Alzheimer et propose 1) une

analyse critique d'études publiées entre 1984 et 1995,2) une évaluation de la concordance

entre les différentes méthodes d'estimation du taux de variation annuelle et 3) une

évaluation de la décroissance linéaire .comme assomption dans la maladie d'Alzheimer.

Une revue de 59 études sélectionnées a mis en lumière une grande diversité

méthodologique. Les études variaient aussi quant à l'importance qu'ont eu ou auraient

pu avoir différentes sources de biais. Malgré tout, certains éléments pouvant servir au

pronostic ont été retrouvés de façon plutôt constante parmi les différentes études. Des

réanalyses de données provenant de MMSE (de l'anglais Mini-Mental State Examination)

fait sur deux cohortes longitudinales de cas probables d'Alzheimer (N=65 et 46), nous

indiquaient que le taux de variation annuelle obtenu par les méthodes «two-point»,

«adjusted two-point» et de régression linéaire étaient comparables. Les résultats

provenant du modèle trilinéaire offraient peu de concordance. L'analyse des données

tirées d'une cohorte nous a permis de confmner la présence d'une tendance linéaire

significative des résultats de MMSE d'individus et de groupes avec le temps mais ne nous

a pas permis de confumer la présence d'une tendance quadratique commune.

Les résultats issus de notre thèse nous portent à croire que la recherche sur le

pronostic de la maladie d'Alzheimer profiterait d'une méthodologie plus rigoureuse des

études ainsi que de plus de recherche sur les instruments. Des recommandations à cet

effet ont été proposées.
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CHAPTER 1 • INTRODUCTION

Alzheimer's disease (AD) is a neurodegenerative brain disorder producing global

and progressive decline in higher intellectual functions. Although AD is characterized by

10s5 of memory and other cognitive abilities, afflicted individuals typically experience

difficulty in performing activities of daily living and may manifest various behavioral or

psychiatrie symptoms. The relentless deterioration associated with AD leads to the

eventual 10ss of aH verbal and psychomotor skills, and to premature death. The

debilitating nature of this disease, its prevalence among the elderly, and its associated

economic costs has led to the recognition of AD as an important public health problem

(1-3). As a result, basic and epidemiological research on its occurrence, etiology,

treatment, and clinical course have expanded significantly in recent years (4).

One growing area of inquiry is the study of prognosis in AD. Understanding the

natural history of the disease and the factors influencing its progression is essential in

providing patients and their families with accurate predictions of the disease course, in

responding to demands on medical and social resources, and in designing studies of

potential treatments. Longitudinal studies of AD have been consistent in finding a wide

variability among individuals in the rate of disease progression (5). This heterogeneity

has prompted researchers to try to identify factors which may be useful in better

predicting the disease course of individual patients or groups of patients. Although

numerous demographic and clinical features have been investigated, the prognostic

importance of most remains controversial (5-8).

This lack of agreement in the literature may be due, in part, to the methodological

diversity and limitations of prognostic studies of AD. Researchers have used a variety

of instruments to monitor disease progression including various cognitive ratings scales,

global staging instruments, and activities of daily living scales (5). Methods used to

estimate progression and to assess the factors associated with it have also varied

considerably. Inconsistent find~ngs may also reflect variability among the studies in the

extent to which they are affected by potential sources of bias. These include, among

others, diagnostic inaccuracy, selective attrition, and the insensitivity of measurement

instruments to sorne portions of the range of impairment.
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The overall objective of this thesis is to examine the diversity and validity of the

methods used in prognostic studies of AD in arder ta assess the potential for methodology

ta influence conclusions regarding a factor's predictive ability. Key issues related to

study methodology are identified and examined through a critical review of studies

assessing patential predictors of cognitive, functional, and disease stage progression. Two

issues related to the estimation of disease progression are further examined through re­

analyses of longitudinal data on AD patients: whether the assumption of linear decline

on outcome scales is valid and whether different methods of estimating the annual rate

of change of test scores produce comparable estimates.

1.1 Objectives

1. Through a critical review of published studies on prognosis of AD:

a) To assess the degree of consistency in the results for individual prognostic

factors.

b) To examine specific features of study d~sign and analysis in terms of the

diversity of the methods used across studies.

c) To examine issues of validity related to specifie features of design and analysis.

2. Through re-analyses of data from two longitudinal studies of AD:

a) Ta assess the validity of the assumption that decline in AD is linear.

b) To assess the concordance among five different methods of estimating the annual

rate of change of AD.
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CHAPTER 2 • OVERVIEW OF ALZHEIMER'S DISEASE

2.1 Introduction

Alzheimer's disea.se (AD) is a progressive, dementing disorder whose symptoms

emerge as early as the fourth decade of life (9). For many years it was considered a

cause of dementia only among those with onset prior to age 65 (presenile dementia) (10).

The neuropathological hallmarks of AD were subsequently found in the brains of

demented elderly (senile dementia) as weIl (11). As a result of this discovery, and the

promotion of a unitary concept of AD (1), the term Alzheimer's disease is now applied

to all cases of the disease irrespective of age of onset. As such, it is the most common

cause of dementia in the elderly, accounting for approximately 55% to 65% of cases

(12-15).

2.2 Occurrence

Information on the prevalence and incidence of Alzheimer's disease (AD) is

essential for the planning and allocation of health services to those afflicted with the

disease and their families. Moreover, comparing the distribution of AD over time, across

geographic areas, and by personal characteristics may provide clues to its etiology (16).

Despite the importance 'of such data, it is only in recent years that research on the

prevalence and incidence of AD has begun to proliferate.

Challenges in the study of the frequency of AD include the uncertainty of clinical

diagnosis, the difficulty of estimating disease onset, the unsuitability of hospital or death

certificate data (17,18), and the considerable time and expense required in population­

based research.

2.2.1 Prevalence

Most of the information available on the occurrence of AD cornes from prevalence

studies (16). The reported estimates from these studies vary widely (19,20). This may

be due to differences among the studies in case ascertainment procedures, diagnostic

criteria~ the inclusion of institutional samples~ the age distribution of the populations

studied, and the levels of severity sampled (19-22). It may also reflect real differences
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in disease frequency. Evidence for the former is provided by a meta-analysis of 22

prevalence studies whieh found that reported estimates were significantly associated with

several study characteristics (19). Whether the variation in prevalence estimates also

reflects true geographic differences is difficult to assess given the diversity of study

methods and their potential impact on the results.

An appreeiation for the potential of methodology ta influence results in prevalenee

researeh is evident in reeent reviews of the literature where only those studies meeting

criteria designed ta enhanee comparability were included (21,22). One sueh effort was

the EURODEM (European Community Coneerted Action on the Epidemiology and

Prevention of Dementia) collaborative re-analysis of European prevalence studies of AD

conducted or published between 1980 and 1990 (22). Only six of the 23 studies

identified were deemed to be eligible for comparison. Their individual estimates were

compared and the original data pooled ta provide age-specifie prevalenee estimates for

Europe. No significant geographic differences in prevalence were noted once age and

gender were accounted for. The overall European prevalence of AD for the age groups

60-69, 70-79, and 80-89 was reported to be 0.30/0, 3.2%, and 10.8%, respectively (Figure

1).

Similar estimates have been reported by Kokmen et al. (23) for Rochester,

Minnesota in a study based on the Maya Clinic records-linkage system (Figure 1), by

Baehman et al. (15) in the Framingham cohort, and by Fratiglioni et al. (13) in a Swedish

cohart. In contrast, studies in a California retirement eommunity (24) and in East Boston

(25) found substantially higher prevalence estimates (Figure 1). The estimates of these

latter studies, however, may have been inflated as a result of including cases on the basis

of psychometrie testing alone (20,26-28).

One of the few national prevalence surveys, the Canadian Study of Health and

Aging (CSHA) evaluated elderly eommunity and institutional residents living in five

geographie regions of Canada (12). Sixty four percent of aIl cases of dementia diagnosed

at cli~ieal examination were found to suffer from AD, yielding an overall prevalence

proportion of 5.1% for Canadians aged 65 and over. The corresponding age-specifie

estimates were 1.00/0 for ages 65-74, 6.9% for ages 75-84, and 26.0% for the 85 and over
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Figure 1

Comparison of age-specifie prevalence of Alzheimer's disease from selected studies·
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age group (Figure 1). These values were intermediate to those of other studies.

In contrast to the sîzable variation in their reported estimates, prevalence studies

have been remarkably consistent in finding a strong positive association between

prevalence and age (16). This relationship appears to persist even among the very elderly

(13 t 29). In their 1987 meta-analysis, Jorm et al. (19) observed an exponential increase

in the prevalence of AD with age, with a doubling every 4.5 years from age 60 to 90.

Though less consistent, studies have aIso tended to report a higher prevalence of AD

among females, a predominance of AD over other dementing disorders in Western Europe

and North America, and a comparatively lower prevalence of AD with a predominance

of vascular dementia in Japan and China (16,21,30). There is aIso sorne evidence to

suggest that the prevalence of AD is higher among blacks than whites (31) and among

those with little or no education (32,33). Results are sparse or inconsistent, however, and

forther research is needed ta confirm these findings. With respect ta secular trends, the

overall prevalence of AD was found to be relatively stable from 1947 to 1972 in Lundby,

Sweden (34) and from 1975 to 1980 in Rochester, Minnesota (35).

The public health implications of these prevalence estimates is particularly

significant in light of the aging populations in most developed countries. Assuming

constant incidence and survival, the CSHA investigators applied their 1991 age-specifie

prevalence proportions to Canadian population projections for the year 2021 and found

an expected two and a half fald increase in the number of AD sufferers (12). Jorrn et al.

(36) applied a statistical model of prevalence to United Nations population projections for

29 developed countries. An overall increase in bath the proportion of the elderly and of

the demented was forecast for aIl 29 countries for the period 1980 to 2025. The extent

of the projected growth varied, however, with four countries, including Canada,

experiencing an increase of approximately 180% or more in the number of dementia

cases.

2.2.2 Incidence

If true geographic differences in the prevalence of AD exist, these could reflect

differences in incidence, survival or both. It is the comparison of incidence rates,
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therefore, that is of greater etiologic value since these are not affected by survival (37).

In spite of this, there are far fewer studies of AD incidence than prevalence. In addition

to many of the difficulties involved in prevalence research, studies of AD incidence also

face the challenge of establishing sizable dementia-free cohorts, of accurately assessing

time of disease onset, and of ascertaining the disease status of subjects lost to follow-up

.(21). As with prevalence, incidence studies have been noted for their substantial variation

in methodology and reported estimates (38,39).

A consistent finding, however, among studies of AD incidence is a steep increase

in age-specifie rates after age 60 (21,39). For example, incidence rates per 100,000

population per year in Rochester, Minnesota were reported to be 31.9, 221.3, 1271.0, and

2600.7 for ages 55-64, 65-74, 75-84, and over 84 for the period 1980 to 1984 (14).

Similarly, Bachman et al. (40) observed a doubling of five-year cumulative incidence in

successive five-year age groups for ages 65 ta 89. It is not cIear, however, whether AD

incidence continues to increase in the very old or whether it may level off (39,41).

Estimates of the lifetime risk of AD in Lundby, Sweden showed no evidence of Ievelling

off up to age 89, at which point the lifetime risk for men and women was 25.5% and

31.9%, respectively (42).

Reports of gender differences in the incidence of AD are inconsistent, with sorne

studies suggesting higher rates among women (34,43) and others reporting no difference

(40,44). The comparison of estimates across different populations is hindered by the

limited geographic and ethnie coverage of existing studies (21,39).

No significant secular trend was observed for AD incidence in Lundby, Sweden

over the 25-year period from 1947 to 1972 (34) or in Rochester, Minnesota for the period

1960 to 1974 (43). A recent update of the latter study, however, noted a trend towards

increasing incidence rates among the very elderly for the two quinquenniaI periods 1975

to 1984 (14). The authors speculated that this fmding may have been the result of an

ascertainment bias arising from the increasing awareness of AD among health-care

provid.ers during the study period.

Additional data on the incidence of AD is forthcoming from a new generation of

dementia incidence studies now under way in Europe (38,45) and in Canada. The
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European studies have incorporated a common core protocol in their respective designs

which will improve the comparability of their data. By supplementing existing data, these

studies may help fill the gaps in our present understanding of the incidence of AD and

help resolve inconsistencies.

2.3 Etiology

Current knowledge regarding the risk factors for AD is derived prirnarily from

case-control studies (46). These have generally been lirnited both in terms of internaI

validity and statistical power (21). With respect to the former, many studies have

included prevalent cases which may lead to the identification of factors associated with

disease survival rather than incidence (37). Moreover, their reliance on surrogate

informants for exposure ascertainment, due to the nature of dementia, has also raised

concems regarding the accuracy of the information and the possibility of bias due to

differential recall (47). The problem of 10w statistical power in individual studies has

been addressed through meta-analyses, the most notable being the EURODEM

collaborative re-analysis of case-control studies (48).

Most studies of risk factors for AD have investigated multiple hypotheses. As a

result, a vast number of genetic, environmental, and psychosocial factors have been

examined for their potential association with the occurrence of AD. Of these, only age

and a positive famiIy history of dementia are considered established risk factors (21).

An excess of dementia among relatives.ofpatients with AD has been demonstrated

in several comparative (49-51) and case-control studies (52,53). The EURODEM re­

analysis yielded an odds ratio of 3.5 (95% confidence interval = 2.6-4.6) for AD among

those with at least one rrrst-degree relative with dementia (54). There is also sorne

evidence to suggest that the risk of AD increases with the number of affected relatives

(52,54) and that the association between AD and family history of dementia is stronger

among those who are younger at anset (54).

. A pasitive family history of Dawn's syndrome has also been identified as a risk

factor for AD in sorne (49,55) but not aIl (56) studies. The EURODEM study showed

a significant increase in risk for those with an afflicted frrst-degree relative (54). The
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latter also indicated that a positive family history of Parkinson's disease was associated

with AD, however, two subsequent studies have not confirmed this finding (52,53).

Genetic-linkage studies also support the importance of genetic factors in the

etiology of AD. The study of familial clusters of AD has led to the identification of three

AD loci on chromosomes 14, 19, and 21 (57). Most cases of AD, however, do not

appear to be familial. More recently, a genetic association has been reported between the

e4 allele of apolipoprotein E and late-onset familial and sporadic AD (58,59).

Studies of Iate matemai age at index birth as a risk factor for AD have yielded

contradictory findings (16,46). A re-analysis of four case-control studies indicated an

increased risk for those whose mothers were older than 40 at their birth (60). An

association between young maternai age and risk of AD has also been suggested (52,60).

The most commonly investigated environmental exposures include head trauma,

smoking, alcohol consumption, and aluminum. Although several individual studies have

shown no significant association, two meta-analyses, one of eight case-control studies and

one of Il case-control studies, have indicated that prior head trauma is a significant risk

factor for AD (61,62). Subsequent studies have reported no clear association (53) and a

marginally significant increased risk (52).

Individual studies of the relationship between smoking and risk of AD have

produced inconsistent findings, with positive, inverse and no significant associations being

reported (21). The EURODEM re-anaIysis found a significant inverse association, with

risk decreasing as consumption increased (63). Results of investigations of alcohol intake

and risk of AD have generally been negative (52,53,63). Epidemiologie evidence for

aluminum as a risk factor for AD is inconclusive despite sorne indication of an

association from laboratory and ecological research (21,46).

A link between low education and risk of AD has been suggested by sorne (52,64)

but not aU (56,65) studies. Various mechanisms have been hypothesized ta explain this

possible association, including the notion that higher education may lead to an increased

brain .reserve and thereby delay symptom onset (32,33).

Sparse and often conflicting evidence exists for a variety of other putative risk

factors including a medical history of depression (52,66), thyroid disease (52,67), and
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severe headaches and migraines (52,67). A history of arthritis and of nonsteroidal antiw

inflammatory drug use have been associated with a low risk of AD (52,55). Though the

evidence to date is inconclusive for most risk factors studied, it seems likely that several

factors, bath genetic and environmental, are important for disease expression (68,69).

2.4 Diagnosis

The antemortem diagnosis of AD is hindered by a lack of biological markers and

unique clinical features (70,71). A defmitive diagnosis must await autopsy since it relies

on histologie examination of brain tissue. The examination involves confrrming the

presence of neuritie or senile plaques and neurofibrillary tangles, the neuropathologie

hallmarks of the disease (72). Even these histologic features are not specifie ta AD,

however, as they have also been found in the brains of nondemented eiderly (73,74). The

differentiation of the disorder from normal aging, therefore, relies on quantifying 'the

neuropathology (72). Since snch evidence is rarely obtained during a patient's life, the

antemortem diagnosis of AD is most often a clinical one.

The elinical diagnosis of AD consists of flIst establishing the presence of

dementia, a clinical syndrome characterized by intellectual deterioration sufficient to

interfere with social or oecupational performance (75). This is generally accomplished

by means of clinical and mental status examination, and medical history taking, which

together serve to identify abnonnalities in cognition and establish a history of decline.

Confirming the presence of dementia can be particularly difficult in the early stages where

cognitive deficits are subtle and may he denied by the patient (71).

Once the presence of dementia is established, the differentiation of AD from other

dementing disorders is attempted using the results of medieai history, physical and

neurological examination, laboratory tests, and brain imaging (4,76). These data are

useful in identifying dementias of vascular origin, such as muiti-infarct dementia, and

secondary dementias such as those resulting from ethanol abuse, brain tumours,

hydro~ephaIus, and chronic infections. When no specifie cause of the dementia is

identified, a presumptive diagnosis of AD is made (9,75). Consequently, the clinicai

diagnosis of AD is based on the exclusion of other potential etiologies.
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This two~step diagnostic process has been formalized through the developtnent of

diagnostic guidelines. The most commonly used guidelines in AD research include those

of the third edition of the Diagnostic and Statistical Manual of Mental Disorders (DSM­

III) for primary degenerative dementia (77), the criteria of its revised version (DSM~III~R)

for primary degenerative dementia of the Alzheimer type (75), and those for possible,

probable, and definite AD developed in 1984 by a work group set up by the National

Institute of Neurological and Communicative Disorders and Stroke, and the Alzheimer

Disease and Related Disorders Association (NINCDS~ADRDA) (9).

Although the three sets of criteria are generally compatible, the NINCDS-ADRDA

scheme was specifically established for research with an aim to improve the uniformity

of diagnoses in different studies in arder to allow for meaningful comparison of their

results. Possible AD is diagnosed when patients with a dementia syndrome aIso have an

atypical onset, presentation, o~ clinical course, or have concomitant disease sufficient to

produce dementia but considered not to be the cause of il A diagnosis of probable AD

is made when the presence of a progressive dementing disorder of insidious onset is

established and other potential causes are excluded. Definite AD requires histopathologic

confirmation in the presence of a typical clinical picture (9).

The diagnostic accuracy of the NINCDS-ADRDA criteria has been assessed in a

number of studies. Reported estimates of interrater reliability are generally comparable

and moderate, with kappa statistic values ranging from 0.36 to 0.65 (78-80). Three

studies have examined the sensitivity of these criteria: one reported an estimate of 92%

(81); another observed values of 85% and 95% for each of two observers (82); and a third

study's findings ranged from 81 % ta 85% depending on the neuropathologic criteria used

(83). The corresponding specificities for the three studies were 65%; 13% and 33%; and

80% to 91%.

The validity of these criteria has mainly been investigated in terms of the positive

predictive value of a clinical diagnosis of probable AD with neuropathologyat autopsy

serving as the gold standard. Estimates of this measure of validity range from 64% to

100% (81,83-87). These results indicate that as many as one third of patients with a

clinical diagnosis of AD may not, in fact, have the disease. This has important
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implications for AD research where the inclusion of nondemented subjects or demented

subjeets with other etiologies may obscure associations of interest.

2.5 Treatment

While researeh into potential treatments for AD has yielded sorne encouraging

results, no agent has shown evidence of substantial efficaey ta date (88,89). Challenges

to the development of pharmacologie therapies for AD include uncertainty of diagnosis,

difficulty of early diagnosis, accurate measurement of cognitive and noncognitive

function, poor understanding of etiology and pathogenesis, variability in disease severity

and progression, and uncertainty as to what constitutes clinically significant improvement

(90-92). Fortunately, recent breakthroughs in molecular and cellular research are

providing cIues to the pathologic mechanisms in AD as weIl as new potential targets for

treatment research (93).

Treatment strategies in AD can be categorized inta four broad conceptual

approaches: treating behavioral symptoms, treating primary or cognitive symptoms,

attempting to slow or stop disease progression, and preventing or delaying the onset of

illness (89). There appears to be sorne consensus that many behavioral disorders

associated with AD are amenable ta pharmacologic intervention, in spite of the limitations

ofresearch in this area (4,88,94). Commonly used drugs include antipsychatics, sedative­

hypnotics, antidepressants and anticonvulsants (4). In addition, more effort is now being

directed towards developing non-pharmacologic, behavioral interventions ta manage these

noncognitive problems (93).

Treatment research has focused primarily on improving cognitive function by

restoring the neurotransmitter imbalances that result from neuronal death (90). The

neurotransmitter deficit observed mast consistently has been that of acetylcholine, an

observation which has contributed ta the cholinergie hypothesis of cognitive loss in AD

(95). The most widely researched strategy for increasing brain levels of acetylcholine has

involv.ed using cholinesterase inhibitors such as tacrine (THA or tetrahydroaminoacridine)

(89,96). This agent has demonstrated modest efficacy in improving cognitive syrnptoms

in sorne patients (97,98) and was approved for use in AD by the U.S. Food and Drug
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Administration in 1993. Whether tacrine leads to significant clinical improvement

remains controversial (92).

Neurotransmitter replacement represents a therapeutic approach which is short-term

and palliative. The longer-term goal of altering the disease course will require slowing

or stopping the neurodegeneration in AD (90). Research aimed at modifying the disease

process has been limited by poor understanding of its pathogenesis. Recent advances in

this area, however, are generating optimism about the prospects of developing effective

therapies that will intervene in the underlying pathology of the disease (21,93). There is

also speculation that multiple treatrnent approaches may prove to be therapeutically

optimal (89,99). Further understanding of the etiology and pathogenesis of AD may one

day permit the early identification of those at risk and create the possibility of preventing

or delaying disease onset (99).

In view of the limited success of phannacotherapy, clinical management of AD

has focused on supportive care which aims to keep patients socialized, and mentally and

physically active in a safe environment (71,100). Provision of support services and

personal counselling to caregivers may also be required to prevent or treat the physical

and psychological problems often associated with the burden of caregiving (4,94,100).

2.6 Clinical course

Alzheimer's disease is a progressive, dementing disorder of insidious onset (9,75).

Because initial changes are often subtIe or imperceptible, time of onset is generally

difficult to deterrnine. As the disease evolves, diverse signs and syrnptoms emerge, sorne

of which persist or progress as the disease advances while others regress (l0l).

The clinical manifestations of AD can be c1assified into five domains: cognitive,

functional, behavioral, psychiatrie, and motor. Cognitive symptoms are generally the frrst

ta emerge (102) and are considered cardinal since their appearance and progressive

deterioration occur invariably in AD (103). The primacy of cognitive deficits is also

supported by their association with the disease's neuropathology (73,84,104). While

memory loss is the most prominent feature, language, orientation, attention, visual

perception, and praxis (the ability to carry out purposeful movements) are also affected
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(9,105). The functional domain consists of disability related to instrumental and basic

(self-care) activities of daily living. The former incIudes difficulties with managing

finances, travelling independently, and using a telephone, while problems with dressing,

feeding, and toileting typify the latter.

Behavioral and psychiatrie problems are common in AD, affecting at least 50%

of patients at sorne point in their disease course (106-108). Delusions, depression, apathy,

agitation, wandering, aggression, and sleep disturbance are among the most frequently

observed. Motor signs inelude myoclonus, extrapyramidal signs, primitive reflexes, and

seizures. Though many are prevalent, signs and symptoms belonging to these domains

are considered associated disease features since they are not invariably manifested (9,103).

Sorne of these features have been shawn ta be associated with proportionately greater

neuropathology in specifie brain areas (109,110). For many symptoms, however, it is

unclear whether their manifestation is secondary ta cognitive impairment or other

symptoms, or the result of separate neural mechanisms or substrates (111,112).

Prevalence estimates of many associated features vary widely, due in part ta

differences between studies with respect ta the source of subjects, definition of symptoms,

levels of disease severity sampled, time frame of symptom assessment, and use of medical

eharts, caregiver reports, or patient interviews as data sources. For example, major

depressive disorder was found in 86% of patients in one study (113) but was not observed

in others (106,114). Estimates for anxiety and extrapyramidal signs are similarly varied,

ranging from 12% ta 76% (107,115) and 6% to 440/0 (116,117), respectively.

The typical sequential progression of these diverse clinical features is often

described in terms of broad disease stages or phases. Global staging instruments further

define distinct stages in the progression from no impairment to severe dementia, with each

stage characterized by the presence and severity of specifie signs and symptoms

(118-121). Sueh scales have been widely used by elinicians and researchers to assess the

global disease severity of a patient or patient group. Despite the usefulness of staging,

there is little empirical evidence to support the presence of naturally occurring phases in

the course of AD (122).

Alzheimer's disease has traditionally been described as having three broad phases

(94,123,124). In the early phase, syrnptoms include memory loss, language problems, and
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personality and behavioral changes. Patients initially lose memary for recent or everyday

events. They may repeat themselves frequently, forget recent conversations or new

acquaintances, or misplace objects. Judgement and abstract thinking are also impaired.

Language symptoms generally appear as deficits in ward and name finding (125,126).

Difficulty learning and retaining new infonnation, paor concentration, and difficulty

performing novel or complex tasks may lead to decreased performance in work or social

settings. Patients may withdraw from challenging situations, though social skills are often

preserved.

Although patients may initially be aware of their cognitive defiCits, they often lose

insight as the disease progresses. They May neglect their personal appearance and

hygiene, and experience difficulty managing their finances. Spontaneity and initiative are

frequently diminished. Other behavioral problems that may emerge include withdrawal,

apathy, irritability, paranoia, and hostility. Many are afflicted by depression and anxiety

(127).

In the middle phase, cognitive functions decline further with continued

deterioratian of recent memory and the emergence of remote memory deficits. Language

skills also diminish with the development of dysphasia. Patients commonly suffer from

visuospatial deficits causing them to have difficulty dressing and to become lost, even in

familiar surroundings. They also become disoriented ta time. Other cognitive

impairments include failure to recognize objects or familiar faces (visual agnosia) and

difficulty executing purposeful movements (apraxia). Patients can no longer function

independently, and require assistance with travelling and personal hygiene. Behavioral

and psychiatrie symptoms, sucb as deiusions, agitation, aggression, and wandering are

common and pose significant problems to caregivers.

In the late stage, patients are generally unaware of their environment and aIl recent

life experiences. They may exhibit neurologie signs such as rigidity, postural

abnormalities, myoclonus, and seizures. Profoundly demented, they lose both verbal and

psychomotor abilities, eventually becoming mute, immobile, and incontinent. Death often

results from complications of AD including pneumonia and other infections (128,129).

Heart disease, stroke, and neoplasms are more common causes of death among patients

who die early in the disease course (130).
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The median SUlvival following the onset of AD is estimated to be between five

and nine years, with a range of one to 18 years (43,128,131). There is evidence to

suggest that survival has improved during recent decades (132). Still, the life expectancy

of AD patients is reduced relative to that of the age- and sex-matched general population

(129,133,134). Five-year survival after diagnosis is approximately 50% of expected

(128,135).

There is wide individual variability among patients with AD, not only in terms of

disease duration and the emergence of assoeiated disease features, but aIso in terms of

when symptoms appear in the disease course. Although memory loss is the most

common presenting symptom, approximately 10% of patients experience an atypical onset

characterized by more focal neurologie deficits such as language problems, difficulty

performing tasks, disorientation, or personality disturbance (71,136). .The appearance of

associated features relative to the course of AD is also quite variable. Studies examining

the relation of motor signs (117,137-140), behavioral and psychiatrie symptoms

(106,113,114,127,141-146), and global behavioral measures (147-149) with level of

cognitive impainnent or disease stage have yielded mixed results. Those reporting

significant associations generally found that assoeiated symptoms, with the notable

exception of depression, are more likely to occur with increasing disease severity

(141,142). Stilt predicting when these symptoms might appear is difficult since many

features are quite prevalent even in mild disease.

Rate of disease progression, measured as decline in cognition, function, or disease

stage, is similarly variable with sorne individuals deteriorating rapidly while others

experience little or no decline for years (6,150-153). The heterogeneity among patients

with AD in symptomatology, age at onset, and rate of progression has Ied to speculation

and debate regarding the possibility of subtypes of AD (154-157). As yet, the existence

of clinical subtypes with different etiologies or pathological meehanisms has not been

demonstrated. The variable progression of AD, and the lack of subtypes to account for

the diversity, has hindered clinicians' efforts ta provide patients and their families with

accurate prognoses. This, in tom, has prompted the search for factors that can reliably

predict the future disease course of individuals with AD.
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CHAPTER 3 - CRITICAL REVIEW OF PROGNOSTIC LITERATURE

3.1 Introduction

In this chapte~, a critical review of prognostic studies of Alzheimer' s disease (AD)

meeting specified eligibility criteria is presented. The review focuses on studies

investigating the ability of clinical and demographic factors to predict deterioration on

cognitive and/or functional axes of the disease. The variability of Mean progression rates

across studies and of individual progression rates within studies is reviewed. The findings

for individual prognostic factors are summarized and the consistency of the results is

discussed. Particular emphasis is placed on the diversity of methods across studies and

the potential impact of individual methods on the validity of the results.

3.2 Methods used to select and review studies

3.2.1 Identification and selection of studies

Prognostic studies of AD were identified through a MEDLINE search (1984-1995)

using the following key words and medical subject headings: Alzheimer's disease,

dementia, naturaI history, progression, prognosis, decline, clinical course, deterioration,

disease course, longitudinal, and cohort studies. The search w~s restricted to articles

published in English or French. The reference lists of relevant articles identified in this

mannèr were perused for additional papers.

Studies of predictors of disease progression in AD satisfying the following criteria

were included for review:

1 - original research study;

2 - prospective design;

3 - diagnosis of AD based on NINCOS-ADRDA criteria (9) for definite, probable

or possible AD, DSM-ID-R criteria for primary degenerative dementia of the

Alzheimer type (75), DSM-III criteria for primary degenerative dementia (77),

or their equivalent, either at intake or retrospectively;

4 - disease progression assessed using measures of cognition, function (activities

of daily living), or disease stage; and
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5 - clinical and demographic eharacteristics assessed as potential prognostic

factors.

The prognostic value of electrophysiologic or radiographie tests was not examined

in this review, nor was the literature related to the use of death or institutionalization as

prognostic endpoints.

Only longitudinal studies that prospectively monitored the disease status of patients

were eligible. Retrospective studies whieh estimated the disease progression of individual

subjects or groups of subjects prior to entry into the study were excluded. The validity

of such estimates is questionable given that they were based on retrospective estimates

of subjects' test scores or on assumptions regarding their premorbid level of performance.

Cross-sectional studies which estimated decline by comparing the pèrformance of patients

who were at different stages of the disease were also excluded. Empirical evidence

suggests that this approach tends to underestimate the rate of individual disease

progression (158).

The inclusion criterion 3 was applied in an effort to restrict the critical review to

studies where subjects were most likely to have AD. The inclusion of patients with other

causes of dementia, or other psychiatrie or medical disorders, might spuriously increase

the apparent heterogeneity of the disease course and bias results regarding the predictive

value of potential prognostic factors. A c1inical diagnosis of AD based on the guidelines

specified above is highly predictive of a confrrmation of AD at autopsy (81,86). The

application of these guidelines therefore limits, as much as is currently possible, the

inclusion of patients with other disorders. Studies reporting that their diagnostic

guidelines were consistent with one of those listed above were considered eligible even

when such assertions were only made in subsequent reports based on the same cohort.

3.2.2 Substantive review of studies

Key information regarding the results and methods of each of the eligible reports

was abstracted using the form shawn in Appendix 1. Each study was reviewed for its

findings related ta the sample's mean rate of progression over follow-up, the variability

among subjects in their progression rates, and the ability of each factor examined to
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predict decline on measures of cognition, function (activities of daily living), or disease

stage.

There is evidence to suggest that disease progression along cognitive and

functional axes in AD may be parallel but distinct (7). The evidence is based, in part, on

the observation that correlations among cognitive and functional progression rates are on

the order of 0.40 to 0.60 (7,159,160). The considerable amount of unshared variance

suggests that cognitive and functional abilities may deteriorate at different rates and may

therefore differ in their associations with potential pro~nostic factors. Accordingly, the

prognostic findings for the three types of outcome measures were summarized separately

since the failure to distinguish between them might, in itself, lead to the conclusion that

the findings for individual factors are inconsistent.

This review of prognostic findings focused on the following: 1) the consistency

of the findings for each factor both across and within different types of outcome

measures; 2) issues related to the measurement or definition of individual factors; and 3)

the discrepancy of the fmdings within individual studies and among different reports

based on the same longitudinal cohort.

Several reports included in the review were based on different subsets of patients

from the same longitudinal cohorts. The sample sizes, study methods, and/or prognostic

factors varied sufficiently such that no two reports appeared completely overlapping. In

several instances, however, the association of a given prognostic factor with a particular

axis of disease progression was described by two or more reports generated from the

same longitudinal study. The independence of such findings is questionable given the

potential for considerable overlap of the subjects upon which they are based. The extent

of overlap of the study samples was substantial for a few of the reports involved but

could not be ascertained for mo~t. The findings for each prognostic factor are therefore

presented such that resuIts derived from the same longitudinal cohorts are identified.

This review did not attempt ta reconcile discrepant resuIts among ail studies

examining a given factor by associating them with differences in study methods.

Discrepant findings among reports based on the same longitudinal cohort were of interest,

however, since these were likely reIated to study features other than the source or
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selection of subjects. The consistency of results associated with the use of different

methods (e.g., different measurement scales, estimates of progression, or statistical

analyses) within the same report was similarly of interest. In these reports, conflicting

results were often directIy related to specifie differences in study methods.

3.2.3 Methodological review of studies

Key issues related ta the diversity and validity of the methods used in the studies

were examined by assessing each report with respect to nine features of design and

analysis. The evaluation of sorne of these features was guided, in part, by six criteria

described by the Department of Clinical Epidemiology and Biostatistïcs, McMaster

University Health Sciences Centre (subsequently referred ta as the McMaster criteria)

(161). These criteria were developed as guidelines for evaluating studies of clinical

course and prognosis. They are listed below in relation to the study features to which

theyapply.

First, reports were classified into one of five categories according to the source of

study subjects: (i) general population; (ii) volunteers (recruited through media

announcements, primary physicians, or speciaIists); (üi) medical service (e.g., neurologie,

psychiatrie or geriatric hospitals services, psychiatrie hospitals, referral practices); (iv)

specialized clinic (memory disorders, dementia, or AD clinics); and (v) mixed (subject

recruited from two or more sources among the preeeding four and geriatric institutions).

Studies were aIso examined with respect to whether the referral process by which patients

entered the study was described (McMAsTER CRITERION).

Second, the selection criteria of each report were examined to determine whether

subjects were assembled at an early and uniform point in their disease course

(McMASTER CRlTERION). Identifying patients near the onset ("inception tl
) of their disease

is difficult in AD because time of anset is difficult to determine and many patients come

to medical attention long after their fust symptoms appeared. Choosing time of diagnosis

or when patients first seek medical advice as the referenee point (zero time) is also

problematic since these are influenced by factors unrelated to the disease. One option is

to restrict study entry to those rated as having mild disease according to a global staging
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instrument or a narrow score range on a cognitive rating seale (162). The reports were

therefore examined ta detennine whether this strategy was used and, if so, how mild

disease was defined. Other selection criteria were aiso evaluated in terms of their

potential impact on the representativeness of the sample.

Third, the assessment or definition of clinical and demographic potentiai predictors

was examined with respect ta issues of validity and consistency across studies. These

issues are diseussed in the review of the findings for individuaI prognostic factors. Issues

related to the rime frame of the assessment of clinical predictors were also considered.

Studies were examined in terms of whether the assessment of clinical features

corresponded to the rime of study entry, sorne period prior to entry, and/or sorne portion

of follow-up.

Fourth, studies were classified aceording to the type of rneasurement instrument

that was used to assess disease progression: Ci) cognitive rating seales; (li)

neuropsychologie tests; (iii) functional (activities of daily living) seales; and (iv) staging

instruments. Studies that used more than one type of scale were included in each of the

relevant categories. The reports were also assessed in terms of whether objective outcome

criteria were used and whether outeome assessment was blind ta prognostic status

(MCMASTER CRITERIA).

Fifth, each report was aIso examined with respect to the length of follow-up and

attrition. Studies were classified according to whether the minimum duration of follow-up

among subjects was less than one year, or one year or longer. The choice of a one year

eut-off point was based on evidence suggesting that estimates of change, for sorne

commonly used outcome scales, are less reliable when the length of follow-up is less than

one year (160,163). The minimum .length of follow-up was chosen because other

measures of distribution (e.g., the percentage of subjects followed less than one year or

the median length of follow-up) were not consistently reported. This classification served

to identify studies where the duration of follow-up, of at least sorne subjects, was

potentially inadequate. Reports were also categorized according to whether their loss to

follow-up was 20% or less, greater than 20%, or not reported. The term loss to follow­

up, in this thesis, refers ta all attrition which precluded subjects' inclusion in the analyses.
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The choice of a 20% eut-off is based on the Mc~Aaster group suggestion that a 10ss of

more than 20% of the original cohort is unsatisfactory (McMASTER CRITERION).

Sixth, studies were classified into three broad categories according to the approach

used ta estimate the disease progression of individual subjects: Ci) computing the rate of

change of test scores over follow-up; CH) assessing the time to reach a given test score

or clinical endpoint; and (üi) determining the presence or absence of decline over follow­

up according to sorne pre-defined criterion for "change". Those using the rate of change

approach were further subdivided according to the specifie estimation method used.

Studies that used more than one of the three broad approaches or methods of estimating

rate of change were classified into each of the relevant categories. There were a few

studies for whom this classification scheme was not applicable since the prognostic

analyses performed did not require a separate estimation of disease progression.

Seventh, the classification of studies according to the statistical analyses used to

identify significant predictors largely followed that for the estimation of disease

progression. The analyses were categorized as follows: (i) rate of change or global

change; (H) survival; (iii) repeated measures; (iv) cross-sectional; and (v) analyses with

no direct comparison of prognostic groups. Reports using more than one approach were

classified into e"ach of the relevant categories.

Eighth., studies were assessed according to whether they controlled for potential

confounders (McMASTER CRlTERION). Baseline severity appears ta be associated with

disease progression and other potential predictors. Reports were therefore categorized

according to whether an attempt was made ta control for baseline severity through

restriction, statistical adjustment, or matching. Studies in which control for severity was

carried out for sorne prognostic factors but not others., and those for which it was felt that

restriction had not been sufficient to preclude residual confounding were rated as having

achieved partial control.

Lastly, the reports were categorized according to the number of study subjects

included in the prognostic analyses. Evaluating the adequacy of the sample size of each

report in terms of statistical power was complicated by the diversity of the follow-up

schedules, measurement instruments, and prognostic analyses used among the studies.
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Sample size calculations were therefore based on a "typical ll study design that represented

the intersection of the most commonly used follow-up scheme, measurement scale, and

analysis. The features of this design consisted of two measurements separated by a one

year follow-up, cognitive assessment using the Mini-Mental State Examination (MMSE)

(164), and a comparison of the mean annual rate of change of two subject groups.

Calculations indicated that such a design would require about 40 subjects to detect

a mean difference of three points/year between equal sized prognostic groups with 80%

power and a 0.05 probability of type l error (165). The variance in the rate of change

among individuals used in these calculations was 16. A difference of three points/year

in the mean rate of change between groups was chosen as the minimum, clinically­

meaningful difference to deteet ~ased on a review of the literature on the MMSE and on

the clinical experience of a geriatrician familiar with the scale.

Because a number of studies examined prognostic factors whose prevalence was

less than 20%, the caleulation was repeated assuming a 15% prevalence. This yielded a

required sample size of 80. Studies were therefore categorized aeeording to whether the

number of subjeets analyzed was less than 40, 40 to 80, or greater than 80. The studies

belonging to these categories were considered to have sample sizes which were possibly

inadequate, likely adequate for more prevalent prognostic factors, and probably suffieient,

respectively. The uncertainty of these appraisals reflects the fact that each report's

statistical power was not computed directly, and that the ealculation used did not account

for multivariate analyses of multiple prognostic factors. This classification scheme

provided, nonetheless, a general indication of the proportion of studies with potentially

limited statistical power for detecting important prognostic factors.

3.3 Results and discussion of literature review

3.3.1 Overview of the studies

Fifty-nine prognostic studies met the eligibility criteria for review (section 3.2.1).

A summary of the sample characteristics and outeome measures of these reports is shown

in Appendix 2. Forty-six reports were based on studies conducted in the United States,

five were from England, while Italy, Germany, Finland, Sweden, France, and Canada
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accounted for one or two each. Approximately one third of the reports were based on

multi-centre studies. These were more prevalent in recent years, however, reflecting a

trend towards larger studies based on collaboration among several AD research centres.

3.3.2 Substantive findings of the studies reviewed

3.3.2.1 Rate of disease progression

In many of the studies, a subject's cognitive or functional decline was calculated

as the average yearly change in test scores over the follow-up period. The sample means

of these annual rates of change (ARC) are presented in Table 1 according ta the cognitive

or functional (activities of daily living) measurement instrument used. The reports using

ARCs as estimates of disease progression are representative of aIl the reports reviewed

in that they refleet a greater use of cognitive measures of decline. That most researchers

chose ta examine the deterioration of cognitive functions likely refleets the primaey of

these symptoms in AD.

There is little consensus in the literature on what constitutes a "elinieally

signifieant" change in score for the seales shown in Table 1. There appear to be

important differenees, however, in the mean ARC values observed in different studies

using the same seale. For example, the average rate of decline on the MMSE in one

study (7) was 2.5 times faster than that of subjects in another study (166). Differences

among the studies in the mean ARC value for a given seale may refleet variations in the

study samples and/or methods.

In an earlier review of prognostie studies, Galasko et al. (5) observed that those

reporting lower, intermediate, and higher mean ARCs on the MMSE had assembled

subjeets who were generally mildly, moderately, and more severely impaired at entry,

respectively. This relationship has not been completely supported by subsequent researeh.

For instance, two studies with subjects that were mildly to moderately impaired at entry

have reported the highest mean ARCs for the MMSE (7,167). There is evidence,

nonetheless, that ARC estimates are influenced by the severity of impairment at study

entry. Consequently, differences among the studies in the distribution of subjects'

baseline severity may explain, in part, the variability in mean ARCs.
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( Annual rate of change on cognitive and functional seales in prognostie studies of Alzheimer's disease

Seale+ Study Rate oC change
.

Commentn
(score
range) Mean±SD Range++

Cognitive:
MMSE Uhlmann et al. (1986) 156 2.6··
(O~30) Reifier et al. (1986) 131 2.S··

Becker et al. (1988) 44 1.8--
Huff et al. (1990) S3 2.9··
Salmon et al. (1990) 55 2.8±4.3
Teri et al. (1990) 106 2.8±4.6
BoUer et al. (1991) 33 3.2··
Burns et al. (1991) 8S 3.5·· ·3~15

Mortimer et aL (1992) 65 4.5·· 0.2-+15
Haxby et al. (1992) 16 4.4··
Morris et aI. (1993) 430 3.9±3.7
Corey-Bloom et al. (1993) 244 3.1±3.9
Goldblum et al. (1994) 16 2.5-· 1~5

Mielke et al. (1994) 2S 4.2±3.6 -3.8-+10.1
Kraemer et al (1994) 81 3.1±2.3
Hogan et al. (1994) 135 3.6··

('-
mMMSE Stem et al. (1994) 236 6.7±6.0
(0-+57) Jacobs et al. (1994) 127 6.2··

BIMe Lucca et al. (1993) 56 2.6±4.9
(0~37)

mBIMC Katzman et al. (1988) 142 4.4±3.6 • 4 patient cohons
(0-+33) Thal et al. (1988) 40 4.5±3.2 0.4-412

onoc & Crystal (1989) 54 4.1±3.0
Salmon et al. (1990) 55 3.2±3.0
Stem et al. (1992) 111 4.1±4.1 - four methods of

3.9±4.0 calculaling ARC
S.2±5.4
4.0±3.6

Corey·Bloom et al. (1993) 190 3.I±S.0
Farrer et al. (1995) 186 4.2±3.1

BOMC Monis et al. (1993) 430 3.8±4.3
(0~28)

DRS Salmon et al. (1990) 5S 11.4±l1.l
(O~l44) Haxby et al. (1992) 16 19.1--

CAMCOG Burns et al. (1991) 85 12.3--
(0--+107)

{ (table continues on next page)
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Scale+ Study Rate of change
.

Commentn
(score
range) MeantSD Range-

ADAS
(0-+120) Kramer-Ginsberg et al. 60 7.1±9.8 • cognitive &

(1988) noncognitive scales
(0-+10) Stern et al. (1994) 111 9.6±8.2 .. cognitive scale

8.4±6.0 only
11.1±9.9 • four methods of
Il.2±9.9 calculating ARC

Functional:
BDS Huff et al. (1990) 53 1.5··
(0-+28) Lucca et al. (1993) 56 3.5±3.7

Stem et al (1994) 236 2.4±2.6
Jacobs et al. (1994) 127 2.1··

mBDS Morris et al. (1993) 430 2.ltl.8
(0-+17) Corey-Bloom et al. (1993) 10 1.8±6.7

PSMS Green et al. (1993) 104 2.4±3.9 -9~18.6

(6-+30)

IADL Green et al. (1993) 104 2.l±3.3 -9.9~15.2

(; (8-+31)

PSMS+ Mortimer et al. (1992) 65 7.2·· -l.O~21

IADL
(14~1)

• Expressed in points pel' year with positive numbers indicating deterioration.
•• No SD reported for the full sample.
+ MMSE = Mini-Mental State Examination; mMMSE = modified Mini-Mental Stale Examination; BIMC

=Blessed Infonnation-Memory-Concentration Test; mBIMC =modified Blessed Infonnation-Memory­
Concenttalion Test; DOMe=Blessed Orientalion-Memory-Concenttation Test; DRS =DementiaRating
Scale; ADAS = Alzheimer·s Disease Assessment Scale; CAMCOG = cognitive portion of the
CAMDEX; BDS =Blessed Dementia Scale; mBDS =modified Blessed Dementia Scale; PSMS =
Physical Self·Maintenance ScaIe: IADL =Instrumental Activities of Daily Living Scale.

++ Minimum and maximum among individuaI subjects.
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Katzman et al. (151), for example, compared the decline of four separate cohorts

on the modified Blessed Information-Memory-Concentration Test (mBIMC) (168). The

two cohorts whose subjects were more severely impaired at entry had lower mean rates

of decline. Moreover, when all subjects were stratified according to their initial severity,

the subset with greater than 24 errors (out of a maximum of 33) had a substantially lower

mean ARC. The authors suggested that this most likely reflected a "ceiling effect"l of

the scale. Once the more severe subjects were excluded from this study, the mean ARCs

of the two cohorts who had initially been more severe increased to a level comparable ta

that of the other two cohorts.

The exclusion of subjects' data near the maximum impairment score a1so

illustrates the potential influence of floor effects on ARC estimates. Stern et al. (169,170)

applied severa! methods of estimating ARC to their sample in order to ensure that their

conclusions wouId not depend on having chosen a particular approach (Table 1). Their

comparison of mean ARCs generated from four approaches revealed marginally

significant differences (169). The method which produced a mean ARC of 5.2 for the

mBIMC was the same as that which yielded the 3.9 value except that the former did not

use subjects' data after they scored over 30 errors. Other possible reasons for the

variability among the mean ARC values across studies include differences in diagnostic

error rates, length of follow-up and losses to follow-up, and small sample sizes that

enhance the impact of sampling error (6,160).

The studies reviewed were also consistent in finding a wide individual variability

in the rate of decline as indicated by the large standard deviations (SO) and ranges of the

ARC values reported. In fact, the reported 5D values were often equal to or larger than

their corresponding estimates of the roean decline per year. In addition, the ranges of the

Measurement scales are said to exhibit "floor" or "ceiling" effects when decline
in function, below sorne level, is no longer detected. Thus, the measured rate of decline
of indîvidual subjects decreases as they approach the scale's maximum impairment score.
Which term is used depends on whether the maximum impairment for a given scale is the
lowest score (fi0or) or the highest (ceiling). The term floor effect will he used in the
remainder of this thesis to refer to either situation.
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ARC values indicated that sorne subjects even improved over follow-up. Studies using

other approaches to estimating disease progression have also noted that sorne patients

exhibited little or no decline for periods of three to four years (8,153).

This wide variability among subjects may be an artifact of sampling, poor

measurement or other study limitations, or it may reflect true individual differences in the

rate of disease progression. It is unlikely that the inadvertent inclusion of patients with

disorders other than AD accounts for much of the observed variation since the ARC of

subjects with subsequent autopsy confirmed AD is also highly variable (151,171).

Another possibility is that ARC estimates derived from sorne scaIes are not reliable

measures of change. There is evidence ta suggest, however, that estimates of change for

sorne instruments are fairly reliable when subjects are followed for more than one year

(160,163)~

A third possibility is that the rate of progression of individual patients may change

over the disease course and that assembling subjects at different stages of their decline

would inflate the apparent variability of the rates. This possibility is supported by

observations that patients may experience a plateau phase early in their disease course

(167,171) and that sorne scales appear to have a nonlinear pattern of decline

(152,160,170). However, individual ARC estimates are still highly varied when periods

of little or no change - initial plateau and floor phases - are excluded from the ARC

estimation (167,171). This observation suggests that the wide variability of ARC

estimates may reflect true interindividuaI differences in the rate of clinical progression.

Whether such differences reflect naturaI variation in the disease process, differences

among patients in their ability to resist or compensate for the neurodegeneration, or the

existence of AD subtypes with different etiologies is unknown (8).

3.3.2.2 Potential prognostic factors

The prognostic findings of the eligible studies are presented in Table 2 for severa!

of the more commonly investigated potential prognostic factors. At a glance, it is clear

that the majority of the reports measured disease course in terms of the progressive 10ss

of cognitive functions. Thirty-four of the 59 reports (58%) used only cognitive outcome
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Table 2, Sludies of clinical and demogmphic potential predictors of cognitive, functïonal, and disease stage progression in A1zheimer's disease

POlential'predictors and Study references by type of outeome measuref

their associations
wilh decline Cognition (C) n Function (F) n C+F n Disease stage n

Age al onset
no association: 150,151,185,190,191,194·,195-191;l01, 16 6,8,188,195, d-l92 5 -- 0 185,216, 4

211, (-(169,170,251), d-192, g-174 i-(l53,21O)
younger al onset :: t decline: 6, d-193, g-167 3 d-193- 1 -- 0 0
older al onset :: i decline: .. 0 -- 0 172 1 -- 0

Age al enlry
no association: 187,192,197,211,212,217 6 6,7,188,192 4 172 1 210,216 2
younger al entry :: i decline: 6.7,186' 3 -- 0 -- 0 -- 0

Symptom duration
no association: 6,150,186,187,190,191,193,194,212 9 6,8,193 3 112 1 216, i-(153,210) 3
shoner :: i decline: 196,197· 2 -- 0 -- 0 -- 0

Geoder
no association~ 7,150,186,181,190,191,197,207,211,212, 15 6,8, d-(I92,193) 4 -- 0 -- 0

d.(192.l93), f-{169,170,251)
wornen =i decline: 6 1 1 1 .. 0 _. 0

Education
no association: 6,1,151,167,190,196,197,207,211,217 10 6-8,188 .4 -- 0 210 1
higher education = t decline: 186 1 .. 0 -- 0 .- U

Family hislory of demenlia
no association: 150.167,190,191,193,194,196,207, 11 8,193 2 _. 0 -- 0

f-(169,170,251)
+ve family hislory = i decline: 197 1 -- 0 -- 0 _. 0
no family hislory = t decline: .. 0 204' 1 .- 0 .- U

Extrapyramidal signs (EPS)
no association: 7,116,188,191,197 5 7,8,188. e-208 4 -- 0 _. U
EPS =t decline: 173',192,207·,208+, c·{175,190) 6 192, e-204' 2 -- 0 180 1

(table continues on nexl page)
N
\0
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Table 2 (conlÎnued from previous page)
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PotentiaJ.predictors and Study references by type of outcome measuret

their associations
with decline Cognition (C) n Fonction (F) n C+F n Disease stage fi

Language impainnent
no association: 197, a·l66 2 7 1 .- 0 .. 0
more impaired =i decline: 7,191. a-(188,211), c·(l90,213) 6 183+,188,195 3 .. 0 i·(182,183,210,214) 4
more impaired =J. decline: 212 1 .. 0 - 0 .. 0

Psychosis
no association: 190, a·188 2 8,188, e-208 3 .. 0 .- 0
psychosis =t decline: 181,192",208+, a-(178",215) 5 181,192", e-204' 3 - 0 181 1

Delusions
no association: 7,115,116,207,221 5 7 1 .- 0 -- 0
delusions =t decline: -- 0 _. 0 -- 0 216 1

Hallucinations
no association: 7,115,116,187 4 .- 0 -- 0 -- 0
hallucinations = i decline: 207-,222 2 7 1 -- 0 216 1

Depression
no association: 7,179,186,223, b-(177,187), c-(115,190) 8 7,8 2 -- 0 _. 0

Agitation
agitation =t decline: 115,186",187,207-' 4 _. 0 .- 0 .- 0

Previous nue of change
no association: 191,217, f-152 3 8,152 2 -- 0 .- 0
prediclS subsequent decline: 167', (·170 2 -- 0 -- 0 _.

0

+ Repons in which the aulhors' conclusion, regarding the association indicated, was based on a non-significant trend.
• Repon in which the association indicated was ORly round in mild or moderate dementia subgroups but not both.
- Repons in which the use of more Ihan one measurement seale, measure of progression, or method of analysis led to mixed results.
§ Repons prefixed by the saane letter in a given cell of the table are based on the same longitudinal cohort study"

tH
o
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measures while another 12 examined cognitive decline in conjunction with decline in

activities of daily living (function) and/or disease stage. Functional decline and

progression of disease stage were assessed, alone or in combination with other measures,

in 15 and II reports, respectively. One report used the sum of two scales, one cognitive

and one functiona1, as ilS measure of disease progressiont and is listed separately in Table

2 (172). Reports also varied widely in the number and type of clinical and demographic

factors investigated, with many examining a single factor (159,173-185) while others

studied 15 or more (7,8,186-188). The findings for given prognostic factors based on

different reports from the same longitudinal study are indicated where applicable (see

footnote to Table 2).

Age at onset:

Age at onset was assessed as a potential prognostic factor or confounding variable

in 25 reports t making it the most frequently investigated among clinical and demographic

potentia1 predictors. Early studies by Beston et al. (49) and Seltzer and Sherwin (189)

found shorter survival times among patients who were younger than 55 and 65 years of

age at onset, respectively. These findings suggested that early onset of illness might be

associated with more rapid disease progression. Subsequent investigations of the effect

of onset age on cognitive, functional, or disease stage progression, however, provided

little support for this hypothesis.

A 1ack of significant association between age at onset and disease progression was

observed in aIl or most reports for each type of outcome measure. Included among these

were studies that adjusted for other covariates, such as baseline severity, and whose

sample size likely provided adequate statistical power (169,190-192). Lucca et al. (6)

reported an association between younger age at onset and more rapid cognitive t but not

functional, decline. Haxby et al. (167) also observed a faster rate of cognitive decline

among subjects who were younger at onset, unlike an earlier report based on the same

longitudinal cohort which found no significant association (174). Once the two subjects

with disease onset prior to age 50 and the fastest rates of decline were excluded, however,

the correlation was negligible and no longer significant (167).
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Different conclusions were aiso reached by another set of reports based on

subsamples from a single longitudinal cohort (192,193). Bath reports used the same

analytic approach but the one which found a significant association was based on a

smaller subsample of the cohort with longer follow-up (193). The latter report was

characterlzed by discrepant results in that a multiple linear regression analysis

demonstrated a significant influence of age at onset on functional deeline while a repeated

measures ANOVA did not (193).

The treatment of age at onset as both eontinuous and dichotomous within the same

study has also led to different conclusions. Ortof and Crystal (194) found no significant

difference in the mean progression rates of presenile (less than 65) and senile (65 or

aider) onset groups (P<O.27), and concluded that age at onset had no signifieant influence

on cognitive decline. Other authors, however, point ta this study's finding of a modest,

but significant correlation (r=-0.38, P<O.OS) as supportive of a faster progression among

patients who are younger at onset (6). Only one report observed a faster rate of decline

in senile onset subjects (172). The authors dismissed this finding, though statistically

significant, beeause of the "considerable overlap among values for the two patient

groups".

The time of onset of AD is difficult ta determine given the graduaI emergence of

early symptoms. It is generally estimated from information provided by family members

or other informants since patients may no longer be able to accurately recall their early

symptoms when they fIfSt present for rnedical evaluation. Only two studies reported

infonnation on the reliability of their method of assessing age at onset: one noted a high

agreement among different infonnants (195) while another found a high concordance

between independent estimates obtained in the neurologie and psychiatrie portions of the

patient evaluation (188). Though informants and clinicians may agree, the validity of the

estimates is uneertain. The ability of those affected to compensate for early deficits and

their tendency to deny symptoms may limit an informant's ability to recognize, and later

pin-point, the time of symptom onset. Thus, the potential exists for misclassification of

age at onset. hs lack of predictive value in most studies may reflect a true lack of

association or a nondifferential misclassification bias.



(.

C'

33

Age at studv entry:

Three of the 13 studies investigating the predictive value of a subject's age at time

of enrolment found that a younger age was significantly associated with faster cognitive

decline (6,7,186). Two of the three also examined the influence of age at study entry on

functional decline but found no association (6,7). Lucca et al. (6) noted that age at entry

and age at onset were significant independent predictors but dismissed the former because

of its high correlation with the latter and its "lower informative value". Mortimer et al.

(7) speculated that the predictive value of age observed in their study may have reflected

a selection bias whereby older subjects with faster disease progression were less likely

to have participated. The third study reporting an influence of age at entry did so on the

basis of a significant association between age and rate of cognitive decline as measured

by the Dementia Rating Scale (ORS) (186). The association was not significant, however,

when cognitive decline was assessed using the MMSE. The authors suggested that

differences in sensitivity between the two scales may have contributed to the inconsistent

findings.

Symptom duration:

Estimates of a subject's symptom duration at study entry are obtained from the

same process described for age at onset. Their validity, therefore, are similarly uncertain.

Most of the 16 studies examining symptom duration at study entry found that it was not

predictive of future disease course. A tendency for subjects with a shorter history of

symptoms to experience more rapid deterioration was observed in two studies of cognitive

decline (196,197) but was statistically significant in ooly one of the two (196). Thal et

al. (196) ioterpreted their finding as suggesting that individuals with slower progression

presented later in the disease course.

Geoder:

Severa! studies have reported an association between male gender and shorter

survival in AD suggesting that men experience more rapid disease progression

(132,198-201). Most of these, however, did not account for the greater life expectancy

of women in the general population. Gender was not found ta have predictive value in

most of the 17 studies examining cognitive or functional decline. Moreover, the two
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studies that reported significant associations found that women experienced a faster

decline. It is noteworthy that one of these studies observed faster cognitive, but not

functional, progression among women (6) while the reverse was noted in the other (7).

Estimates of association in both of these studies were adjusted for other covariates

including baseline severity.

Education:

An individual's level of education was found to have no significant value in

predicting future disease course in all but one of the 14 studies investigatin~ this factor.

The study in question observed a faster cognitive decline among more highly educated

subjects (186). The authors proposed that .the ability of· highly educated subjects to

perfonn weIl on cognitive screening instruments allowed them to escape early detection,

thereby delaying the onset of overt dysfunction to a later point in the disease process

where decline was accelerat~. This hypothesis is consistent, in part, with the observation

that sorne cognitive raring scales are sensitive to level of education (202,203) and with

the theory that increased educational attainment imparts a cognitive reserve that delays

the onset of clinical symptoms in AD (32). The influence of education on cognitive test

performance raises concerns regarding the validity of assessing this potential prognostic

factor using these instruments to measure decline.

Family history of dementia:

Gnly two of 14 studies found a significant association between family history of

dementia and disease course. Burns et al. (197) observed a faster cognitive decline in

patients whose mother or father suffered from dementia. The second study, however,

reported that the absence of a family history of dementia was predictive of a shorter time

to moderate impairment in instrumental, but not basic, activities of daily living (204).

The presence of a dementing illness among subjects' fust degree relatives was generally

ascertained from family members or other informants. This method of investigating

familial aggregation is common and has been shown to be reliable across different

infonnants (205). However, the classification of patients as having a positive or negative

family history of dementia using this method is only a proxy for the presence of a genetic

etiology.
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Farrer et al. (159) examined the potential prognostic importance of a genetie

etiology in AD using an algorithm that incorporated information from a genetic model

and from the subject's family. A higher probability of having a major genetie AD locus

was associated with faster functional decline only among male subjects. No significant

association was found for cognitive decline in men or women. Carriers of the

apolipoprotein e4 allele, a gene implicated in the etiology of AD, experienced a similar

level of cognitive decline to non-carriers (184). Taken together, these studies provide

little evidence that genetic etiology predicts disease course in AD.

Extrapyramidal signs:

Bradykinesia, rigidity, gait disturbance, or other signs of parkinsonism are

frequently observed in individuals with AD. They emerge as early as one year after

estimated disease onset (206), affecting approximately 10% of those with mild disease

(192,207). Extrapyramidal signs (EPS) are more prevalent in the later stages of AD

(137,138) with an estimated 50% of patients affected by six years post-onset (206).

Studies of the prognostic value of the presence of EPS at initial evaluation have yielded

inconsistent results. Eight of the 14 reports observed faster decline in cognition, function,

or disease stage among subjects with these signs while others found no significant

association. Differences in study methods may, in part, account for this incongruity.

The multidimensional nature of the Blessed Dementia Scale was proposed as a

possible reason for the lack of association with functional decline in a report by Stern et

al. (208). These investigators repeated their analysis in the same sample using four

factors, identified from a factor analysis of this scale, as independent outcome measures

(204). The presence of EPS was significantly associated with a shoner time to moderate

impairrnent only in the basic self-care factor, suggesting that these signs rnay predict

decline in sorne functional abilities but not others. Soininen et al. (173) made a similar

observation in that EPS predicted faster decline on neuropsychologie tests of sorne

cognitive functions but not others.

. Other possible reasons for the discrepant findings include differences between

studies in whether patients with potentially drug-induced signs were excluded from the

analyses and how the presence of EPS was defined. The manifestation of idiopathie EPS
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in AD patients has been associated with Parkinson 'g disease pathology and

disproportionate degeneration of the substantia nigra (110,180). The presence of these

neuropath010gical changes, superimposed on those of AD, might acce1erate the clinical

progression of those individuals affected. Subjects with potentially drug-induced EPS,

however, were not found to have these changes on autopsy (180). Consequently, the

inclusion of these subjects in prognostic analyses might dilute the predictive value of

these signs. Only five of the 14 reports mentioned that subjects whose EPS were

potentially drug-induced were excluded from the relevant analyses (175,192,204,207,208).

AIl five found the presence of EPS to be predictive of faster cognitive and/or functional

deterioration.

The definition of EPS was not specified in sorne studies (116,190,191,197) and

varied among the others. For instance, sorne reports defined the presence of EPS based

on six or more parkinsonian symptoms (8,192,204) while others considered only one or

two (173,207). These varied approaches to defining EPS may aIso have contributed to

inconsistencies in the results.

The findings of one report are particularly noteworthy. Chui et al. (207) observed

that the presence of EPS was significantly associated with faster cognitive decline in

subjects with moderate dementia severity but not among those with nùld dementia. They

similarly found that the presence of hallucinations and agitation were predictive of faster

cognitive decline only in the mild dementia subgroup. These findings suggest the

potential for effect modification by disease severity where the presence of certain factors

may be predictive of decline from sorne stages of the disease but not others. The

assessment of potential prognostic factors in subgroups of patients defined by dementia

severity has not been examined in other studies and warrants further investigation.

Language impairment:

Language is one of the main cognitive processes affected in AD (9). The loss of

language begins in many individuaIs with decreased verbal fluency and word finding

difficulty (126,209). As the disease progresses both receptive and expressive language

abilities deteriorate, often reaching a level of impairment, in later stages, that precludes

cognitive testing (125,209).
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Eleven of the 14 reports found that greater language disturbance at study entry

predicted faster cognitive, functional, or disease stage progression. The general

concordance among these studies is remarkable in view of the diverse ways in which this

prognostic factor was assessed. Nine reports evaluated language disturbance using a

composite score of various verbal tests (7,166,182,183,210-212) or a general defmition

of aphasia (190,213). Six of these observed a significant association between greater

impairment and more rapid disease progression (7,182,190,210,211,213). Other reports

investigated specifie aspects of language function (188,191,195,211,212,214). Among

these, naming impairment proved to be the most consistent independent predictor of faster

deterioration (188,191,211,214).

There were, however, sorne inconsistencies in studies of the prognostic importance

of language. Mortimer et al. (7) observed that greater language impairment was

significantly associated with more rapid cognitive, but not functional, dec1ine. They

found, instead, that faster functional deterioration was predicted by poorer performance

on nonverbal cognitive tests. The authors proposed that these findings may reflect

differential involvement of the two brain hemispheres in the clinical manifestations of

AD. Other reports examining functional decline, however, found language impairment

to be a significant predictor (188,195).

Three reports based on a single longitudinal cohort also reached different

conclusions regarding the predictive value of language disturbance (166,188,211). The

first report observed no association between greater lexical/semantic impairment and

cognitive decline (166). The two subsequent reports found significant associations but

used a different measure of cognitive decline and different definitions of language

impairment (188,211).

Goldblum et al. (212) reported that severity of language impairment did not

differentiate between fast and slow cognitive decliners. Instead, slow decliners were

found to have a broader range of language deficits. The authors proposed that this

unexpected finding may have been related to the high weightin"g of language-mediated

tasks in the scale they used to measure cognitive decline. The validity of evaluating

language impairment as a predictor of cognitive decline, given the dependence of
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cognitive performance on language function, has also been questioned by other

researchers (195). Although this issue has not been resolved, the prognostic importance

of language impairment is supported by the significant findings of studies using functional

or disease stage measures of decline.

Psychotic symptoms:

Approximately 20% to 40% of patients with mild AD experience hallucinations,

delusions, or other psychotic symptoms (106,141,181). Studies of the association ofthese

symptoms with disease severity are divided. Several have reported a higher prevalence

in moderate or severe dementia (106,116,141,145,181,215) while others have found no

association (7,115,127,181,207). Psychotic symptoms have been investigated bath

collectively and individually as potential predictors of disease course. Nine studies using

the former approach varied in their defmition of "psychotic symptoms". Seven defined

them as the presence of hallucinations and/or delusions (8,178,181,192,204,215,216) while

the remaining two provided no definition (188,190). Four of the seven also specified the

presence of illusions (204), misidentifications (181,216), or paranoia (8) as indicative of

psychosis. The diagnosis of these symptoms was generally based upon interviews with

the patient and/or a family member or other informant.

The presence of psychosis, hallucinations, or delusions at study entry was

predictive of faster disease progression in 10 out of 17 reports. Two of these reported

mixed results, with psychosis predicting more rapid cognitive, but not functional, decline

in one study (208) while the opposite was observed for hallucinations in another (7). A

reanalysis of the former report, using four independent factors derived from the functional

scale, revealed that the presence of psychosis predicted a significantly shorter rime to

moderate impairment in instrumental activities of daily living but not in basic self-care

activities (204).

While the findings for psychosis and hallucinations as potential predictors were

generaUy mixed, aU but one of the studies investigating delusions reported no association.

The presence of delusions in the latter, however, was not independently predictive of

decline once adjusted for the presence of hallucinations (216). Huff et al. (188) pointed

to their brief assessment of psychotic symptoms and the low prevalence (13%) of these
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symptoms in their sample as possible reasons for their negative findings. The latter

speaks to a problem of limited statistical power.

Inco~sistent findings within studies also suggest an influence of study methods on

results. Lopez et al. (178) found the presence of psychotic symptoms to be predictive of

significantly faster cognitive decline on the MMSE but not on a neuropsychologic test

battery. In another study, psychotic symptoms were significantly associated with a faster

rate of cognitive decline but not a shorter time to moderate cognitive impairment (192).

Furthermore, the association between psychosis and these two defmitions of progression

were reversed for the functional outcome. These findings suggest that conclusions

regarding a factor's prognostic value may differ according to the outcome measure chosen

or the method of estimating disease progression (rate-of-change versus time-to-endpoint).

Depression:

Depressive disorders must he excluded in making a clinical diagnosis of AD since

depression itself can impair cognitive functioning (9). A diagnosis of AD is compatible,

however, with the presence of depressive symptorns when these are judged not to be

etiologically important. In fact, the prevalence of depression in AD patients has been

reported to he as high as 45% (8,115,127,143). It differs from other behavioral and

psychiatrie manifestations associated with AD in that depression appears to be more

prevalent in rnilder disease (113,127,141). The nine reports examining the prognostic

value of the presence of depression at study entry were remarkably consistent. None

found a significant association with cognitive or functional decline even though the

definition of depression ranged from tearfulness and depressed mood (7) to syndromal

major depression (179). Included among these were studies that adjusted for potential

confounding by initial cognitive impairment (7J79,190).

Agitation:

Agitation is also common among AD patients with prevalence estimates of 30%

to 40% in mild disease and 60% to 70% in severe AD (106,141). AIl four reports

investigating the presence of agitation at study intake found it to be a significant predictor

of faster cognitive decline. There were inconsistencies, however, in the findings within

two of these studies (186,207). [n one study, agitation was a significant predictor of
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cognitive decline as measured by the MMSE, but nat by the DRS (186). The ather study

found that agitated patients with mild dementia declined by six points on the MMSE

significantly sooner than mildly irnpaired patients who were not agitated (207). No

association was observed, however, when the time ta an MMSE score of eight was used

as the endpoint. These discrepancies further demonstrate the potential impact of the

choice of outcome instrument and the definition of disease progression on conclusions

regarding a factor' s predictive ability.

Previous rate of decline:

Six reports examined the possibility that a subject's rate of decline in a given

period might predict their subsequent progression. Four found little evidence to support

the predictive value of an individua!' s previous rate of decline. Salmon et al. (217)

calculated two progression rates for each subject, one corresponding to the rust year of

foIlow-up and one to the second. These two estimates of decline were not significantly

correlated for any of the three cognitive scales used (r= 0.17 to 0.29). The authors

speculated that the lack of association reflected the variable progression of AD within

individuals, or poor reliability of the cognitive scales. The latter possibility is supported

by the observation that estimates of change based on sorne scales are less reliable when

the length of follow-up is one year or less (160,163).

Salmon et al.'s (217) use of the 12-month data point in calculating both change

scores may have underestimated the true correlation because of regression to the mean.

In order to avoid this problem, two studies calculated the flfst change score using the

baseline and 12-month data points while the second was based on the 6-month and 18­

month scores (152,170). While both studies reported significant correlations between the

two change scores, Green et al. (152) dismissed theirs as Itquite small" (r = 0.37). This

approach is also problematic because the considerable overlap in the time windows upon

which the change scores are based may induce a spurious positive association.

Two reports examined the ability of retrospective estirnates of decline to predict

progression over the study period (8,191). Neither found that these estimates were

predictive of subsequent decline. The validity of the estimates is doubtful, however, since

they were based on estimates of disease duration at initial evaluation and on the
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assumption that aU subjects had the same premorbid level of function at disease onset.

Another approach involved fitting an initial plateau phase followed by a decline

phase to each subject's trajectory at the end of their follow-up (167). The rate of

progression in the initial portion of thedecline phase (nine to 15 months) was found to

be significantly correlated with that of the later portion, for two of the three cognitive

scales examined (r=O.66, 0.67, and 0.29). These results imply that early decline may be

predictive of future progression once a subject's initial plateau phase is factored out. The

transition from the plateau phase ta the decline phase wa.s not obvious for most subjects

and it is unclear, from this approach, how one would prospectively determine when it

oceurs. Thus, while this finding is interesting from a theoretical perspective, its practical

utility may be limited by the difficulty of establishing prospectively when a subject's

decline phase begins.

These approaches to assessing the consistency of decline within subjects were

varied and often limited by potentially unreliable or invalid estimates of change. It was

aIso unclear how sorne approaches would translate into clinical practice. There was

evidence, nonetheless, that rate of decline may itself have predictive value. This

possibility merits further research.

Disease severity:

Twenty-four studies examined the association between disease severity at

enrolment and cognitive, functional, or disease stage progression. Their findings are

discussed according ta the method of estimating disease progression (i.e., global

progression on staging instruments, time to sorne pre-defmed score or clinical endpoint,

and rate of change of test scores) since these lend themselves ta somewhat different

interpretations.

Four reports examined the association of baseline performance on cognitive,

functional and/or neuropsychologic tests with global decline in disease stage

(153,210,214,218).. Ali four were based on the same longitudinal cohort. Decline was

defined as progression from the mild stage of the Clinical Dementia Rating scale

(120,121,219) to moderate or severe stages over fallow-up. One report found no

significant association (218). The other three, however, observed that subjects who
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progressed from mild ta moderate or severe stages were more impaired on ail or sorne

of the severity measures at entry than those who remained at the Inild stage

(153,210,214). These findings suggest that even within a single disease stage sorne

subjeets may be more impaired than others and therefore more likely ta progress to the

next level.

Drachman et al. (8) postulated that the time ta reaeh sorne endpoint for individual

subjeets May be influeneed by their disease severity at study entry (Le, how far their

dementia has aIready progressed) and their rate of decline. Their analyses revealed that

measures of cognitive impairrnent at entry predicted the time ta dependence in basic

activities of daily living-(ADL) and time to incontinence. Similarly, Galasko et al. (220)

found that subjects who reached milestones in basic and instrumental ADLs over two

years of follow-up had greater cognitive impairment at entry than those who did not.

Greater initial cognitive impairment was also found to predict a shorter time ta cognitive

endpoints (190,207). One study, however, found that poorer cognitive function was a

significant predictor of the time to reach an MMSE score of eight but not the time to

decline by six points on MMSE (207). Overall, the predic~ve ability of initial cognitive

impairment was consistently demonstrated in the few studies using time-to-endpoint

measures of disease progression.

Sixteen studies examined the association between subjects' initial scores and theiT

subsequent rate of decline on cognitive and/or functional scales (Table 3). The findings

from these studies may be interpreted in terms of the pattern of decline on individual

scales: a lack of association suggests a constant decline throughout the scale while the

presence of a significant relationship implies nonlinear decline over sorne portion of the

seale. For most scales, the association between initial performance and rate of decline

has only been examined once. Thus, little can be said of the consistency of the findings

across studies for these seales. The association for the MM5E and mBIMC has been

assessed in six and four studies respectively. The results for these two scales are

inconsistent.

. OveraIl, most studies found that initial performance on a scale predicted

subsequent rate of progression. The nature of the reported associations are inconsistent

however. Several studies observed that progression was more rapid among those less
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Sludics of the association belween baseline severily and rate of progression on cognitive ami functional
outcome seales

Study references by type of association reported
Scalel

No association Faster decline in Faster decüne in Faster decline in
less impaired more impaired moderately impaired

Cognitive:

MMSE 217 7, 212+ 191,211+ 197

mMMSE 193

BIMC 6

mBIMC 217, 169 151-, 196

DRS 217

CAMCOG 197

ADAS 251

ADAS (C) 170

FUDctional:

BDS 6, 193 188

PSMS 152

IADL 152

PSMS+IADL 7

Cognitive +
Functional:

BDS+BIMC 172

+ Reports in which the association indicated was based on a marginally significant trend.
* One of the four eohorts ineluded in this report was the study sarnple from Thal et al. (196).
§ ADAS = Alzheimer Disease Assessment Sca1e (cognitive and noncognitive subscales); ADAS (C) =

ADAS (cognitive subscale only); BOS =Blessed Dementia Scale; BIMe =Blessed Infonnation
Memory Concentration scale; mBIMC = modified Blessed Information Memory Concentra1Ïon seale;
CAMCOG =cognitive portion of the CAMDEX; DRS = Mattis Dementia Rating Scale; IADL =
Instrumental Activities of Daily Living scale; MMSE = Mini-Mental State Examinalion; mMMSE =
modified Mini·Mental State Examination; PSMS =Physical Self-Maintenance Scale.
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impaired at entry. This association was generally interpreted as indicating the presence

of a floor effect in the scale. The finding was dismissed in one report, however ~ as a

regression to the mean effect between the initial score and the difference between scores

at entry and at one year (6). Fewer studies found that greater impairment at entry

predicted a faster rate of decline. Furthermore, this relationship was observed for only

one of three cognitive scales used in one study (217). The authors interpreted this finding

to mean that the DRS had gr~ater sensitivity to change in more severely demented

patients.

Most studies treated initial severity as a continuons or dichotomous variable in

their analyses. Burns et al. (197), however, categorized subjects according to mild,

moderate, or severe impainnent at entry, and found that the moderately demented group

declined faster than the other two. The same trend was observed in two of three studies

using a different approach (152,169,170). These studies analyzed the relationship of

baseline severity with rate of change using linear, quadratic, and cubic polynomial

regressions. Two reported a significant quadratic component where subjects who were

moderately impaired initially experienced faster decline (152,170). The third study found

no significant association (169). Another two studies using this same analytic approach

also reported significant nonlinear associations (160,186). The interpretation of their

findings is unclear, however, since the association examined was that of rate of decline

with the mean severity over follow-up. Moreover, the use of a measure of severity based

-on the entire follow-up is not relevant to the goal of predicting future disease progression.

Taken together, these observations suggest that the pattern of decline on interval

scales used to monitor progression in AD may be nonlinear over sorne portion of the

scale. Whether observed nonlinearity reflects the true pattern of change in the disease

process or is simplyan artifact of the scale's composition (poor sensitivity to change) is

unknown. Conclusions regarding the existence and nature of nonlinear trends for

individual scales must await further research however.

. Many factors may have contributed to the overaIl inconsistency of reported

associations between initial severity and rate of decline including differences in study

methods. For instance, aimost haIf of the studies restricted entry to subjects with mild
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or moderate disease. and/or excluded data at or near the maximum impairment score.

Those which excluded severe subjects were no longer examining the association over the

full range of the scale and may consequently have rnissed a trend in the severe range.

Study results may also have differed according to whether data at or near the maximum

impairment score was used to estimate rate of change. Where floor effects exist, the use

of such data may attenuate rate of change estimates and consequently influence the study

findings. Thust the association observed may depend on the particular composition of the

measurement instrument used and the portion of the scale over which subjects are

observed.

3.3.3 Methodological characteristics of the studies reviewed

3.3.3.l Source of subjects

Methodological characteristics of the 59 reports reviewed are shown in Table 4.

Only one of the studies used a population-based sample where AD subjects were

identified and recruited through a community survey of the elderly population in a defined

geographic area. The nine reports classified under "volunteèrs" were derived from a

single longitudinal study that recruited subjects through media announcements and

physicians. Forty-four reports (75%) were based on convenience samples recruited solely

or largely from general and/or specialized medical facilities. The case ascertainment of

two of these studies was unusually comprehensive: one identified aIl patients who had

been in contact with the only two psychiatrie hospitals serving a defined catchment area

(197,221-224) and the other used a surveillance network of primary care physicians and

other medical services (186). Five reports (8%) did not describe the source of their

subjects.

Subjects identified from medical facilities, particularly from specialty c1inics, may

not be representative of individuals with AD in the general population (47,225). Clinic­

based samples are often highly-selected and reasons for self-selection or referral by family

physicians may be related to prognosis. Patients with more rapidly progressive courses

may be more likely to be referred to a specialty c1inic. Certain patient or disease

characteristics may also influence referral. For instance, those who are younger at disease



Table 4

~Iethodological characteristics of 59 prognostic studies reviewed

46

Characteristic Reference numbers n(%f

Source of subjects:

General population 184 1 (2)

Volunteers 153,180-183,210,214,218,226 9 (15)

Medical service 160,176,177,187,194-197,204,208,216, 16 (27)
220-224

Specialized clinic 8,115,116,152,159,166,169,170,172,175, 20 (34)
178,179,188,190,191,211,213,215,217,251

Mixed 6,7,151,185,186,192,193,207 8 (14)

Not reported 150,167,173,174,212 5 (8)

Outcome measure:

( Cognitive rating scales 6,7,115,116,150,151,159,160,167,169,170, 42
172,175-179,181,184,186-188,190-197,
207,208,211-213,215,217,221-224,251

Neuropsychologie test 160,166,173,174,178,179,185 7·
batte~es

Activities of daily living 6,7,152,159,160,172,181,183,188,192,193, 15
(functional) scales 195,204,208,220

Staging instruments 153,180-183,185,210,214,216,218,226 Il

Clinical endpoint 8 1

Loss to follow-up:

20% or less 6,8,160,180,182,185,193,195,210,212,220 Il (18)

Greater than 20% 116,153,166,173,181,184,197,214,218, 14 (24)
221-224,226

None specified 7,115,150-152,159,167,169,170,172, 34 (58)
174-179,183,186-188,190-192,194,196,
204,207,208,211,213,215-217,251

(
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(. Characteristic Reference numbers n(%f

Estimates of progression:

Rate of change 38

Difference score 6,177,197,211,212,215,216,221-224,251

Adjusted difference score 6

Two-point method 116,150,151,160,166,169,170,172,176,
184,188,191,196,217

Linear model 7,115,159,169J70,174,175,186,192-194,
213

Bilinear model 167

Multiple interval method 152,169,170

Tinte ta sorne endpoint 8,190,192,195,204,207,208 7

Global measure of change 153,180-183,185,210,214,218,220,226 Il

Not applicable 173,178,179,181,185,187,193,215 8

Prognostic analysis:

(
Rate of change or 6,7,115,116,150-153,159,160,166,167, 47
global change 169,170,172,174-177,180-186,188,

191-194,196,197,210-214,216-218,
220-224,251

Survival 8,190,192,195,204,207,208 7

Repeated measure~ 178,179,.185,187,.193 5

Cross-sectional 173,181,215 3

No direct comparison 173,215 2

Not reported 170,226 2

Control of confounding:

Yes 6-8,116,159,169,173,176,178,179,187, 17 (29)
190-193,210,214

Partial 180-183,.185,186,188,207,208,211,213, 12 (20)
226

No 115,150,151,166,167,172,174,175,177, 24 (41)
184,194-197,204,212,215-217,221-224,
251

(
Not applicable 152, 153,160,218,220 5 (8)

Not ascertainable 170 1 (2)
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Sample size analyzed:

Less than 40

40 to 80

More than 80

Reference numbers

150,153,167,173,174,178-184,211,212,
214,215,218,226

6-8,115,166,172,188,194,196,204,208,
210,213,216,217,221-224,251

116,151,152,159,160,169,170,175-177,
185-187,190-193,195,197,207,220

48

18 (31)

20 (34)

21 (35)

(

* Percentage values are not provided for those features of design or analysis where sorne
. studies were classified into more than one category.

•
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onset, who manifest behavioral or psychotic symptoms, or who have a strong family

history of dementia rnay be preferentially referred for assessment at specialized clinics.

In addition to limiting the generalizability of the results, the preferential referral of AD

patients with certain characteristics may bias the assessment of potential prognostic

factors. Such a selection bias would occur if referral was differential according to factors

of prognostic interest and rapidity of disease progression.

Whether snch selection factors were operating in the prognostic studies reviewed

was difficult to assess sinee only six of the 44 reports using clinie-based samples provided

sorne description of the referral process (116,187,191,195,196,216). Two of these

mentioned that subjeets were solely or mostly referred by other physicians (191,196).

Referral by family members or community support groups, in addition to general

physicians, was reported by another two studies (116,187). The presence of psychiatrie

disturbanees (216) and cognitive or behavioral disturbanees (195) were also speeified as

reasons for referral. The generallack of information on factors that may have influeneed

referral to the study centres preeludes any insight into the potential for selection bias in

these studies. The issue of the generalizability of clinie samples, however, was examined

in one study. Hogan et al. (191) found that dementia subjects attending their clinie were

younger, had milder dementia, were more likely to he community-residing, and were more

Hable to have AD than dementia cases identified in a contemporaneous population-based

prevalence study. The authors therefore concluded that their sample was not

representative of the dementia population as a whole.

3.3.3.2 Selection of subjects

Investigators used a wide variety of eligibility criteria in the studies reviewed,

many of which were clearly intended to improve the likelihood of a correct diagnosis of

AD. Even with CUITent diagnostic guidelines, however, as many as 30% of subjeets in

clinical samples may not, in fact, have AD (83,86) (section 2.4). The contamination of

study sampIes by individuals with other disorders may have biased results regarding the

true predictive value of potential prognostic factors.
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Studies varied in the extent to which specifie diagnostic criteria were reported.

Sorne referred only ta the diagnostic guidelines used (e.g., 175,194,197,212~216) whereas

others detailed numerous eligibility criteria (e.g., 167,185,192,208,226). It is not cIear

whether this reflects differences in reporting or in the operationalization of the diagnostic

guidelines. Many of the specifie criteria were designed to eliminate subjects with other

known causes of dementia (e.g., a history or clinical evidence of stroke, depression, or

alcoholism). Other criteria, however, were aimed at excluding individuals with any of a

number of health problems that might affect brain function Ce.g., renaI disease, diabetes,

cancer, multiple sclerosis). These exclusion criteria produce samples of tlclean" AD cases

(225). It is not clear, therefore, that prognostic findings based on sueh samples can be

generalized to individuals with AD and coexisting medical illnesses.

Sorne of the eligibility criteria used in the studies were based on logistical

considerations (e.g., English speaking, informant available). In particular, over one third

of the reports only included subjects with a specified minimum number of data points

and/or follow-up. This restriction reflects the need for two or more measurements taken

over some period of time to estimate disease progression. The post-hoc application of

these criteria, however, effectively eliminates from the report any patients who died,

dropped-out or were lost before having had the requisite number of visits or follow-up.

Attrition in longitudinal studies of AD is lik:ely related to the rate of disease progression,

and may weIl be influenced by the presence of other disease symptoms of prognostic

interest Assessing the potential for selection bias due to nonrandom attrition is

precluded, however, in reports using these criteria because information on the number and

characteristics of subjects excluded is generally lacking.

Mixed zero times:

Fourteen reports (24%) specified criteria that restricted entry to subjects with mild

and/or moderate disease severity. The criteria that were used, however, may not have

been restrictive enough to ensure that those incIuded were at a uniform point in their

diseas~ course. Five reports required subjects to have a minimum MMSE score of 14 to

18 for inclusion (179,190,192,207,213). The disease severity of individuals with AD

scoring at or above these cut-offs still varies considerably however. In faet, two of the
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studies referred to their cut-offs as being indicative of t1 mild to moderately" severe

dementia (190,207). The remaining nine reports (153,180-183,210,214,218,226) were aIl

based on the same longitudinal cohort which only included subjects rated as being in a

mild stage of dementia using the Clinical Dementia Rating (CDR=I) (120,121). The

range of performance of CDR=1 subjects on clinical and psychometrie measures is

considerable however (210). It is uncleart therefore, to what extent patients with a

COR=! rating are homogeneous in their level of disease' severity.

These observations suggest that mast reports, if not all, assembled subjects who

were at various points in the disease course (mixed zero rimes). This fact is aIso reflected

in the variable symptom duration of subjects at entry iota the studies (Appendix 2). In

additiont most reports examined the prognostic importance of the presence of clinical

features at study entry. Whether a subject has certain symptoms of prognostie interest

(e.g., language impairrnent) at enrolment will likely depend on how far he/she has

progressed into the disease. Rate of deterioration may aIso vary according to subjects'

disease severity at intake (section 3.3.2.2). One consequence of assembling subjects with

mixed zero times, therefore, is the potential for baseline severity to confound the

association between sorne prognostic factors and disease progression (section 3.3.3.8).

Even in the absence of restriction, this bias can he controlled for through multivariable

analyses that incorporate measures of subjects' disease severity at study entry.

Another issue raised by mixed zero times relates to the practical implications of

finding that a symptom's presence at or near time of entry is predictive of future decline

when entry was at different points in the disease course for different subjects. Does the

finding apply to aIl patients irrespective of how far they have progressed into the disease?

Should a patient' s prognosis be modified if and when he/she develops the symptoffi,

regardless of when it emerges? These questions highlight an implicit assumption in

assembling subjects with mixed zero times, namely that a symptom's presence will be

equally predictive at different points in the disease course. The validity of this

assumption is uncertain.

The only study to report separate results for mild and moderately impaired subjects

found that three clinical features were significantly associated with faster cognitive decline
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for either mild or moderately demented subgroups but not bath (207). Whether the

estimates of association were meaningfully different in the two subgroups could not be

assessed since these were only reported for those associations which were statistically

significant. Still, this finding suggests that disease severity mayaIso be an effect modifier

of the prognostic importance of clinical symptoms. The notion that a symptom's presence

may be predictive of decline from some stage of the disease but not others has sorne

intuitive appeal. For instancet the early manifestation of language impairment may reflect

a more aggressive disease process and/or greater hast vulnerability, and might therefore

signal a poor prognosis. Its emergence in more severe diseaset however, may simply be

a consequence of global neural degeneration and therefore not predictive of subsequent

decline.

If a clinical feature's prognostic importance depends on when it emerges in the

disease course, examining its presence at study entry among subjects at various levels of

severity might obscure its true predictive value. A studyts findings would therefore

depend on its sample's distribution of zero times relative to the prognostically relevant

period of the disease course. Differences in the distribution of zero times across studies

might therefore explain, in partt the inconsistent findings regarding the predictive value

of most clinical features. The potential for effect modification should be assessed in

future studies by perfonning subgroup analyses or by modeUing the interaction between

the presence/absence of clinical features and disease severity, duration, or stage at entry.

How one defines homogeneous points in the disease course is open to debate.

3.3.3.3 Assessment ofpotential prognostic factors

Several issues related to the assessment of individual prognostic factors were

discussed in the review of study findings (section 3.3.2.2). A broader issue related to the

evaluation of disease symptoms as potential predictors is whether their assessment in the

studies captured their true prognostic importance. A clinical feature's predictive value

may depend on when it emerges in the disease course, as discussed in the preceding

section. Severity, frequency, or persistence may aIse be prognostically relevant

dimensions of a symptom. Prognostic research to date, however, has rarely addressed
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these possibilities. More generally, empirical evidence and conceptual models on the

mechanisms by which specifie symptoms might be predictive of disease course are

lacking. The absence of a theoretical basis ta guide the assessment of clinical features

is reflected by the variety of approaches that have been used by researchers.

The operational definition of language impairment, psychosis, depression, and

extrapyramidal symptoms was inconsistent across studies (section 3.3.2.2). The time

frame corresponding to a symptom's assessment also varied widely. Most investigators

evaluated the prognostic value of disease features present at entry to the study. It is

unclear, however, whether the cross-sectional assessment of a symptom's presence at or

near study entry is prognostieaIly relevant. Such an evaluation does not take into account

when the symptom flIst appeared in the disease course, its duration prior to entry, or

whether it emerged earlier in the disease but has since regressed. The latter consideration

is particularly important in assessing behavioral and psychiatrie symptoms which may be

episodic in nature.

Only four studies reported examining the presence of clinical symptoms over sorne

window of time prior to study entry. The time windows considered, however, varied

notably among the four. The presence of psychiatrie symptoms was assessed for the

week prior ta enrolment (204), for the six months preceding enrolment (7), for the year

preceding enrolment (221,222) and for any time since onset (221,222). In each of the

latter two reports, an additional 5% of the sample was rated as having the symptom of

interest when the time frame of assessment was extended to any time since onsel These

observations suggest that the time frame of the assessment of psychiatrie symptoms, at

least among a few studies, differed to such an extent as to limit their comparability.

Seven reports examined the presence or severity of clinical features at entry and

over sorne portion of follow-up. This approach accounted for the development of

. syrnptoms of prognostic interest during follow-up among subjects who did not have them

at entry. In one study, three prognostic groups were defined according to whether

subjects had a given symptom at entry, developed it over follow-up, or never developed

it during follow-up (213). Another four compared one or both of the former two groups

with the latter (180,181,215,216). A sixth study added the severity scores for behavioral
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and psychiatrie symptoms taken over the first year of follow-up (7). The remaining study

treated clinicai predictors as time-dependent covariates in survival analyses (192).

Disease progression in each of these studies was based on the full follow-up

period. Consequently, the rime frame of symptom assessment was the same as that of

disease progression for aH or several subjects in each of these studies. The findings of

these studies should therefore be interpreted in terms of correlates of disease progression

and not predietors. Though this approach may provide insight ioto the naturai history of

the disease, it does not address the goal of predicting future disease course.

3.3.3.4 Outcome measures

A variety of outeome measures were employed in the 59 prognostic studies

reviewed (Table 4). Among the five classes of measures identified, cognitive raring

seales were used most commonly, fol1owed by aetivities of daily living (functional)

scales, global staging instruments, and neuropsychologie test batteries. Only one study

used clinical endpoints as ilS measure of the progression of AD (8). Twenty-six studies

(44%) used more than one outcome measure: 15 of these used measures from different

classes while 17 used multiple measures from the same class. The use of more than one

cognitive or funcrional scale in sorne studies led to different conclusions regarding the

predictive value of one or more factors, indicating that prognostic findings may vary

according ta the outcome scale chosen (173,178,186,204).

Cognitive raring seales are multi-item measurement instruments that assess several

areas of cognitive funerion. Ten such scales were used in 42 of the prognostic studies

reviewed. The Mini-Mental State Examination (MMSE) was chosen as an outcome

measure in 28 reports, making it the most commonly used scale (164,227). A modified

version of the Blessed Information-Memory-Coneentration Test (mBIMC) (168), and the

Cambridge Cognitive Examination (228), used in six and five reports respeetively, were

the next most frequent. The other seven scales served in only one ta three reports each

(Appendix 2).

Several of these rating scales were designed to screen for the presence of dementia

and quantify its severity (229). Each evaluates cognitive functions typically impaired in
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AD including memory, language, orientation, attention, and praxis. The nurnber and type

of abilities assessed, however, vary from scale to scale, with sorne scales focusing on

memory and orientation only (203), while others tap a broader range of functions

(228,230,231). With the exception of the Alzheimer Disease Assessment Scale (ADAS)

(230,232), each of .these scales is limited to the evaluation of cognitive abilities. The

ADAS also includes a noncognitive section which measures mood, behaviour, and

psychiatrie symptoms. This scale's lack of speeificity for cognitive functions may reduee

the eomparability of results based on it with those based on instruments that assess only

cognition. An additional limitation of at least two of these scales, the MMSE (202) and

the Short Portable Mental Status Questionnaire (203), is that education appears to

influence test performance. The evaluation of education as a potential prognostic factor

may he biased as a result of this influence.

In comparison to mental status examinations, neuropsychologic tests are generally

more detailed assessments of specifie cognitive functions. In order to assess the variety

of intellectual impairments in AD, individual tests of different functions are typically

combined into test batteries. The seven studies using this class of measures administered

between four and 22 tests each. Of these, three used each of the tests as separate

outcome measures (160,173,185) while the other four created one or more composite

scores based on several tests each (166,174,178,179). The number and type of tests used,

and the different ways in which their scores were combined varied substantially among

these studies, making any comparison between them difficult. Examples of

neuropsychologie tests used in these studies include the Boston Naming Test (233), and

subtests of the Wechsler Memory Scale (234) and the Wechsler Adult Intelligence Scale

(235).

The use of individual neuropsychologic tests as independent outcome measures

allows one to examine whether potential predictors are differentially associated with

specifie cognitive functions. The clinical utility of predicting the decline of a single

cognitive function may be limited, however, particularly if that ability is lost over a

relatively short portion of the disease course. This limitation may also apply to the use

of individual factors (identified through factor analyses of cognitive or functional scales)

as separate outcome measures where these assess a narrow range of abilities.



(

(

56

Many activities of daily living (ADL) scales rely upon information provided by

relatives or other informants regarding the subject's level of function. They are especially

useful in the later stages of the disease when cognitive testing may no longer be possible.

The Blessed Dementia Scale (BDS) (73,236) was used in nine of the 15 studies

examining progressive impairment in ADL. This scale assesses personality changes in

addition to daily functioning. Its multidimensional nature, however, reduces its specificity

as a measure of functional status. Consequently, two reports used a modified version of

the BDS which excludes the items evaluating personality (160,220), while another used

four factors, derived from the BDS, as separate outcome measures (204). Other

functional scales used in the prognostic studies were restricted to measuring basic and/or

instrumental ADLs only (Appendix 2).

One of two staging instruments was used in Il of the prognostic studies reviewed:

the Clinical Dementia Rating (CDR) (120,121,219) or the Global Deterioration Scale

(GDS) (118). They provide a global measure of the stage of dementia based on ratings

of several cognitive and functional skills. Unlike cognitive or functional scales, these

instruments have a limited number of gradations with only three (COR) and five (GOS)

possible ratings for subjects with clinically diagnosed AD. As a result, these instruments

are Iikely unable to detect smaller but clinically important changes in function, and long

follow-up periods may he required before subjects move from one stage to another.

These instruments are therefore limited as measures of the progression of AD.

Many of the cognitive rating and activities of daily living scales have

demonstrated good criterion validity in that they discriminate between demented and

nondemented elderly (160,203,228,232,237,238) and correlate significantly with the

neuropathology of AD (73,84,104,239). Furthermore, correlations among scaies within

the same symptom domain are typically moderately high to high, reflecting the

considerable overlap in the constructs they measure (convergent validity) (e.g.,

104,164,240-242). Test-retest reliability also tends to be quite high (e.g.,

152,203,240,243,244), as is interrater reliability for the few scales for which it has been

assessed (152,228,230,245). Though many are valid and reliable measures of the presence

and severity of dementia, only a few of these scales have been evaluated for their ability

to detect clinically important changes in the disease status of individuals over time.
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Scales used to characterize disease progression should be reliable and sensitive

measures of change. Estimates of change derived from the MMSE (160,163) and the

modified Blessed Dementia Seale (163) have been found to be fairly reHable when change

is measured over a period of greater than one year. The reliability of change scores for

other cognitive and functional scales has not been assessed. The evaluation of sensitivity

to change has been hindered by the lack of a gold standard measure of the progression

of AD (other than change in neuropathology), against which estimates of change could

be validated. Consequently, the various approaches that have been used to assess

sensitivity to change are, to varying degrees, limited.

A common approach to assessing the sensitivity to change of cognitive and

functional scales has been ta compare the rate of change from different levels of baseline

severity. When the average change among severe subjects is significantly less than that

of mildly or moderately impaired individuals a scale is said ta exhibit a floor effeet. The

presence of floor effects are generally interpreted as reflecting poor sensitivity to change

of the measurement scale rather than a true lack of decline. Such a conclusion assumes

that the amount of true change over a given period is constant throughout the scale and

that more or less observed change reflects greater or lesser sensitivity ta change. To the

extent that this assumption is valid, severa! scales used in the prognostic studies may be

limited by poor sensitivity to change in severe disease (see Baseline severity in section

3.3.2.2).

Only one study specified that the assessment of disease progression was blinded

to patients' prognostic status (214). The extent ta which a clinician's evaluation of

disease severity at follow-up may be influenced by his/her knowledge of the patient's

prognostic status depends on the degree of judgement involved in assigning test scores.

Most of the cognitive scales described above generally assess a subject's ability to answer

specifie questions and to perform various mental and motor tasks. Consequently, these

seales are fairly independent of clinical judgement. Most activities of daily living scales

and staging instruments~ however, are at least partly based on information provided by

infonnants and may be more susceptible to observer bias.
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3.3.3.5 Length and completion offollow-up

The duration of follow-up in prognostic studies of AD should be sufficiently long

to allow for measurable change in disease severity. The proportion of subjects that reach

a disease endpoint will also depend on how long they are followed. Moreover, the

reliability of estimates of change has been found to vary according to length of follow-up.

Researeh findings suggest that progression rates on sorne commonly used seales are less

reliable when subjeets are followed one year or less (160,163).

The minimum length of follow-up was less than one year in 13 of the 59 studies

(22%). Unfortunately) the proportion of subjects with less than one year offollow-up was

rarely reported. One study with 20% of the sample followed less than one year (187»)

and five studies with minimum follow-up periods of one year (7)160,186)192,193), used

weighted regression analyses ta assign less weight to subjects with a shorter follow-up

or a larger standard errar of the slope (rate of change estimate). This strategy does not

reduce the potential for misclassifieation resulting from unreliable measures of change.

It do~s, however, limit the influence of these estimates in the assessment of prognostic

importance.

Attrition in longitudinal studies of AD is problematic given the progressive

debilitating nature of the disease and the advanced age of those afflicted. Moreover) it

is likely that attrition is selective such that those who progress more rapidly are more

likely to succumb quicldy, ta be institutionalized, or ta simply not return for re­

assessment Consequently, subjects with less severe disease courses may be over­

represented in the analysis. Loss to follow-up may also be influenced by the presence of

certain prognostic factors of interest (e.g., behavioral problems). Differentiai attrition

according to bath rate of decline and prognostic factor status creates the potential for

selection bias.

Thirty-four studies (58%) made no mention of losses to follow-up (Table 4). Most

of these, however) required a minimum number of data points and/or minimum duration

of follow-up for inclusion in the repon. Any subjects lost to follow-up before meeting

these criteria would therefore have been excluded from the report. Since information on

the number and characteristics of subjects excluded from these studies was not generally

reported, the potential for selection bias could not be assessed.
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Eleven studies reparted lasses of less than 200/0 while 14 reported attrition rates

of greater than 20%. Many of these 25 studies did not describe the reasons for the losses

to follow-up. Several, however, did examine the association between prognostic factors

and death during follow-up. This strategy does not account for other types of lasses and

the statistical power to detect an association was often limited by the small number of

deaths. Six studies found a significant association or marginally significant trend between

at least one prognostic factor and death (173,181,184,197,222,224). Other studies

examined differences in clinicat and/or demographic predictors between a11 lasses and

those analyzed. Sorne of these, however, did not appear to have compared the subject

groups on all of the prognostic factors investigated (116,195,246). Others that did found

no significant associations (6,193,214). One study did report, however, that subjects who

failed ta return to the clinic for follow-up had a greater progression of disease stage over

two years than those who did not (185).

Selective attrition is potentially a big problem in the prognostic studies reviewed

but was difficult to assess in most since the number and characteristics of those lost were

often not reported. Most studies can he faulted for failing to adequately report, describe,

and analyze attrition.

3.3.3.6 Assessment of disease progression

Three general approaches were used to estimate the disease progression of

individual subjects: 1) computing the annuaI rate of change (ARC) of test scores over

follow-up; 2) assessing the rime to reach sorne specified test score or clinical endpoint;

and 3) determining the presence or absence of decline over follow-up according ta sorne

pre-defined criterion for "change" (Table 4). Of these, the annual rate of change

estimation was the most commonly used approach. This method and the time-to-endpoint

approach were typically applied to test scores from cognitive and functional scales, while

the "global measure of change1t approach was used in conjunction with staging

instruments.

Six different methods were used to estimate a subject' s annual rate of change

(Table 4). Eleven studies caIculated the difference between the fIfst and last score over
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a fixed follow-up of one or two years. Another study that used the simple difference

score, however, appeared ta have variable follow-up (177). Comparing the difference

scores of subjects with varied lengths of follow-up is problematic since the amount by

which a subject declines depends on the length of observation. This problem cao be

avoided by using the two-point rate, calculated as the difference between the first and last

score divided by the interval in rime between them. This approach was used in 14

studies. Although the two-point rate has the advantage of allowing for different lengths

of follow-up, it is similar ta the differenee score in that neither makes use of any interim

data points that may be available.

The psychometrie literature has been critical of the use of simple difference scores

as a measure of change because of the spurious influence of baseline scores on their

corresponding differenee scores, due ta regression ta the mean (247). Various strategies

have been proposed to deal with this artifact ineluding one by Fleiss (248) which

statistically adjusts for the influence of baseline severity. The computation of the

"adjusted difference score" consists of subtracting, from the difference score, the portion

of change that can be predicted from the baseline score alone. Consequently, this

approach removes the entire influence of a baseline score on its corresponding difference

score. This would be justified oruy if one assumes that the entire association between the

two is due to regression to the mean, an assumption that may be extreme. This strategy

was used in a single prognostic study (6).

In 12 prognostic studies, ARC estimates were obtained through a least-squares

regression of each subject's test scores on lime of assessment. The slope of the resulting

linear function is the rate of change estimate. Unlike the flfst three methods, the !inear

model makes use of aIl available outcome measurements. The regression, however,

requires at least three data points per subject. This model and the frrst three methods

described are based on the assumption that decline on the outcome instrument used is

linear over the period of assessment.

. One study estimated ARC assuming a bilinear model of decline in AD (167). The

approach involved fitting an initial plateau phase followed by a decline phase to each

subject's trajectory and required a minimum of four data points. The ARC was estimated
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from the slope of the decline phase. The bilinear model produced a better fit than the

linear model only for the subset of subjects with isolated memory problems at entry (Le.,

believed to be in an earlier stage of their illness).

Lastly, three studies used the multiple interval method (MIM) which divides each

subject' s follow-up ioto consecutive one year intervals and calculates the difference score

for each interval. This approach assumes that change within intervals is lînear. Severa!

ARC estimates may be produced for each subjeet thus time intervals, rather than subjeets,

are the unit of analysis. The treatment of these change scores as independent observations

in conventional statistical analyses, however, violates the underlying assumption of

.independence.· It should be noted that each of these six methods of calculating ARC is

susceptible ta floor effects on outeome seales.

The eomparability of ARC estimates obtained with the two-point, Hnear regression,

and MIM methods was assessed in two studies by applying an three methods to eaeh

subject's outcome data (169,170). One study eompared the mean ARC values from eaeh

method and found no significant differences (169). Comparing only the means, however,

has limited value sinee smaii differences between the means of ARCs produced by

different methods may mask large individual differences. The second study perforrned

separate prognostic analyses for ARC estimates from each method and found no important

differenees in the results (170).

Time-to-endpoint estimates were used ta assess disease progression in seven

studies. Six of these used time ta a given test score as the endpoint: three were based

on scores that investigators felt were indicative of moderate severity (192,204,208), two

reflected severe impairment (195,207), and one used the first of two consecutive

maximum impairment scores (190). One limitation of choosing scores at or near the

maximum impairment score is that subjeets are more likely ta be 10st before reaching it

(fewer events). A second limitation is that estimates of the time taken to reach the

specified score may be exaggerated if subjects' performance tends to plateau in the floor

of the seale.

Criteria proposed for the ehoice of endpoints include that they: 1) are clinically

meaningful, 2) are unambiguous, 3) refleet disease severity and not factors unrelated to
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disease. 4) occur commonly in the disease course, and 5) are stable (unlikely ta be

reversed) (220). Studies using test scores as endpoînts may satisfy criteria 2), 3), and 4).

but l) requîres an arbitrary decision of what a clinically meaningful cut-off score is, and

5) will be influenced by fluctuations in patients' scores and poor reliability of the scores.

One study looked at the percentage of subjects reversing various endpoints after reaching

them and found that 18% reversed the severe stage of the Clinical Dementia Rating scale

(CDR=3), 170/0 reversed the loss of five or more instrumental activities of daily living,

100/0 reversed the 10ss of toileting, but only 2% reversed an MMSE score below 10 (220).

These findings suggest that sorne endpoints may be more stable than others.

Ten of the Il reports using global definitions of disease progression used this

approach in conjunction with global staging instruments (153,180-183,185,210,214,218,

226). Researchers in these studies monitored the progression of patients from one stage

of the instrument to more severe stages. As discussed in the review of outcome measures

(section 3.3.3.4), the use of global staging instruments is limited by the small number of

gradations used to describe the disease course and the long follow-up periods that may

be required before subjects move from one stage to another.

Studies classified as "not applicable" in Table 4 used statistical analyses to identify

predictors that did not require a separate estimation of disease progression.

Assumption of linearity:

The different methods of estimating annuaI rate of change assume that an

individual's decline in test performance is linear over the period of follow-up upon which

the estimate is based. For most studies using the difference score, adjusted difference

score, two-point rate or linear model, this period was the entire length of follow-up. The

multiple interval method, however, assumes only that decline is linear within each

measured interval. Various studies have assessed the validity of the linearity assumption

by examining the pattern of change in scores over time within subjects or the relationship

between the rate of change on a scale and level of severity across subjects.

A few studies have made observations which suggest that decline may not be

linear over time. Four studies examined the correlation between two change scores

calculated for each subject based on different periods of follow-up (152,167,170,217).
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Two of the four reported only modest associations (152,217) (see Previous rate of decline

in section 3.3.2.2). These findings were interpreted as suggesting that the rate of

progression within subjects was not consistent over time. The remaining two, however,

reported statistically significant associations (l67, 170). The approaches used in these

studies were potentially limited by regression ta the mean and/or poor reliability of the

change scores.

The finding that rate of change differs according to baseline severity has also been

interpreted as suggesting nonlinear decline on a scale (see Baseline severity in section

3.3.2.2). Three studies analyzed the relationship of baseline severity with estimates of

change using linear, quadratic, and cubic polynomial regressions (152,169,170). One

found no significant association between initial severity and rate of decline (169), but the

remaining two reported significant linear (152) and quadratic components (152,170). The

results of the latter two suggest the presence of nonlinear trends in decline. Two other

studies using the same analytic approach aIso found significant nonlinear associations for

sorne scales (160,186). The interpretation of the findings from the latter two is unclear,

however, since the association examined was between rate of decline and mean severity

over follow-up rather than baseline severity.

Two studies, using a different approach, exarnined nonlinear patterns of decline

in subjects' test scores over follow-up through least-squares regression analysis (167,169).

One study investigated, in a stepwise fashion, the successive improvement in fit to data

provided by a linear model with a common slope for aIl patients, a linear model with

separate slopes for each patient, a quadratic model with a common parameter for aIl

patients, and a quadratic mode} with separate parameters for each subject (169). Though

statistically significant, the quadratic trend was small and highly individual. The second

study used the same first two models described above, but the third model tested was a

bilinear model consisting of plateau phase followed by a decline phase fitted to each

subject's data (167). The bilinear model produced a significantly better fit than the linear

model but only for a subset of subjects with isolated memory problems at entry. While

the analyses used in these studies required several measurements for each subject, the

likely inter-correlation of repeated observations within subjects was not accounted for in

the estimation of the common linear slope.
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A final study reported examining linear and nonlinear trends in decline over time

through "between-group trends testing" (193). The actual analysis used is not clearly

reported but appears to have been arepeated measures ANOVA. The authors reported

that the analysis confirmed the presence of a Hnear trend but tests of nonlinear, higher­

order trends were not significant. Overall, the results of these studies have been

inconsistent with respect ta eonfirming the presence of linear and nonlinear trends in

decline. Further research is needed to resolve this issue for individual seales given the

implications of nonlinear decline for the validity of ARC estimates of disease progression.

3.3.3.7 Prognostic analyses

The statistieal analyses used to identify significant predietors generally followed

irom the type of progression estimate calculated (Table 4). These consisted of bivariate

or multivariable analyses of ARC estimates (e.g., t-test, multiple Hnear regression, analysis

of variance), of subject groups categoriz~d according to whether or not they progressed

over follow-up (e.g., chi-square test, discriminant analysis), and of time-to-endpoint

estimates (e.g., Kaplan-Meier product limit method, Cox proportional hazards model).

Many of the studies in each of these three categories used bivariate analyses only.

Despite having followed subjects longitudinally, three studies performed cross­

sectional comparisons at one or more visits after enrolment. One of the three compared

test scores at one year post-entry, adjusting for baseline severity (173). The other two

made no adjustment for possible differences (181;215) despite evidence in one that the

disparity in baseline scores between the two prognostic groups was substantial (215).

Unless initial scores are very similar among the prognostic groups being compared, this

approach is flawed given that differences observed at sorne point in follow-up, or the lack

thereof, may simply reflect differences at baseline rather than rate of progression.

Two of the studies using cross-sectional analyses also performed analyses which

involved no direct comparison of prognostic groups. One compared change scores in the

year before and after the onset of psychosis and found that decline after onset was

significantly faster (215). The lack of comparison group in this approach raises the

possibility that the trend observed may have reflected natural fluctuation in the disease
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course. The second report examined decline on several neuropsychologie tests in the two

prognostic groups separately (173). Consequently, it could not be determined whether

observed differences in decline between the two groups were statistically significant.

The most sophisticated approaches used were those which analyze repeated

measures directly. Two studies used repeated measures ANOVA (179,193) and one (187)

used a growth curve approach ta modelling change developed by Laird and Ware (249).

Both analyses make use of all available foIlow-up data but the latter allows for different

numbers of data points per subjects and variable intervals between assessments. Two

studies included in this category reported using two-factor ANDVAs where the interaction

of "time ll and "groups" factors provided evidence for a between-group difference in the

rate of decline (178,185). Neither of these reports specified, however, that these were

repeated measures ANDVAs. The use of the classical ANOVA framework in this case

is inappropriate since no account is taken of the dependency of repeated measurements

within subjects.

Two studies used more than one type of analytic approach (192,193). One study

found that age at onset was a significant predictor of functional decline according to a

multiple linear regression analysis but not a repeated measures ANOVA (193). Similarly,

the second report found that the presence of psychosis was significantly associated with

a shorter time to the functional endpoint but not with the rate of functional decline (192).

These associations were reversed for the cognitive scale. These findings suggest that

conclusions regarding a factor's predictive ability may depend on the analytic approach

used.

Fifteen or more statistical tests were performed to identify prognostic factors in

15 of the 59 studies reviewed (25%). The large number of tests typically resulted from

the investigation of numerous prognostic factors, the use of multiple outcome measures,

and/or the application of different types of analyses. Given that significance testing was

used to identify predictors of deterioration, the inflation of the probability of type 1 error

in these studies may have been serious. Only seven of the studies, however, made any

mention of correcting the a level to reflect the multiple testing (8,170,173,180,192,197).
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3.3.3.8 Control of confounding

There is evidence to suggest that disease severity at entry may be associated with

estimates of disease progression (section 3.3.2.2) and with disease features of prognostic

interest (sections 2.6 and 3.3.2.2). Patient characteristics considered unrelated to disease

severity in the general population of AD patients may also be associated with severity at

entry due to factors influencing when patients present for medical attention. For instance,

sorne studies have observed that more highly educated subjects were less impaired at

entry (8,250). This fmding suggests that those with higher educational attainment may

be more likely to seek medical attention sooner. These sampling artifacts are associated

with the use of clinie samples and would not be expected in community-based samples.

These findings indicate that disease severity at entry is a potential confounder for

the association of many, if not aIl, potential predictors and disease course. Thus, control

for baseline severity is necessary in arder for prognostic results to be valid. Only 17

,reports (29%) were judged to have controlled for baseline severity (Table 4). AlI but two

of these achieved control by including measures of baseline severity in multivariable

analyses. The remaining two matched AD subjects with and without the prognostic factor

of interest on baseline scores (178,179). Another 12 (20%) were considered to have

partially controlled for baseline severity. Although many of these reports restricted the

baseline severity of subjects at study entry or in the analyses, none were considered ta

have restricted severity enough ta have fully controlled for potential confounding.

Almost haIf of the studies (41%) failed to control for initial severity and,

consequently, the validity of their results is in question. Sorne of these compared

prognostic groups with respect to baseline severity and, when no significant differences

were found? concluded that confounding was not a problem. Moreover, in sorne cases

there were statistically or clinically meaningful differences in the severity scores of the

groups being compared (204,215,224,251). A lack of significant results was not

considered proof of the absence of a confounding effect by baseline severity, particularly

as the significance tests were often limited by inadequate statistical power due to small

sample sizes. Studies classified as "not applicable" in Table 4 were those which only

examined measures of disease severity as potential prognostic factors.
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3.3.3.9 Sample size and power

The number of subjects analyzed in the 59 reports ranged from 16 to 430, with

a median of 65. Approximately one third of the reports had sample sizes which exceeded

80. These reports likely had adequate statistical power to detect clinical or demographic

features with important predictive abilities. Another third, with sample sizes between 40

and 80, are aIso likely to have had sufficient power but only for prognostic factors whose

prevalence in the study sample was greater than about 15%. The adequacy of the sample

sizes of the remaining third (less than 40 subjects) is doubtful.

Depending on study characteristics such as the number of measurements per

subject and between-subject variation in rates of change, sorne reports may have had

greater power, in truth, than their classification here would suggest, and others less. It

is not obvious, however, that this misclassification would have been 50 differential to

have meaningfully changed the distribution of the reports with respect to the adequacy

of their sample sizes. Thus, the results suggest that as many as two thirds of the 59

reports may have had insufficient power to detect less frequent but imponant prognostic

factors, while half of these were likely unable to discern even more prevalent predictors.

This finding may explain, in part, the inconsistency in the results from different studies

in as much as conclusions regarding the predictive value of factors was based on

significance testing.

3.4 Summary of literature review

This review of prognostic studies of AD confrrms earlier observations regarding

the wide variability of disease progression among individuals with AD reported in the

literature (5). In contrast to expectation, the findings for several of the potential

prognostic factors investigated are largely consistent across studies. There is little or no

evidence of a predictive ability for any of the demographic factors examined or for

depression. The trends for negative resuIts were also observed among the subset of

studies that adjusted for other covariates and had sample sizes suggesting adequate

statistical power. Most reports evaluating language impairment found that poorer function

was predictive of future disease course. Agitation also signalled a poorer prognosis in the
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few studies that examined it and warrants further investigation. Potential prognostic

factors for which the results were inconsistent include psychotic symptoms,

extrapyramidal signs, previous rate of decline, and initial severity. The trends in the

results across the different types of outcome measures were generally consistent for each

of the factors· reviewed. Overal1, the heterogeneity in the progression of AD remains

largely unexplained (5).

The use of different methods within several studies led to inconsistent findings

regarding the statistical significance of a factor' s predictive value. These include the use

of different measurement seales, different methods of estimating of disease progression,

and different statistieal analyses. Whether the estimates of association were meaningfully

different for the altemate approaches could not he assessed since these were not generally

reported for associations that failed to reach statistical significance. Still, differences in

the statistical significance of findings are important since most studies relied on

significance testing to identify predictors of decline. These observations suggest,

therefore, that conclusions regarding a factor's predictive value may depend on the

method chosen and that differences in methods across studies May have contributed to

observed inconsistencies in the reported findings.

Upon closer examination of individual features of study design and analysis,

considerable diversity was noted in the methods used across studies. Several

measurement scales were used within the different classes of outcome measures and these

differed in the constructs they assessed. Analytic approaches also varied, with Many

studies relying on bivariate analyses only while others used multivariate statistical

modelling. Reports differed in their operational definition of several clinical prognostic

factors and the lime window of their assessment. The literature was aise characterlzed

by different methods of estimating the annual rate of change of subjects' test scores over

follow-up. The agreement among these diverse approaches has generally not been

investigated in a quantitative manner, nor on theoretical grounds taking into account the

analytical properties of various methods.

The prognostic studies reviewed were aise characterized by several potential

sources of bias. These include nonrepresentative study samples, selective attrition,
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diagnostic inaccuracy, confounding by baseline severity, the use of mixed zero times~

floor effects or nonlinear patterns of decline on outcome measures~ and inadequate follow­

up. In addition, many studies were likely limited by insufficient statistical power. The

inadequate reporting of severa! design features, particularly the referral process and the

numbers and characteristics of subjects lost to follow-up precluded a full examination of

the potential for bias associated with these methods. The extent to which study results

were affected by these various sources of bias is not known. Possible differences in thé

methodological rigour of the' studies, however, may have contributed to inconsistencies

in their results.
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CHAPTER 4 - DATA AND METHODS

4.1 Introduction

Perhaps the mast important methadological issues identified in the review of

prognostic studies of AD are those related to the accuracy of estimating ,disease

progression (section 3.3.3.6). The most common approach to estimating a subject's

clinical deterioration has been to calculate the annual rate of change (ARC) of their test

scores over follow-up. Various methods have been used to compute ARCs and it is

unclear whether the estimates they produce are comparable. Furthennore, each method

is based on the assumption that decline on the outcome measure used is linear over the

portion of follow-up upon which the estimate is based. Few studies have examined the

concordance among the different methods estimating ARC or the validity of the

assumption of linear decline. Of those that have been conducted, many are limited by the

use of inappropriate statistical analyses.

In this chapter, 1 further examine these two issues through separate re-analyses of

data from two longitudinal studies of AD. Data on the two cohorts were provided by Dr.

James Mortimer of the Veterans Administration Medical Center, Minneapolis, Minnesota

(subsequently referred to as the Minneapolis sample) and Dr. John Brooks, III of the

Stanford Alzheimer's Disease Diagnostic and Treatment Center (ADDTC), Palo Alto,

California (subsequently referred to as the Palo Alto sample). The recruitment and

selection of the study samples are detailed fust, followed by a description of the data

made available for each sample. FinaIly, statistical analyses of the presence of linear and

quadratic trends in decline on the Mini-Mental State Examination (MMSE) and of the

concordance a~ong ARC estimates produced by five different computational methods are

described.

4.2 Recruitment and selection of study subjects

4.2.1 'Minneapolis sample

The Minneapolis sample consists of subjects recruited from the Minneapolis

Veterans Administration Medical Center, and through physicians and drug studies, to
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partlclpate in a prospective, longitudinal study of primary degenerative dementia.

Participants were recruited between August 1986 and December 1988. Details of the

screening and selection proeess have been reported by Mortimer et al. (7). Ninety-three

potential participants were sereened ta determine their eligibility for enrolment. Sereening

evaluations consisted of medieal and family history, physical and neurologie

examinations, clinical laboratory tests, neuropsychologie assessment, and computed

tomography scan of the head 00 more than two years prior to recruitmeot. The eligibility

criteria adopted for this thesis researeh were the same as those for the prognostie study

of Mortimer et al. (7). Individuals were included if, at the time of reeruitrnent, they:

- satisfied DSM-ID criteria for primary degenerative dementia (77);

- were community dwelling with an identifiable and cooperative informant;

- had a score of 7 or more on the Mini-Mental State Examination (MMSE)

(164);

- had mild to moderate cognitive impairment as defined by Reisberg's Global

Deterioration Scale (GDS) stages 3, 4, 5 or 6 (118,119); and

- had a score of 15 or less on the Hamilton Depression Rating Seale (252).

Subjects were excluded if they:

- had a history of drug or alcohol abuse less than five years prior ta evaluation

(alcohol abuse was defmed as a score of 3 or more on the Short Self­

Administered Michigan Alcoholism Sereening Test (253) which was verified

with an informant); or

- had a score of 4 or more on the Modified Ischemia Seale (254) (to minimize

the likelihood of including individuals with significant cerebrovascular disease).

Seventy-nine of the 93 subjects screened met the eligibility criteria and were

enroled in the study. Seventy-six of these were found, retrospectively, to also satisfy

NINCDS-ADRDA criteria for probable AD (9). At the time the study was published,

three of 14 subjects studied postmortem were found not to have AD at autopsy. These

three subjects, and eight for whom data were available for fewer than three time points,

were excluded from the analyses (7). The study population for the present investigation

consists of this final sample of 65 eligible subjects with a clinical diagnosis of probable

AD.
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4.2.2 Palo Alto sample

The Palo Alto sample was drawn from subjects identified and recruited from the

Stanford ADDTC ta participate in a prospective, longitudinal study of dementia. The

Stanford ADDTC is loeated at the Veterans Administration Medical Center in Palo Alto.

Participants underwent elinieal diagnostic evaluations including assessments of depression

using the Hamilton Depression Rating Scale (252), of possible ischemie disease using the

Hachinski Ischemia scale (255), arid of history of alcohol abuse using the Short Self­

Administered Michigan Aleoholism Screening Test (253). Clinical diagnoses of AD were

made according to NINCDS-ADRDA criteria (9) and represented a consensus of three to

".six clinicians.

Data for the Minneapolis sample had already been made available at the rime

Stanford researchers agreed ta provide data on their cohort. Consequently, the eligibility

criteria applied to the Palo Alto cohort, for the purposes of the present study, were

specified such that the data available would be as comparable as possible to those of the

Minneapolis group.

Individuals were included in this thesis research if:

- they satisfied NINCDS-ADRDA criteria for definite or probable AD;

- they had a minimum of three MMSE data points; and

- select demographie and clinical data were available for them, including data

related ta age, gender, education, time of onset, and to neurologie, behavioral,

and psychiatrie symptoms

Forty-six subjects participating in the longitudinal study were found to satisfy

these criteria and thereby formed the present study's Palo Alto sample.

4.3 Data available on study subjects

4.3.1 Minneapolis data

Subjects were followed at six-month intervals until death or loss due ta other

reasons: three subjects voluntarily withdrew from the study. Up to three and a haIf years

of follow-up data were made available for the CUITent study (Table 5). The outcome data

used ta estimate AD progression consist of baseline and semi-annual assessments of
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Data available for the two study samples

Minneapolis sample Palo Alto sample
(n=65) (n=46)

MMSE scores MMSE scores

age at entry age at entry

gender gender

education education

age at onset age at onset

duration of symptoms duration of symptoms

delusions/paranoia delusions

hallucinations hallucinations

( activity disturbances agitation

aggression emotional lability

sleep disturbances wandering

affective disturbances depressed mood

anxiety/phobia

family history of dementia

Global Deterioration Scale stage

(
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cognitive function using the MMSE (164) (Appendix 3). As mentioned in the review of

outcome measures used in prognostic studies of AD (section 3.3.3.4), the MMSE is a

brief cognitive rating scale which provides an index of global intellectual functioning.

It consists of a mixture of questions and tasks iotended to elicit information about

orientation, registration, attention, calculation ability, recaII, language, and praxis. The

total score ranges from 0 to 30, with lower values representing greater impairment.

The subjeet characteristies provided include age at entry ta study, gender, family

history of dementia, and education. Age at onset and symptom duration at initial

evaluation were estimated from historical infonnation provided by the family. The

disease stage at. entry, as measured by the Global Deterioration Scale, served as a global

measure of baseline severity. The presence and severity of various psychiatrie and

behavioral symptoms was assessed at baseline and semi-annually using the Behavioral

Pathology in Alzheimer's Disease Rating Scale (BEHAVE-AD) (107). This seale yields

a total score in addition to scores for eaeh of seven subscales: paranoid and delusional

ideation, hallucinations, activity disturbances, aggressive behaviour, sleep disturbances,

affective disturbances, and anxieties or phobias. Ratings were based on information

provided by a caregiver regarding the subject's behavioral problems during the preceding

six months.

4.3.2 Falo Alto data

Palo Alto subjects were re-evaluated semi-annually at which rime cognitive status

and other disease symptomatology were assessed. Up to nine and a half years of follow­

up data were made available for the present study including repeat assessments of

cognitive function using the MMSE (Table 5). Data related to subject characteristics

included age at entry to study, gender and education. Age at onset and symptom duration

at entry were estimated from caregivers' recall of the time of symptom onset. Data from

baseline and semi-annual evaluations of the presence of delusions, hallucinations,

emotionallability, agitation, depressed mood, and wandering were also provided. These

associated disease features were rated as present, absent or questionable using the

California State Department of Health Services AD Diagnostic and Treatment Center

form.
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4.4 Statistical analyses

Ali analyses were performed using the SAS statistical software package (SAS

Institute Inc., Cary, N.C., USA) except where indicated otherwise.

4.4.1 Assessment of linearity of decline

The validity of the assumption that disease progression in individuals with AD is

!ioear was assessed through statistical analyses of MMSE scores for the Minneapolis

sample. Group and individual trends in subjects' scores over time were analyzed.

Establishing the presence of significant linear trends and the absence of nonlinear ones

would support the assumption that cognitive decline in AD, as measured by the MMSE,

is linear.

Unbalanced repeated measures analyses were performed using BMDP module 5V

(BMDP Statistieal Software Inc., Los Angeles, CA, USA) in arder ta assess the

magnitude and significance of common linear and common quadratie trends in decline

while accounting for the interdependence of the repeated MMSE scores for eaeh subjeet

(256,257). The initial model estimated a common linear rate of decline across subjects

while controlling for baseline severity as measured by the Global Deterioration Scale

(GOS). In order to avoid collinearity problems, baseline severity was treated as a

dichotomous variable with less severe subjects defined by GDS stage 3 or 4, and more

severe patients by stage 5 or 6. This division resulted in minimal loss of information

since only two subjects were at GDS stage 3 and only one was at stage 6.

Subsequent models were formed by the stepwise addition of quadratic and

interaction terms to the initial model. These evaluated the presence and significance of

a common quadratic trend, and of effect modification of the linear and quadratic trends

by baseline severity. Ta avoid variance overlap and, thus, maximize power, the common

quadratic term was specified as orthogonal to the common linear.

Modelling longitudinal data requires specification of the covariance structure of

the errors. Two covariance structures, the random effects model and the fust-order auto­

regressive model, were expected ! priori ta be suitable for AD data. The random effects

model is based on the assumption that the covariance of residuals can he predicted from
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the variance and covariance of the slopes and intercepts of individual linear trends over

time. The fust-arder auto-regressive model assumes that the strength of the correlation

between two scores for the same patient is determined by the distance in lime between

the scores. These two models use different numbers of parameters. Therefare, the

Akaike Information Criterian (AIC) was used ta campare their fit ta data (258). The AIC

is a general criterian far choosing between different madels applied to the same data

when generalized least-squares or maximum-likelihood estimation is used. The Ale

statistic reflects a model's fit to data adjusted for the number of parameters used.

The repeated measures analysis was followed by a multiple linear regressian

analysis, using SAS statistical software, to assess the significance of individuallinear

trends in decline. This was accomplished by estimating the improvement in fit obtained

by adding individuallinear tenus (slopes) ta a linear regression model with a common

slope and individual intercepts (see model equation below). The value of the common

linear parameter in these models was restricted to the estimate obtained for the equivalent

parameter in the initial repeated measures model. The rationale for this restriction was

that a repeated measures estimation of the common slope accounts for the inter-correlation

among repeated scores within individuals while a linear regression estimation does not.

The number of measurements per subject was tao small ta allaw for the assessment of

individual quadratic trends, in addition to linear trends.

n-l n-l
A A ';\. ~ "
Yit = ~ aD i*Di + Bo + 61*t + 1: al i*Di t

i=l i=l

where i = 1, 2, ..., n
A-
Bo = common intercept

~I = common slope parameter which is restricted ta the estimate obtained for

the equivalent parameter in the repeated measures model

t = time

. Di = dummy variable where Di = 1 for the ith subject and 0 for aIl others
iI'\au i = individual intercepts
L'rt.
al i = individual slopes
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Baseline severity was expected, .il priori, to be an important predictor of

subsequent MMSE scores. Consequently, the linearity analyses were perfonned on the

Minneapolis data first since it was the only sanlple for which an independent measure of.
baseline severity was available. The analyses of the Minneapolis data confinned the

predictive importance of baseline GDS scores and, since no such measure of severity was

available for the Palo Alto sample, the linearity analyses were not perfonned on the latter.

4.4.2 Calculation of annual rates of change

Several methods of estimating the annual rate· of change (ARC) of test scores for

individual subjects are reviewed in section 3.3.3.6. Of these, the two-point method, the

adjusted two-point method, the least squares regression slope of the linear model, and the

multiple interval method were applied to the MMSE data from subjects in both samples.

Because the length of follow-up in each of the two samples was variable among subjects,

a simple difference in scores between the fust and last assessments would not have

generated an annual rate, and was therefore not considered further. A fifth method called

the trilinear model was also applied to the data. This approach was proposed by Brooks

et al. (259) for the study of decline in AD and has since been applied to longitudinal data

from AD patients to describe their disease progression (171).

The annual rate of change in cognitive function generated from each of these five

methods was calculated using sorne or aIl of the seriaI MMSE measurements. Since

lower MMSE scores indicate poorer performance, negative ARC values indicate decline

in cognitive function. In arder to avoid a floor effect, MMSE scores obtained subsequent

ta a subject attaining a value of zero on the scale were not used in any estimation of

ARC.

The two-point method, as its name implies, produces an ARC estimate based on

only two data points. It was computed, for each subject, by subtracting the baseline

MMSE score from the last available score and dividing this difference by the time

elapsed, in years, between the two measurements.

The adjusted two-point method is a strategy that was proposed by Fleiss (248) and

used by Lucca et al. (6) to control for the spurious association between baseline scores
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and their corresponding simple difference scores, due to regression to the mean. The

approach involves removing the influence of the baseline score on its associated

difference score through statistical adjustment. This method is extended in the present

study ta the situation where the measure of change is the two-point ARC. The fonnula

for the adjusted two-point ARC for the i-th subject is
A -

C)i =Di - B (Zi - Z) i = 1, 2, ..., n

where

Oi = adjusted two-point rate for i-th subject

Di = unadjusted two-point rate for i-th subject

Zi = baseline score for i-th subject

Z = mean baseline score for the sample

~ = slope of the least squares regression of D on Z.

The quantity 1 (~ - Z) represents the portion of a subject's two-point ARC

estimate (Di) that can be predicted from his/her baseline score. The resulring adjusted rate

(C)i) can be interpreted as the i-th subject's "expected" ARC assuming that his/her baseline

score was equal to the mean baseline score of the sample. While this "approach has the

advantage of making the adjusted rates comparable for subjects with different levels of

baseline severity, it effectively removes the entire influence of baseline scores on the rates

of change. This would be justified only if one assumes that the entire association is an

artifact of regression to the mean, which may be an extreme assumption.

The linèar regression method (!inear model) generates an ARC estimate for each

subject through least-squares regression of their MMSE scores on rime, in years, since

baseline assessment. The regression coefficient, or slope, expressing this linear function

provides an ARC estimate based on aIl available data points for a given patient.

The trilinear model of disease progression in AD postulates three phases: an

initial period of stability or "tapit in which there is no perceptible decline, a period of

decline where rates of deterioration vary for individual subjects, and a final period of

stability termed the "bottom" (Figure 2) (259,260). When applied to the longitudinal data

of individual subjects, this analytic model estimates whether a subject's trajectory over

follow-up encompasses one, two or aIl three of these phases. The mode! determines if
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An illustration of the trilinear model
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and when the phases oecur by applying aIl possible eOlnbinations of the two eut-points

(transition points where decline begins and ends) ta a subject's set of outcome

measurements. The combination producing the best fit is selected using least-squares

analysis.

The ARC calculation for the trilinear model also consists of a least-squares

regression of MMSE scores on time. Unlike the linear model, however, this regression

is based only on those data points corresponding to the portion of follow-up estimated ta

be the decline phase. Brooks et al. (259) maintain that the trilinear model more closely

reflects the pattern of observed decline in AD than does the !inear mode!. Byexcluding

periods of relative stability, the trilinear model, they argue, provides a more accurate ARC

estimate than those of methods that assume linear decline throughout AD. This purported

advantage applies whether the periods of stability represents a "true" plateau or an artifact

due ta poor sensitivity of the outcome instrument. The trilinear model requires a

minimum of five data points persubject. It was applied to each subject's MMSE data

using software develpped and supplied by Dr. John Brooks (259).

The multiple interval method (MIM) of estimating ARC, like the linear model,

uses all available data points for each subject. It is unique, however, in that several ARC

values may be generated for a single subject. Each subject's total follow-up is divided

into consecutive one year periods. An ARC value is computed for each one year interval

by subtracting its initial or baseline score from the MMSE score co'rresponding to the end

of the interval. This approach requires that subjects he reassessed at uniform time

intervals. Furthermore, it assumes that change within intervals is Hnear and that change

scores across intervals within a given subject can be analyzed as though they constitute

independent observations.

4.4.3 Comparison of annual rates of change

The concordance among ARC values generated from the various approaches

selected for comparison was examined in both an aggregate and pairwise fashion.

Aggregate comparisons included plotting the ARC values from aIl methods for each

subject in the two samples. The within-subject variability among ARC estimates from

different methods was quantified by determining the range among all ARC values, and
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the range among the ARC estimates generated by the multiple interval method alone.

The multiple interval method was excluded from pairwise comparisons since it

produced more than one ARC value for 69% and 52% of Minneapolis and Palo Alto

subjects, respectively. The rates derived from this method cannot be meaningfully

combined as they are intended to represent independent snapshots of a subject's disease

course. Nor could the results of one-on-one comparisons of each of these ARC values

with those of the other methods be meaningfully combined to assess their overall

concordance.

Pairwise comparisons consisted of computing the mean and standard deviation of

ARC estimates for each method. The statistical significance of the difference between

mean ARCs produced by the different approaches was assessed using paired t tests. Since

moderate violations of the normality assumption were observed for sorne comparisons,

the Wilcoxon sign rank test was also used. Difference scores were aise cornputed for aU

six pairwise comparisons between the four methods (method-pairs) and their distributions

were graphed. Other measures of agreement examined for each method-pair included the

Pearson product moment correlation and the root mean square error (RMSE). The RMSE

was calculated as a measure of the mean absolute difference between each method-pair

of ARC estimates for individual patients.

The intra-class correlation coefficient (ICC) was also considered since it represents

the correlation among ARC estimates generated by two different methods, accounting for

any systematic differences between them. The ICC was calculated according to the

method of Bartko using two-way mixed-effects ANDVA where "methods" constituted a

fixed factor while "subjectstl were considered a random factor (261). The presence of

interaction between the "subjects" and "methods" factors could not be assessed.

Therefore, both lower and upper bounds of each ICC were computed. The lower bound

represents a conservative estimate where interaction is assumed to be zero (261).

The results of these pairwise comparisons prompted further analyses to explore the

differences observed. These included plotting each of the linear - trilinear, two-point ­

trilinear, and adjusted two-point - trilinear difference scores against the trilinear decline

portion of total follow-up. Linear and trilinear models were also fitted to the progression

curves of select subjects for whom the corresponding ARC values differed substantially.
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CHAPTER 5 - RESULTS

S.l Introduction

In this chapter, the two study samples are compared with respect to demographic

features, disease duration and severity at study entry, and length offollow-up. The results

of analyses performed to assess the presence of tinear and quadratic trends in cognitive

decline are presented next. Finally, the variability and concordance among annual rate

of change estimates generated from five different computational methods are described.

5.2 Characteristics of the study samples

Subjects in the Minneapolis sample were slightly aIder at entry and at symptom

onset, were more likely to be male, and had a lower level of education than Palo Alto

subjects (Table 6). The preponderance of males in these two samples, compared ta those

of most prognostic studies, likely reflects the fact that both studies were conducted in

Veterans Administration Medical Centers. The median level of cognitive functioning, as

measured by the MMSE score at study entry, was higher in the Palo Alto sample: 50%

of Palo Alto subjects had an initial MMSE scores above 20 compared to 26% of

Minneapolis subjects. The two groups were identical with respect ta the median duration

of symptoms at study entry.

The median length of follow-up for the Palo Alto sample was more than double

that of Minneapolis subjects. This did not translate, however, into a proportionately

higher number of MMSE data points, reflecting the fact that Palo Alto subjects, in

general, missed more of their follow-up visits. Still, nine Palo Alto subjects (20%) had

more than eight data points which was the maximum number in the Minneapolis sample.

5.3 Linearity of decline

Of the two covariance models considered in the analysis of repeated measures, the

first-order auto-regressive provided slightly better fit ta data (lower Akaike lnfonnation

Criterion value) than the random effects. Therefore, the results presented here are those

of models that assume this structure of the covariance matrix.
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Minneapolis Palo Alto
sample sample

Characteristics (0=65) (n=46)

Median age in years (range) 69 (53-90) 67.5 (55-88)

% male 73.8 63.0

% high school education or less 53.8 28.3

Median age at anset in years (range) 64 (49-89) 61.5 (47-81)

Median symptom duration in years 3 (0-13) 3 (0.5-9.5)
(range)

Median MMSE score (range) 17 (7-28) 20.5 (2-29)

Median length of follow-up in years 2 (1-3.5) 4.5 (1-9.5)

( (range)

Median number of data points 5 (3 - 8) 6 (3 - 14)
(range) .



(

(

(

84

The common linear rate of decline, as estimated by the initial BMDP model, was

3.8 MMSE points/year (P<O.OOOI; 95% CI= 3.3,4.4). Baseline severity was aise highly

significant (P<O.OOOl), indicating that a subject's initial severity rating was highly

predictive of subsequent MMSE scores. Neither the common quadratic term (P=O.19) nor

the interaction between the common linear and baseline severity terms (P=O.48) were

found ta be significant when added separately ta the initial model. The addition of the

interaction terros between baseline severity and each of the linear and quadratic variables

failed ta provide strong evidence of effect modification by the former (P=O.12 and

P=Ü.lO, respectively).

A modest non-linear trend, with sorne tendency for mean scores ta level off, was

observed after two years of follow-up (Figure 3)1. This trend was more pronounced

among the subgroup of patients more severely demented at baseline2
• It must be

interpreted with caution, however, since the observed MMSE means are based on the

subset of subjects available at each visit, with those of the last three visits based on seveo,

seven, and three subjects respectively in the more impaired baseline group. Selective

attrition of more severe subjects may also have contributed ta the observed levelling of

mean scores. Those with no more than two years of foUow-up had MMSE means of 3.2

to 5.5 points lower at the frrst five visits than those followed for longer than two years.

The equivalent graph for the Il subjects who attended aU eight visits did not

suggest the presence of a non-linear trend in later visits (Figure 4). The fact that the

mean progression curves corresponding to the two baseline severity groups are essentially

parallel in each figure also suggests the absence of effect modification by baseline

severity. The improvement in the log likelihood afforded by the models with and without

the two interaction terms, relative ta the null model, was virtually identical (202.74 and

202.76~ respectively), providing further support for a lack of interaction.

1 The predicted MMSE means in Figure 2 are based on the repeated measures
ANOVA model including aIl parameters: linear, baseline severity, quadratic, and the
interaction terms between baseline severity and each of the linear and quadratic terms.

2 The more severe baseline subgroup was defined by GDS=5 or 6 (Iower
MMSE scores) and the less severe subgroup by GDS=3 or 4 (higher MMSE scores).
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Figure 3

Predicted· and observed mean MMSE scores by baseline severity group··
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• Predicted means are based on the repeated measures ANOVA model including aIl
parameters: linear, baseline severity, quadratic, and the interaction tenns between baseline
severity and each of the linear and quadratic terms.

•• The more severe ba8eline subgroup was defined by GOS=5 or 6 Oower MMSE
scores) and the less severe subgroup by GOS=3 or 4 (higher MMSE scores).
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Figure 4

Observed mean MMSE scores by baseline severity group· for subjects attending all
follow-up visits (n=ll)

Minneapolis sample
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( • The more severe baseHne subgroup was defmed by GDS=5 or 6 (lower MMSE
scores) and the less severe subgroup by ODS=3 or 4 (higher MMSE scores).
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The least squares regression model with a common linear slope and individual

intercepts explained 840/0 of the variance in MMSE scores. The introduction of individual

Iinear terms to this model accounted for an additional 9% of the total ~ariance (P<O.OO 1).

5.4 Comparison of annual rates of change

5.4.1 Sample sizes available

Given that a minimum of three data points was required for inclusion in the study,

ARC values couId he calculated for all subjects using the two-point, adjusted two-point,

and linear regression methods. The trilinear method, however, requires a minimum of

five data points. Consequently, trilinear estimates could only be calculated for 44 (68%)

and 31 (67%) subjects in the Minneapolis and Palo Alto samples respectively.

Furthermore, since the pattern of follow-up visits for seven Palo Alto subjects was such

that no two visits fell one year apart, a MIM ARC estimate could not be computed for

these subjects. At least one MIM: ARC value couId be calculated for each Minneapolis

subject as only five missed one visit and no subject missed more than one.

5.4.2 Within-subject variability among annual rates of change

Annual rate of change (ARC) values obtained from four of the five methods

selected for comparison are shown for six subjects from each sample in Figures 5 and 6.

These subjects were selected from each sample as follows: 1) the distribution of the

range of ARC estimates within subjects was computed for the subset of subjects who had

an ARC estimate from each of the five methods; and 2) the distribution was then divided

into six equal portions and one subject was randomly selected from each of the portions.

Due to software restrictions in the number of values which could be displayed per subject,

a maximum of three out of a possible nine MIM ARC values were plotted for the Palo

Alto sample. The adjusted two-point ARC values were not graphed for the same reason

(as will he shown later, the adjusted two-point and two-point methods yielded comparable

results for aH subjects). For bath samples, the within-subject variability among ARC

estimates produced by the different methods was marked for several subjects. ARC

values generated from the MIM method alone also appeared to be widely spread in many

cases.
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Annual rate of change estimates generated from selected methods
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Figure 6

Annual rate of change estimates generated from selected methods
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Distributions of the range of ARC estimates within subjects (Le., the difference

between the highest and lowest among estimates generated by different methods for the

same subject) are shown in Figure 7. Fifty-seven percent of the Minneapolis sample and

46% of the Palo Alto sample had a range of four or more MMSE points/year among their

various ARC estimates. In addition, 17% and 13% respectively had ranges greater than

or equal to 10 MMSE points/year. Distributions of the range of ARC values generated

by the MIM alone also showed large within subject variability (Figure 8). Among those

subjects with greater than one MW ARC value, 73% in the Minneapolis group and 67%

in the Palo Alto group had ARC ranges of four or more MMSE points/year.

5.4.3 Pairwise comparisons of annual rates of change

5.4.3.1 Means and standard deviations

The ARC means and standard deviations produced by the methods selected for

comparison are presented in Table 7. The two-point, adjusted two-point, and !inear

regression methods generated remarkably similar means and standard deviations within

each of the data sets. None of the corresponding paired t tests reached statistical

significance at the 5% level. It should he noted, however, that the ARC means and

standard deviations of the Minneapolis group are approximately a full MMSE point higher

than those of the Palo Alto data for each of these three methods.

For both samples, the mean trilinear ARC was significantly larger than those of

the other three methods (P<O.OS). Among subjects with ARC values for aIl four methods,

the trilinear mean was larger by 2.3 to 2.4 MMSE points/year for the Minneapolis sample

and by 1.9 to 2.0 for the Palo Alto sample. The trilinear ARC means differed less

between the two data sets than did the ARC means of the other three methods. It is

noteworthy that, in both samples, the variation in the trilinear ARC estimates among

subjec~s was of the same order of magnitude as that of estimates derived from other

methods. This finding suggests that the large variability in rate of change among

individuals with AD is not simply a consequence of having included subjects in a stable

phase (factored out by the trilinear model) along with those who are declining.

Since one of the Palo Alto subjects had an extreme trilinear ARC value (-26

MMSE points/year), the analyses were repeated for this sample excluding the subject.
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Figure 7

Distribution 0 f the range of aH annual rate of change (ARC) estimates within subjects
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Figure 8

Distribution of th~ r~H1g~ of multipk int~rval method (MI~t) annual rate of change
(ARC) ~stimates within subjects
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Table 7

Mean annual rate of change (ARC) estimates generated from selected Inethods

A) Minneapolis sample:

P-values of paired
t tests (n)

Method of calculating
Mean [SD]*ARC 1 2 3 4

1 Two-point -4.5 [3.2]

2 Adjusted -4.5 [3.2] 1.00
two-point (65)

3 Linear -4.4 [3.1] 0.22 0.22
regression (65) (65)

4 Trilinear model -6.1 [3.6] 0.0001 0.0001 0.0001
(44) (44) (44)

(
B) Palo Alto sample:

P-values of.paired
t tests (n)

Method of calculating
Mean [SD]ARC 1 2 3 4

1 Two-point -3.7 [2.0]

2 Adjusted -3.7 [2.0] 0.94
two-point (46)

3 Linear -3.7 [2.0] 0.90 0.89
regression (46) (46)

4 Trilinear model -5.7 [4.4] 0.02 0.01 0.02
(31) (31) (31)

* Standard deviation.

(
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The trilinear ARC mean and standard deviation dropped ta -5.1 and 2.3 MMSE

points/year respectively. This trilinear ARC mean was still significantly larger than those

of the other three methods (P<O.05). With the outlier excluded, however, the difference

in the trilinear ARC means between the two samples was consistent with the sample

difference in ARC means for the other three methods.

Because of moderate violation of the assumption of nonnality for estimates

obtained with sorne methods being compared, the Wilcoxon signed rank test was aIso

computed. The statistical significance of the results remained unchanged.

5.4.3.2 Correlations

Correlations among the various ARC values displayed the same pattern of

agreement as that for the means (Table 8). Near perfect product-moment correlations

were observed for the estimates of change produced by the two-point, adjusted two-point,

and linear regression methods for both samples. Correlations among the values for these

three methods and those of the trilinear method were moderate for the Minneapolis data

(r=0.51 to 0.56), while the corresponding correlations for the Palo Alto sample were low

(r=0.19 to 0.26). These calculations were aIso repeated with the extreme value from the

Palo Alto sample omitted. The resulting correlations between the trilinear method's ARC

estimates and those of the other methods increased to a level comparable to that of the

Minneapolis group (r=O.44 to 0.53).

5.4.3.3 lntra-class correlation coefficients

The agreement between the methods, as measured by the intra-class correlation

coefficient (ICC), also demonstrated a similar pattern of results (Table 9). Near perfect

agreement was observed among the ARC values generated by the two-point, adjusted two­

point and linear regression methods as indicated by ICC coefficient bounds above 0.94.

The upper and lower bounds of [CC estimates for the comparison of trilinear ARC values

to those of the other methods were considerably lower and more widely spread. This was

especially troe for the Palo Alto sample. Although these bounds represent a considerable
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Table 8

Correlations* among annual rate of change (ARC) .estimates generated from selected
methods

A) Minneapolis sample:

Method of calculating ARC 1

1 Two-point 1.00
(65)

2 Adjusted two-point 0.99
(65)

3 Linear regression 0.98
(65)

4 Trilinear model 0.56
(44)

2

1.00
(65)

0.98
(65)

0.57
(44)

3

1.00
(65)

0.51
(44)

4

1.00
(44)

< B) Palo Alto sample:

Method of calculating ARC 1 2 3 4

1 Two-point 1.00
(46)

2 Adjusted two-point 0.99 1.00
(46) (46)

3 Linear regression 0.95 0.95 1.00
(46) (46) (46)

4 Trilinear model 0.26 0.26 0.19 1.00·
(31) (31) (31) (31)

* Pearson product-moment correlation coefficients.

Sample size upon which the correlation is based in parentheses.

(
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Table 9

Intra-class correlation coefficients* of annual rate of change (ARC) estimates
generated from selected methods

A) Minneapolis sample:

Method of calculating
ARC

1 Two-point

2 Adjusted
two-point

3 Linear
regression

4 Trilinear model

1

1.00
(65)

0.99
(65)

0.98
(65)

0.50-0.60
(44)

2

1.00
(65)

0.98
(65)

0.51-0.60
(44)

3

1.00
(65)

0.45-0.57
(44)

4

1.00
(44)

( B) Palo Alto sample:

Method of calculating
1 2 3ARC 4

1 Two-point 1.00
(46)

2 Adjusted 0.99 1.00
two-point (46) (46)

3 Linear 0.96 0.95 1.00
regression (46) (46) (46)

4 Trilinear 0.16-0.41 0.16-0.40 0.11-0.38 1.00
model (31) (31) (31) (31)

(

* Reported as the upper and lower bounds of the intra-class correlation coefficient.
A single estimate is given where upper and lower bounds do not differ as of the
second decimal place.

Sample size upon which the intra-class correlation coefficient is based in
parentheses.
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range of possible values for the [CC estimates, their low values signify poorer agreement

between the trilinear method and each of the other three in terms of the rate values they

produced.

5.4.3.4 Root mean square errors

The root mean square error (RMSE) of ARC values for each method-pair is shawn

in Table 10. For the Minneapolis sample, the RMSE for method-pairs involving the

trilinear method were of the same order of magnitude as each of the individual methods'

standard deviatlon (SD). The equivalent RMSE values for the Palo Alto data were the

same arder of magnitude as the trilinear method sn, and twice the magnitude of the other

methods' SDs. In contrast, the RMSE values for the two-point, adjusted two-point and

linear regression method-pairs were several orders of magnitude smaller than the

individual method SDs in both samples. These results indicate that the average "between­

method" difference in ARC estimates produced by the trilinear method compared to each

of the other three is at least equivalent ta the mean "between-subject" difference in ARC

values for any of the given methods.

5.4.3.5 Distributions of difference scores

For aIl subjects in bath samples, the two-point and adjusted two-point methods

produced very similar results: differences in their ARC values did not exceed an absolute

value of one MMSE point/year. The small impact of the statistical adjustment used to

generate the adjusted two-point estimate reflects a lack of influence of baseline scores on

the two-point ARC. The correlation between the two-point rate of change and baseline

MMSE scores· was -0.04 and -0.09 for the Minneapolis and PalO" Alto samples,

respectively. The two-point and adjusted two-point methods also generated comparable

ARC values to that of the linear· regression slope. The pairwise ARC differences fell

within one MMSE point/year for at least 89% of subjects in both samples and none

exceeded a difference of two MMSE points/year.

Differences in ARC values for the trilinear method compared to the other three,

however, were substantial in a marked portion of Minneapolis subjects (Figures 9, 10 and
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Table 10

Root mean square error of annual rate of change (ARC) estimates generated from
selected methods

A) Minneapolis sample:

Root Mean Square Error (RMSE)

Method of calculating
ARC SO 1 2 3 4

1 Two-point 3.2

2 Adjusted 3.2 0.1
two-point (65)

3 Linear 3.1 0.5 0.5
regression (65) (65)

4 Trilinear model 3.6 3.7 3.7 3.9
(44) (44) (44)

(
B) Palo Alto sample:

Root Mean Square Error (RMSE)

Method of calculating
ARC SO 1 2 3 4

1 Two-point 2.0

2 Adjusted 2.0 0.2
two-point (46)

3 Linear 2.0 0.6 0.6
regression (46) (46)

4 Trilinear model 4.4 4.6 4.6 4.7
(31) (31) (31)

. Sample size upon which the RMSE is based in parentheses.

(
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Figure 9

Distribution 0 f the difference in annual rate of change (ARC) estimates generated by
the two-point and trilinear methods·
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Figure 10

Distribution of the difference in annual rate of change (ARC) estimates generated by
the adjusted two-point and trilinear methods·
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Figure Il

Distribution of th~ difference in annual rate of change (ARC) estimates generated by
the linear and trilinear methods·
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Il). For example, of those Minneapolis subjects with a trilinear ARC value, 12 (27%)

had a difference of four MMSE points/year or more between this value and that produced

by each of the other three methods. Conversely, the Palo Alto sample yielded sizeable

differences for only three subjects (10%) (Figures 9, 10 and Il). For one of these

subjects, the difference between the trilinear method ARC and each of the other three

methods exceeded twenty MMSE points/year. In bath samples, the distribution of the

ARC difference scores between the trilinear method and each of the other three was

skewed ta the right. This indicates that in the vast majority of subjects for whom these

ARC values diverged, the trilinear method had estimated a faster rate of decline.

There were a few exceptions ta this trend however.· Four subjects declined less,

or even improved, by at least one MMSE point/year according to the trilinear model

compared ta one or more of the other three methods. In two cases, subjects experienced

a sharp decline at the beginning or end of a trajectory that was otherwise characterized

by graduaI deterioration. The trilinear ARC estimate for these subjects was based on the

entire follow-up period (Le., the slope of a linear regression of all data points on time).

Thus, the trilinear method estimated a slower annual rate of decline than the two-point

method which was based on only the flfst and last measurements. Scores for the other

two subjects showed no clear trend over time but fluctuated somewhat over at least part

of their follow-up. The trilinear estimate, in these cases, was based on a portion of

follow-up where subjects improved over their previous performance.

5.4.3.6 Difference scores as a function of trilinear decline

Plots of the difference between trilinear and linear ARC estimates as a function

of the trilinear decline portion of total follow-up (i.e., the proportion of total follow-up

upon which the trilinear estimate was based) are shown in Figure 12. These plots were

motivated by the consistent finding of meaningful differences in the ARC values

generated by the trilinear method compared ta those of the other three methods, as weil

as by a priori expectations. By excluding relatively stable periods, the trilinear model was

expected to estimate greater decline than those methods based on the entire follow-up.

It was hypothesized that the difference would increase as the ratio of trilinear
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Figure 12

Differences in linear and trilinear annual rate of change (ARC) estimates as a function
of the trilinear decline portion of total follow-up
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decline~phase ta total follow-up period decreased.

A strong, negative linear relationship was observed for bath samples, where larger

discrepancies in the ARC values between the two methods were associated with trilinear

ARC values based on relatively small portions of total follow~up. The correlations

corresponding to these plots were r=-0.79 for the Minneapolis sample and r=-0.73 for

Palo Alto subjects. The latter increased to r=-0.82 when calculated excluding the outlier.

Negative correlations of the same magnitude were found when this comparison was

repeated for the trilinear method with each of the two-point and adjusted two-point

methods.

Of the 12 Minneapolis subjects with linear-trilinear ARC differences of four or

more MMSE points/year, all but one had a trilinear decline portion of 50% or less (Figure

12). The same was true for aU three of the corresponding subjects in the Palo Alto

sample (Figure 12). Despite a sinùlar trend, ooly 13% of the Palo Alto sample (n=4) had

trilinear decline portions of 50% or less compared ta 43% of Minneapolis subjects (n=19)

(Figure 13). This difference in the distribution of nilinear decline portions between the

two samples may explain the earlier observation that relatively few Palo Alto subjects had

large Iinear-trilinear decline differences compared ta the Minneapolis sample.

5.4.3.7 Linear and trilinear models fitted to progression curves

Plots of the linear and trilinear models fitted to individual progression curves are

shown for a sample of subjects with linear-trilinear ARC differences of four or more

MMSE points/year (Figure 14). These graphs illustrate the potential for dramatic

differences in how these models fit individual data, the result of which is divergence in

their estimates of ARC. This potential is greatly enhanced when a subject experiences

a proportionately long period of little or no decline, a period which the trilinear model

may deem ta be a plateau and consequently exclude from the assessment of rate of

change. In extreme cases, all but a small portion of follow~up is considered a plateau,

as was the case for subjects A and C in Figure 14. In fact, aIl subjects in both data sets

whose trilinear ARC values were based on just two data points six months apart had

linear-trilinear ARC differences of greater than four MMSE points/year (n=6 for
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Figure IJ

Distribution of the trilinear dèC linc= portion of tùr~l fOl1l1\" 'll~)
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Figure 14

Linear and trilinear models fitted to the progression of six subjects on the rvtMSE
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Minneapolis group, n=1 for' Palo Alto group).

The premise of the trilinear model is that a subject's ARC may be more accurately

estimated by excluding periods of stability in mild and severe disease Ce.g., subject E,

Figure 14) (259,260). Of those to whom the trilinear model could be applied, 33

Minneapolis subjects (75%) and 24 Palo Alto subjects (77%) were estimated to have "top"

and/or "bottom" plateau periods. It is noteworthy, however, that seven Minneapolis and

two Palo Alto subjects had estimated "tops" below MMSE=17 while eight and two

patients from each sample respectively had "bottoms" greater than MMSE=10 Ce.g.,

subject A, Figure 14). Furthermore, five Minneapolis and two Palo Alto subjects were

estimated to have had all three trilinear phases within a score range of less than 10

MMSE points (e.g., subject F, Figure 14). These findings indicate that Brooks et al.'s

(259) trilinear model software does not restrict the range of scores over which "tops" and

"bottoms" are estimated. The estimation of plateaus in moderate disease severity,

however, is not consistent with the rationale for this method. Also, there is little mention

in the literature regarding the existence of periods of stability in moderate stages of AD~

These observations should. be considered in future applications. of this mode!.
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CHAPTER 6 • DISCUSSION

6.1 Methodological issues in prognostic studies of AD

Fifty-nine studies evaluating potential predictors of the clinical course of

Aizheimer's disease (AD) satisfied eligibility criteria for inclusion in the review. In

contrast to expectation, the results for severai of the clinicai and demographic predictors

investigated were reasonably consistent across studies. Most studies assessing the

prognostic value of age at symptom onset, age at study entry, gender, symptom duration,

education, family history ofdementia, and depression reported negative results. Language

impairment and agitation, on the other hand, were generally found to he predictive of

more rapid deterioration in AD. These two factors appear to be the most promising

among the potential predictors investigated to date and therefore merlt forther research.

The findings for other potential prognostic factors were inconsistent. These

include psychotic symptoms, extrapYramidal signs, previous rate of decline, and initial

disease severity. Further research on the predictive value of these factors, using

rigorously designed studies, will hopefully allow regularities in the results to emerge. In

the meantime, the wide variability in the rate of disease progression among individuals

with AD remains largely unexplained (5).

Diversity of study methods

Severa! fealures of study design and analysis were found to be highly varied

among the reports including the outcome measure used, the method of assessing potential

prognostic factors, the method of estimating disease progression, and the analytic

approach used to identify predictors. This methodological diversity makes comparisons

of the study resuIts difficult. Moreover, the use of different methods may have

contributed to discrepancies in the results. This possibility is supported by the

observation that different approaches used within the same study led to discordant

conclusions regarding a faclor's predictive value. [n particular, discrepancies were noted

in conjunction with the use of different cognitive scales (178,186), different approaches

to estimating disease progression (207), and different prognostic analyses within
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individual studies (192,193). [n one study, for example, agitation was significantly

associated with faster cognitive decline as measured by the Mini-Mental State

Examination but not by the Dementia Rating Scale (186).

Among the various classes of outcome measures identified, cognitive rating scales

were used most frequently, followed by activities of daily living (functional) scales, global

staging instruments; and neuropsychologie test batteries. Trends in the results for

individual potential predictors were comparable aeross the different types of outcome

measures. In somestudies, however, the use of both cognitive and functional scales was

associated with divergent conclusions (6,7,208). Even within classes of outcome

measures investigators used a variety of scales and these varied with respect to the

number and types of abilities measured.

The operational definition of several potential predictors, including language

impairment, psychosis, extrapyramidal signs and depression, differed considerably among

the reports. Studies aIso varied· with respect to the time frame of the assessment of

clinical predictors. While most determined the presence of cHnical features at study entry,

others used varions time windows prior to enrolment. Still others assessed the presence

of symptoms over the same period of follow-up upon which the estimate of disease

progression was based. The latter approach is inappropriate in prognostic research where

the goal is to identify predictors of future disease course.

Three different approaches were used to assess disease progression. These

consisted of estimating the annual rate of change (ARC) of tests scores, the time to reach

a given score or clinical endpoint, and determining whether or not subjects progressed

according to sorne criteria for change. The method of computing ARC also varied across

studies. It is unclear whether ARC estimates obtained from the different approaches are

comparable. The statistical analyses performed to identify predictors foIlowed from the

three methods of estimating disease progression (e.g., (-tests or multiple linear regression

of ARC estimates). In aIl three cases, most studies performed bivariate analyses only.

More' sophisticated approaches involving the direct analysis of repeated measures

(repeated measures ANDVA and growth curve modelling) were only used in a few

studies.
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It is not clear which of these analytic approaches, if any, is more appropriate for

the study of prognosis in AD. There are several issues to consider, however, in ehoosing

an approach. Practical considerations include the minimum number of data points

required per subject and whether the time interval between assessments must be uniform,

as is the case for repeated measures ANGVA. There are also conceptual issues inherent

to each strategy. The rate of change method is based on the assumption of linear decline

on outcome measures, longitudinal analysis requires making assumptions about the

covariance structure of errors, and the survival approach raises issues of stability and

clinical significance in the choice of endpoint.

Validity of study methods

The prognostic studies reviewed were plagued by several potential sources of bias

including nonrepresentative study samples, selective attrition, diagnostic inaecuracy,

inadequate sample sizes, confounding by baseline severity, mixed zero times, and poor

reliability and sensitivity to change (floor effeets) of outcome scales. The extent to which

individual studies were influenced by these sources of bias appears to have been varied.

This, in turn, might aIso account for inconsistent findings in the literature.

Approximately 75% of prognostic studies were based solely or largely on

convenienee samples of clinic patients. The representativeness of such samples is

doubtful and reasons for referral may be related to prognosis. For example, individuals

with more rapid progression, earlier symptom onset, or associated behavioral or

psychiatrie symptoms may be preferentially referred to specialized clinics. This not only

limits the generalizability of the results but also suggests the potential for selection bias.

Insight into the magnitude of selection bias in these studies was precluded, however, by

a lack of information regarding the referral process.

An evaluation of potential selection bias due to nonrandom attrition was also

hindered by poor reporting. Fifty-eight percent of the studies made no mention of losses

to follow-up. Most of these, however, required a minimum number of data points and/or

follow-up for inclusion in the report. Thus, any subjeets who died, dropped-out, or were

otherwise lost to follow-up before satisfying these criteria would have been exc1uded. Of
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those studies which reported losses, 560/0 experienced an attrition rate of greater than 20%

of the original cohort. Furthermore, many failed to provide adequate, if any, information

related to the reasons for attrition and the distribution of prognostic factors among those

patients lost.

Only those studies using contemporary diagnostic guidelines were included in the

review. Even adherence ta these guidelines, however, may have resulted in as many as

30% of the study samples not having had AD (83,86). This creates the potential for bias

due to contamination of the samples by subjects with other disorders and consequently

different prognoses. In addition to excluding patients with other causes of dementia,

sorne studies also excluded those with other health problems that might affect brain

function (e.g., diabetes, cancer). It is not clear if, and to what extent, these exclusions

improve diagnostic accuracy. Th~ir use, therefore, may have unnecessarily limited the

representativeness of the samples and, hence, the generalizability of the results. The

exclusion criteria used will also affect the number of subjects available for study which,

in tum, detennines the statistical power to identify important prognostic factors. The

number of subjects analyzed in the 59 reports ranged from 16 ta 430. Two thirds of the

studies likely had insufficient power ta detect prognostic factors present among 15% of

patients, and half of these were 1ikely unable ta identify predictors with 50% prevalence.

It has been suggested that initial disease severity may confound the association

between other potential predictors and disease progression (7,8). A review of studies of

the association between initial severity and disease progression found that severity was

a significant predictor in the few studies that used time-to-endpoint estimates of decline.

Studies using rate of change estimates of progression were inconsistent however. While

most of these found sorne relationship, the nature of the reported associations varied. The

evidence suggests, therefore, that baseline severity may be a potential confounder but that

the nature of its association with the rate of progression on outcome scales is unresolved.

Prognostic studies were varied with respect ta the extent to which they controlled for

potential confounding by baseline severity. Forty-one percent of studies failed to control

for severity, while another 20% were considered to have only achieved partial control.

The validity of the findings of these studies, therefore, may be questionable.
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Most reports assernbled subjects who were at various stages in their disease course

(mixed zero times). Whether a given subject has a symptom of prognostic interest at

enrolment, however, may well depend on how far they have progressed into the disease

at that time. For example, a patient enroled at a mild stage of their disease may not yet

have language impairment while the same subject, recruited later in their disease, would

likely have this potentiaI prognostic factor. Examining the prognostic importance of the

presence of clinical features at study entry among subjects who are at a variety of severity

levels is p6tentially problematic since trends may be obscured. In the presence of effect

modification, a pragnostic study's findings would be driven by the sample's particular

mix of zero times. Furtherrnore, differences between study samples in their distribution

of zero times may contribute ta inconsistencies in their results.

Measurement instruments used to monitor disease progression must be reliable and

sensitive measures of change. Few of the scales used in the studies reviewed have been

assessed for these properties. Of those that have been evaluated, estimates of change

appear to be reasonably reliable when based on follow-up periods of more than one year

(160,163). In 22% of studies, however, the minimum length of follow-up was less than

one year. The assessment of sensitivity to change has been hindered by the lack of a gold

standard measure of the clinical progression of AD. The results of several studies suggest

that sorne cognitive and functional scales may suffer from floor effects (e.g.,

7,151,152,251). The presence of floor effects has generally been interpreted as reflecting

poor sensitivity to change in severe disease. The findings of sorne studies aIso suggest

that disease progression, as described by sorne scales, may be nonlinear (152,160,170).

The possibility that decline on scaIes used in these studies is nonlinear is important since

many of the methods used to estimate progression assume linearity. If this assumption

does not hold for particular seales, estimates of the rate of deterioration on these measures

may be biased.

6.2 Estimation of disease progression

One of the main methodological challenges in prognostic research of AD is the

accuratë estimation of disease progression. The approaches used in the studies were

.,.
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diverse bath in terms of the measurement instruments used and the method of estimating

progression from outcome data. Several issues related ta the comparability of the

different computational methods and the measurement properties of the scales were

identified in the literature review. Two of these issues were examined in greater depth

through illustrative data analyses: whether the assumption of linear decline on outcome

scales is valid and whether different methods of computing the annual rate of change

(ARC) of test scores produce comparable estimates.

The re-analyses were performed on Mini-Mental State Examination (MMSE) data

from two longitudinal cohorts of probable AD patients (Minneapolis and Palo Alto).

Subjects in both cohorts were recruited from AD referral clinics and were similar with

respect to age. gender, and disease duration at study entry. Palo Alto subjects were less

cognitively impaired at intake and had longer follow-up with more data points.

Linearity of decline

Statistical analyses evaluating the assumption of linear decline confumed the

presence of significant group· and individual linear trends in MMSE scores over time

(Minneapolis sample). The common rate of decline across Minneapolis subjects was

estimated ta be 3.8 MMSE points/year. This value is within the range of mean MMSE

ARC estimates reported in the literature (7, 166). The data failed to provide convincing

evidence of a common quadratic trend or of effect modification of the linear or quadratic

trends by baseline severity. The power ta detect a significant departure from the linear

trend. particularly in later visits, may have been limited since only a few subjects attended

ail folIow-up visits. Even with the limited amount of data, however, no evidence for a

quadratic effect was found either in early follow-up. where more data was available, or

across the entire of follow-up (3.5 years) of those subjects with aIl data points. Thus, the

presence of significant linear trends and the absence of a common quadratic effect support

the assumption of linear decline on the MMSE within the range of severity represented

in the Minneapolis sample. This does not preclude, however, the possible existence of

individual quadratic trends or of other nonlinear, higher-order trends which could not be

assessed due ta the limited number of measurements per subject.
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Sorne studies of the pattern of decline on the MMSE have reported nonlinear

trends. Haxby et al. (167) found that a bilinear model, consisting of an initial plateau

period followed by a decline phase, provided a better fit to MMSE data than the Iinear

model but only for those subjects with isolated memory impairment at study entry. Their

analysis, unlike the one performed in this thesis, did not appear to account for the

interdependence of repeated scores within subjeets. Another approach to the assessment

of linearity of decline has been ta determine whether the rate of decline on a given scale

differs aeeording to baseline severity. Investigations using this approach have yielded

inconsistent findings for the MMSE (7,191,197,211,212,217) and for other cognitive and

functional seales in general (6,151,152,169,170,188,193,196,217).

Clearly there is a need for additional researeh to establish - for individuai seales ­

whether the pattern of decline is nonlinear, the nature of the nonlinear trend, and the

portion of the seale over which it occurs. It is unclear whieh, if either, of the two

analytie approaehes used to date is more appropriate: examining the pattern of change

in scores over rime through longitudinal within-subjeet analyses or the annuaI rate of

change of scores as a function of initial severity in eross-sectional between-subject

comparisons. Potentiallirnitations of these approaches include regression to the mean

effects and, for the latter, the exaggeration of floor effects. The latter problem occurs

when severa! subjects, ineluding those less impaired at entry, reach a scale's floor and

where the use of floor data attenuates rate of change estimates. Regardless of the analysis

chosen, future studies of the pattern of decline on scales used to monitor progression in

AD should ensure that adequate amounts of data are collected over the scale's full range.

Concordance among different methods of estimating annual rate of change

The comparability of ARC estimates of disease progression generated by five

different computational methods was examined through separate re-analyses of MMSE

data from both cohorts. The within-subject variability of the different ARC estimates was

substantial for approximately haif of the subjects in both samples. Part of this variability

was due to the considerable disparity among estimates produced by the multiple interval

method (MIM) alone. This disparity reflects the year-to-year variation in the progression
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of individual subjects: it may be an artifact of poor reliability of MMSE estimates of

change based on one-year time intervals or the result of real fluctuations in disease

course. The fact that the MIM yields more than one ARC estimate per subject is aiso

problematic since the treatment of such estimates as independent observations in

conventional statistical analyses violates the assumption of independence. The use of

such analyses with MIM ARC estimates, as was the case in three studies using the MIM

approach (152,169,170), renders the results uninterpretable.

Pairwise comparisons of the other four methods revealed that ARC estimates

generated by the two-point, adjusted two-point, and linear regression methods were

comparable for all subjects in both samples. Stern et al. (169) similarly reported no

significant difference between mean ARC estimates on the modified Blessed Information­

Memory-Concentration scale (168) derived from the two-point and linear regression

approaches. These findings do not support the possibility that disparities among these

three methods may have contributed rneaningfully to inconsistencies in the results of those

prognostic studies that used them. The comparability observed between estimates based

on only two data points and those based on three or more measurements aIso fails ta

support concerns that the former roay be less accurate (194). However, the possibility

that there may be systematic differences between ARC estimates obtained from these

methods in other studies cannot be ruled out.

The similarity between the two-point and adjusted two-point estimates reflects the

lack of association between the former and baseline scores in the two samples. This

finding should not be interpreted as supporting the general equivalence of these two

methods, particularly when the unadjusted estimate is a simple difference score as was

the case in the prognostic study that used this adjustment approach (6). Though concem

regarding a regression to the roean effect between difference scores and their baseline

values is warranted, this adjustment procedure may be extreme since it is based on the

assumption that the association between the two is entirely due to this artifact. A more

"balanced" approach may be to include baseline severity as a covariate~ together with

other prognostic factors, in multivariable analyses.
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Annual rate of change estimates derived from each of the two~point, adjusted two­

point, and linear regression methods showed poorer concordance with those of the

trilinear model in both samples. As expected, the latter method tended to estimate faster

rates of decline. Substantial differences between individual subjects' trilinear ARC

estimate and those of the other methods occurred more frequently in the Minneapolis

sample and were associated, in bath samples, with trilinear estimates based on relatively

small portions of total follow-up. This finding suggests the potential for important

differences in individuals' ARC estimates depending on the assumptions made regarding

the pattern of measured decline in AD.

The two-point, adjusted two~point, and Iinear regression methods are based on the

assumption that measured decline is linear over the period of fonow~up upon which the

ARC estimate is based. For mast prognostic studies using these methods, this period

consisted of a subject's entire follow-up which, for many subjects, began at a roild level

of dementia and/or continued to maximum impairment on the measurement scale. In

contrast, the trilinear model posits three phases of progression where initial and final

phases of relative stability are factored out of the ARC estimation (middle or decline

phase). Although the trilinear model was not used in any of the prognostic studies

reviewed, it represents a formalization of a strategy used in a number of studies - that of

excluding subjects' outcome data in mild and/or severe ranges of a scale when estimating

their ARC. The poor concordance observed between estimates from the trilinear model

and those of the other three methods suggests, therefore, that excluding ceiling and/or

floor data may have a considerable impact on ARC estimates. Furthermore,

inconsistencies among prognostic studies in the use of this strategy and in the range of

scores excluded may have contributed to discrepancies in their resuIts.

Although the trilinear modeI niay be more accurate than the linear model in

describing the pattern of disease progression, its application to the study of prognosis

raises sorne practical and theoretical issues. In prognosis, one would Iike to predict a

patient's progression throughout their disease course. For sorne patients, however, the

trilinear decline period and its corresponding ARC estimate represent only a small portion

of their total foIIow-up. Although the trilinear model requires at Ieast five data points,
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its ARC estimate may be based on just two measurements. Research on sorne seales

suggests that ARC estimates are reasonably reliable only for follow-up intervals of greater

than one year (160,163). Satisfying both these criteria would limit the application of the

trilinear model to those subjeets with a min~mum of five data points over four or more

years of follow-up. Such a requirement may limit both the number and type of patients

to whom this model may be applied.

Lastly, the application of the trilinear model produced, for several patients,

estimates of "toplt and/or "bottom" plateau periods corresponding to moderate severity on

the MMSE. The model's fit, in these cases, was not consistent with the rationale for this

method - that rate of change rnay be more accurately estimated by excluding periods of

stability in mild and severe disease (floor and ceiling effects). This observation should

be considered in future applications of this mode!.

6.3 Conclusions and recommendations

Existing research on the prognosis of AD is characterized by severa!

methodological limitations many of which can be addressed through more rigorous study

design. With respect to overall design, longitudinal studies that prospectively monitor

changes in disease status over time are essential to providing an accurate picture of the

disease course of individual patients. Even in longitudinal research, however, the accurate

estimation of clinical progression in AD remains a major challenge. The difficulty stems

from the diversity of signs and symptoms, and from the broad spectrum of decline

ranging from subtle cognitive or behavioral deficits to profound brain failure.

Most measurement instruments developed to date assess only one domain of AD

symptomatology and none appears to be a sensitive measure of change over the entire

disease course. One possible solution is to use a comprehensive battery of different types

of measures that collectively capture the complete course of AD, and to combine their

scores into a single composite measure (5,262). Galasko et al. have also proposed using

clinical milestones as measures of progression including those defined according to

performance on outcome instruments (220). Clearly, further research is needed to

evaluate the ability of existing and future scales to monitor disease progression over time.
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Such research should seek, in particular, to establish their reliability as measures of

change and ta elucidate the pattern of decline on these instruments. Knowledge of these

measurement propenies is necessary to ensure the accurate estimation of decline in AD.

Further research examining new and existing methods of estimating progression from

outcome data is aiso vital. Such investigations are currently underway (P. Bélisle, L.

Joseph, D. WoIfson, X. Zhou, submitted to the Journal of the American Statistical

Association).

Other steps that can be taken to improve the quality of research include

assembling representative samples of AD patients, following study subjects for periods

of greater than one year, and using multivariable statistical techniques that account for

varying foUow-up intervals, level of impairment and other important covariates. When

potential sources of bias, such as selective attrition, cannot be avoided or adjusted for, it

is essential that investigators adequately report and analyze the potential impact on study

results. Future prognostic studies should also assess the possibility that clinical features

may be predictive of decline only at certain stages of the disease by performing subgroup

analyses or by modelling the interaction between the presence of symptoms and disease

severity or stage at entry. Lastly,efforts should be made to assemble sufficient numbers

of subjects so that important prognostic factors are not missed due to inadequate statistical

power.

Alzheimer's disease is a devastating disorder afflicting increasing numbers of

elderly people. Given the debilitating nature of this disease, the marked variability of its

clinical progression, and the lack of a definitive treatment, the elucidation of predictors

of decline remains a vital area of research in AD. Despite considerable research, the

prognostic significance of most potential predictors investigated to date is inconclusive.

Inconsistencies in the literature may be attributable, in part, to the methodological

diversity and limitations of the studies. Though many challenges remain in this complex

area of research, several measures can be taken to enhance the methodological rigour of

future· prognostic studies.
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APPENDIX 1

Summary form used in the review of prognostic studies of AD

Yem' _
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Source----------------

Journal _

CriterialScale

Study type _

Authors _
Title _

METHons
Study design: _
Subjects: N Type --.:. _
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Inclusion -------------------------------Exclusion _

Baseline: Severity Duralion Age _

Follow-up: Scheme Duration # Visits _
# Losses Type of losses _

Outcome(s):

I.n!l

Blind assessment _

Potential predictors: (type and criteria/scales)

Control variables: _
Other: _

Correction _Multiple comparisons _
ANALYSIS
Power _
Restrictions _
Tests _

RESULTS
Mean progression rate: _

CONCLUSIONS
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Sample characteristics and outcome measures of 59 prognostic studies
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Study§ n* Source of Percent Age at Oisease Outcome Follow-up
subjects female entty duration measure+ (years)**

(years)** (years)**

Berg et al. 42 physicians & 53 71.4±5.0 3.4±1.7 COR 1
1984 [i-(210)] media [63-81] [1-9]

Knesevich et al. 43 physicians & 53 71.4±5.0 3.4±1.7 COR 2.5
1985 [i-(183)] media [63-81] [1-9] BOS

Knesevich et al. 27 physicians & 53 71.4±5.0 3.4±1.7 CDR 2.5
1986 [i-(214)] media [63-81] [1-9]

Botwinick et al. 21 physicians & 53 71.4±4.4 3.4±1.7 CDR 4
1986 [i-(153)] media [64-80] [1-9]

Uhlmann et al. 156 internaI 65 76.5 3.6 MMSE 1
1986 [b-(176)] medicine clioics

Reifier et al. 131 geriatric 70 77 NR MMSE 1.4
1986 [b-(l77)] outpatient clinic

Huff et al. 77 memory 62 65.8±8.7 4.0±2.8 BIMC+BDS >= 0.25
1987 [(172)] disorders clinic

Grady et al. 21 NR 44 65.9 4.1 NTB 1.6±0.S
1987 [g-(l74)] [45-81] [0.6-2.8]

Rubin et al. 34 physicians & 52 71.4±5.0 3.4±1.7 COR 4.2
1987 [i-(226)] media [63-81] [1-9]

Berg et al. 26 physicians & 53 71.3±4.7 3.4±1.7 CDR 2.5
1987 li-(21S)] media [64-81] [1-9]

Stem et al. 65 clinical research 55 NR NR mMI\1SE 2.8±1.6
1987 [e-(208)] center BDS

Becker et al. 44 AD research 52 67.0±9.4 3.1 NTB t.O±0.2
1988 [a-(166)] center

Faber-Langendoen 35 physicians & 52 71.4±5.0 3.4±1.7 COR 4.2
et al. 1988 [i-(l82)] media [63-81] [1-9]

Thal et al. 40 private referral 63 69.1±9.7 2.3±1.2 mBIMC 2.4
1988 [(196)] practice [1.2-4.5]

Katzman et nI. 142 nursing home, 66 NR NR mBIMC 2.2
1988 [(151)] private proctice. [1-6]

volunteers &
research center
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Study§ n* Source of Percent Age at Oisease Outcome Follow-up
subjeets female enrry duration measure+ (years)**

(years)** (years)**

Kramer-Ginsberg 60 AD research 32 65.9±7.5 NR ADAS [1-2]
et al. 1988 [f-(251)] eenters

Drevets & Rubin 25 physicians & 53 71.4±5.0 3.4±1.7 COR 5.5
1989 [i-(l81)] media [63-81] [1-9] BDS

SPMSQ

Morris et al. 37 physicians & 52 71.4±5.0 3.4±1.7 COR 2.8
1989 [i-(180)] media [63-81] [1-9]

Ortof & Crystal 54 college of 63 NR 2.6 mBIMC 2.6
1989 [(194)] medicine [1-8.1]

Huff et al. 53 AD research 60 67.3 2.8 BOS 1.0
1990 [a-(188)] center [53-83] l\1MSE [0.8-1.2]

Lopez et al. 20 AD research 80 67.5 3.2 NTB 1
1990 [a-(l79)] center l\1MSE

Drachman et al. 42 university 55 NR 3.4±2.0 dependence in 4.5±2.1
1990 [(8)] dementia clinic [1-10] basic ADLs [0.8-10.8]

Stem et al. 67 clinical research 54 NR 2.9±1.6 4 factors of 3.1±1.6
1990 [e-(204)] center [0-9] BOS [0.5-6.6]

Salmon et al. 55 AD research 62 72.4±6.9 NR mBIMC [1-2]
1990 [(217)] center [59-89] l\1MSE

ORS

Teri et al. 106 geriatric 72 77±6.7 3.9±2.2 l\1MSE 1.1±0.7
1990 [b-(l87)] outpatient clinie [60-94]

Burns et al. 79 psychiatrie 79 80.4±6.6 5.2±3.5 CAMCOG 1
1990 (j-(221-224)] hospitals [56-99] [0.5-20] l\1MSE

Burns et al. 85 psychiatrie 79 80.7 4.9 CAMCOG 1
1991 (j-(197)] hospitals [67-99] [0.5-20] l\1MSE

Lopez et al. 34 AD research 74 69.6 3.5 NTB 1.1
1991 [a-(l78)] center MMSE

BolIer et al. 33 AD research 64 67.1 NR MMSE 2
1991 [a-(211)] center

Rosen & Zubenko 32 ambulatory 47 70.3±7.9 NR MMSE [0-3+]
1991 [a-(215)] care setting

Miller et al. 81 dementia 38 NR NR MMSE (1-2.5]
1991 [c-(l75)] research center

Stern et al. 111 AD research 41 NR NR mBIMC 2.5±1.9
1992 [f-(l69)] centers [0.5-8]
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Study§ n* Source of Percent Age at Disease Outcome Follow-up
subjects female entry duration measure+ (years)**

(years)** (years)**

Monimer et al. 65 VA medical 22 NR 3.4±2.5 MMSE [1-4]
1992 [(7)] center & [1-13] IADL+PSMS

community

Soininen et al. 30 NR 66 68.3 2 NTB 3
1992 [(173)] [53-80] [1-5]

Haxby et al. 16 NR 25 63 3.3 DRS 4.6
1992 [g-(l67)] [45-77] (1-6] MMSE [2.7-6.8]

WAIS

Corey-Bloom et al. 302 AD research 71 74.4±7.8 5.1 MMSE 1
1993 [(116)] centers

Miller et al. 74 dementia 41 NR NR !vfM:SE [1-2.5]
1993 [c-(l15)] research center

Yesavage et al. 70/57 dementia 75/69 NR NR MMSE 2.6±O.81
1993 [c-(213)] research centers 2.9±1.3

Green et al. 104 AD research 38 68±7.8 4.5±2.5 PSMS 2.5±1.3
1993 [f-(152)] centers [52-86] [1-13] IADL [1-5.5]

Morris et al. 430 university 54 70.9±8.0 4.1±2.2 MMSE [1-4]
1993 (h-(160)] medical BOMC

centers mBDS
NTB

Lucca et al. 56 geriatric 71 74.5±7.3 2.8±2.0 BIMC 1
1993 [(6)] institutions & BDS

clinical centers

Forst} et al. 50 psychiatric 60 68.8 4.5 CDR 2
1993 [(216)] hospital & [49-92] [0.5-15]

volunteers

Flicker et al. 84 dementia NR 70.9 NR GDS 2.2±O.1
1993 [(l85)] research centre NTB

& media

Chui et al. 135 university 70 72.9±8.1 3.9±2,3 MMSE [0.1-5.6]
1994 [(207)] medical centers

Goldblum et al. 16 NR 81 78 3.3 MMSE 1
1994 [(212)} [66-90] [0.5-6]

Mielke et al. 25 NR 44 66±7.5 3.3±2.1 MMSE 1.1±O.s
1994 [(150)] [54-79] [1-10] [0.5-2.2]

Kraemer et al. 81 dementia 67 NR 4.5±2.3 MMSE 4.5±2.3
1994 [c-(l90)l research center [1-14.5]
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Study§ n* Source of Percent Age at Disease Outcome Follow-up
subjects female entry duration measure+ (years)**

(years)** (years)**

Jaeobs et al. L27 outpatient 62 73.L 4.3 mMMSE >=2
L994 [d-(193)] dementia cHnies BOS

Stern et al. 236 outpatient 59 73.L±8.9 6.9±9.2 mMMSE >=0.5
1994 [d-(192)] dementia clinies BDS

Stem et al. lLl AD research 40 68.2±7.9 NR AnAS (C) 2.9±1.6
1994 [f-(170)] centers [50-86] [1-7.5]

Hogan et al. 135 dementia 63 NR 4.4±2.9 :Mf\.fSE >=0.5
1994 [(191)] research clinic

Bracco et al. 119 neuroLogy 60 64.7±4.1 3.1±1.8 BIMC 5.1±2.5
1994 [(195)] departments BDS [2-9]

Teri et al. 156 AD patient 67 79 NR :MMSE [1-4]
1995 [(186)] registry [54-91] ORS

Galasko et al. 231 university 53 70.9±7..9 NR mBDS 2
1995 [h-(220)] medical centres

Basun et al. 32 general 83 83.9 5.4 MMSE 3
1995 [(184)] population

Farrer et al. 186 AD research 61 NR NR mBIMe 2.8
1995 [(159)] eentre mADL

§ Reports prefixed by the same letter are based on the same Longitudinal cohort study.
'" Sample sizes are based on number of subjects included in prognostic analyses.
"'* mean ± SO [range]
NR Not reported.
+ Cognitive scales: ADAS = Alzheimer Disease Assessment Scale (including cognitive & noncognitive

subscales) (230,232); ADAS (C) = ADAS (cognitive subscale only); BIMC = Blessed Infônnation
Memory Concentration sèale (73,236); mBIMC =modified Blessed Infonnation Memory Concentration
scale (168); BOMC =Blessed Orientation Memory Concentration scale (239); CAMCOG =cognitive
portion of the CAMDEX (228); ORS = Mattis Dementia Rating Scale (231); MMSE =Mini-Mental
State Examination (164,227); mMMSE =modified Mini-Mental State Examination (263); SPMSQ
= Short Portable Mental Status Questionnaire (203); WAIS = Wechsler Adult Intelligence Scale (235).
Activities of daily living scales: mADL =modified Activities of Daily Living Seale (159); BDS =
Blessed Dementia Scale (73,236); mBDS = modified Blessed Dementia Seale (160); IADL =
Instrumental AClivities of Daily Living scaIe (264,265); PSMS =PhysieaI Self-Maintenance ScaIe
(264,266).
Staging instruments: CDR = ClinicaI Dementia Rating scale (l20.121,2L9); GDS = Global
Deterioration Scale (118).
Neuropsychologie test battery: NTB (number and type of tests vary from study to study).



APPENDIX 3

Mini-Mental State Examination (MMSE)

Scor. Points

144

Orientation

1. What is the

2. Where are we?

Year?
Season?
Date?
Day?
Month?

State?
County?
Town or city?
Hospital? .
Floor?

1
1
1
1
1

1
1
1
1
1

Registratlon

3. Nar:ne three objects. taking one second to say
each. Then ask the patient ail three alter you
have said them. Give one point for each cor­
rect answer. Repeat the answers until the pa..
tient leams ail three,

Attention and calculatlon

4. Seriai sevens. Give one point for each correct
answer. Stop after live answers. Altemats:
Spell WORlD backwards.

Recall

S, Ask for names of three abjects leamed in ques­
tion 3. Give one point for each correct answer.

Language

6. Point to a pencil and a watch. Have the patient
name them as you point. .

7. Have the patient repeat "No ifs. ands. or buts,"

8. Havs the patient follow a three-stage corn·
manda "Take the paper in your right hand. Fold
the paper in half. Put the paper on the floor:"

.. 9. Have the patient read and obey the following:
"CLOSE VOUR EYES.·· (Write it in large
letlers.)

3

3

2

1

3



MMSE (contlnued)

t O. Have the patie,nt write a sentence of his or her
own choiee. (The sentence should contaln a
subjecl and a verb and should malee sense.
Ignore spellfng errors when scoring.)

11. Have the patient copy the figure below. (Give
one point if ail sldes and angles are preseNad
and If~ Intersectlng aides torm a quadrangle.)

1

1

= Total30
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