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ABSTRACT

A detailed theoretical analysis is presented for calculating the surface acoustic

wave (SAW) reflection coefficient of thin metallic layers. Based on this analysis,

directions of propagation are classified as symmetric or asymmetric. An augmented scalar

.transmission line circuit model which contains a new lumped network element that

account~ for asymmetry is introduced to describe SAW reflection and transmission

through a strip. The resulting network model is used to analyze grating and transducer

structures. Computed results based on this new network model are in excellent agreement

with measured data, not only on devices oriented along symmetric directions, but also on

devices which exhibit directivity due to asymmetric orientations. A simple procedure,

based on physical arguments, is outlined for the identification of high directivity

orientations. An algebraic construction is given which demonstrates that the coupling-of

modes (COM) modelling of gratings and transducers is derivable from the new network

mode!. Approximate explicit analytical expressions, in terms of the network model, are

given for the COM model parameters. The properties of pseudo-surface-waves are re

exarnined and a new high-velocity pseudo-surface acoustic wave (HVPSAW) is described.

Il is shown that this mode, not referenced in the SAW device Iiterature, has a low

attenuation along ccrtain directions, and is thus very attractive for high-frequency low-Ioss

SAW devices.
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RÉsuMÉ

Cette thèse présente une analyse théorique détaillée pour le calcul du coefficient

de réflexion d'onde acoustique de surface (OAS) de couches métalliques minces. En se

fondant sur cette analyse, on classe les directions de propagation en direction symétrique

et direction asymétrique. Un modèle scalaire augmenté de circuit de ligne de

transmission qui contient un nouvel élément de réseau localisé rendant compte de

l'asymétrie est introduit afin de décrire la réflexion et la transmission de l'OAS à travers

une bande métallique. Le modèle de réseau ainsi obtenu est utilisé pour analyser des

structures de treillis et de transducteur. Les résultats calculés à l'aide de ce nouveau

modèle de réseau présentent un haut degré de concordance avec les données mesurées,

non seulement pour des dispositifs orientés le long d'axes symétriques, mais également

pour des dispositifs qui présentent une directivité due à une orientation asymétrique. Un

procédé simple, fondé sur des arguments physiques, est proposé pour l'identification

d'orientations à haute directivité. Une construction algébrique est donnée, qui démontre

que la modélisation par couplage de mode (CM) de treillis et de transducteurs est

dérivable à partir du nouveau modèle de réseau. Des expressions analytiques explicites

approximatives par rapport au modèle de réseau sont données pour les paramètres de

modèle CM. Les propriétés d'ondes pseudo-superficielles sont réexaminées et une

nouvelle onde acoustique pseudo-superficielle à haute vélocité (OAPSHV) est décrite.

L'auteur démontre que ce mode, dont il n'est pas fait mention dans les publications sur

les OAS, présente une faible atténuation le long de certains axes, ce qui le rend très

attrayant pour des dispositifs à OAS à faible perte et haute fréquence.
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CHAPTERI

INTRODUCTION

Microwave Ultrasonics, and in particular applications of surface acoustic wave

(SAW) devices for communications and signal processing, is now a well-established field.

A SAW is a guided wave with its associated energy concentrated within a few

wavelengths of the surface, and its fields vanishing exponentially with increasing depth.

The original formulation of the acoustic surface wave phenomenon was done more than

one century ago by Lord Rayleigh [1], who conjectured that such Rayleigh surface waves

would be especially important in seismic wave propagation because, unlike bulk acoustic

waves, they would diffract on the surface, not into the volume of the earth. Lord

Rayleigh's work was followed by other major contributions, such as the work of Love [2]

and Stoneley [3] on the acoustic propagation in layered structures; the major interest of

these works was in geophysics.

Except for ultrasonic delay lines and quartz crystal oscillators [4,5], very few

applications existed during the early part of the century, most of the work remaining of

academic interest only. This situation changed dramatically after 1965 when White and

Voltrner [6] demonstrated that surface acoustic waves (SAW) were efficiently and

selectively excited by the use of voltage-excited metal-film interdigital transducers (lOTs)

deposited on the top of piezoelectric substrates. Such waves are a generalization of

Rayleigh waves, in the sense that they propagate on substrates that are anisotropic and

piezoelectric.

In the years that followed the demonstration of the effectiveness of the lOT in

exciting SAW, very intense research work was done in investigating the nature of the

surface wave propagation in isotropic, anisotropic, piezoelectric and layered media

[7,8,9,10].

In parallel with the study of surface acoustic propagation, an intense activity was

1
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also aimed towards modelling the lOT, since all plactical device analyses and designs

depend on the lOT behaviour. Difficulties have been found with respect to the lOT

medel1ing, since the lOT: (i.) may assume an endless variety of forms [11,12]; (ii.) SAW

reflections due to electrical and mechanicalloading must be accounted for in many of the

required device analyses and designs; (iii.) and a variety of physical phenomena, like

diffraction, other acoustic modes, electrostatic effects (as "end effects") may occur. Due

to these difficulties, and whenever the application allowed, simpler lOT models have been

used, like the delta-function model [13], which does not consider the three previous items

mentioned. Increasing in complexity, appears the work of Smith and bis colleagues [14],

and the Leedom, Krirnholtz, and Matthaei (KLM) model [15], which perrnitted the

calculation of the transducer admittance, and the insertion loss for a two-transducers

device. These models do not consider the effect of bulk wave generation that usually

accompanies the SAW generation. The bulk wave generation was included in a more

complex work by Milsom and colleagues [16], through the Green's function method,

where the Green's function is derived from the effective perrnittivity function [16,70]. The

use of the effective perrnittivity allows for the calculation of SAW excitation in

piezoelectric materials, bulk wave generation and electrostatic effects; however the

mechanical loading effect due to the finite lOT finger mass, which is very important in

many devices, is excluded. Moreover all the models mentioned above assume

bidirectionality, in the sense that the power generated by a symmetric lOT structure

divides equally between both propagation directions. In this thesis a new IDT network

model element is devised and a scalar model created which accounts for unidirectional

excitation in symmetric IDT structures.

Although the lOTs are the most important structures in SAW devices due to the

fact that they are responsible for the electrical to mechanical transduction of the signal and

vice-versa, other structures exist which play relevant roles in SAW devices and which

have been extensively discussed in the literature [11,70,83]. Just to mention a few of these

structùres: the short-circuited and open-circuited gratings, used in resonators and fllters,

and which are also discussed in this thesis for arbitrary directions; the TyW-strip coupler

and the reflecting track changer [71,72,70], used as track changers; th~c beamwidth

2
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compressor [73] and the strip waveguide structure [74], used for example in convolver

applications.

Together with trus development, many applications flourished. Initially, consumer

market focused on low-cost, rugh volume intermediate frequency (IF) filters for domestic

TV receivers. Low volume, rugh cost devices were usually designed for military

applications [11]. From the 70's to the 80's, the spectrum of major SAW device

applications for consumer, commercial, and military uses, increased rapidly, including

[17]: intermediate frequency (IF) filters for a variety of applications (for instance, TV and

VeR, voice and data communication equipment, satellite receivers);resonators for

frequency control in oscillator applications (voltage controlled crystal oscillators in

cord1ess phones, stable oscillators in measurement equipment such as spectrum analyzers

and RF synthesizers); RF filters used as front end filters (pocket pagers, antenna

duplexers); spectral shaping filters (quadrature amplitude modulation [18]); signal

pl'ocessing device applications (direct sequence spread spectrum convolvel's, pulse

expansion and compression filters for radars, programmable tapped delay Iines); just to

enumerate a few of the applications listed in the recent reviews [11,17].

SAW devices present several advantages. One of them is the ability of providing

very complex signal processing functions in one chip, substituting an entire system or sub·

system (for example, in the case of a convolver or pulse compression filter), or several

inductors and capacitors in the case of a bandpass filter. Another positive aspect refers to

the fact that since semiconductor technology is used, one can infer that priees will drop

dramatically with large volume production. Indeed, many SAW consumer devices are sold

for less than a US$l.OO. In addition the technology generally permits very good

reproducibility, since standard semiconductor technology is used, covering a frequency

range from 10 MHz to a few GHz. Good reproducibility of SAW devices implies in a

more consistent system performance. Another advantage of SAW devices are the

mechanical attributes: ruggedness, light weight, and small size, which together with the

previous mentioned advantages result in systems which are smaller, Iighter, cheaper and

consume less power.

On the other hand the technology has its shortcomings. One limitations is that

3
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SAW devices are normally fixed from manufacturing, not allowing further simple

adjustments, in a system production, for exarnple. Designing and tooling a SAW device

may be time consuming, when compared to other technologies. Another drawback is that

the majority of SAW applications refer to bandpass functions due to the nature of the

device. But maybe the strongest problem the technology had to face until recently was the

high insertion loss (-15 to 40 dB), which has limited SAW device applications in signal

processing functions in general. These points deserved and still deserve quite a lot of

attention from both commercial and academic groups. Fortunately, much progress has

been made in the past few years to overcome these limitations. Referring to the insertion

loss, devices based on resonators have been designed which achieved insertion losses

lower than 3 dB, at moderate bandwidths «0.5%) [19], and at frequencies as high as 1.9

GHz [20]. The SAW resonator consists of two arrays of periodic reflecting structures,

called gratings, on either side of a gap, which is the cavity, where the transducer

structures are inserted [83,70]. Resonator based filters [75,20], for low 10ss (-3.4 dB),

narrow bandwidth applications; the so-called Single-Phase Unidirectional Transducers

(SPUDT's) [76,27,20], with insertion losses better than 6 dB, small delay distortions, good

design predictions; and the Interdigitated Interdigital Transducers (IIDT's) [77,20], with

enhanced power handling capabilities and insertion losses as low as 1 dB; arnong other

structures, represent sorne of the positive results from the effort to overcome the insertion

loss problem [20,11]. Applications of such devices are: remote control systems, like

garage doors, gates, automobile locking and security systems; mobile communication and

all sorts of hand held UHF transmitters and receivers; Local Area Networks (LANs);

pagers; computed related items [21].

These successful results increased the applications options of SAW, allowing the

technology to conquer an important place in severa! systems [22,23,24,21], not only in

more restricted markets (telecommunications, rnilitary) but especia11y in the consumer

market, where good profit can be made from the high volume capability of the SAW

technology. However, as mentioned in [20], "further effort has to be spent on the

improvement of existing SAW filters concerning lower insertion loss, reduced size, and

increased stopband attenuation, and on the search of new SAW structures with the
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capability for these challenging specifications".

In addition to the efforts of improving the SAW device designs, quite a lot of

energy has gone in the search for new materials and material orientations which have

faster acoustic wave velocities. The use of pseudo-SAW waves [251, with quasi

horizontally shear polarisations, received quite ~ lo~ of attention [26,1 l,51, because having

faster phase velocities, they allow devices to operate at frequencies 60% higher than

regular SAWs for the same photolithographic requirements in fabrication. Among other

desirable aspects of these modes, one can mention: high electro-mechanical coupling,

ternperature stable substrates, high power handling capabilities. In this thesis a new and

even higher velocity strongly longitudinally polarized pseudo-SAW mode solution is

described, which may also have low propagation loss and thus have an enormous impact

in still higher-frequency operating SAW devices.

One of the structures mentioned in the previous paragraphs that has been used to

reduce the insertion loss is the Single-Phase Unidirectional Transducer (SPUDT). These

transducers, due to a proper geometrical design or by the use of more than one kind of

metallic layer [27,20], can deliver more power in one direction with respect to the other

(finite directivity), and are therefore called "unidirectional". In 1985 a very interesting

alternative to the SPUDT design structures was presented by P. Wright [28]. Instead of

achieving transducer unidirectionalit.y by means of different geometrical structures or

different deposited kinds of layers, the regular !DT, regarded untii then in the literature

as a bidirectional structure, is employed. The unidirectionality is accomplished by means

of the choice of crystal cut and propagation direction. These high directivity orientations

have been named NSPUDT - Natural Single Phase Unidirectional Transducer 

orientations, the term "Natural" being used because the directionality effect appears as a

result of the material orientation, as opposed to the device geometry or construction. The

name 'NSPUDT orientation', or equivalentiy 'high directivity orientation', is used

throughout this thesis to designate SAW propagating directions where a significantly

higher amount of power is launched in one direction with respect to the other.

AIl the !DT network rnodels available, sorne of them mentioned earlier [14,13,291,

are inherentiy scalar approximations which model !DT structures as sections of
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transmission lines, coupled through a transformer to an electrical port. These models have

symmetric topologi~s and work weil along crystal directions where the SAW "behaves"

identically for "forward" and "reverse" directions. In these cases the power generated

divides equally between the two directions (bidirectionality). The directivity phenomenon

reported in [28] cannot be accounted for with symmetric network models. The tool used

to deal with this problem has been the coupling-of-modes (CaM) analysis [28,31], which

is a differential equation modelling description. The CaM analysis is essentially

phenomenological, Le., the parameters for the CaM model are usually measured.

Although practical and computationally efficient, this differential model does not describe

the discrete nature of the IDT structure, thus compromising the physical understanding of

the directivity phenomenon observed.

A motivation for this thesis is the study of the directivity phenomenon determined

by material properties, and the modelling of SAW structures oriented along directions

where this phenomenon occurs. Il is quite clear that an understanding of the directivity

phenomenon itself is very important from both an academic and a commercial points of

view. Of academic interest because a number of questions regarding the directivity

phenomenon were unanswered, such as: what are the underlying physical principles that

give rise to the existence of a high directivity orientation? How does that occur? For

which orientations does high directivity (NSPUDT) take place? What are the material or

orientation requirements? How to find NSPUDT directions with respect to maximizing the

directivity in a plane? How does the geometry and the material parameters affect this

phenomenon? Of commercial interest because quite a number of successful devices

oriented along NSPUDT directions are being commercially exploited. Sorne of the

available devices are low-Ioss resonator filters, low-Ioss delay lines, and notch filters

[30,31,32,33,19,34].

The objectives of this thesis are the study of SAW and pseudo-SAWs along

arbitrary directions, the analysis of reflectivity from thin metallic layers, and the modelling

of SAW structures along arbitrary directions of propagation, thus including the high

directivity orientations mentioned in the preceding paragraph.

In Chapter ~ an analysis for SAW reflectivity due to thin metallic films is
( ...
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developed based on a reciprocity relation method. From this method, an approximate

perturbation equation is derived, and the limits on the validity of its approximate results

are verified against the more complete analysis. In addition another method of calculating

the reflectivity, namely a mode-matching technique, is introduced and its results compared

to the reciprocity relation method. From this reflectivity analysis SAW directions of

propagation are classified into symmetric or asymmetric types, the second inc1uding high

directivity or NSPUDT orientations. Along asymmetric directions it is shown that the

reflection coefficient due to the thin metallic films is not the same for incident forward

and backward SAW waves. To account for this asymmetric behaviour of the reflection

coefficient, a new reactive lumped network element is introduced in a scalar transmission

line mode!.

ln Chapter III a scalar model is developed for the short-circuited grating oriented

along arbitrary directions. This task is accomplished by using the scalar model developed

in the previous chapter to predict short-circuited grating structure responses. Developing

a model for the short-circuited grating is an important step towards the scalar modelling

of the arbitrarily oriented lOT, which is carried out in Chapter IV. The splitting of the

treatment of short-circuited grating structures in Chapter III and IDT structures in Chapter

IV is solely for clarity of presentation. The coupling-of-modes modelling of grating and

transducers is shown to be derivable from the network model developed. Approximated

analytical expressions in terms of the network model are also deduced which predict the

dependency of the COM model parameters on frequency, material parameters, and

geometry. A simple procedure is outlined for finding high directivity orientations, based

on reflection arguments and on the geometric structure of the lOT.

ln Chapter V SAW and pseudo-SAW waves along free and layered surfaces are

investigated along arbitrary orientations. A new and even higher velocity strongly

longitudinally polarised pseudo-SAW mode solution is presented, which in addition to the

high velocity possesses low-loss in certain directions, thus suggesting that this mode is

useful for low-loss high-operating-frequency devices.

Chapter VI concludes this thesis summarizing the main results and contributions

of this work, and suggests topics to he explored for extending the research in the area.
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CHAPTERII

STRIP AND STEP DlSCONTINUITIES ON THE MATERIAL SURFACE

2.1 INTRODUCTION

This chapter is devoted to the study of a certain type of surface acoustic wave

(SAW) perturbation, which occurs when the SAW is propagating on a free. semi-infinite

piezoelectric surface. and encounters a thin metallic layer or strip in its path. The layer

results in a small perturbation effect, since its thickness with respect to the wavelength

herein considered is at most a few percent. The reasons to restrict the analysis to thin

metallic films are:

· all structures considered in this thesis use thin metallic layers on the surfaces of

piezoelectric substrates;

· in practice. SAW devices use thin metallic films, and the use of these films is

sufficient to manipulate the signal;

· these layers are too thin to support higher order SAW propagating modes and

they do not seem to scatter significant SAW power into bulk modes, allowing one to

neglect these phenomena.

A SAW propagating in a layered region has a slightly different phase velocity, as

weil as a different field profile solution, as compared to the free surface acoustic wave

solution. Because of these differences, a backward reflected SAW appears when a surface

wave propagating in a free region meets a layer or a strip. From the forward and

backward waves a reflection coefficient can be calculated. and this is the main concem

in this chapter. The reason why the reflection coefficient calculation is so important is that

it is a scalar quantity, and therefore it offers a suitable means of expressing the layer

perturbation effect into a tractable scalar network formulation. The latter is then used in
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the approximate scalar network modelling of arbitrary oriented gratings and transducers

in the next chapters.

Different approaches have been explored in order to determine the reflection

coefficient: the use of reciprocity relations together with perturbation approximations [351.

finite element method (FEM) [781. boundary element method (BEM) [791. variational

formulation method [801. and phenomenological parameter fitting techniques for the COM

method which relies in part on measured data [81].

In this thesis the reflection coefficient due to a metallic layer on a piezoelectric

substrate is studied from two different perspectives. The first one employs the Reciprocity

Relation Method (RRM) [351. to calculate the reflection coefficient of a strip using the

exact fields for a layered piezoelectric. One should stress that the RRM is not a

Perturbation Theory analysisè)n the Perturbation Theory procedure. the fields are

approximated by use of the Tiersten Boundary Conditions. the velocity fields are

considered the same under free and metallized regions. and a superposition principle due

to small perturbations is invoked in order to calculate independently mechanical and

electrical contributions to reflectivity. None of the above mentioned approximations are

invoked in the RRM analysis presented in this thesis. The second approach introduced to

evaluate the reflection coefficient is a Mode-Matching Method (MMM). This technique

has been extensively used successfully to solve discontinuity problems in electromagnetic

waveguides. but to the best of the author'~.knowledge has not been applied to SAW

problems.

In Section 2.2 the kind of structures and the problem analyzed in this chapter are

presented. Section 2.3 reviews the reciprocity relation used in the reflection coefficient

calculation for a thin metallic strip. The RRM reflection coefficient expression is

evaluated for a thin metallic strip in Section 2.4. and a perturbation theory analytical

equation is derived from it in Section 2.5. The impact of arbitrary orientations in both

forward and backward directions is discussed in Section 2.6. where the concepts of

symmetric and asymmetricorientations are introduced. In Section 2.7. the reflection

coefficient calculation at arbitrary orientations is translated into a convenient scalar model

description, with the inclusion of a new network element to account for asymmetry. The

9
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scalar model developed in this section constitutes the basis of the Network Model analysis

carried out in the following two chapters. In Section 2.8 another technique is introduced

to evaluate the reflection coefficient at a discontinuity, namely a Mode-Matching Method

(MMM). Numerical result~ which compare the different methods (RRM, MMM,

perturbation theory) and their limitations are presented in Section 2.9. In Sections 2.10

concluding remarks are given.

2.2 THE DISCONTINUITY CONCEPT AND STRUCTURES

The structures discussed in this chapter are shown in Fig. 2.1 and in Fig. 2.2. In

Fig. 2.1 a thin metallic layer strip is shown on top of a semi-infinite substrate, usually

piezoelectric. For convenience the coordinate system origin is in the center of the strip of

width "a" and height "h". In Fig. 2.2, a thin metallic layer of height "h" is shown on top

of the substrate; here the coordinate system origin is at the edge of the layer. In both

Fig. 2.1 and Fig. 2.2 an incident SAW propagates in the x direction from the free region

towards the perturbation.

The presence of a film covering a substrate produces a change in the SAW phase

velocity and mode profiles solution when compared to the free surface solution, due to

both piezoelectric shorting in the case of a metallic overlay, and to mechanical loading.

As shown in Figs. 2.1 and 2.2, a SAW propagating in a free region which encounters a

thin layered region will he partly reflected, due to the differences between the SAW mode

solutions in the free and the layered areas mentioned before.

The position in the x direction (x=O in Fig. 2.2) where reflections take place is

referred to as a discontinuity plane, normal to the propagation direction, although strictly

speaking there is no materia! discontinuity iu the substrate at the start of the layered

region. In regard to the structures shown in this thesis the free-to-Iayered transitions are

considered to he abrupt.
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• 2.3 THE RECIPROCITY RELATION AND THE REFLECTION COEFFICIENT

The Reciprocity Relation applied to acoustic problems is a powerful and generic

approach, which can be used in solving a variety of field problems, such as acoustic

waveguide problems, scattering issues, and resonator related problems [35]. Applied to the

specifie scattering problem of calculating the reflection coefficient per unit width, r"rip ,
of a strip on a piezoelectric substrate (Fig. 2.1), the reciprocity relation approach leads to

the following expression

a
r . =-..!. f '2 (V 'J!'- V' 'J! + j (olcjlD' - j (olcjl'D) ':&1 dx

st:r~p 2 _.!. .
2

(2.1 )

•

•

where the unprimed fields are the solutions when the strip is removed, and the primed

fields are the solutions when the strip is present. In (2.1) ail the field quantities are

evaluated at the substrate surface (z=O), with v and v' the SAW velocity field vectors, T

and T' the full stress tensors, $ and $' the potentials, D and D'are the electric

displacement vectors, and ZI is the unit magnitude vector in the z direction. The RMS

field values in (2.1) are normalized so that the SAW wave carries unit time-average

power. There are a few differences between (2.1) and the equivalent statement in Auld's

book [35, Ch.l2, pp. 304]. First there is a sign difference, which results from the

derivation of (2.1) using the real reciprocity relation instead of the complex reciprocity

relation, and which is missing in [35, Ch. 10 ,pp. 177, immediately before eq. (10. 142(a»].

Also a factor of a half is present in (2.1) instead of one fourth, due to fact that RMS

fields are used.

For the unprimed solution, the normal stress term T,zl is zero due to the free
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• surface boundary condition, thus simplifying (2.1) to

(2.2)

In the case of a metallic strip, the potential cp'=O, thus further simplifying (2.1) to

a

r __ ~f2( '1"+' "'D')atrip- - a V. JOO'l'2 -_
2

(2.3)

•

•

Il is worth stressing that the above expressions (2.1) to (2.3) are not perturbation

formulas. As quoted in [35, Ch.12, pp. 303], "These S-parameter formulas are exact if the

exact primed and unprimed fields are used." In [35] r'lrip is calculated using perturbation

approximations. In the next section, a method which is .!!.Q1 a perturbation procedure is

developed to calculate (2.3). Such a method al!ows one to estimate the accuracy of the

perturbation approximations (Sections 2.5 and 2.9).

2.4 EVALUATING THE REFLECTION COEFFICIENT, r,trlp

In the preceding section, equation (2.3) for r'lrip , was given. The actual evaluation

of the reflection coefficient caused by the metallic strip using (2.3) requires calculating

v. T'.Zt. cp and D'.Zt. The fields v and cp at z=O are calculated numerically in a standard

way for the free surface wave with phase velocity vp' and D'.Zt=D3 for the layered

condition (Appendix 1). Calculating T'.Zt=T'z (z=O), the interface stress vector, requires

care. Recalling that the sinusoidal steady state dynamic equation of motion for the layer

material in the absence of any extemal forces is V.T'=jrop'v', with p' the layer material

14



• density, then for a small volume of the strip of height "h", one can write the

"force=(mass)x(acceleration)" statement as

h arr' arr' arr' h
Jo ( a: + a; + a:) ôxôydz = Jo p'j!IJv'ôxôydz

Since there is no variation in the y direction, a/ay=O, and (2.4) siniplifies to

J:
h arr'(x,z) , . J:h

o ( zax )dz-!Z'.(O) =]!lJP' ov'(x,z)dz

(2.4)

(2.5)

•

Equation (2.5), which follows directly from the dynamic equation of motion, shows that

in order to calculate T'z(z=O) two integrations with respect to the thickness of the layer

must he performed, one of which contains the derivative of T',(x,z) with respect to x. For

Ixl < a/2 , T'.(x,z) is approximated by its value for an infinitely layered substrate in the

same way D'.z\=D3 is calculated. However at the very ends of the strip in the x direction,

T',(x,z) must vanish. If the correct functional variation of T',(x,z) with x were known,

then the derivative with respect to x in (2.5) could be calculated precisely. Approximating

T',(x,z) by the infinitely layered solution and saying that it goes to zero abruptly at the

strip edges, is equivalent to the step functional form for T',(x,z) as

with u(x-a/2) and u(x-a/2) describing the step variation of T',(x,z) at the strip edges,

~'=roIv'p, and

(2.7)

•
PL , AL are matrices uniquely determined by the layer rnaterial properties and v'p' and t(O)

is the vector of field components which must he continuous at the interfaces (Appendix 1).
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• Differentiating (2.7) gives

a2'~(x, z) - {. 1 a a
---'~-- = !r (z) . -JP [u(x+-) -u(x--)] +

ax z 2 2

+ [Il (x+ ~) - Il (x- ~) ] } . exp ( - j pix)
(2.8)

•

•

in which two delta function terms appear at the strip edges, as a result of the

differentiation of the step functions. Substituting (2.8) in (2.5), and noting that v' is given

by the lastthree elements of exp(jroALz):t(O) for a non-piezoelectric layer (Appendix 1),

the required integrations with respect to the layer thickness in (2.5) are performed and the

surface traction force T'.(z=O) obtained. With these vectors ail the information for

calculating (2.3) is known. In addition r,trip is expressible in terms of the reflection at an

upstep discontinuity alone, ru, with the strip upstep as the phase reference. This is given

by r'trip=j2rusin(Wa), where the propagation constants for the free and for the layered

regions have heen assumed to he approximately equal, W~roIvp' The expression for the

upstep refiection coefficient, ru' is then formally given by

ru = j :~ (t y ) Eree' (tn ) layer

- ~ { [t y (1: 3) ] Eree • .PL' (jWAL ) -1 • [exp (j21t vpAL ~ ) - I] . t (0) )

(2.9)

where 'ty=[v jCJlC\l]' at z=O for a free surface, and 'tn=[T. D3]' at z=O for an infinitely

layered surface. Since matrices PL and AL are solely determined by the material layer

properties and v'p' (2.9) is valid for any arbitrary anisotropic layer material. Also, since

in evaluating (2.9) the exact z dependency is taken into account in ail the fields required,

this equation is valid for any thickness. Expression (2.9) is referred to in this work as the.

Reciprocity Relation Method (RRM) reflection coefficient for a thin metallic upstep [36].

When a -> 0, r,trip in (2.3) also goes to zero, and so does ru .

Expanding the exponential matrix in (2.7) exp{j2ltVpAL(hIÀ.)} as a power series in
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(hfÂ.), yields a power series for any of the fields of interest. The Tiersten boundary

condition approximation [37] for a thin layer is easily derived by retaining only terms

linear in (hfÂ.). The Tiersten boundary condition, together with the added approximation

that v'=v, constitutes the basis of the perturbation theory approach [35]. In reference [35]

the additional simplification of ignoring the electrical perturbation in evaluating the

mechanical perturbation and vice-versa is used; the argument heing that small

perturbations are additive. None of the above perturbation theory assumptions are present

in (2.9).

2.5 THE PERTURBATION THEORY APPROACH

First order perturbations analyses for the reflection coefficient have been developed

by Datla and Hunsinger [38] for non-piezoelectric materials, and extended by Auld [35]

to include piezoelectricity. In this section an approximate expression for the reflection

coefficient is derived from (2.9), using the perturbation theory approach. In spite of the

many approximations in the perturbation method, and which were briefly mentioned at the

end of the previous section, the simplified approximate expression obtained has the merit

of permitting an easy identification of orientations where the directivity phenomenon may

occur. This feature is developed in the next section.

Carrying out the perturbation theory procedure in this case, requires finding

approximations to the fields v' , T'. , and D'3' The first perturbation approximation is that

the fields v' and v are made equal, based on the a priori assumption that the reflection

coefficient for a thin metallic layer is small [35]. The second calculation to he done is that
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•
of finding an approximate T',. For a non-piezoelectric layer the exponential matrix

exp{jroALh} is expanded as a power series in h

(2.10)

•

Recalling that the field solution in the layer is given by 't(z)=exp(jroALz):t(O)

(Appendix 1), one has that 't(O)=exp(-jroALh).'t(h), and using (2.10) for this last

exponential and retention of the linear term only

(2.11)

with

(2.12a)

and

(2.l2b)

•

rll , r13, X, and pl as defined in the Appendix 1. In (2.11) and (2.12), the Matlab software

matrix notation is adopted, with AL(l :3,4:6) meaning the matrix which contains the first

to third rows of AL and the fourth to sixth columns of AL. Actually (2.11) allows one

to note that to the zero order approximation v'(z=O)~v'.(z=h), although the argument that

v'=v made above is even stronger. Noting also that T'.(z=h)=O due to the free boundary
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• conditions, T'.(z=O) is finally approximated by

(2.13)

Equation (2.13) is exaetly the Tiersten Boundary Condition generalized to any

anisotropie non-piezoeleetrie layer [37,35]. Il is interesting to point out that the matrix

method (Appendix 1) does provide a straightforward way of performing this derivation.

The analytieal evaluation of the term rr:rll-rI3xpl is easily obtained for an isotropie

layer, but is somewhat more diffieult for the case of an arbitrary anisotropie overlay.

Using eornmercially available software the task is eonsiderably simplified, and for an

anisotropie overlay the resulting r Ta.iso is given in Appendix II. For an isotropie layer one

obtains

41-1'0.'+1-11 0 0

g]
0.'+21-11

, 0• Oix , (2.14)r lis. = 1-1' 0 = 0 Oi,
0 0 0

0 0 0

where ')..' and Il' are the Lamé constants for the isotropie layer.

Now that the required fields have been caleulated, (2.9) may also be simplified.

The matrix expansion of (2.10) with retention of up to the linear term is used once again,

and substituted baek in (2.9), and reealling that due to the free meehanieal boundary

condition at the top of the layer the zeroth order term for t(O) is t(O) = [ 0 0 0 vl'

(superseript "t" indieating transpose)

(2.15)

•
with rTequal to rTIso' (2.14), or rTI•Iso , Appendix II, depending on whether the layer
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• is isotropic or anisotropic.

Using (2.13), (2.14), the weak coupling approximation [35] which approximates

D' 3~roIvp.(Eer,+Eo)'C\>for a metallic overlay, and setting v=jcou. (2.15) becomes

r =
"

•

•

(2.16)

Equation (2.16) is the Perturbation expression for the upstep reflection coefficient

in the situation of an isotropic metallic layer on the top of a piezoelectric substrate. Il is

worth noting that in this last equation the reflection coefficient is expressed in terms of

free surface fields only. Such a feature, as mentioned at the beginning of this section,

permits an easy way of identifying and classifying planes where ~he directivity

phenomenon is observed (including NSPUDT orientations), which is explored in the next

two sections. Due to the many simplifications involved which have been presented above.

results using (2.16) are only approximate; they are checked against those using (2.9) in

the last Section of this Chapter.

2.6 ARBITRARY ORIENTATIONS

In this section the impact of arbitrary orientations in the SAW reflection

coefficient calculation is analyzed. based on the results and discussions of the previous

sections, for both forward and backward incident waves (Fig. 2.3).
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• 2.6.1 Forward orientations

For an arbitrary orientation, the forward travelling SAW solution, either in the free

or in the layered regions, have fields (Appendix 1)

Vfor = vfor(Z) exp[j(c.>t-Px)]

Tfor = Tfor(z) exp[j(c.>t-Px)]

cl>for = ~for(z) exp[j(c.>t-Px)]

Dfor = Djor(z) exp[j(c.>t-Px)]

(2.17a)

(2.17b)

(2.17c)

(2.17d)

•

•

with the field phasors vror' Tro,' $ro,' and Dro, having in principle arbitrary phase relations

among thernselves. Replacing these field phasors in the expressions for the reflection

coefficient derived in the previous sections, (2.9) or (2.16), one can infer that the

reflection coefficient in an arbitrary direction may have an associated phase angle, ar,

which is not necessarily 0° or 180°. The existence of a complex reflection coefficient in

arbitrary directions has important implications in SAW device operations and modelling

as is discussed further in this chapter and in the remainder of tbis thesis.

As a first and general statement, a necessary and sufficient condition for ar to be

different from 0° or 180° is that the SAW fields and material constants involved in

evaluating (2.9) or (2.16) do not combine in a way which cancels the imaginary part of

these expressions. Looking at the simplified perturbation theory reflection coefficient

expression for a thin isotropic metallic film (2.16), one can see by inspection that for a

complex reflection coefficient to exist, the relative phases of at least some of the fields

must he different from 0°, 180° or 90°, with respect to the phase of one of the fields taken

as reference. This fact leads to the conclusion that an isotropie substrate will never have

a complex reflection coefficient, since the acoustic fields ur and u3 are always in

quadrature [8,9]. Therefore anisotropy is a necessary condition to obtain a complex

reflection coefficient. But it is not a sufficient condition, since even for anisotropic

materials there are directions for which the relative phases of the fields are equal to 0°,
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180° or 90°.

Inspecting more carefully these directions in anisotropic materials where the phase

of the fields with respect to each other are either 0°, 180° or 90°, one finds that these

orientations occur when the sagittal plane bulk-wave slowness cllrves have lIlirror

sYlIlllletry with respect to the direction of propagation. Due to this symmetry property,

these directions shaH be referred to, in this thesis, as sYlIlllletric directions or sYllIlIletric

orientations, and the ones which do not satisfy this property will be consistently called

as aSYlIlllletric directions or aSYllIllIetric orientations. For symmetric directions the

complex eigenvalues' appear not only in negative conjugate pairs, but also in conjugate

pairs; for asymmetric directions, the complex eigenvalues appear only in negative

conjugate pairs. Therefore in order to have a complex reflection coefficient, one necessary

condition for the material is to be anisotropic, and another is that the sagittal plane bulk

wave slowness curves dl, not have mirror symmetry with respect to the direction of

propagation. If the surface is a mirror plane, by virtue of crystal symmetry, the sagittal

plane bulk-wave slowness curves have mirror symmetry with respect to any direction of

propagation in the plane, and therefore such planes do not have asymmetric orientations.

Isotropic materials fit this 'symmetric orientation' classification, since any direction of

propagation in an isotropic material presents a mirror plane characteristic.

It is certainly helpful to search for sorne means of physically visualizing what is

happening along symmetric and asymmetric orientations. Assuming a pure Rayleigh mode

in a non-piezoelectric material (u.=O), and taking the phase of u, as a reference, the time

dependent field equations for u1 and u3 can be written as

(2.18a)

(2. 18b)

•

where <Il is the phase relation between the phasors u3 and ul• For symmetric orientations,

which includes isotropic materials, <11=90°, the fields u, and u3 are in quadrature, and

, The eigenvalues referred 10 here are the values of A discussed in Appendix J, equalion (1.11).
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• therefore a particle displacement movement is of the form of an ellipse with axes parallel

to the x and z directions, as shown in Fig. 2.4a. For an asymmetric orientation III may

assume any value different from 0°, 180° or 90°. The effect of having 1Il~0° is therefore

to shift the main axes of the ellipse away from the directions x and z (Fig. 2Ab). In the

case of a generalised SAW, a particle displacement in the u2 direction is also present, and

the el1iptic motion is contained in an arbitrary plane in space.

2.6.2 Backw~rd orientations

The llict that the reflection coefficient calculated from (2.9) or (2.16) may be

complex, raises the question of what happens with the phase of the reflection coefficient

for an incident SAW propagating in the backward or reverse direction as shown in

Fig. 2.3. To discuss that, it is necessary to know what happens to the fields of such wave.

The fields for a reverse propagating guided acoustic wave are related to the forward ones

by [35, pp. 188]

•
1/6IJ<:k = -vjor(Z) exp[j(wt+Px)]

cl>6IJ<:k = ~;r(Z) exp[j(wt+Px)]

D6IJ<:k = Djor(Z) exp[j(wt+Px)]

(2.19a)

(2.19b)

(2.19c)

(2.19d)

•

Replacing then the required backward wave fields phasors from above in the

reflection coefficient expressions (2.9) or (2.16). leads to the complex conjugate value

of the forward reftection coefficient, rUbk=r:. with associated phase angle -9,. One can

verify this result by inspection from substituting (2.19) in (2.16).

The fact that the upstep reflection coefficient for an incident reverse propagating

SAW has the same magnitude as that of the forward wave but a phase angle with opposite

sign. is of critical importance in the scalar model1ing developed in the next section and

used in other chapters of this thesis.

24



• PURE RAYLEIGH WAVES z

~---- ------.- -----------1----
, ,
, x '

dl : l d%
: lL__... __ :

------'---_.

z

$ =90'

x
$ =1= 90'

~[>

'---~"""'i"",,,,
x '-+--t----,,t-o: : dZ

,,,
'----'.O.J ._. ! _

0' ( 1 $ 1 ( 90'

z

•
(a)

90' ( 1 $ 1 ( 180'

(b)

•

.·1 ( dl )
$=510 ~

Fig. 2.4 Particle displacement motion (included in the figure is the equation of an ellipse

for a sagittally polarized wave): a) symmetric orientations; b) asymmetric

orientations.
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2.7 NETWORK MODEL REPRESENTATION AND ARBITRARY

ORIENTATIONS

As mentioned in the introduction to this chapter, a major interest in calculating the

reflection coefficient cornes from the fact that it is a scalar quantity, and as such it allows

the extraction of important SAW information in a condensed and simplified form.

Actually, once the reflection coefficient is obtained, either by using the reciprocity relation

method expression (2.9) or the simplified perturbation theory equation (2.16), an

equivalent network model for the structures shown in Fig. 2.1 and Fig. 2.2 follows, as

described in this section. An important issue addressed in the next paragraphs refers to the

development of an original network element to account for SAW arbitrary orientations,

which includes the asymmetric orientations defined in Section 2.6. This modelling is

essential for the work presented in Chapters m and IV.

2.7.1 Symmetric orientations

For both structures in Fig. 2.1 and Fig. 2.2, the reflection coefficient for an

incident SAW that reaches the film, is due to bath distributed and localized effects. The

distributed effects which contribute to the reflection coefficient are modelled as small

changes in a real characteristic impedance in the perturbed transmission line region, Zo

to Zm=Zo(l+â,) , Fig. 2.Sa. This change of the characteristic impedance in the metallized

region with respect to the free region is attributed to the combined effects of piezoelectric

shorting in the case of a conductive overlay, and of mechanical loading due to the

dissimilar material properties of the overlay. The impedances Zo and Zm must be real since

the SAW in both regions is assumed lossless. Aiso shown in Fig. 2.Sa is the fact that the

phase velocity in the perturbed region, vm' is different from the velocity in the free region,

vo' i.e., vm=vo(l+~). The equivalent force and velocity mechanical network variables for

this scalar model are defined as FI ' VI ,F2 , v2 , in the usual two-port network sense. The

localized effects, which also contribute to the reflection coefficient, are related to the step

discontinuities in the film and deserve sorne discussion.
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From a historical perspective, researchers working along directions essentially

symmetric, observed a slight downshift in the frequency response for the structures

(grooved gratings) they were working with [39,40]. Such an experimentally observed

phenomenon was referred to as a small second order effect and physically attributed to

non-propagating or evanescent modes, which reactively store energy in the vicinity of the

structures discontinuities. By analogy with electromagnetic problems, in particular

microwave networks, a suggested scalar model parameter to describe the phenomenon

consisted in the inclusion at the discontinuities of a shunt capacitive susceptance, Be'

which loads the line and slows down the wave (Fig. 2.5b) [40].

Values of Be were empirically determined [40,41,42,43], usually accompanied by

large experimental uncertainties. A theoretical analysis was proposed by Shimizu and

Takeuchi [44] based on evanescent bulk modes but restricted to isotropic media, thus

requiring some fitting in order to deal with piezoelectric substrates. Datta and Hunsinger

[45] developed a theoretical procedure for analyzing an infinite periodic structure,

consisting of repeated strips, in which they account for space harmonics of the periodic

structure. In addition to the forward and backward surface waves (main harmonics), they

include in the analysis other space harmonics, which couple to evanescent modes of the

periodic structure, thus storing reactive power close to the surface. Although considering

anisotropic substrates, piezoelectricity is excluded in [45], thus including only mechanical

effects. The theoretical method derived in [45] has been reviewed, compared to variational

results [46], and used by other researchers [47]. More recently a finite element method

(FEM) procedure has been introduced [48,49] reporting theoretical results for the energy

storage element. The method again assumes infinite periodic structures, and is used to

calculate the dispersion curves of different kinds of arrays. Modelling circuit parameters

are then determined by equating network predictions with FEM calculation for the

dispersion curves. Ail the above mentioned theories give consistent results among

themselves and experimental data, although the spread in these experimental and

theoretical results for the values of Be is relatively high (9% to 40% for the Be calculation

at h/À=.01 on quartz ST-X, for example).
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It should be noted that the reflection coefficient calculated in Section 2.4, and the

perturbation theory approximation resulting from it (Section 2.5). consider only the

forward and the backward modes in the analysis; evanescent modes are cxcluded, and thus

those expressions do not yield the second order energy storage effect, Bc' Therefore along

symmetric directions only the impedance mismatch represented in Fig. 2.5a is obtained

from those expressions.

Based on reflection coefficient calculations or measurements, the concepts of a

change in the transmission line real impedance and lumped susccptances is easily

implemented. approximating the more complex SAW problem by a scalar network model.

Such modelling has been used successfully in grating and resonator analysis and design

along "symmetric" directions [50.51].

2.7.2 Asymmetric orientations

The model of Fig. 2.5 assumes that the reflection coefficient is the same for an

incident SAW either in the forward or in the backward direction and restricts Fig. 2.5 to

symmetric orientations. Along arbitrary directions the reflection coefficient may no longer

be real (Section 2.6), and for an incident reverse propagating SAW. rubk is the complex

conjugate of the reflection coefficient of the forward wave. Therefore, along arbitrary

orientations, the structures of Fig. 2.1 and Fig. 2.2 may not be bilaterally symmetric.

Since no losses are being considered for the propagating SAWs in asymmetric

orientations, Zm and Zo are still real. To account for ru being complex in these directions.

and to account for the fact that when approaching the disturbed region from an

unperturbed region from the right, the reflection coefficient is the conjugate of that

obtained when approaching the perturbed region from the left, a new reactive lumped

element is added imo the network model presented previously [52]. This new element is

a shunt susceptance j Br and its conjugate -j Br at the two discontinuities, as shown in

Fig. 2.6a. A shunt susceptance has been selected to model the asymmetry, although a

series lumped reactance could also have been used. Subsequent to the publication of this

new network element [52]. and its inclusion in transducer models to account for directivity

[53]. other researchers [54] have used the opposite sign network elements to model the
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lack of bilateral symmetry in the structure.

From network theory, the real impedance mismatch Zm=Zo(1+L\) and the

susceptance Br which account for asymmetric directions can then be given in terms of the

reflection coefficient ru by

11+r u1
2

(l-lr u I2 )

(2.20)

(2.21)

•

•

with ru given either by the reciprocity relation method (RRM) expression (2.9) or by the·

simplified perturbation theory equation (2.16). Note that br vanishes when the structure

is aligned along symmetric orientations, where the reflection coefficient is real. Since for

practical purposes, namely the thin metallic layers under consideration, ru is much less

than unity, the normalized susceptance, br' and L\ may be approximated by b,=Tm{2r'ul
and t\=Re{2rul, or 2r:=Az+jbr . And since L\ and br < l ,the model satisfies r ubk = r:

very c1osely.

In Fig. 2.6b the second order energy storage effect discussed previously and
- - '._-,

modelled by the susceptance B. , is inclu(jd in parallel with the susceptance Br for

completeness. The change in the phase velocity in the perturbed region, vm=v0(1+Ôy), is

calculated numerically by solving the SAW problem in the free and metallized regions.

Finding the proper phase velocity is actually the first step after which the fields can be

evaluated, as it is illustrated in Section 2.9.

Finally it is worth noting in this section that orientations where the directivity

phenomenon is observed, including therefore high directivity (NSPUDT) orientations,

require the lack of bilateral symmetry. Acknowledging such fact leads to the important

and original conclusion that high directivity orientations do not exist in symmetric

directions as defined in Section 2.6.
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2.8 MODE-MATCmNG METBOD (MMM)

In an attempt to gain more insight into the scattering that occurs when a surface

wave propagating in a free surface region encounters a semi-infinite thin metallic layered

region, a mode-matching technique is used [36]. This method has been extensively applied

in electromagnetic waveguide discontinuity problems for about half a century, and sorne

of the fundamental papers describing this technique are in [55]. Basically, the waveguide

fields at a discontinuity between two guides are written as a superposition of the available

modes over the region which is common to both waveguides, and field continuity

statements are made. An appropriate scalar product is then defined, and together with the

field continuity statements, coefficients in the linear superposition terms of the waveguide

modes, the unknowns, are numerically evaluated. This numerical evaluation consists of

an optimization procedure, where the goal is to minimize an "error" function based both

on the continuity equations and on the scalar products defined, and employing power

statements as constraints. Once the scalar coefficients for the waveguide modes are

obtained, the mode scattering coefficients are also determined. These steps are detailed

in this section.

For the present SAW problem depicted in Fig. 2.2, the only modes taken into

account in these numerical experilnents are the lossless generalized Rayleigh wave modes.

In this case a SAW incident from the left is scattered into a reflected SAW and a

. transmitted SAW in the layered region, all other modes being ignored. Such

approximation is based on experimental evidences which show that other propagating

modes usually have negligible effect in the passband where the main mode, in this case

SAW, is excited. The continuity statements are made for the propagating component fields
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• 'ty=[v jcocl>J' and 'tp=[T. Da' at the discontinuity plane. For the generalized Rayleigh

modes considered, the continuity field statements are of the form

(2.22a)

(2.22b)

where L, R, f, b, stand for left, right, forward and backward, respectively. These are really

approximations and not equalities, since we are not at this stage including any evanescent

or pseudo-SAW modes in the superposition. The inclusion of pseudo-SAW modes in this

mode-matching technique is deferred to for Chapter 5. The following scalar product or

ioner product is defined in order to implement the MMM, namely

•
Xw ZI fa [( Xw) (ZI)' (Xw)' ( ZI) ]dz<'p "v> = _= - 'p M' 'v M+ 'P E' 'v E

(2.23)

•

Suffixes M and E stand for mechanical and electrical field components, respectively. X,

Z are either R (right) or L (left), and w, t are either f (forward) or b (backward) labels.

In (2.23) the mechanical and electrical parts of 'tyand 'tpare considered separately so that

when X=Z and w=t, the power carried by the SAW in a forward or in a reverse mode is

calculated. Inner products are formed between: (2.22a) and 'tyRI; (2.22b) and 'tpL!; (2.22b)

and 'tpRI; (2.22a) and 'tyL!; leading to four "equations", in which there is no z dependency,

containing the IWO unknown scalar coefficients CI' Cb' Finding values for these coefficients,
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using an appropriate minimization procedure on the functions (24) below, constitutes the

essentials of the mode-matching method.

!, = <"tL "tRf> - <"tRf "tRf> (2.24a)
a P' v P' v

f, =<il "tL > - <il "tRf> (2.24b)
b p' v P' v

!, = <"tRf "t
L

> - <"tRf "tRf> (2.24c)
cp' v P' v

!, = <"tL "tif> - <"tRf "tif> (2.24d)
d P' v p' v

Different constraints on the scattering parameters were tested in the process of

minimization of (2.24), namely: (i) lossless power conservation stating that the incident

SAW power equals the reflected plus the transmitted SAW power (ISI112+IS2112=1); (ii)

power inequality stating that the reflected plus the transmitted SAW power is less than

the incident SAW power (ISI112+IS2I12S;1), thus admitting sorne loss; and (iii) a lossless

reciprocal (SI2=S21) transition (ISI112+IS2112=1 and IS2i+ISli=I). The results obtained were

essentially independent of the selected constraint. The only difference was in the

computing time to achieve the results. Numerical results of this method are discussed in

the next Section 2.9, which concem with the numerical results of the theory discussed in

this chapter.

2.9 NUMERICAL RESULTS

In this section numerical results are presented, which are based on the theoretical

development discussed in this chapter. In order to calculate the reflection coefficient, ru'
one has to evaluate several fields at z=O in the free and the layered regions, as exarnined

in the previous sections. High-level programs, which run in a Matlab commercial software

environment. were developed for calculating the required SAW properties and fields
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(Matlab is a registered trademark of The Mathworks, Inc., Natick, MA 01760-1500).

A first illustration material chosen is quartz, Euler angles (0' 132.75' 25'); in this

orientation a generalised SAW having ail field components exists, and it corresponds to

the eut used in NSPUDT investigations and devices [56]. This is a material in which

reflections due to mechanical loading play a major role, and therefore can not be

neglected in the analysis.

Figs. 2.7, 2.8, and 2.9 show sorne of the representative fields involved in the

derivation of the reflection coefficient expression (2.9) for normalized thicknesses (hlÀ.)

up to 3%. Fig. 2.7 shows the amplitudes of the three components of T'.(z=O) calculated

using (2.5) and calculated using Perturbation Theory (dotted curves). At 1% thicknesses

the agreement in the absolute value for the normal components T'xz and T'u. is about

3.5%, whereas for layers as thick as 3% the agreement for T'zz is 12% between the

Perturbation Theory and equation (2.5). Note that above 1.5%, T' zz starts to show a non

linear behaviour and begins to differ significantly from the Perturbation Theory. The three

components of the T'.(z=O) are represented in Fig. 2.8. From this curve one can see that

even for small thicknesses the values of T'" and T'" vary significantly. In the

perturbation theory, the components of T'.(z=O) are calculated irrespective of thicknesses

and in the present example assume the values IT' ,,1=1.32 GPa, IT'xyl=O.l5 GPa, and

T'x.=o GPa. In the case of IT' xxi note from Fig. 2.8 that the discrepancy goes from about

4% for hlÀ.=l % to about 15% for hlÀ.=3%. Furthermore, for thicker layers the values IT' ,,1

are no longer negligible, assuming a magnitude larger than that of IT'xyl at hlÀ.=3%. The

velocity fields in the layer are plotted in Fig. 2.9 also with respect to the normalized

thicknesses. Referring to the perturbation theory once again one should recall that the

approximation v=v' is done, as mentioned in Section 2.5, in which case the velocity fields

in the layer have their amplitudes approximated by Ivxl=0.054 Km/s, IVyl=O.O18 Km/s, and

Iv,I=0.088 Km/s, in the present example. Comparing these values to the ones plotted in

Fig. 2.9, an agreement of 2% is obtained for Iv.1 up to h/À.=3%, whereas for Ivxl the

agreement drops from about 6% to 23% in going from thicknesses of 1% to 3%.
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Although a fairly good agreement is obtained hetween the fields calculated using

Perturbation Theory and the non-perturbation procedure outlined in Section 2.4, the main

concem is the reflection coefficient f u' In Fig. 2.10 the reflection coefficient calculated

using (2.9) is compared with Perturbation Theory approximation (2.16). From this figure

an error in If) of about 15% at (hIÀ.) of 1%, deteriorates to an error of almost 30% at

1.5%, and to a factor of almost 2 at 3%, demonstrating the importance of using the proper

field variations with thickness in computing f u' Thus, for this material and eut, the

Perturbation Theory is inadequate for (hlÀ.» 1%. As can he inferred from Fig. 2.10, Iful

is mainly deterrnined by the mechanical loading for (hlÀ.) of about 0.5% and higher for

this material and cut. The discrepancy in the phase between the two calculations is not

very high.

In Fig. 2.11 the reflection coefficient is examined in more detail by breaking (2.9)

up into a ll-function contribution at the edges and a non-ll-function contribution. The solid

curves are for the total magnitude and phase of f u as were shown in Fig. 2.10, and are

included here for comparison; the dashed curves shows the non-ll-function contribution

to f u in (2.9); the circles show the ll-function contribution alone to f u in (2.9); and the

dashdot curves show the calculations obtained using the mode-matching method. The

following information can he inferred from the data presented in Fig. 2.11:

L) The magnitude of the ll-function contribution at the edges is slightly larger than

the non-ll-function contribution, whereas the respective phases are about +90· and -90·,

for (hIÀ.».5%. It follows then that sirice these contributions are almost 180· out of phase,

the total reflection coefficient will be approximately equal to their difference with a phase

close to that of the larger one. Indeed in Fig. 2.11 it is clear that the resultant phase is that

of the ll-function contributions (circles), and that the resultant amplitude is essentially the

difference in the two contributions with significant inaccuracy implications. Since the

property which makes this quartz cut a Natural Single Phase Unidirectional Transdueer 

NSPUDT - orientation is that L. fu~90· [56], Fig. 2.11 highlights the importance of the

ll-function contribution in calculating f u'
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Fig. 2.11 Reflection coefficient magnitude and phase: non-perturbation theory (RRM,

(2.9), solid curves); without the li-function contribution (dashed curves); Il

function contribution alone (circles); and mode-matching method (dashdot curves).
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iL) The mode-matching method, descriOOd in Section 2.8, yields data shown as the

dashdot curves, and gives values of ru which are very close to those calculated without

the ô-function contribution. The optimization routine used in the mode-matching method

is doing its oost to minimize the field discontinuity with the available free and layered

modes, and in doing so it reaches a value. which is almost the value given by (2.9) when

the ô-function contributions are exc1uded.

HL) The ll-function type of contribution is not accounted for in the attempt at using

the MMM technique as descriOOd in Section 2.8.

For the reverse propagating direction, Le. Euler angles (0' 132.75' -155'), a point

worth mentioning is that the reflection coefficient values obtained by each of the 3

methods discussed are the complex conjugates of those obtained for the Euler angles

(0' 132.75' 25'). This conjugacy result shows that these methods seem able to descriOO

directivity effects, but with only SAW modes fail to account for energy storage. A

reflection coefficient magnitude plot, including the effect of energy storage determined

from measured data [56], is shown in Fig. 2.12 together with the magnitude result

presented in Fig. 2.10, for (h/À) of up to 2%. It is interesting to notice the effect of the

energy storage in the magnitude of the reflection coefficient of an upstep discontinuity is

to decrease it in one direction and reinforce it in the reverse direction.

In Section 2.6 the impact of arbitrary orientation in the SAW reflection coefficient

has been discussed in terms of the forward and backward fields and in terms of the

orientation of propagation. It is mentioned in that section that for orientations contained

in mirror planes, or symmetric directions, the relative phases of the fields are either 0°,

90° or 180°, and that the resulting reflection coefficients are real numbers. On the other

hand, for orientations not contained in mirror planes, or asymmetric directions, the relative

phases of the fields are arbitrary, and the resulting reflection coefficient is a complex

number. A useful way of identifying mirror planes is to observe that, as a result of the

mirror symmetry, the bulk-wave slowness curves of the sagittal plane are symmetric with

respect to the mirror plane. Consequentiy in a mirror plane the eingenvalues or partial

waves (Appendix 1) which decay with depth and which are used to built the SAW solution
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(4 in the most general case) appear in conjugate pairs or are real numbers. For asymmetric

orientations such symmetries do not exist. Table 2.1 illustrates the above mentioned

properties of the SAW solutions for sorne symmetric and sorne asymmetric orientations;

for clarity of presentation the fields are normalised in magnitude with respect to 1u\ l, but

the phase of $ is adopted as the reference. The reflection coefficient is also calculated for

an aluminum (Al) layer with normalized thickness h!Â.=1%, using the RRM expression

(2.9) and the simplified perturbation theory expression (2.16). As already mention in this

chapter in Section 2.6, the fact that arbitrary orientations may result in a complex

reflection coefficient, is of paramount importance in the device modelling developed in

the next chapters.

In Ibis section numerical evaluations were performed to verify and discuss the

theoretical development of the previous sections of this chapter. Fields quantities relevant

in the calculation of the reflection coefficient, and the reflection coefficient itself were

calculated with respect to an aluminum layer thickness and thc results have been

compared to the perturbation theory approximation. Such comparison allowed the

evaluation of the errors in the accuracy of the perturbation method in this case, which, for

the quartz cut example used, is about 15% at (h/À)=I %. The results obtained for the

mode-matching method developed considering only the generalized Rayleigh wave modes,

showed good agreement with the Reciprocity Relation Method excluding the ô-function

contribution for the quartz orientation considered. Additional result~ were presented for

other materials and orientations and the issue of symmetric and asymmetric directions

were exemplified at these orientations.
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Fig. 2.12 Reflection coefficient magnitude (2.9) (solid curve); and including the effect

of energy storage, (2.9) for quartz, (Euler angles: [0° 132.75° 25°]) (dashed curve),

and (2.9) for quartz in the reverse direction, (Euler angles:' [OOd32.75° -155°])

(dashdot curve).
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TABLE 2.1

Free surface SAW solutions and the reflection coefficient, ru

Materia! and Decaying Free surface Reflection Reflection

orientation eigenva!ues fields @ z=O coefficient coefficient

(Euler angles, (free surface ul,u2,u3,<1l ru @ h!À.=I% ru @ h!À.=I%

[degrees]) solution) (magnitude (RRM) (Pert.Theory)

classification [Km], [TV] and (magnitude (magnitude
,-

(Section 2.6) & phase [degrees]) :md phase and phase

( free surface [degrees]) [degrees])

vp [Km/s])

quartz ST-25° 0.04+jO.007 1.00 -45.3 1.15e-3 106 1.33e-3 103

[0° 132.75° 25°] 0.19-jO.003 0.34 -166

asymmetric 0.30-jO.01O 1.64 -133

(3.2475) 0.47-jO.07 3.10 0

quartz ST-X 0.044 1.00 0 2.65e-3 180 3.00e-3 180

[0° 132.75° 0°] 0.323 0.14 ·90

symmetric 0.341 1.52 -90

(3.1576) 0.400 2.47 0

YZ LiNb03 0.04+jO.016 1.00 -175 1.22e-2 178 1.23e-2 -179

[0° 90° 90°] 0.22-jO.095 0

asymmetric 0.29+jO.090 1.43 95

(3.4897) (Rayleigh) 7.32 0

128 YX LiNb03 0.039 1.00 90 1.13e-2 180 9.300-3 180

[0° 38° 0°] O.lIO-jO.092 0.06 180

symmetric 0.110+jO.092 1.12 0

(3.9805) 0.486 5.29 0
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TABLE 2.1 (cont.)

LiTa03 0.09-jO.025 1.00 124 2.33e-3 123 2.47e-3 120

[00 900 141.25] 0.1O-jO.069 0.32 116

asymmetric 0.24+jO.087 1.43 26

(3.2095) 0.38+jO.044 2.46 0

36 YX LiTa03 0.085 1.00 -90 1.2ge-3 0 1.45e-3 0

[00 _540 00
] 0.25+jO.073 8.76 180

symmetric 0.25-jO.073 1.49 180

(3.1252) 0.404 7.30 0

LizBP7 0.08+jO.l62 1.00 0 1.53e-2 180 1.75e-2 180

[1350 900 900
] 0.08-j0.162 0

symmetric 0.286 0.87 -90

(3.4652) (R'Iyleigh) 2.77 0

LizB40 7 0.04+jO.029 1.00 58.2 6.03e-3 -122 6.07e-3 -122

[00 600 900
] 0.30-jO.002 0

asymmetric 0.34-jO.25 1.42 -3.8

(3.2638) (Rayleigh) 5.61 0

GaAs 0.019 1.00 -90 1.14e-3 0 1.1ge-3 0.
[00 00 300

] 0.20+jO.l8 4.09 -90

symmetric 0.20-jO.l8 2.28 180

(2.6697) 0.380 3.96 0

GaAs 0.04+jO.059 1.00 -155 4.98e-4 -154 4.35e-4 -144

[00 200 300
] O.l3-jO.162 1.37 -83

asymmetric 0.31+jO.l75 1.61 123

(2.6635) 0.38-jO.003 1.64 0
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2.10 SUMMARY AND CONCLUDING REMARKS

In this chapter a Reciprocity Relation Method, which is not a perturbation method,

is developed to calculate an original SAW reflection coefficient expression due to a thin

metallic strip on a piezoelectric substrate (Sections 2.3 and 2.4). From the expression

derived, a perturbation theory expression is also obtained (Section 2.5). In this derivation.

the Tiersten Boundary Condition has been generalized to any anisotropie non-piezoelectric

layer. Comparison of results (Section 2.9) predicted by the RRM and the perturbation

theory allowed to calculate errors in the accuracy of perturbation method with respect to

thickness, which, for the quartz ST-25° example used, are about 15% at (hlÂ.)=I%.

Il is verified that anisotropy is a requirement to have asymmetry in the reflection

coefficient with respect to the forward and backward propagating SAWs (Section 2.6).

Directions of propagation are classified into symmetric and asymmetric based on the

reflectivity study developed, the second including high directivity or NSPUDT

orientations.

A scalar model is developed, which considers asymmetric orientations. This model

includes a new network element, Br , which accounts for the fact that the reflection

coefficient calculated at an upstep in the backwards direction is the complex conjugate of

the reflection coefficient of an upstep in the forward direction (Iack of bilateral

symmetry). Along symmetric directions Br naturally vanishes, since the calculated

reflection coefficient is a real number.

Sorne numerical experiments are carried out using a mode-matching technique, in

an attempt to gain more insight into the scattering that takes place when a SAW

propagating in the free region encounters a semi-infinite thin metallic layer (Section 2.8).

This method, employed over half a century in electromagnetic waveguide discontinuity

problems, is applied for the firs! time in SAW problems, to the oost of the author's

knowledge.

In the next chapter, the scalar network model developed, based on the reflectivity

study perforrned, is used to descriOOd periodic structures,ûriented along arbitrary

directions.
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CHAPTERIll

THE SHORT·CIRCUITED GRATING

3.1 INTRODUCTION

In this chapter the short-circuited grating oriented along arbitrary directions

(therefore including asymmetric orientations) is studied.

The shorl-circuited grating is the natural choice to star! studying of the impact of

arbitrary orientations on SAW structures since it avoids dealing with any electrical circuit

variable, simplifying the examination of SAW structures. The resuIts obtained in tbis

chapter form the basis for the more complete and complicated analysis of a transducer on

an arbitrary orientation developed in the Chapter IV.

The basis for the analysis is the scalar model developed in the previous chapter.

The approach here is to define a cell and cascade many of them using their transmission

matrices to obtain an overall grating transmission description which includes the effects

of asymmetry.

From the predictions of the network model for SAW gratings, the recent widely

used coupling-of-modes (CaM) description is also evaluated. Il is demonstrated that the

incremental CaM description can be derived from the unit-cell-based network model for

the grating, showing the consistency between the CaM description and the scalar model

developed in this thesis.

An analytically tractable approximation for the short-circuited grating cell in

arbitrary orientations is also described, from which rather simple explicit formulas are

derived for two of the CaM coefficients that predict their dependence on material

parameters and on frequency. Numerical calculations for the full and the approximate

descriptions of the shorl-circuited grating, indicate that the approximate formulas may
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yield results which are valid over almost 30% relative bandwidths.

In Section 3.2 the short-circuited grating structure and the respective network

model are introduced for arbitrary orientations. A review of the coupling-of-modes (CaM)

approach and the solution to the CaM equations are presented in Sections 3.4 and 3.5.

Two of the COM coefficients are obtained from the network model (Sections 3.6, 3.3),

and using an approximate network model (GWF approximation,[50]), extended to include

asymmetric orientations, analytical expressions are derived for the CaM coefficients

(Section 3.7). In Section 3.8, numerical comparisons between the Network Model, the

CaM Model, and the Approximated Model, together with a frequency response illustration

of the COM parameters, and a discussion regarding the effect of arbitrary orientation on

short-circuited grating, are presented. Section 3.9 is devoted to sorne concluding remarks

to this chapter.

3.2 THE STRUCTURE AND THE RESPECTIVE NETWORK MODEL

The short-circuited SAW grating structure and the periodic network model

discussed in this chapter are shown in Fig. 3.1. The grating consists of a large but finite

number of periodic surface disturbances [52,57] caused, in this case, by the metallization

deposited on the substrate. Bach period of the grating is modelled by the circuit of

Fig. 3.lb which, as discussed in the previous chapter, incorporates distributed disturbances

via the quantities Zm , vm' and the localized effects via B, and B, .

For a SAW propagating in the x direction one can see that even if a piezoelectric

substrate is considered, ail the metallic fingers are at the same potential. The analysis of

the short-circuited grating is simplified by the fact that only the equivalent scalar

mechanical variables need be determined. Nevertheless the analysis of the short-circuited

grating structure is an essential step in the understanding of more elaborate SAW

structures oriented along arbitrary directions, such as the IDT and the open-circuited

grating discussed in the next chapter.
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Fig. 3.1 a) Short - circuited SAW grating structure; b) Scalar mode1 for the arbitrarily

oriented short - circuited grating cell.
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The Network Model for the short-circuited structure ceIl, depicted in Fig. 3.1 b, is

essentially the same network presented in Fig. 2.6b, Section 2.7, including the shunt

susceptance Br to account for asyrnrnetric orientations. The basic difference with respect

to the discussion in Chapter II is the fact that the structure in Fig. 3.la has a periodicity

p, and therefore Fig. 3.1b is referring to a cell and not to an isolated strip as in Chapter

II. The period p defines a unit ceIl element for the grating structure, with mechanical

variables FI , VI , F2 and v2 associated with ports 1 and 2 respectively. The model for

Fig. 3.la consists of a cascade of subnetworks each having a simple transmission matrix

(ABCD) representation (three transmission line segments and two lumped susceptance

elements, the latter (Br and BJ added in pairs at each discontinuity) [52,57].

The ABCD matrix of the unit cell illustrated in Fig. 3.1b is written

(3 .1)

where the acoustic terminal variables Fi and Vi are equivalent to voltages and currents

in the network sense. The unit-ceIl matrix elements A, B, C, and D are obtained by

multiplying the cascaded ABCD matrices of the unit ceIl's subnetworks. Since the

network is reciprocal and lossless (dissipation is neglected in the present formulation) the

.ABCD matrix elements satisfy reciprocity (AD-BC=1) and losslessness (A and D real, B

and C imaginary), but are not constrained to be bilaterally syrnrnetric (A '# D). The

inverse relationship relating the variables at port 2 to those at port 1 is

(3 .2)

•
where Q, defined as the period transfer matrix, also has unit determinant because of

reciprocity. Either (3.1) or (3.2) is a discrete or port description for a unit ceil of the

grating structure.
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• For an N-element graling the overail transfer matrix QN'"QN is caiculated either

by exponentiation or, to reduce computing lime, by using the explicit formula based on

the Cayley-Hamilton theorem for 2 x 2 matrices having unit determinant

The reflection (Sil and S22) and transmission (S12 and S21) characterislics of an N

element grating are completely specified by QN through

•

sinN8 _ l sin(N-1)8ON = gN = 0 -=:=;S;=-sine sin8

where 1 is the idenlity matrix and El is given by

2 cos 8 = trace (0)

[
F(Np) ] = ON [ F( 0) ]
V(Np) v(O)

(3.3)

(3.4)

(3.5)

and in the most generai case by impedances terminating the two end-ports of the full

structure in the common two-port network sense.

The matrix elements in (3.1) or (3.2) for a unit cell, expressed in terms of

normaiised susceptances b.=ZJ3. and b,=ZJ3" obtained by taking Zo=l. are:

•

A = [cosBm-b. (l+A z) sinBmJ cos2Bs +
+ br (l+A z) sinBm- b.sin2esCosBm +

- ~{(1+Az)-l+ (l+A z) [l-(b;-b;) Jlsin2BssinBm

B = j [cosBm-b. (l+Az) sinBmJ sin2Bs +
+ j (l+A z) coszBssinBm - j2b.sinzBscosBm +

- j [{l+A z) -1_ (l+Az) (b;-b;) J sinZBssinBm
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•
where

c = j [cos6m-be (l+~z) sin6m J sin26s +

- j (l+~z) sin26ssin6m + j2becos26scos6m +

+ j [(l+~Z) -1_ (l+~Z) (b;-b;) J cos26Ssin6m

D = [cos6m-be (l+~z) sin6mJ cos26s +
- br (l+~z) sin6m - besin26scos6m +

- ~ {(l+~z) -1+ (l+~z) [1- (b;-b;) ] Isin2&.• sin6m

6 = E -.!.. (1 -" )s 2 f .,
o

(3.8)

(3.9)

(3.10 )

(.3.11)

•

•

with fo=vj2p the Bragg frequency, and Tl=a1p the metallization ration.

The network model of Fig. 3.1b, (3.5) and the A, B, C, and D using (3.6) to (3.11)

are taken as a reference in evaluating other models or approximations for the short

circuited grating structure.

3.3 DIFFERENTIAL DESCRIPTION

By simple algebraic procedures, a differential equation with solution that satisfies

(3.5) exactly at points which are integer multiples of period p can be obtained. In a

fundamental sense this "differential-from-discrete" procedure is at the heart of the so

called coupling-of-modes analysis that is reviewed in Section 3.4. From periodic linear

systems theory it is known that there exists a constant or spatially invariant matrix H such

53



• that

..E.. [F(X) 1= H[ F(x) 1
dx v(x) v(x)

with solutions given in terms of the transition matrix, eH., as

[
F(x) ] = e BX [F(O) ]
v(x) v(O)

(3.12 )

(3.13)

•

The continuous solution (3.13) will have a physicai meaning at "port" positions that are

integer multiples of p (x=Np) at which ports it equais the solution (3.5); hence for one

period the transition matrix must equai the period transfer matrix, i.e.,

(3 .14)

and, because of (3.14), H and Q have the same eigenvectors. Aiso from linear aigebra:

i.) Q has the triple product factorization

[
Â, 0]

Q='l'
o Â2

where À.), Â.:z are the eigenvaiues of Q, and T is the eigenvector matrix of Q.

ii.) ellp has the triple-product factorization

(3.15)

(3.16 )

•
where Il), 112 are the eigenvaiues of H, and T is the same eigenvector matrix as in (3.15).

From i.) and H.) it follows that the eigenvaiues, iii, of H are expressed in terms of the
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• eigenvalues, Âj, of Q by

(log Âi )
l1i = P (3.17)

Since H and Q have the common eigenvector matrix T, the sarne factorization fonn of

(3.15) applies to H

(3 .18)

•

•

hence from Q, one obtains T and the Âj , which then allows H to be constructed using

(3.17) and (3.18). Therefore the coefficient matrix H for the differential equation (3.12)

is obtained directly from Q the transfer matrix of a unit cell, sometimes also referred to

as the discrete transition matrix; Q is calculated directly from (3.2) using the elements

defined in (3.6) to (3.9).

Note that since only two independent port-variables are necessary to characterize

a two-port network, any independent pair of port-variables other than F and v can be

expressed as a Iinear combination of F and v. Il follows then that a transfer matrix

corresponding to the relationship (3.2) for any other two port-variables is obtained

algebraically from Q. The COM description is thus contained in (3.18).

In next Section, the procedure for determining the COM coefficient matrix from

the Q matrix, as weil as the relationship between the two variables used in the COM

formulation with respect to the voltage and current variables of Fig. 3.1 b, are discusscd.

3.4 REVIEW OF THE COM APPROACH

In 1976 several papers appeared [58,59] using a coupling-of-modes (COM) method
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for modelling a discrete periodic system by a pair of coupled differential equations,

through which one could study perturbations and excitations in a material. The CaM

approach for the short-circuited structure postulates that there exists a set of differential

equations relating two variables, namely a forward wave amplitude and a backward wave

amplitude, containing two independent parameters. The two parameters are usually

determined in the narrowband sense, and are essentially phenomenological, although

attempts have been made to relate them to physically known quantities [59,60,31,61]. In

this section, the solution to the CaM equations is reviewed and an explicit procedure is

given for determining the CaM equations from the network mode!. It is nol' the aim of

this section to rederive the CaM equations and their fundamental relations. These are

documented in the references [59,60,62,31]. Nevertheless, the following points should he

mentioned:

L) With sorne exceptions [60,61] most authors [63,64,62,31] use a set of variables

that lead to differential equations with nonconstant coefficients. In fact a more convenient

way of postulating the problem is through a set of two differential equations with constant

coefficients, in variables designated in this work as R and S, and with voltage VG, the strip

voltage, as the input forcing function. R(x) and S(x) are forward and backward wave

amplitudes respectively and correspond to the variables AI and Az of [60] and the

variables Rand S of [61] respectively. Working with constant coefficients permits making

use of much of the available theoretical and computational tools for dealing with the

systems of equations with constant coefficients.

iL) The CaM equations are sometimes presented as a system of three equations,

which may he misleading [60,62]. The solution for the current in the connecting bus (cited

as a third variable) follows explicitly from the solutions to R, S and the strip voltage

"distribution" VG(x).
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The COM equation is• !!.~(X)] =

dxlS(x)

-j(ku +ô) -jk
l2

jk1; j (ku +ô) ~
(X)] [ja. ]

_ + VG(x)
S(x) -ja.'

(3.19)

•

where B=7t(f-fo)/pfo is the detuning parameter. and x is the SAW propagating direction.

The 2x2 coefficient matrix in (3.19) is given the matrix symbol K. Variables with an

overbar are used here to ensure that the notation in (3.19) is not confused with other

symbols that have been used in [60.62.31.61]. The kil and kJ2 (coupling coefficients). and

lX. (transduction coefficient) in (3.19) are the three COM parameters as defined in [31].

even though in that paper the variables are different from those in (3.19) and the

coefficient matrix is not spatially invariant.

Before reviewing the solutions to (3.19) and deriving the parameters kil and kJ2 •

in the next sections. two issues are addressed. The tirst concems the choice of variables.

Since the scalar model for the grating is given by a two-port network. any two

independent variables are sufficient to describe its behaviour. The Rand Sand the F and

v variables at integer multiples. n. of a period. p. for Zo=1 are related by [61]

•

and conversely

F(np) = e -jnn [R(np) +S(np)]

v(np) = e-jnn [R(np) - S(np)]

_ e jnn
R(np) = - [F(np)+v(np)]

2

_ e jnn
S(np) = - [F(np) -v(np)]

2
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• with n=O as the origin or x=O location. The second issue relates to the fact that CaM is

a differential equation description and the caM coefficients are not related in a simple

way to physical parameters and have a dependence on frequency and mark-to-space ratio

that is not easily seen, although sorne approximations have been proposed and used

[60,31]. The network model defined in tbis thesis is a discrete transfer matrix description,

and since solutions can he acbieved using either the CaM or the network model

formulations, it is shown in Section 3.6, how to obtain the caM coefficients from the

network mode!. From such procedure, the validity of the proposed approximations in

[60,31] is examined.

3.5 SOLUTION TO THE COM EQUATION

Equation (3.19) descrihes a system of the form X=AX+Bu, standard in linear

systems and control theory. The well-known solution for the variables Il and S is given

by•
[

R(x) ]
_ = ~(x-xo)

S(x)

R(x-xo> ] [ jœ ]
_ + r ~ (x-r) .• VG(r) dr
S(x-xo>'" -Jœ

(3.24)

•

where «II(x-x.) is the transition matrix, wbich can he derived for the case of the zero-input

(unforced, V0=0) system. For a second-order system the "zero-input" or homogeneous

solution is given in terms of «II(x)=ellx
, where K, the coefficient matrix in (3.19), has the

explicit form obtained directly using the triple-matrix product procedure descriJ)ed in
.~/
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Section 3.3•
\II = elU =

•

•

(3.25)

with Â,1=[lkll-(kU+0)2]II2, the system eigenvalues being Â,I and -\1' Although only shorted

gratings are studied in this chapter, the full solution to (3.24) is given for completeness,

and will be referred to in the next chapter, where a transducer structure is discussed.

Equation (3.24), in particular, perrnits a solution for cases where the voltage Va is

different at each strip as a convolution of cIl and Va' The "zero-state" convolution integral

or the particular solution is, for Va constant

[
R(x) ] [ ja. ] 10

1
]_ = VG f' \II(x-r) .• dr =VG •

S(x) 0 -Ja. aIS 1

(3.26)

with

(3.27)

The solution (3.26) given above applies when Va;i!(), therefore both for the case

of an lOT, where excitation is present, or for the case of an open-circuited grating. An

explicit solution for the transducer bus current follows directly from (3.26), and requires

the calculation of the COM parameter lX, discussed in the next chapter.

In order to compare the predictions of the COM model as given by (3.25) with

those of the network model, values for kil and kl2 must first he obtained. In the next

section the procedure for calculating the values of kil and k12 from the network model is
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described.

3.6 DETERMINAnON OF kil and k12

The COM coefficients in (3.24) and (3.25) are kil , kl2 and lX. The transduction

coefficient lX needs be determined when Vo~ in (3.24), and reference to it is deferred to

the next chapter. This section demonstrates how kil and kl2, the elements of K under

shorted strip conditions (V0=0), are obtained from the network model given in this thesis

using straightforward algebraic computations.

The problem here is to find the COM matrix elements from the network model

ABCD matrix in (3.1) or ils inverse Q in (3.2) of the unit cell in Fig. 3.1b. From Q

obtained from (3.1) to (3.11) using the method given in Section (3.2), the CaM unit-cell

transition matrix $ is calculated by use of relationships (3.20) to (3.23) between the R,
S and F, v variables over one period, namely through

[R(p)] 1 [1 1] [1 1] [R(O)] [R(O)]
l5(p) = -'2 1 -1 Q 1 -1 lS(O) = $l5(O)

(3.28)

The CaM coefficient matrix K of (3.19) is now calculated from $ in (3.:!8) using

the discrete-to-incremental procedure described in Section 3.3. Using this approach, the

CaM parameters' behaviour with respect to frequency, mark-to-space ratio, or any other

variation in the network model parameters are determined.

In summary, the sequence of calculations is:

i) fmd Q from the network model equations (3.1) to (3.11), then $ and its

eigenvalues (À.j) and its eigenvector matrixT from (3.28);

ii) obtain the eigenvalues iii of K using (3.17);

Hi) finally calculate K by using the triple-product forro (3.18), hence kil and k12•

Ali the computations are carried out on a PC or Sun-station, through high level

programs, which run in a Matlab commercial software environment. The values obtained
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for kil and k l2 at the resonant frequency (frequency of maximum reflectivity for the

short-circuited grating structure) previously found from the network model. f=fR • are then

used in (3.25).

3.7 EXTENSION OF THE FARNELL (GWF) APPROXIMATION

The expressions (3.6) to (3.10) for the matrix elements of the unit cell describe the

behaviour of the network model in Fig. 3.lb exactly. As shown by Farnell [50]. for the

situation corresponding to Fig. 2.5a. where Br=O. equations (3.6) to (3.10) can be

approximated by a simpler forro near the Bragg frequency fo=v.l2p. and which provides

greater insight into the grating characteristics. The GWF approximation [50] consists in

carrying out a Taylor expansion with respect to frequency of the network model described

in Section 3.2 and retention of lowest order powers of ~. L\. and be• Extending the same

procedure to include the new element br. the approximate ABCO matrix of a unit cell of

period p becomes

where

[
-1-~(y2+b;sin2("Tl)-brF)

-j(ôp+b+d)

-j(ôp+b-d» ]

-1 - ~ (y2 +b;sin2(,. Tl) +brF)

(3.29)

•

ô = "(j-I.)

plo
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(3.30)

(3.31)

(3.32)



• fi' = 2[sin(1t1Ü + d + b cos(1t,,)]

(3.33)

(3.34)

with ~ and l!." as defined in Fig. 3.1b. Since this approximation relies on a Taylor

expansion, it is only accurate over a limited bandwidth. For narrow-band resonators this

is more than adequate: it is even sufficient to take the elements ~, be, br' and l!." evaluated

at f=f. in (3.29), with li, the detuning parameter, as the only frequency dependent

parameter. This is the main feature of the method developed in [50] for the symmetric

case br=O.

A narrow-band approximation to the COM transition matrix cil is obtained from

(3.29) using the transformations (3.20) to (3.23). Hence, using steps i) to iii) given in

Section 3.6, an approximation to K near the Bragg frequency is given by

•
1[ -j(b+ôp)

K(f"!.,,,) .. - 'd b .
p J + r sm"1t

- jd+br sin,,1t ]

j(b+ôp)

(3.35)

Comparing (3.35) with (3.19) the following formulas follow for kll and kl2 at f~f.

kI2P(!~!o) = d + j br sin(1t,,) =

= (4, +jbr)sin(1t,,) - b.cos(1t,,)

(3.36)

(3.37)

•

For a 50% mark-to-space ratio, 11 = 1/2,approximate expressions for the cell

ABCO elements which are valid over a wider bandwidth than in (3.29) are obtained by

retaining a frequency dependent second order term which is neglected in (3.29). These

expressions are used to obtain an approximation to cil using the transformations in (3.20)

62



• to (3.23) and hence again using the steps i) to Hi) given in Section 3.6 an approximation

to K is given by

1 1
K(f,Tl= 2) .. P

-j(b+ôp)

j(b+ôp)

(3.38)

Comparing (3.38) with (3.19) the following explicit formulas are obtained for kil and kl2

at 11=112

•
(3.39)

(3.40)

Explicit formulas given in [31], with '11=1/2, and using the preceding notation, are

k p = b {J} - (TtJ) A
11 <Jo 21. v

(3.41)

(3.42)

•
A comparison of (3.36) and (3.39) with (3.41), and (3.37) and (3.40) with (3.42), leads

to the conclusion that the terms bracketed by ( ) in (3.41) and (3.42) should not he there
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and furthermore that (3.42) ;s missing an energy storage term contribution. Even with

these deletions as corrections, (3.41) and (3.42), seem only valid for 11=0.5.

3.8 COMPARISON OF DIFFERENT METHODS

In this section the following numerical results conceming the approxirnate models

and the network model are given:

i. Comparing frequency responses for the network model, the CaM constant coefficients

model, and the GWF model;

ii. Comparing the profiles close to the resonant frequency for the network model, the

CaM constant coefficients model, and the GWF model;

Hi. Finding the frequency dependence of the equivalent frequency dependent CaM

coefficient matrix K(f) from the network period Q matrix;

iv. Evaluating approximate explicit formulas for the CaM elements K(f).

3.8.1 Comparison of different methods

From previous considerations in this chapter, both the CaM and the GWF

approximations have limitations with regard to bandwidth. The CaM coefficients are

frequently calculated (or measured) at a specific frequency, normally either fo or fR , and

taken as constants from this point on in calculating the frequency response of a grating

or transducer structure. In this way, the CaM approximation that uses frequency

independent parameters is evaluated. In the GWF approximation for a grating, a Taylor

expansion is carried out near fo and only the lowest usable powers of the parameter 1\,
b, and Ji, are retained in (3.29). A question that naturally arises is: over what bandwidths

can these models he used with acceptable accuracy?

The following simulations use a 680 strips, and a shorted gratingwith metallization

ratio 11=0.5 and h1Â.=1 %, in the NSPUDT orientation on quartz (Euler angles:

[0° 132.75° 25°]) [62,31] and b. as estimated in [53,56]. The frequency independent CaM

coefficients calculated, as explained in Section 3.6, at the resonant frequency, fR ,
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previously found from the network model are then used in (3.25) for the CaM

calculations. Sorne of the next comparisons are done in terms of the scattering parameters

(S-parameters). The conversion between ABCD and scattering matrices is done in the

regular network sense, and the conversion between the CaM unit-ecll based transfer

matrix and the ABCD matrix is given in (3.28).

As a first attempt to compare approximate models, Figs. 3.2 and 3.3 show plots

of magnitude and phase for the reflection coefficient Sil' and the transmission coefficient

S2\, respectively, versus the normalized frequency f"=f/fo for the network model (Section

3.2), the CaM model (Section 3.5), and the GWF model discussed in Section 3.7. For the

2% bandwidth shown in Figs. 3.2 and 3.3, one finds excellent agreement between the

approximated model of Section 3.7, the CaM solution, and the network model

calculations. It is hard to distinguish any differences in these figures.

Close to the resonant frequency, at f"=.998, the forward and backward wave

amplitudes, R(x) and S(x), are plotted with respect to the strip position for the network

model, the CaM model, and GWF model (Fig. 3.4). In Fig. 3.5 the net forward power at

f"=.998 is verified for the short-circuit grating structure. Figs. 3.4 and 3.5 verit'y once

again the consistency and the good agreement between the approximated GWF model of

Section 3.7, the CaM solution, and the network model caiculations.

aver broader bandwidths, larger differences appear. In Figs. 3.6 and 3.7 the

absolute value of the percentage differenec for S2\ between the CaM model, the network

model predictions, and the "GWF" approximate model results are shown over a 30%

bandwidth, Fig. 3.6, and a 6% bandwidth, Fig. 3.7, respectively. From these plots, it is

seen that for frequencies a few percent away from fo' the Bragg frequency, the error

rapidly increases for both the GWF and the CaM (constant kil and k\2) approximations

and for a frequency ±3'1'0 from fo' Fig. 3.7, the percentage differenec for this particular

NSPUDT orientation is around 25%. Note that the predictions with respect to variation

with frequency are very close for both CaM and GWF approximations over a 6%

bandwidth, beyond which, they deviate significantly from each other as seen in Fig. 3.6.

The conclusion is that these two approximate models can not be used over bandwidths

larger than a few percent.
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3.8.2 Freguency re~ponses for the CaM parameters

In addition to verifying over what bandwidth the CaM and GWF models can be

used with acceptable accuracy, one may ask whether useful explicit formulas exist which

may provide wider band analysis capabilities. Certainly it can be argued that no one is

interested in building a grating with such bandwidths, in which case the GWF and the

CaM models for short-circuited gratings would apply equally weil. However, if one

would Iike to operate over wider bandwidths, such as in certain SAW bandpass filters

where the interdigital transducers dictate the response, the question arises regarding how

the "k" parameters behave with frequency.

Figs. 3.8 and 3.9 show how kil and kl2 vary with frequency over a 30% bandwidth,

for the cases when the coefficients are calculated from the network model (Section 3.2),

and according to the corrected version of the formulas [(4),(5),31] which are (3.36) or

(3.39) instead of (3.41) for kil' and (3.37) instead of (3.42) for k12. A good agreement is

obtained over a large bandwidth between the two models, with the exception of Re{k'2l .

Fig. 3.9a shows Re{k'2l calculatedin three different ways: the solid from the full network

model, the broken one from the explicit formula (3.40), and the dash-dot one from the

corrected version of [(5),31], which is (3.42) with the bracketed {l term deleted. If the

(l term is maintained, the discrepancy of kl2 with frequency is even larger further away

from the normalized frequency f.=f/f.= 1.

For Im(k'2l, Fig. 3.9b, a reasonable agreement of the order of 5% is observed;

however as can be seen in Fig. 3.9a, a very large difference appears between Re(kl2 l as

calculated from the full network model and as calculated in [31]. The same difference for

Re(k'2l is found in the case of quartz ST-X (Euler angles:[O· 132.75° 0°]), where k'2 is

pure real (Fig. 3.10). The conclusion that can he drawn from Figs. 3.9 and 3.10 is that to

calculate k'2 for larger bandwidths through an analytical expression, its dependency on be

must he taken into consideration. This dependency is shown by the last term in the

approximate expression (3.40).

lt is interesting to note that for the particular NSPUDT direction chosen the
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reflection coefficient per strip is smaIler than in the quartz ST-X by a factor of 2, leading

to longer structures in order to achieve the desired reflectivity. Thus the search for other

NSPUDT cuts, that can provide higher reflectivity, is certainly of great interest not only

for resonators, where temperature coefficients may be a strong limitation, but aIso for

other devices where IDT transducers play the main role.

ln this section, an anaIysis of the short-circuited grating response has been

performed based on the network model developed in this chapter. Scattering parameters

frequency responses have been compared between the network model, CaM, and GWF

approximation predictions. For smaIl bandwidth, which is the usual case of a short

circuited gratings, excellent agreement has been obtained, confirming the consistency

between the different methods. For bandwidth larger than a few percent, errors in the

CaM with constant coefficients and in the GWF approximation increase rapidly.

AnaIyticaI expressions for the CaM parameters derived in this chapter from the GWF

approximation and predicting their dependency on frequency, and on geometric and

materiaI parameters have been compared to available expressions in the literature. It has

been verified that the retcntion of a second order term with frequency in the GWF

approximation aIlows the anaIyticaI CaM parameters expressions derived to match the

network model predictions for bandwidth in excess of 30%.
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3.9 SUMMARY AND CONCLUDING REMARKS

In this chapter the short-circuited grating structure oriented along arbitrary

directions is analyzed. The scalar model developed in Chapter II for a discontinuity is

extended to deal with the concept of cell and periodicity associated with the grating

structure.

A generalized network model for SAW short-circuited gratings fabricated along

arbitrary, and hence including both symmetric and asymmetric directions such as the

NSPUDT orientations, is presented for the first time (Section 3.2).

The predictions of this model have been used to evaluate the Coupling-of-Modes

phenomenological description. A procedure is outlined to calculate a "differential-from

discrete" solution, which is the basis of the Coupling-of-Modes, CaM, description

(Section 3.3). The fact that there exists a corresponding differential system for a periodic

structure, which has a unit cell input-output matrix description for any pair of independent

port-variables has been used to calculate the CaM parameters directly from the network

model (Section 3.6).

An approximate scalar model, the GWF approximation, is extended to account for

arbitrary orientations, hence both symmetric and asymmetric orientations (Section 3.7).

Using this extended model, simple explicit formulas for the ABCD matrix and therefore

for the CaM parameters have been derived. The retention of a second order frequency

term in the GWF approximation allowed the extension of the bandwidth of the formulas

derived. The CaM parameter equations found have been compared to the ones quoteo,;';}

the literature. The formulas derived for the CaM parameters predict their dependence on

frequency, on material parameters, and on geometrical parameters, and may yield results

that match network model calculations for relative bandwidths in excess of 30% (Section

3.8.2). Comparison of frequency responses among the different methods, namely the

network model, the CaM model and the approximate model showed complete

consistency. This comparison also permitted an evaluation of the limitations in frequency

of the CaM with constant coefficients and the GWF model with respect to the network
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model, which, for the quartz ST-25° example used, is about 25% in the absolute value of

the percentage difference for S21 , for a frequency ±3% from fo (Section 3.8.1).

In the next chapter the scalar network model is extended to describe lOT structures

oriented along arbitrary propagating directions (symmetric and asymmetric orientations).

This modelling provides a powerful tool to increase the insight in device design and

analysis, which has historically been done along asymmetric orientations only through the

COM description.
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CHAPTERIV

ARBITRARILY ORIENTED INTERDIGITAL TRANSDUCER

4.1 INTRODUCTION

In Chapter II a network model for arbitrarily oriented SAW structures based on

reflection coefficient calculations was given. Discontinuity effects due to metal layers

were discussed and network parameters defined according to the geometry of the structure.

In Chapter III this model was used successfuUy to represent a short-circuited grating.

In this chapter, this scalar network model is extended further to describe

interdigital transducers (lOTs), where an excitation voltage is present, and to describe

open-circuited gratings, where induced voltages exist along the propagation direction.

The structures discussed in this chapter consist of a primary geometrical pattern

repeated in space, caUed a "ceU", as was the case for the short-circuited grating in the

previous chapter. In this thesis only the regular two fingers per wavelength IDT type,

simply called "regular IDT", and the split-finger transducer type are discussed. Although

the analysis presented concentrates on the regular and the split-finger lOTs, the unit-ceU

based model is quite general and applies to any IDT geometry and material orientation.

Good physical insight into the structure's characteristics is obtained from the scalar

model developed, since only ordinary network elements are combined in accordance with

the IDT geometry.

In Section 4.2 the lOT structure oriented along arbitrary directions is introduced,

and in Sections 4.3 and 4.4 the development of the Network Model for the regular IDT

and the split-finger lOT, respectively, are given. In Section 4.5 power conservation, input

admittance and directivity effects are considered, and in Section 4.6 a method for finding

high directivity orientations is outlined. In Section 4.7, the COM description reviewed in
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Chapter fi is generalized to include transducers, and the "third" COM coefficient is

calculated from the network mode!. Section 4.8 discusses first order approximations to the

IDT models. In Section 4.9 the network model developed is used to calculate the

performance of a complete delay line structure, taking advantage from the transmission

matrix formulation adopted. Section 4.10 describes the open-circuited grating. Numerical

and experimental results are presented in Section 4.11. Section 4.12 is devoted to sorne

concluding remarks.

4.2 THE INTERDIGITAL TRANSDUCER· INITIAL CONSIDERATIONS

As previously mentioned the IDT network models available to date are scalar

approximations which model IDT structures as sections of transmission lines, coupled

through a transformer to an electrical port [14,13,29,15]. Most models do not include

lumped susceptances to account for reflections at the metal finger-edge discontinuities and

simpler models do not even take into account differences in velocities and "wave

impedances" between free and metallized regions. Such additional simplifications further

restrict the applicability of these models.

Another important restriction of these network models is that they use symmetrical

network topologies, and therefore they work weil only along symmetric orientations. For

an arbitrarily oriented IDT structure where reflections due to strip discontinuities must be

accounted for, this bilateral symmetry property does not apply, and sorne directivity in the

transduction must exist, Le., more power is launched in one direction with respect to the

other. Recently, directivities of the order of 12 dB have been measured for quartz (Euler

angles: 0° 132.75° 25°) [31,34], which is a high directivity or NSPUDT direction. In light

of the preceding considerations, the need for, and usefulness of, an IDT Network Model

which applies for arbitrary material orientations is evident.

In the next section, a simple and accurate IDT Network Model which accounts for

the asymmetry along arbitrary orientations is described.
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4.3 THE REGULAR IDT

To account successfully for the non-syrnrnetrical behaviour of arbitrarily oriented

lOTs the bilateral syrnrnetry constraint in any model must be removed. It is shown in this

chapter that the required asyrnrnetry is inherent in the upstep reflection coefficient cru)

calculation, discussed in Chapter n. On creating a network model to describe the metallic

strip/layer discontinuity problem on arbitrary orientations (Fig. 2.6), it was shown that the

symmetry of the network is destroyed by the introduction of shunt susceptances +B, at the

finger upstep and -Br at the finger downstep [52].

The scalar network model given in Section 2.7 (Fig. 2.6) and used to study the

grating structure in Chapter m (Fig. 3.1), serves precise1y the purpose of characterizing

this non-symmetrical feature of the lOT, and is incorporated in the present proposed lOT

model [53]. As in the case of the grating structure, the acoustical part of the lOT cell is

represented by altemating sections of unperturbed and perturbed regions, modelied by

transmission lines of different characteristic Impedances and velocities, with lumped

discontinuities at the transitions between regions, as indicated in the center part of

Fig. 4.1. An lOT cell contains ail the elements of the shorted grating cell. The new

variable is the applied voltage, which is, of course, zero in a shorted grating.

The lOT structure is shown in the upper part of Fig. 4.1. Although the primary cell

can be connected in any desired fashion to the positive and negative bus bars, the analysis

in this section is restricted to the regular lOT structure at the top of Fig. 4.1, having two

fingers per wavelength with opposite polarities. The lower part of Fig. 4.1 shows the

proposed mode1 for a half-period lOT cell oriented along an arbitrnry direction. The cell

shown is assumed to be connected to the positive polarity bus-bar.

The electromechanical coupling is taken into account for each lOT half-period p

with a transformer in a Mason-like fashion [82], according to the finger polarity. The

transformer secondary is connected at the extremities of the acoustic transmission line

sections of the lOT cell; the primary is connected to the electrical bus bar. The negative

electrode cell is obtained by reversing the transformer secondary polarization, which is

equivalent to reversing the sign of n.
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Fig. 4.1 Regu1ar lOT structure and the corresponding network model for a positive

po1arity half-period cell.
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• The transformer ratio n is taken to be given by the same relation as in 8mith's

paper [14] with the characteristic mechanical impedance, :l", set to unity, namely

(4.1)

where vois the acoustic velocity in the free region, Cc is indicated in Fig. 4.1 and

represents the lOT capacitance per half-period p (unit: farad), and k,rr is calculated

considering the periodicity of the structure [65].

8ince it is desired to cascade cells having altemating polarities, it is convenient to

describe them by .neans of a 4x4 transfer matrix [13]. The transfer matrix variables, Fi '

Vi , Ei , Ii' i=I,2, shown in Fig. 4.1, represent the mechanical variables and the electrical

variables. From basic network theory the resulting transfer matrix description for the half

period circuit in Fig. 4.1 is given by

• =

A
C
o

nC

B
D
o

-n(I-D)

-n(I-A)
nC
1

(n 2C+jülC.)

(4.2)

•

where A, B, C, D are the 2x2 mechanical transfer matrix elements describing the short

circuited grating model and given explicitly in section 3.2, equations (3.6) to (3.9). The

full lOT transfer matrix for a period 2p is then given by T=T(n)T(on). The full transducer

is therefore described by cascading the appropriate number of cel1 transfer matrices.

For the proposed model, it is opportune to reiterate that all the information

necessary to account for the asymmetry in an arbitrary orientation is contained in the

model parameter Br (-Br), which cornes from the calcu!ation of the upstep (downstep)

reflection coefficient. With respect to the grating mode!, the additional network parameters

inc1uded to account for the piezoelectric transduction are Ce and n.
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4.4 THE SPLIT·FINGER IDT

For completeness and for comparison with experimental data for the delay line

(one regular and one split-finger IDT) discussed in Section 4.11 the split-finger structure

is also analyzed. In this structure (Fig. 4.2) the lOT cell is built by acoustically cascading

two fingers having the same polarity, which is equivalent to multiplying the 2x2 matrices

corresponding to the acoustic part alone. This defines a new 2x2 transfer matrix T'(n')

with parameters A', B', C' and D', to replace A, B, C and D in (4.2). For the transfonner

ratio n', values of C'. and k' .ff corresponding to the split finger lOT must be used in (4.1)

[65]. The lower part of Fig. 4.2 shows the model for the split-fingerIDT.

With the modifications mentioned above, a full IDT period 2p is again represented

by multiplying the two transfer matrices T'(n') and T'(·n'). The full transducer is

therefore obtained by cascading cells as shown in Fig. 4.2, with alternating polarities for

n.

4.5 SOME IDT CHARACTERISTICS

ln tbis section the driving point admittance impedance, the directivity evaluation,

and energy conservation are discussed.

The IDT is viewed as a three port device, consisting of one electrical and two

mechanical ports (Fig 4.3a). The reduction from 4 ports to 3 ports is just because, for the

lOT as a structure (Fig. 4.1 and (4.2)), E)=E2=E, 12=0 (end of the structure), and 1)=1.

If one of the acoustic ports is match-terminated with Zo , the terminal acoustic variables

at that specific port are eliminated and the matched port is then absorbed, allowing the

lOT to be treated as a two-port network. In Fig. 4.3b the acoustic port 1 is absorbed, and

in Fig. 4.3c port 2 is absorbed. In a regular lOT oriented along symmetric directions, it

is irrelevant whether port 1 or port 2 is acoustically matched and absorbed. In contrast,

for arbitrary orientations, symmetry no longer applies, and it is from the difference in the

transmission response when port 1 or port 2 is matched and absorbed that the directivity

described in this section is derived.
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Fig. 4.2 Split-finger lOT structure and the corresponding network mode! for a positive

po!arity half-period cell.
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Fig.4.3 a) lOT as a three port device; b) absorption of the acoustic port 1; c) absorption

of the acoustic port 2; d) two port representation which results from the absorption

of one acoustic port.
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• Once a two port network is established, its scattering pararneter (S pararneters) are

calculated from the ABCD matrix using standard network theory. Here the acoustic

matched impedance is taken to be Zo=Zo'=1, and the electrical matched impedance is

taken as to he Zo2=50n. The lOT is then represented by one acoustical and one electrical

port, as shown in Fig. 4.3d.

Power conservation is checked by verifying that

(4.3)

•

where S33 is the electrical port reflection coefficient, S13 is the transmission coefficient for

the acoustic port referring to lOT l, and S23 is the transmission coefficient for the acoustic

port referring ta lOT II.

Matching acoustic ports 1 and 2, which correspond to the extreme cells of the lOT

structure (Fig. 4.3a), the acoustic ports are absorbed, and the driving point admittance

Yin=IIE is calculated. Defining TI as the 4x4 lOT overal! transfer matrix obtained by

cascading the ABCD matrices of the transducer cells with their proper polarity (equation

(4.2», Yin is written in terms of the elements of TI as

(4.4)

Still considering both acoustic ports matched as in the previous paragraph,

directivity is defined as the ratio between the power going to the "right" (direction of the

forward wave, positive x axis direction) and the power going to the "Ieft" (direction of the

backward wave, negative x axis direction). In t"rms of the 4x4 lOT transfer matrix TI

defined in the previous paragraph, the directivity is expressed as

(4.5)

•
The above expressions for the driving point admittance and the directivity are

compared to experimental data in Section 4.11.
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4.6 mGR DIRECTIVITY (NSPUDT) ORIENTATIONS

At the end of last section an expression is given (4.5) for the directivity of a

transducing structure. In this section, the directivity phenomenon is examined from a

"physical" point of view by investigating the reflections in the structure. This discussion

leads to a procedure for finding and maximizing high directivity orientations in a material

in a chosen plane.

Consider Fig. 4.4, which applies when energy storage effect is neglected. In this

figure, the reflection coefficients for counterpropagating waves at locations 1 and 3 are

shown as the conjugates of the reflection coefficients r ù and ru , respectively. This

property was demonstrated in Chapter II; the question asked here is: what can be said with

respect to the phase of ru ,rd , and the propagation phase shift of a half strip length (a/2)

in the metallized region, ~=0)a/2vm' in order to have maximum power going to the right

(+x direction), and consequently minimum power going to the left (-x direction)? By

finding such relations, strategies for identifying high directivity orientations and therefore

appropriate materials and cuts are formulated.

For maximum power going to the right, the wave that goes to the right must be

exactly in phase with the reflected waves at locations 1 and 3 of Fig. 4.4, and the wave

that goes to the left must be 1800 out of phase with the reflected waves at locations 2 and

4. These requirements are given by

•

-2~ + Lor) +1800 = 0
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Fig. 4.4 Locations of reflections due to discontinuities in the lOT structure (energy

storage effect neglected in this figure).
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• and

(4.7a)

(4.7b)

Solving (4.6a) and (4.6b) one gets, to within ± 1800

• From (4.7) and (4.8), one arrives at

L(r.) = 900

(4.8a)

(4.8b)

(4.9)

Therefore (4.8) and (4.9) fix the conditions for the search of high directivity

orientations and also, through $, the optimum IDT geometry. In terms of the network

model parameters, (4.8) and (4.9) can only be satisfied if the following inequality

constraints hold

(4.10)

•

where b,=ZoB,.

It can he shown that inclusion of energy storage effects through B. does not affect

these conclusions. Clearly, since (4.8b) can only he satisfied exactly at a single frequency

v,./4a, high directivity is achievable only across a finite bandwidth.
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In summary, the proposed model helps in understanding the high directivity

(NSPUDT) operation. Since ru depends uniquely on the layer material and on the SAW

properties in the substrate, (4.8) and (4.9) are used as guidelines for finding nevv high

directivity orientations. Sorne numerical examples and results for the search method

described above are discussed in Section 4.11.

A high directivitv application

To illustrate a high directivity or NSPUDT orientation application, one can refer

to the resonator devised by P. Wright [66].

In a regular two-port one-pole resonator oriented along symmetric directions, an

input and an output IDT are located between two gratings, as shown in Fig. 4.5a. Low

cost commercial resonators consist of aluminium film deposited gratings and transducers,

with typical metallization ratio of 11=0.5, and the distance ,between the inner strips of the

gratings (cavity length) as n'4/2; ~ here, the resonant frequency.

The placement of the transducers inside the cavity is of importance in such

devices, since the IDT themselves act as reflectors. If the IDT is placed periodically, as

a natural sequence of the grating, Fig. 4.5b, there is the evident advantage that the IDT

fingers discontinuities reflect in phase with the grating and do not disturb the cavity

response (synchronous placement). This scheme also results in small cavity lengths, which

turns out to be another advantage since spurious cavity resonances are moved further away

from the passband. A disadvantage of the synchronous scheme is the fact that the

synchronously placed transducers are not maximally coupling to the standing wave

implying higher insertion losses, or equivalently lower Q, as can be noted from the

standing wave pattern drawn in Fig. 4.5b. Another disadvantage, is the fact that a lower

frequency resonance peak occurs since the IDTs will couple even stronger to it; at a high

frequency a null takes place (Fig. 4.5b).

If the asynchronous scheme is adopted so that the transducers couple maximally

to the standing wave (Fig. 4.5c), the IDTs reflections are no longer in phase with the

grating reflection and spurious resonances appear. Additionally, there is an increased

complexity in the mask design, device fabrication, and an increased sensitivity to the
,,/,-;;;'
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thickness of the layer [66].

The resonator structure on a high directivity orientation is shown in Fig. 4.5d, with

the lOTs and gratings synchronously placed. While retaining the synchronous placement

advantages mentioned before, the NSPUDT resonator naturally avoids the disadvantages

of non-maximal coupling. At NSPUDT orientations the standing wave pattern is shifted

45°, or equivalently the reflection coefficient Lr" =90° =- Lr"bk (Fig. 4.5c) as discussed

earlier in this section. Note that the transducers must be at the same side of the small

cavity, so that both are maximally coupled at the resonance.

4.7 THE COM DESCRIPTION

In Chapter 3 the coupling-of-modes description is given as a set of two differential

equations with constant coefficients, in variables R and S, and with voltage V0 , the strip ",

voltage and input forcing function. The COM equation given by (3.19) is repeated below

for convenience.

~
(X)] [ja. ]

+ VG(x)
S(x) -ja.'

•

The solution to the above equation is written as the sum of the "zero-input" or

homogeneous solution (unforced, V0=0), of specifie interest for short-circuited gratings,

and of the "zero-state" or particular solution (Vo;tO). For compactness and facility in

describing the lOT as a tbree-port network (Fig. 4.6), the solution is written as a set of

three equations
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Fig. 4.5 a) Regular two-port one-pole resonator; b) Synchronous placement of the IDTs

and standing wave diagram; c) standing wave diagram for asynchronous placement

of the IDTs; d) NSPUDT resonator structure [66].
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• R(x) R(O)

S(x) = B(x) . SeO)

/(x)-/(O) VG

(4.1 I)

where

bu b!2 bl3

B(x) = b!~ b;! b;3
(4.12)

b31 -b3'! b33

•
The equations for the matrix elements of B(x) are given by

(4.13)
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with

1

Â1 = [Ikd2
- (kll +ôi] 2

and

The calculation of the parameters kil and k'2 from the network model was

described in Section 3.6. The only COM parameter yet to be determined is lX, the

transduction coefficient, which has been the subject of a number of recent papers [67,68].

A straightforward way of finding lX is to identify the COM short-circuit current

equation from the third row of (4.11) with the corresponding network model short-circuit

current equation (fourth row of (4.2», yielding a complex lX

(4.18)

with

(4.19)

nÂ~(A -1) +2"r[ô +kll-k.2r][cosh(Â1) -1]

", = 2 {Â.sinh(Â1) +kl2/[cosh(Â.) -1]}
(4.20)

•
where complex k'2 is written as k'2=k'2,+jkI2i, and Â., is the same as defined for (3.25).
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Fig. 4.6 Coupling-of-modes (COM) variables for the IDT structure.
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Since (4.19) and (4.20) are rather bulky, they are approximated by means of a first

order Taylor expansion around fo' the Bragg frequency, and substitution of the first-order

approximations for A, C, kit, and kl2 given in Chapter m. The procedure is discussed in

the next section.

4.8 FIRST-ORDER APPROXIMATIONS

In this section the approximate network model and the COM model parameters are

discussed for transducers.

4.8.1 Approximate network model parameters

For the network model cell, the simplification in calculations using (4.2) is

achieved through the determination of approximate expressions for the A, B, C and D

matrix elements, Le., through (3.29), Section 3.7. These expressions are obtained by

rcplacing the network model parameters, Ii" L\, Be' and Br' with their Taylor expansions

with respect to frequency and retention of only the lowest-order powers of these

parameters.

When the approximate A, B, C and D matrix element values replace the exact

ones, a good approximation around the frequency fo was obtained for the grating transfer

matrix, as was shown in Chapter m. This good approximation is a1so true for the lOT

transfer matrix, as verified in Section 4.11.

4.8.2 Approximate COM parameters

With respect to the COM parameters, approximate analytical expressions for kit

and kl2 have been derived in Section 3.7. What remains is to derive an approximate

analytical expression for a.

This is done using the same procedure outlined in the previous Section 4.5, which

led to (4.18) to (4.20), namely identifying the short-circuit current equation for COM
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• (third row of (4.11» with the short-circuit CUITent equation for the cell structure. The

procedure is: (i) perforrn a Taylor expansion of a with respect to frequency around f.; (ii)

then use the approximate expressions for the A, C, kil and k12 elements; and (Hi) retain

the first-order terrns. The resulting approximate equation for ap is

(4.21)

•

•

For completeness, the approximate ~xpressions for kllp and k12P' as given by (3.36)

and (3.37) in Section 3.7, are repeated here

kl'JP(j~fo) = d + jbrsin(m]) =

= (â. +jbr)sin(",,) - b.cos{",,)

In the above, the explicit dependence on the metallization ratio, 11=a1P, is exhibited.

From these approximate equations, since band d « l, the phase of lX is close to _90· and

its magnitude is close to n.

4.9 A DELAY UNE ON ARBITRARY ORIENTATIONS

From the discussion in Sections 4.5 and 4.6, the regular IDT structure oriented

along arbitrary asymmetric directions presents at least sorne directivity at its fundamental

frequency f., whereas the split-finger structure of Section 4.4 with 11=.5 presents no

directivity. Basically there is coherent reflection, which add in phase in the regular IDT,

but are out of phase for the split-finger structure.

A convenient way of checking directivity at a certain frequency is to employ one

regular lOT and one split-finger lOT designed to operate at their fundamental frequency
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fo' The relative position of the different lOTs is essential in detecting the non-symmetric

response. The directivity is given by the ratio of the electrical transmission coefficients

for the entire delay line when the regular lOT is on the left (forward propagation) with

respect to the situation where the regular lOT is on the right (reverse propagation)

(Section 4.5).

Other than serving the purpose of measuring directivity, this delay line is a nice

example of the convenience of using transmission matrices. The cascading of the cell

leads to the lOT structure as seen in Fig. 4.3, which in its tum is cascaded with other

SAW structures in order to finally assemble a device, in this case a delay line, Fig. 4.7.

In this figure, the transmission matrices for both transducers are represented by the blocks

QTI and QTII; 0eJ, portrays a section of transmission line (pure delay) in between the two

transducers; QZPl' QYPI' Ozn and QYP2 are parasitic elements which must be accounted for

in most practical devices, with the 0zPi terms representing the transmission matrix for a

series impedance, and the QyPi terms representing the transmission matrix for a parallel

admittance; finally, in this example, 0zM1 and 0zM2 represent the transmission matrix for

a series impedance, usually an inductor, basically used to resonate the lOT static

capacitance. As depicted in Fig. 4.7, the transmission matrix for the full delay line, QOL ,

is built by simply multiplying the transmission matrix of each individual block. The

scattering parameters for the full delay line are calculated from QOL , assuming ZOELEC=SOn

at both terminal electrical ports.

In Section 4.11 delay line numerical simulations are presented and their results

compared experimental data.

99



•
transducer pure delay transducer

•

•

QTU Qdl QTI

-- -- -1 ------- , -- -------~ ----{ ---

(

QZP2

~
QZPl

Lp

( HI-
< (

Cp

QYP2 ( QYPI

--1 --- ------- ' parasitics "-
------~ ---~ --

QZM2
tuning tunlng

QZMIinductance inductance

6 6 6 ~

Fig. 4.7 Transmission matrix blocks used for constructing a SAW delay line.

100



• 4.10 OPEN·CIRCUITED GRATINGS

4.10.1 Network Model

The analysis of the open-circuit grating structure is not as simple as the short

circuited grating for the reason that the voltage at all the strips are no longer the same.

The open-circuited grating is, however, just a special case of the lOT. Referring to

Fig. 4.1, the IDT cell is used to represent an open-circuited grating cell with 11=12=0 and

E1=E2=E. Imposing these conditions in (4.2), one gets for the open-circuited grating

(4.22)

•

•

where p=n2/jroCE, n and CE specified in (4.1), and the A, B, C and D parameters are as

given in Section 3.2 for the short circuited grating. Therefore (4.22) defines the

transmission matrix for the open-circuit grating, where other than the same ABCD

elements which determine the transmission matrix for the short circuited grating, n and

CE are required. Also, instead of employing the full expressions for the ABCD elements

derived in Section 3.2, the GWF approximated ABCD elements derived in Section 3.7 for

arbitrary directions can be used, thus providing approximate analytical expressions for the

transmission matrix in (4.22).

4.10.2 Coupling-of-Modes

ln Section 4.6, the COM equation (3.19), was solved for the lOT, in which case

Va was assumed constant with respect to the propagating direction x. This is not the case

for an open-circuited grating, where Va is a function of x, Va(x).
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• The COM equation for the incremental current [31,60) according to the polarity

convention adopted in Fig. 4.6 is given by

dI(x) - -
-- = j2a.'R(x) + j2a.S(x) -

dx

wC
j--'VG(x)

p
(4.23)

Recalling that for the open circuit grating I(x)=O, VG(x) are readily determined

from (4.23) in terms of R and S, and substituted in (3.19), leading to

!!.~(X)] =

dxlS(x)

• ·21 12
-j{k +ô) + J a.

11 wC)p

j2(a. ')2

wC)p

-jk + j2(a.)~
12 wC)p

j(k +ô) _ j21a.12

11 wC)p

~(X)] = K., ~(X)]
lS(x) lS(x)

(4.24)

• The advantage of making the above substitution for VG(x) lies in the fact that one can

treat the matrix K"., like the matrix K in Section 3.5, with the solution for the variables

R and Sgiven by

~
(X)] [R(X-XO>

= cil (x-xO>
S(x) .c S(x-xo»

(4.25)

•

where cI>oe(X-lIo) is the transition matrix for the open circuit situation. Therefore, for the

second-order system defined by (4.24), the solution can be expressed in terms of
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• ct>oc(x)=exp[Koc'x], in an analogous way to what was been done in Section 3.5, namely

. y inh('oc)-J-8 "'1 X,-oc
1

(4.26)

•

with Â.f=[lyl2- ~2fl2, the system eigenvalues being Â.f and -Â.f and

0:2

Y = [k --]
12 V

and V=roCj2. It is interesting to notice that replacing ~ by (ku+ll), Yby k12, and Â.f by

Â.1, one ends up with the transition matrix for the zero-input system, derived in Section

3.5.

4.11 NUMERICAL AND EXPERIMENTAL RESULTS

In this section numerical and experimental results regarding the interdigital

structures modelled in this chapter are presented. As was done in Chapter ID for the case

of short-circuited gratings, the consistency of the COM and the approximatèd models is

checked against the network model developed in this thesis. AIso in the first part of this

section, network model calculations are compared with published device measurements

for the NSPUDT quartz orientation (Euler angles:[O° 132.75° 25°]). lOT insertion loss,

lOT input admittance, directivity, and delay line insertion loss plots are presented. In a
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second part of this section the network model calculations are compared with

measurements on delay lines structures containing two regular IDTs. In this subsection,

more traditional orientations, namely quartz ST-X (Euler angles:[O° 132.75° 0°]) and YZ

LiNba) (Euler angles: [0° 90° 90°]) are inciuded. In a third and final part of this section,

the procedure to find NSPUDT orientations, developed earlier in this Chapter, is ill'lstrated

with sorne. numerical results.

4.11.1 Comparison with CaM. approximate model. and published experiments

The next paragraphs are devoted to the presentation of sorne calculated results

using the lOT model defined in this thesis. Comparisons are made with: calculations using

the COM procedure, calculations using the approximate equations referred to in Section

4.8, and also with published measured data.

Most of the caJ.culations and comparisons in this subsection refer to quartz ST-25

(Euler angles: [0° 132.75° 25°]). The reason for the choice is that this cut was one of the

first for which a practical application of the non-symmetrical lOT behaviour was

mentioned, namely the high directivity (NSPUDT) phenomenon. The avaiIabiiity of

published experimental data for direct comparison with computations was another reason

for this choice. However it is worth stressing that the model developed in this thesis

applies to arbitrary directions. High directivity orientations are just particular cases.

The values of the lOT parameters used in this subsection are: regular lOT of 500

fingers, as discussed in Section 4.3; finger width of 5 !Jm and finger-overiap width of 1.6

mm; metailization ratio 11=0.5; AI-film thickness of 2000 Â. The device parameter values

as well as ail experimentai data in this section are from [31,32].

As an initial self-consistency test, the frequency responses of the lOT electrical to

mechanical insertion loss using the CaM description & the Network Model are compared

in Fig. 4.8 for both the forward and the reverse propagation directions. For this crystal cut

and for this essentially narrowband lOT structure, the CaM description calculations match

the Network Model calculations to within 2% over a 10 dB bandwidth.
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Figure 4.9 compare the frequency responses of the lOT electrical to mechanical

insertion loss using the extended GWF approximate network model parameters (Section

4.8.1) and the full network model (Section 4.3). For the same narrowband situation plotted

in Fig. 4.8, the error obtained in the magnitude using the approximate equations is less

than 0.6% over a 10 dB bandwidth [56].

Figure 4.10 is the directivit"j plot for the same lOT structure. This graph is the

difference between the Network Model curves in Figs. 4.8a & 4.8b, and can be calculated

using (4.5). The 12.8 dB directivity obtained is in agreement with experimental results,

as shown in the figure.

In Fig. 4.11 the calculated input admittance for the same lOT structure is compared

with measured results. The solid curve is the calculated result neglecting parasitics,

whereas the broken line takes into account a typical parasitic circuit consisting of a 6 nH

series inductance followed by a 1 pF capacitance to ground. The calculated curves agree

very well with the measured data for both the conductance and the susceptance when

taking into account this parasitic circuit.

A delay line structure was also simulated. The first transducer is the one mentioned

above. The second is a 20 wavelength split-finger IDT, modelled as discussed in Section

4.4. A 3 liS (free region delay) was used between transducers. Note that since the

proposed model takes reflections of the structure into account, the triple transit effect in

a delay line is fully predicted, as well as any distortions due to multiple reflections in the

structure.

Figure 4.12 shows the excellent agreement obtained between the proposed model

and the measured data for the delay line insertion loss for both propagation directions:

forward and reverse (positions of split-finger IDT and regular lOT interchanged). The 1.6

dB difference in insertion loss is quite acceptable since several mechanisms, like: mode

conversion, radiation losses, propagation losses, diffraction loss, ohmic losses, and other

device imperfections (a1ignment with the crystal axis, shorted or open fingers, etc.) are not

considered in the mode!.
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Because the calculated curves in Fig. 4.12 used only be as a parameter for

obtaining a best fit with the experimental data, we are able to estimate that the value of

the energy storage susceptance, be, for this quartz orientation is be=9.57t{hlÀ.)2. This is a

useful result and yields a value of be which is about 20% different from the value for the

X-propagating direction [57] for the same hlÀ..

4.11.2 Other regular IDT delay lines: comparison with measured data

The objective of this subsection is to compare sorne additional regular IDT delay

line insertion loss measurements with predictions obtained by using the network model

developed in this thesis. Sorne of the following results are oriented along more traditional

crystal directions,like quartz ST-X (Euler angles: [0° 132.75° 0°]) and YZ-LiNbO) (Euler

angles:[O° 90° 90°]).
!,

The values of the IDT parameters used for the quartz orientations results in this

subsection are: regular IDT (Section 4.3) of 120 fingers; finger width of 16 f.Im and

finger-overlap width of 3.2 mm; metallization ratio 11=0.5; Al-film thickness of 1500 Â;

and center to center distance between IDTs equal to 8 mm.

From Figs. 4.13 and 4.14 an excellent agreement can be seen between the

predicted and the measured delay line insertion loss results for ST-X quartz. The predicted

and measured sidelobes are in good agreement at about -26.8 dB. In this case the

calculated insertion loss is -31.1 dB and the one obtained experimentally is -31.9 dB, the

difference being credited to the same factors mentioned in the previous subsection. In

Fig. 4.13 interference due to plate modes [5] not included in the network model analysis

can be noted at higher frequencies. In the passband, a frequency perturbation of about 150

KHz, which is due to the effect of multiple reflections in the lOT electrodes, is seen in

both the predicted and the measured results.

For the same delay line geometry, Figs. 4.15 and 4.16 verify the good agreement

in a delay line insertion 10ss prediction loss for the NSPUDT orientation quartz ST-25°.

The sidelobes prediction and the measured results are in excellent agreement, both

-26.5 dB below the main lobe. The predicted and measured insertion losses are -29.5 dB
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and -32.2 dB, respectively. At this orientation a power f10w angle of 5° is calculated, and

since that has not been accounted for in the design of the mask, originally projected for

quartz ST-X, an additional l.l dB insertion loss is expected in this case. As in the case

of quartz ST-X, plate modes can be observed at higher frequencies. For both quartz

experiments illustrated above, the effect of energy storage is negligible due to the titin

layer (h!Âs.OO23).

Figs. 4.17 and 4.18 compare the insertion loss predicted by the network model

with measured results [69] for the YZ-LiNb03 orientation. The transducer parameters are:

regular lOT of Il" fingers; finger width of 12.3 lIIIl and finger-overlap width of 2.56 mm;

metallization ratio 11=0.5; Al-film thickness of 1800 Â; and center to center distance

between lOTs equal to 12 mm. Again a very good agreement is observed between

calculate and measured resu!~. The right sidelobe suffers strong distortion due to the

slow-shear bulk mode generated by the lOT in this orientation [16,70].

4.11.3 Sorne numerical results for NSPUDT search orientations

Another important point addressed in this section refers to the procedure outlined

in Section 4.6 for finding high directivity orientations. A straightforward consequence of

higher directivities is that one needs less fingers to get the same directivity effect. This

might be an advantage in saving substrate in NSPUDT applications, and avoiding

additional problems in mask making and construction of the device. Certainly in addition

to the high directivity search, other parameters must be observed in finding a practical

NSPUDT orientation, such as the piezoelectric coupling coefficient, the ref1ectivity itself,

and the temperature dependence. The objective in this subsection is to illustrate with a few

examples the NSPUDT search procedure of Section 4.6.
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Working with the conditions imposed by (4.8) and (4.9), enables one to find the

highest directivity orientations in ST cut quartz, at (Euler angles: 0° 132.75° 'l'), 'l'=21°,

159°,300° and 240°, for h/2p=.01 . For example, at 'l'=3OO°, a directivity of 30.5 dB is

obtained. Such a value is much higher than the 12.8 dB for the direction (Euler angles:

0° 132.75° 25°) shown in Fig. 4.10. Although the electromechanical coupling constant for

the 300° direction (K2=4.5·104
, Irul=3.5·1O·3) is about one third that of the 25° direction

(K2=1.4·1O·3, Irul=1.5·1O·3), the much higher directivity obtained deserves attention and

may justify the use of this new orientation. Due to the quartz symmetry, the 21 ° & 159°

orientations and the 300° & 240° orientations have the same directivity properties. One

should comment, however, that the '.1'=60°,120°,201° and 339° orientations (the [lfst two

are mentioned in [32]) correspond to reverse-NSPUDT directions: the power goes in the

opposite directions for these values of 'l'. Applying the conditions imposed by (4.8) and

(4.9) to lithium tetraborate, one high directivity orientation identified in this material is

(Euler angles: 0° 60° 27°), with K2=5.5·1O·3, and Irul=3.2·I0'3 for h/2p=.01, and a

directivity of 23.3 dB, illustrating once again the method discussed in Section 4.6.

In this section plots of directivity, input admittance and delay line insertion loss

have been presented for transducer structures oriented along a high directivity NSPUDT

direction, quartz (Euler angles: 0° 132.75° 25°). Excellent agreement between measured

published results and the predictions of the scalar model developed in this work have been

demonstrated. The same good agreement has been observed in comparing delay line

insertion loss measurements with the network model predictions along more traditional

orientations such as ST-X quartz and YZ LiNb03 . The consistency between the network

model developed, the COM model and the GWF approximation has been demonstrated

through predictions of the lOT electrical to mechanical insertion loss. Finally, the high

directivity search procedure developed in this chapter has been applied for two different

material cuts, in order to illustrate its use.
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4.12 SUMMARY AND CONCLUDING REMARKS

In this chapter a Network Model for arbitrarily oriented IDT structures has been

presented. Full expressions have been derived for calculating the transfer matrix for each

lOT cell, which are then cascaded for the full IDT computation (Section 4.3). One of the

main features of the model devised is that all discontinuities are taken into account at their

physical location, thus enabling the precise consideration of reflections in the lOT

structure. This powerful tool allows the correct modelling and simulation of arbitrarily

oriented IDTs, and hence is essential for both symmetric and asymmetric orientations.

Using the basic IDT cell presented in this chapter, apodized and chirped IDTs can also

be analyzed, and finger resistance and SAW damping effects can be included.

Computed results for the insertion loss response, input admittance, and directivity

response, based on the IDT Network Model, are in excellent agreement with measured

data given in the literature and from this thesis work for the high directivity (NSPUOT)

orientation on quartz (Euler angles: [0° 132.75° 25°]) (Section 4.11). The same fine

agreement between numerical and experimental data is observed for delay line responses

positioned along more traditional orientations, like quartz ST-X and YZ-LiNb03•

A procedure based on physical reasoning for finding high-directivity orientations

has been outlined, and sorne previously unknown directions in quartz and lithium

tetraborate have been identified to illustrate its use (Sections 4.6 and 4.11).

The third Coupling-of-Modes (COM) parameter, namely the transduction

coefficient, has been derived in this chapter from the Network Model, and an approximate

analytical expression for it is also given (Sections 4.7 and 4.8). Together with the COM

parameters derived in the previous chapter, the full set is deterrnined. Through numerical

evaluation, the consistency between the COM description and the Network Model in

predicting an IDT response in arbitrary orientations is verified (Section 4.11). For

completeness, the IDT cell is used to deterrnine an open-circuited grating cell, and also

the COM description is extended to analyze the open-circuited grating structure (Section

4.10).

The work developed up to this chapter has been concemed with the SAW modes,
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their effect in practical SAW structures, and the convenient scalar modelling of these

modes and structures, when oriented along arbitrary directions. In the next chapter, other

propagating modes, namely the pseudo-SAW modes, are discussed for arbitrary directions

of propagation .
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CHAPTERV

SAW, PSAW AND A NEW mGH VELOCITY PSAW MODE

5.1 INTRODUCTION

The work developed in the previous chapters focused on the SAW forward and

reflected waves, assuming that the generation of other propagating modes could be

neglected in calculating SAW reflectivities for the stmctures involving thin layer

discontinuities. In this chapter, two other propagating modes are considered in addition

to the SAW waves. The flfst is the pseudo-SAW (PSAW) mode [25], and the other is a

new dominantly longitudinally polarized high-velocity pseudo-SAW mode. This new

pseudo-SAW can have very low propagation loss along certain directions, which together

with its high velocity make it potentially attractive for high frequency device applications.

Sorne original exploratory work is done concerning the solutions (boundary function

behaviour) of these new pseudo-waves and their properties (phase velocity, attenuation,

fields) for arbitrary orientations on a free or metallized half-space and their generation at

step discontinuities.

In SAW devices fabricated on arbitrary orientations there is always a generalized

surface wave mode (GSW) having general particle displacement polarization and along

sorne orientations there may also exist an additional independent quasi-shear polarized

pseudo-SAW (PSAW) mode [25]. Brillouin scattering theory and experiments on cubic

materials have verified the main properties of the pseudo-SAW modes [84]. Furthermore

the existence of a third independent high-velocity pseudo-SAW (HVPSAW) mode has

been discussed by sorne Brillouin scattering researchers. Clearly if the attenuation of this

mode is low it would permit an even higher frequency of operation than either SAW or

PSAW based devices. Although Brillouin scattering researchers have classified this mode
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as a highly lossy wave, results obtained and mentioned in this chapter indicate that this

is not always the case. To the best of the author' s knowledge this work is original; the

existence of such high-velocity pseudo surface wave modes on different materials has not

been discussed in the SAW device literature2
• In this chapter, numerical and experimental

results are presented which describe the existence and properties of these high-velocity

pseudo-surface~waves for piezoelectric materials oriented along arbitrary directions.

In addition, the mode matching method introduced in Chapter n is extended to

include the generation of these pseudo-SAW modes in the scattering calculation.

In Section 5.2 the pseudo-SAW solutions are reviewed briefly, and the nature of

both PSAW and HVPSAW modes discussed. Section 5.3 presents numerical and

experimental pseudo-SAW results for different materials and orientations. The boundary

function is plotted as a function of phase velocity and attenuation, the pseudo-SAW

solutions in the ST plane on quartz, and for a layered condition are presented, and

experimental measurements on quartz ST-X and quartz ST-25 discussed. In Section 5.4

these pseudo-SAW modes are included in the mode matching technique described in

Chapter Il. Finally, Section 5.5 presents sorne concluding remarks to this Chapter.

5.2 PSEUDO·SAW SOLUTIONS

The well-known mechanically free pseudo-SAW solutions have a propagation loss

due to the power carried away from the surface by the accompanying "growing tilted

bulk-like partial wave" needed to satisfy the stress-free surface boundary conditions

[25,86]. In the case of the Cigh-velocity pseudo-SAW mode there are two "tilted bulk-like

partial waves" (for symmetry type 1 in [9]) which carry power away from the free surface

[84], and which are necessary to satisfy the stress-free boundary conditions. As in the

2 Since the work discussed in this chapter was completed, the existence of a quasi-longitudinal

SAW has been independently confirmed for lithium tetraborate (Euler angles: [45° _9° 90°]) in

a translation of a Russian crystallography journal article [85].
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PSAW problem, the numerical solution to the HVPSAW problem requires finding a zero

of a complex function of two real variables, namely the phase velocity, vr ' and the

attenuation constant, lX, thus necessitating a multivariable search procedure for minimizing

the boundary condition function. Finding such a minimum in the complex plane is often

much more difficult in the HVPSAW problems, than it is in the PSAW situation, since

it turns out that the target functions are usually steeper and multi-valleyed, as is illustrated

in the next section. The phase velocity for the HVPSAW lies close to that of the

longitudinal bulk wave and the polarization is dominantly longitudinal, a fact which may

have led this wave to be identified as a bulk acoustic wave [87]. At a sufficient depth

below the surface two of the four coupled partial waves are essentially tilted bulk modes

radiating into the solid.

In the next section, sorne numerical and experimental results are presented for

pseudo-SAW modes for sorne representative materials and orientations. The next section

also addresses the effective permittivity function concept, E,rr , the Poyntirig'vector and

"power flow angles" for the PSAW and HVPSAW.

5.3 NUMERICAL AND EXPERIMENTAL DISCUSSION

In tbis section sorne numerical and experimental data obtained regarding the

HVPSAW and the PSAW solutions, including the metallic layered caseàre discussed. Il

is notthe intention to classify and exhaustively discuss different materials and

orientations. Reference is made to a few selected materials, and the quartz ST plane has

been chosen for most of the numerical and experimental examples, with particular

attention to the orientation (Euler angles: [0° 132.75° 25°]), or quartz S'T-25° alluded to

severa! times throughout this thesis.

To illustrate the problems in finding a zero of a coinplex function of two real

variables, namely the phase velocity and the attenuation constant, Fig. 5.1 shows a

mapping of the boundary funclion value as a function of vr and lX for a free surface

PSAW problem, and Fig. 5.2 shows a similar plot for a HVPSAW metallic layered
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problem (h!Â.sAw=1%), both on quartz (Euler angles: [0° 132.75° 25°]). These figures

represent a typical functional behaviour observed for other m~.terials and orientations.

Several valleys, which are relatively close to each other, can be seen in these pictures and

thus the minimization routine can easily settle i,.'. a local instead of a global minimum. A

few of these minima are quite smooth, and some represent the situation where the problem

degenerates, presenting identical eingenvalues. In order to avoid local minima, it is

convenient to use numerical routines which allow bounding the search range in the phase

velocity and the attenuation plane (vp , a plane). For routines which do not allow

bounding the search range, the solution is very sensitive to inh ,l values selected. For

comparison, Fig 5.3 shows the equivalent boundary function for the single variable case

of the free surface SAW solution for the same material and orientation. In Fig. 5.4, the

boundary fllnction is shown for a layered problem (aluminum), where here the phase

velocity has been fixed at 3.2 Km/s, a value slightly smaller than the free surface solution,

and a plot is done with respect to the independent real parameter thickness x frequency

(hf). The minima seen in Fig. 5.4 correspond to solutions for the modes cf a layered

sulistrate, namely, the first generalized surface wave, the first generalized Love mode, etc.,

with increasing thickness. Compared to the multivariable plots shown in Figs. 5.1 and 5.2,

one can see that in both cases of Figs. 5.3 and 5.4 the boundary functions are relatively

smooth close to the solution(s).

The fact that the boundary functions for the HVPSAW problems have typically

steeper behaviour close to the solution than in the PSAW problems, thus increasing the

difficulty involved in finding the HVPSAW solution when compared to the PSAW

solution, is illustrated qualitatively in Figs. 5.5 (PSAW) and 5.6 (HVPSAW). This two

figures are zooms of Figs. 5.1 (PSAW) and 5.2 (HVPSAW) around the respective PSAW

and HVPSAW solutions.
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(HVPSAW) (aluminium layer on quartz, Euler angles:[O° 132.75° 25°]).
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The effective perrnittivity, or surface perrnittivity, is a scalar function which relates

the normal electric displacement discontinuity to the surface potential, and is defined as

E,rt<CIlIvp)={Dt-D3'}I(COIP(0)fvp) [16,70,88,89]. As stressed by Milsom, "... for a given

substrate it effectively stores all the relevant mechanical information in a scalar electrical

quantity." Since E,rr relates the surface potential to the charge density, it is an attractive

way of formulating surface acoustic wave excitation problems [16,70] on piezoelectric

materials: the potential is specified at electrode locations, and {D3+-D3-j=0 on unmetallized

regions. The boundary information described by E,rr and expressed in the (CIlIvp) domain

is translated to the space or x-domain by use of the Green's function [16,70] which is the

inverse Fourier transform of G(CIlIvp)=[cœ,r/vpl"!, and interpreted as the surface potential

produced by a line charge at x=x!. Therefore from the Green's function, derived from E,rr,

and the calculation of the charge distribution in a transducer, the wave potential is

deterrnined [16,70]. This method has been used successfully by numerous research groups

to solve surface acoustic wave excitation problems [79,90,91,92,93]. On dealing with

PSAW excitation on 36° YX LiTa03 [90,92,91] the Green's function derived from E,rr is

complicated by the interaction between the PSAW and the resulting bulk mode, which is

also seen from the complex propagation constant for the pseudo-SAW. If the influence

of mode coupling is neglected, a poor theoretical prediction for the IDT input admittance

[91] is achieved. Simplifications for E,rr based either on the expansion of the Green's

function in several more tractable numerical functions [16,90], or in approximate

expressions [92], have been used. The boundary conditions, expressed in terms of E,rr

[86], has a plot similar to the one of Fig. 5.1, in the PSAW case, where both vp and Il

must be accounted for. The consideration of E,rr as a function of a complex constant of

propagation in the Green's method for deterrnining PSAW or HVPSAW excitation,

although more complex, may lead to a better understanding of the interactions between

modes in the acoustic transducer structures and thus deserves further attention. In Fig. 5.7

E.rr is plotted as a function of the real phase velocity, vp' thus neglecting the attenuation

Il for the same material and orientation as in Figs. 5.1. Other than allowing the

deterrnination of the SAW free and metallized solutions [16,70], this plot perrnits, in many

cases the identification of the PSAW phase velocity solution vicinity.
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In Tables 5.1 and 5.2 solutions for the PSAW and the HVPSAW, respectively, are

presented for sorne selected materials and orientations. As can be noted from these tables,

the polarlzation for the PSAW has a large shear horizontal component, whereas the

HVPSAW has a predominant longitudinal component. For quart ST-25° and GaAs (Euler

angles: [45° 54.74° 20°]) free surface solutions are missing in Table 5.2, since no success

has been obtained in finding them using the multivariable search procedure for minimizing

the boundary condition, mentioned in the previous section. If these free surface HVPSAW

exist along these orientations, the reason for not finding them certainly lies on degree of

difficulty encountered in locating the global minimum, as mentioned previously (see

Fig. 5.2, for instance). It is worth noting that for the orientations presented in Table 5.2,

the attenuation of the HVPSAW wave is smaller than 0.01 dB/À; for the Li2B4~

orientation chosen as an example, one can see a 2Iâvpl/vp=1.34 % (with âvp the free to

metallized phase velocities difference), on the top of a small attenuations (0.011 and

.0003 dB/Â. for short/open surfaces), indicating the suitability of tbis orientation for high

frequency low-loss devices applications.

Fig. 5.8 shows plots of phase velocity and attenuation versus propagation angle 'V

from the X-axis for the HVPSAW on a mechanically free short-circuited surface on the

ST cut quartz plane [Euler angles: 0° 132.75° 'Vl. Notice that the mode exists over the

entire plane and that the attenuation of the wave decreases significantly near 'V=29°.

Certainly, directions where the attenuation is significantly small are attractive tor practical

devices, especially in the case of the high velocity pseudo-SAWs, which would allow the

fabrication of high-frequency devices with reduced losses.

Fig. 5.9 depicts the situation for an aluminum layered quartz substrate for

propagation at 'V=25° . The top part of this figure shows the phase velocities for the first

and the second generalized Rayleigh modes, together with the phase velocities of the

PSAW and the HVPSAW modes, as a function of the layer thickness-frequency product

(hf). As the layer thickness is reduced, the PSAW phase velocity approaches from below

that of the bulk fast shear, whereas the HVPSAW velocity approaches that of the bulk

longitudinal. The lower part of this figure shows plots of the attenuation for both pseudo-
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modes versus hf. It is interesting to notice from these curves that as hf increases the

PSAW mode dispersion curve appears to merge continuously with the (lossless) second

generalized Rayleigh mode, which has a cut off at hf close to 1.5. At this thickness the

PSAW mode has a negligible loss which rapidly increases for lower thicknesses,

exhibiting a minimum of 0.007 dB per wavelength at about hf=.35 (h/À œ 8.9%). For the

orientation and thickness range considered here, the attenuatioll of the layered HVPSAW

mode has a different behaviour from that of the PSAW mode, in the sense that the

attenuation decreases monotonically as hf goes to zero. The polarization of the PSAW

mode for this orientation is predominantly shear horizontal, whereas that of the HVPSAW

mode is essentially longitudinal.

Figs. 5.10 is a measured delay line insertion loss plot on quartz ST-X (Euler

angles: [0° 132.75° 0°]) over a wide bandwidth. Both IDTs consist of 60 finger pairs, with

metallization ratio equal to a half, 1]=0.5, finger width of 16 J.lIl1, aperture W of 3,2 mm;

and their center to center distance is 8 mm. The SAW response is at about 49.3 MHz. The

other two responses, at 79.3 MHz and 89.8 MHz, show excellent agreement with the

predicted PSAW and HVPSAW solutions. These measurements could be claimed to be

irrefutable practical evidence of the pseudo-modes. Unfortunately these solutions have

values of phase velocities which are very close to the shear and longitudinal bulk waves

velocities, respectively. One could then argue that these measured responses are bulk

waves generated by the IDT which travel close to the surface, but not at the surface sillce

the bulk modes do not satisfy the surface boundary conditions. That was the interpretalion

given to these modes in measurements equivalent to the ones of Fig. 5.10 in [94] for the

ST-X quartz and in [87] for the AT-X quartz (Euler angles: [0° -54.7° 0°]). The three

spectral components shown in a delay line frequency response measurement on quartz AT

X [Fig. 1 from ref. [87]], are numerically idenlified in this work with the first GSW, the

PSAW (Table 5.1), and the HVPSAW (Table 5.2).
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TABLE 5.1

Pseudo-SAW (PSAW) solution for sorne selected materials and orientations

Material and vp [Km/s] lX [dB/À] Fields @ z=O 216.vpl/vp

orientation short/open short/open ul,u2,u3 [%]

(Euler angles, short/open

[degrees]) (magnitude [Km] )

quartz AT-X 5.0994 1.8e-3 1 6.70 0.33 0.008,.
[0° -54.7° 0°] 5.0996 1.3e-3 1 6.66 0.31

quartz ST-X 5.0781 7.ge-2 1 2.40 0.37 0.033

[0° 132.75° 0°] 5.0789 7.8e-2 1 2.39 0.36

quartz ST-25° 4.0166 7.8e-2 1 2.34 0.60 0.078

[0° 132.75° 25°] 4.0181 8.1e-2 1 2.32 0.59

36°YX-LiTa03 4.1091 2.7e-4 1 15.2 1.85 5.6

[0° _54° 0°] 4.2267 2.1e-4 1 26.7 0.47

GaAs 3.3742 2.8 1 3.328 2.01 0.025

[45° _90° 25°] 3.3744 2.8 1 3.330 2.01

GaAs 3.0643 2.6e-l 1 1.96 1.317 0.025

[45° 54.74° 20°] 3.0646 2.6e-l 1 1.96 1.319
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High velocity pseudo-SAW (HVPSAW) solution for sorne selected materia!s and

orientations

132

P 2 4 7

of experimental phase velocity data obtained by T. Shiosaki (personal communication, --

June 1994), and for calculation of the attenuation constant lX•

Materia! and vp [Km/s] lX [dB/,,-] Fields @ z=O 21tovpllvp

orientation short/open short/open ul,u2,u3 [%]

(Euler angles, short/open

[degrees]) (magnitude [Km] )

Li2B40 7' 7.0267 l.1e-2 1 0 0.061 1.34

[0° 45° 90°] 7.0740 2.9,,-4 1 0 0.037

quartz AT-X 5.7447 1.0e-2 1 0.12 0.077 0.023

[0° -54.7° 0°] 5.7454 2.5e-3 1 0.12 0.080

quartz ST-X 5.7446 6.0e-3 1 0.066 0.081 0.011

[0° 132.75° 0°] 5.7449 1.2e-3 1 0.056 0.084

quartz ST-25° 6.5262 1.8e-5 1 0.35 0.090 -
[0° 132.75° 25°] - - -

YZ LiNb03 7.1754 1.5 1 0 0.032 2.98

[0° 90° 90°] 7.2840 0.07 1 0 0.031

GaAs 5.3987 1.ge-2 1 0.04 0.234 0.004

[45° -90° 25°] 5.3986 1.00-3 1 0.04 0.233

GaAs 5.2448 5.4e-3 1 0.08 0.219 -
[45° 54.74" 20°] - - -
This artlcular Li,H,U, onentatlOn has been ac IOeel to thls table as an extra verltlcatlon
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propagation 'II for short-circuited ST eut quartz plane (Euler angles:

[0° 132.75° 'II]) (solid and x curves); longitudinal BAW (dashed curve).
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Fig. 5.9 Phase velocity and attenuation versus (thickness x frequency) for an aluminum
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In addition to the results on quartz described above, the experimental results on

GaAs given in [84] have been numerically confirmed. For the 1ï 1 plane (metalHzed

surface), for instance at [Euler angles: 45° 54.736° 20°], a phase velocity of 3.065 KmIs

and attenuation of 0.26 dBlÀ. for the PSAW, and a phase velocity of 5.245 KmIs and

attenuation of 0.0054 dBlÀ. for the HVPSAW are obtained.

Sorne interesting experimental evidence has also been obtained for quartz ST-25°

with respect to the calculated and estimated power flow angle. The power-flow angle for

the first generalized surface wave (GSW) is calculated unambiguously and is at 5° with

respect to the direction of propagation. Regarding the pseudo-modes, the power flow angle

concept must be treated with a certain care due to the bulk radiating term(s). For practical

purposes, on experiments carried out with substrates of finite thicknesses, the power flow

angle can be evaluated approximately by integrating the Poynting vector over a strip of

unit width and sorne finite depth [25]. From previous analyses of how the Poynting vector

in the direction of propagation behaves with depth (Fig. 5.11) for this orientation, one can

argue that a depth of 14 wavelengths for the PSAW is a reasonable choice, giving a

power-flow angle of _29° with respect to the propagation direction. Applying the same

procedure for the HVPSAW mode (Fig. 5.12) gives a power flow angle of 14°.

Measurements on a simple delay Hne fabricated along this orientation, produced

experimental evidence of the first GSW and of the HVPSAW. Fig. 5.13 shows a delay

Hne insertion loss plot on quartz ST-25° over a large bandwidth. In addition to the main

GSW peak, a HVPSAW response can be identified. One should note that in this delay Hne

no provisions were made for compensating for the beam steering mentioned in the

previous paragraph, since the fabrication mask was the same as that used in the ST-X

quartz experiment mentioned before (Fig. 5.10). As depicted in Fig. 5.l4a, the PSAW

mode was detected by means of an additional interdigital transducer positioned paraUel

to the one excited, but at a sufficiently large offset angle (-23°), that it intercepted sorne

of the PSAW power going at the -29° power-flow angle mentioned above. In Fig. 5.14b,

the delay Hne insertion loss plot over a large bandwidth for the structure depicted in

Fig. 5.14a on quartz ST-25° is shown. Sorne power due to the GSW reflected from the

border of the wafer could also be detected by this transducer and is seen in this figure.
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Fig. 5.11 Poynting vector ([TW/m']) in the direction of propagation versus the

normalized depth inside the substrate for the pseudo-SAW (PSAW) (free surface,

quartz, Euler angles: [0° 132.75° 25°], fields normalized with respect to 1Ut 1=1).
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Fig. 5.12 Poynting vector ([TW/m']) in the direction of propagation versus the

normalized depth inside the SI rate for the high velocity pseudo-SAW

(HVPSAW) (aluminum layered surface, h/AsAw=1 %, quartz, Euler angles:

[0° 132.75° 25°], fields normalized with respect to 1Ut 1=1).

137



•
CHi 521 log MAG 10 d8/ REF -60 dB 1: -63 644 dB

•

02

Avg
16
Smo

~i1 102. 06 6 0 MHz

..

~"V~\
• ~, 1 ri~ •

-l' r~ ~p l. AAR LA. IVit\{\./

START 45.000 000 MHz STOP 116.000 000 MHz

•

Fig. 5.13 Measured insertion loss frequency response plot for quartz, Euler
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text).
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Figs. 5.15 and 5.16 show the declination of the Poynting vector, or its tilt down

into the solid, as a function of depth in the case of two layered (h1Â.sAw=I%) surface

HVPSAW solutions, namely LizB.o7 (Euler angles: [0° 45° 90°]) and quartz ST-25, in a

similar analysis as the one done in [25] for the PSAW modes. In the LizBP7 situation

there is only one growing tilted bulk-Iike partial wave due to the symmetry in this

direction of propagation (symmetry type 3 in the classification of [9]). For this orientation

the azimuth angle between the Poynting vector and the propagation direction (x direction)

is zero. Close to the surface the Poynting vector is basically parallel to the surface, and

at about seven wavelengths below the surface this bulk term tilted at 46° is the only one

left. For the quartz ST-25° situation considered in Fig. 5.16, one can see that a more

complex behaviour of the Poynting vector with depth takes place due to the existence of

two tilted bulk-like partial waves, which are the terms left after about 50 wavelengths. A

similar behaviour is found for the azimuth angle, which varies in this case between 10°

and -30° after 50 wavelengths.

5.4MMM2

In Chapter II, Section 2.8, the mode matching technique was introduced and used

to calculate mode scattering coefficients; the only modes considered were the lossless

generalized Rayleigh waves.

In this section, a generalization of this procedure is described to account for other

modes, namely the pseudo-SAW modes described in this chapter. The underlying

procedure is as in Chapter II: the waveguide fields at the discontinuity between two guides

are written as a superposition of the available modes over the region which is common

to both waveguides. Nowa SAW incident from the left in Fig. 2.2 is scattered not only

into a reflected and a transmitted SAW, but also into reflected and transmitted pseudo

SAW modes. Therefore the continuity statements represented by (2.22) are augmented to

include on the left and on the right side of the equations the pseudo-SAW modes which

may exist along the desired direction of propagation.
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The scalar product defined by (2.23) is used without arnbiguity, but the 'tp and 't•

vectors now receive new indices to accommodate for the new modes, so that for a SAW

wave incident from the left one ends up with· 't LFS 't LBS 't LBP 't LBH 't RBS 't RBP 't RBH.
t 'P'P'P'P'P'P'P'

where the superscripts indicate: LFS (left forward SAW), LBS (left backward SAW), LBP

(left backward PSAW), LBH (Ieft backward HVPSAW), and RFS (right forward SAW),

RFP (right forward PSAW), RFH (right forward HVPSAW). The sarne set of fields apply

for 't••

It is worth mentioning that the method applies just as weil for an incident PSAW

or HVPSAW from the left, 'tp
LFP (and 't.

LFP
) or 'tpLA~ (and 'tp

LFH
), respectively, which is

then scattered into the forward and backward PSAW, SAW and HVPSAW. In order to

obtain approximate scattering coefficients in the case of the pseudo-SAWs, their fields are

normalized to power as mentioned in the previous section, considering a finite depth, after

which the only term left is the "tilted bulk wave", the sarne depth used in the scalar

product of (2.23). This method, as seen from this discussion, cIearly allows for coupling

between the several modes.

The inner products formed in the case of an incident SAW from the left are still

given by (2.24). In calculating the inner products of (2.24), in particular the integration

from -00 to zero, one has to verify if the SAW partial wave which has the less attenuated

decay is still larger than the growing tilted mode(s) from the PSAW or HVPSAW.

Otherwise a finite depth as mentioned in the previous paragraph should be selected. Now,

instead of having the two unknown scalar coefficients of Chapter II, six scalars are

involved if all pseudo waves are present in that direction of propagation.

Other four equations are easily added to (2.24) if the inner products are formed

with the PSAW fields: 't.
RFP

, 'tp
LFP

, 'tp
RFP

, 't.
LFP

• And similarly other four if the HVPSAW

fields are used instead.

The sarne different constraints on the scattering pararneters used in Chapter II were

tested in the process of the minimization of (2.24). The step condition assumed, as in

Chapter n, considers the fields of the infinitely free surface on the left of the discontinuity

and the fields of the infinitely layered surface on the right of the discontinuity plane

(Fig. 2.2). Still not considering the 8-function effect present in the RRM method, the
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reflection coefficient of the minimum found is essentially the same as that of the

minimum found without the PSAW modes obtained in Chapter n. Coupling coefficients

to other modes are obtained, wbich satisfy the power inequality constraint

ISII12+IS2,12+ISlI12+IS4112+ISsI12+IS6112_1g). The nonzero values of the coefficients confirms

that mode coupling exists at the discontinuity.

5.5 SUMMARY AND CONCLUDING REMARKS

In this chapter in addition to the SAW, other propagating modes, namely the

pseudo-SAW modes are analyzed. In addition to the pseudo-SAW (PSAW) mode from

[25], a high velocity pseudo-SAW mode solution is presented, which along sorne

orientations seem to present low loss. The fact that tbis quasi-longitudinal mode has li

high velocity of propagation together with low loss along certain directions, indeed offers

potential applications for higher-frequency low-Ioss devices.

A procedure for finding these solutions has been discussed and the degree of

difficulty in finding solutions illustrated by showing the behaviour of the boundary

function to be minimized in the complex plane. The ST-quartz plane has been studied as

an example, and directions where the loss is significantly lower with respect to others in

the plane have been found. Along the quartz orientation (Euler angles: [0° 132.75° 25°]),

the metallic layered PSAW mode presented two interesting features: i.) a range of values

for the layer thickness where lower losses with respect to other thicknesses are observed,

indicating the potential importance that this parameter may acbieve in devices that use

PSAW; iL) second, the PSAW solution seems to merge continuously with the lossless

generalized second Rayleigh mode.

Experimental evidences of the these pseudo-SAW modes have been shown and

discussed. An approximate power flow angle calculation for the HVPSAW mode
>-.

following the procedure for the PSAW mentioned in [25] has been carried out in the case

of the HVPSAW, and the result of such calculation seems to agree weil with

expei'imentally observed data.
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These two propagating pseudo-SAW modes have been included in the mode

matching technique developed in Chapter II, in an exploratory attempt to allow this

method to describe mode-coupling.
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CHAPTER VI

SUMMARY AND CONCLUSIONS

This thesis has been concemed with the propagation of surface acoustic waves

(SAWs) and pseudo-SAWs, the analysis of reflectivity from thin metallic layers, and the

modelling of SAW structures along arbitrary orientations.

The main original contributions of this thesis are:

1. A new shunt susceptance network element has been introduced in a scalar

transmission line model to account for the bilateral asymmetry which exists along

asymmetric directions. Using this shunt susceptance, a new scalar II,lodel is developed for

both grating and transducer cells. These cens are then cascaded to successfully represent

short-circuited gratings, open-circuited gratings, and IDTs oriented along arbitrary

directions (including high directivity orientations).

2. A new high-velocity dominantly longitudinally polarized pseudo-SAW mode

has been described and its properties illustrated for a few selected materials. Numerical

and experimental results presented in this thesis indicate that this mode, not previously

referenced in the SAW device literature, is a potential candidate for high-frequency low

loss devices.

3. A theoretical non-perturbation reciprocity relation analysis has been developed

to calculate the SAW reflectivity on arbitrary directions due to the presence of thin

metallic films. Based on this analysis, the directions of propagation for the SAWs have

been studied classified as symmetric or asymmetric, the latter including high directivity

orientations. Necessary conditions for asymmetry are established for the frrst time, namely

anisotropy and absence of mirror symmetry of the sagittal plane bulk-wave slowness

curves with respect to the direction of propagation. It has been found that when the

surface is a symmetry plane, or when the propagation axis is a two-fold axis, no

directivity determined by material properties occurs. A perturbation expression for

reflectivity is also derived, the generalized Tiersten Boundary Conditions for anisotropic
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layers are given, and limits on the validity of the approximate perturbation expression with

respect to the layer thickness established by comparison with the more complete

reciprocity relation analysis.

4. A "differential-from-discrete" algebraic method is used to demonstrate that the

coupling-of-modes (COM) approximate model for gratings and transducers is derivable

from the new scalar network mode!. Approximate network model parameters are derived,

and, from these, approximate explicit analytical expressions for the COM parameters are

obtained, which predict the COM approximate model for gratings and transducers

dependency on frequency, on material parameters, and on geometry.

5. A procedure is given for identifying high directivity (NSPUDT) orientations,

based on physical arguments. The derived intuitive approach takes into consideration the

geometry, layer material and SAW properties, and leads to the formulation of strategies

for finding high directivity orientations.

6. An alternative method using mode matching is introduced to study reflectivity

from thin metallic layer discontinuities. Considering only SAW modes or with the

inclusion of other propagating pseudo-modes (mode coupling), this method consistently

led to results obtained with the reciprocity relation method when the ll-function

contribution to the reflection coefficient is neglected.

A summary of the thesis on a chapter by chapter basis follows:

ln Chapter 1 a comprehensive general review of the background literature to the

subject of this thesis is included, together with the objectives and motivations for the

thesis.

ln Chapter il, a procedure for calculating reflectivity of a thin metal strip, based

on the reciprocity relation method, is developed, and from this procedure a perturbation

equation for reflectivity is derived. p. mode matching method for calculating reflectivity

is introduced and its results are compared with the results of the reciprocity relation

method and the results of the perturbation approximation. Based on this reflectivity study,

directions of propagation are classified into symmetric and asymmetric types, the second

including the so-called high directivity or NSPUDT orientations. Along asymmetric

orientations the reflectivity is not bilaterally symmetric for forward and backward
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propagating surface waves. To account for this bilateral asymmetry, a new reactive

network element is introduced in a scalar transmission line mode!.

In Chapters III and IV the new network model developed which accounts for

bilateral asymmetry is first used to describe grating structures, and then it is extended to

describe transducer structures. A procedure is outlined for finding high directivity

orientations in a chosen plane. Computed results based on the transducer network model

are in excellent agreement with measured data on devices which exhibit directivity due

to asymmetric orientations, and also on devices oriented along symmetric directions. A

method is devised to derive the coefficients of the coupling-of-modes (CaM) model from

the new network model parameters. The consistency between the network model and the

CaM approach is verified. Using approximate network model parameters, explicit

analytical expressions for the CaM parameters are given.

In Chapter V, pseudo-surface acoustic waves are re-examined. A new high-velocity

pseudo-mode (HVPSAW) is presented. Numerical and experimental data are given which

describe the existence and discuss the properties of this new mode, indicating that the

HVPSAW is a potential candidate for high-velocity low-loss surface acoustic wave

devices.

From the results obtained in this thesis, sorne topics of research which deserve

further consideration are:

Extension of the reciprocity relation method to calculate the reflectivity

from grooves, represented by a hollow channel in the substrate surface. Grooves are used

in resonators, and with respect to orientations where directivity exists, they may be used

to reverse the directivity effect in one of the transducer [34]. The precise control of such

phenomenon may lead to a new class of low-loss devices.

Study other strip structures and devices oriented along arbitrary orientations,

such as the multistrip couplers; track changers; chirped, apodized, and withdrawal

weighted lOTs. The basic cell concept developed in this thesis can be extended to

describe these new structures, together with the consideration of second order effects like:

resistivity, damping, diffraction.

Inclusion in the mode matching method introduced in this thesis a means
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of considering the "/i-function effect" accounted for in the reciprocity relation method.

Also an investigation of the existence and description of evanescent modes at a step

discontinuity deserves further consideration, since it would permit the calculation of the

energy storage network element, B,.

The search for new materials and orientations for: L) high directivity or

NSPUDT directions using the method devised in this thesis which considers the effects

of technological parameters Iike: variations in the layer thickness, h; variations in the

metallization ratio, 11; variation in the layer characteristics. In addition to analyzing

technological parameters, the search must a1so aim at orientations with high reflectivity

and high piezoelectric coupling. iL) high velocity pseudo-SAWs, with the additional

objective of understanding how this mode interacts with the SAW and the pseudo-SAW,

and how these waves are excited by the transducer. A possible way to carry out this study

might be the extension of the Green's function method to deal with a complex propagation

constant.
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APPENDIXI

In this appendix the major statements in the matrix method formalism applied to

SAW propagation problerns [96] are summarized for reference purposes. One of the key

advantages of the method is that it reduces the electroacustic equations to a set of first

order vector-matrix ordinary differential equations of at most size 8 (6 for non

piezoelectrics) in the variables that must be continuous across interfaces. In the layered

case, one such matrix exists for each layer, and the interfacial boundary conditions are

automatically satisfied by a matrix multiplication that preserves the eight (or six)

dimensionality of the problem.

The coordinate system is shown in Fig. 1.1. A1though the method can handle any

number of layers, for simplicity only one layer is shown in this figure. The z axis is

normal to the layer interfaces. The assumed solution form, for sinusoidal travelling waves

~v~g x at a radian frequency CO radians per second, is

(I.l)

with vp and kl=coIvp representing the phase velocity and propagation constant along x

respectively. The vector of normal stresses, Tz' and the particle velocity vector, v, are

respectively represented by

(I. 2)

(I.3 )

•
These are the six mechanical variables, which must be continuous across interfaces. For

piezoelectrics the time derivative of the electric potential GCllCjl) and the normal electric

displacement, D3, are chosen as the two electric variables which must be continuous.

149



• These 6 or 8 variables are a sufficient independent set and all other variables can he

expressed in terms of them, using the set of dynamic and constitutive equations of a

material.

For problems unbounded normal to the z plane with the propagation direction

along x in the xy plane, the problem is two-dimensional, there are no variations in the y

direction, hence dldy=O and dldx=-jro/vp, The vector 1: is defined as the six-component

vector for non-piezoelectric materials

~ = [~J = [::J (I.4)

with 1:.=Tz and 1:,=v (3xl column vectors). For piezoelectric materials the

corresponding eight-component vector is defined

•
'l'~

D3
~ =

V

jlalcll

=[::J (I. 5)

with 1:.=[ Tz D3 l' and 1:,=[ v jOJ4lll', and the superscript "t" indicating transpose, such

that 1:. and 1:, are 4xl column vectors. The differential equation at co radians/second

describing transverse, or z, variations in the sinusoidal steady-state for the material is

given by

d~ = j lJ)A~
dz

(I. 6)

•

where the system matrix A is a function of the phase velocity vp and of material

constants rotated to the coordinate system of Fig. 1.1. For multilayer problems, (1.6) must

be satisfied in each material and 1: must he continuous at each interface. The matrix A is

given by
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z

propagation

layer

substrate

•

Fig. 1.1 Structure considered and coordinate system.
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A=

x

(1"-' -1"-3xfO' )
V2

P
(I. 7)

where the submatrices X and r in the case of non-piezoelectric materials are 3x3

containing, respectively, compliance and stiffness constants referred to the coordinate

system of Fig. I.l; and the submatrix Go=pI3x3• with p the mass density of the material

and I3x3 the 3x3 identity matrix. For piezoelectric materials the submatrices X and r are

4x4 and contain compliance, stiffness. piezoelectric, and permittivity constants; Go is also

4x4 having zeros in the fourth row and column. The submatrices X, r, and Go are given

by

•
Cli1k
C2i1k
C3i1k
ei1k

C 1i2k
C 2i2k
C3i2k
ei2k

C 1i3k
C2i3k
C3i3k
ei3k

ek1 i

ek2i
ek3i
-Eik

(I. 8)

(I. 9)

Q =o

p 0

o p

o 0

o 0

o 0

o 0

p 0

o 0

(LlO)

The solution to (1.6) can be written

=exp(jl.llAd,)'(z) =.,

= Uexp (Adh ) U-1 '( (z)
(I.ll)

•
with «1>r=expGcoAdh) the material state transition matrix that maps t across a distance dh

in the z direction within the same material, U the 8x8 modal matrix of the jeoA material
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• matrix (the columns of U are the eigenvectors of jroA), A is the diagonal eigenvalue

matrix of GroA), and 't=U·1't is the normal mode or uncoupled state vector.

The boundary conditions require that at mechanically free surfaces Tz vanishes, and

for piezoelectric materials with electrical1y open-circuited surfaces the electric fields must

satisfy Laplace's equation in the free space. For short-circuited surfaces the potential must

be zero or a constant. The solution for 0ifree space) is given by EoCJ)(jl/vp and using

"0;=03-03(free space)" as the forth element of't in formulating the boundary condition

equations, since 0;=0, the first four components of 't must vanish at an open-circuited

condition. For SAW problems, and considering that the half-space occupies z<O, all fields

must vanish as z goes to negative infinity. For the substrate, since only four of the

eigenvalues decay with depth, it fol1ows that at a semi-infinite substrate surface the state

vector is

~ ( 0) = UBp ~u ( 0 ) (I.12 )

•
where Usp is the 8x4 submatrix of Us corresponding to decaying modes of the substrate

and tu is the corresponding 4xl half of the normal state vector t, with the "u" index

indicating upper half. From the previous considerations (using 0; as the forth element of

't), for an open-circuited top surface

o
o
o
o

v

jw~

(I.13 )

•

Selecting the first four equations and using (1.11), one can write

O={ cI»y't(O) lu={cl»yUsptu(O) lu , with the subscript "u" indicating upper half as before. This

equation has non-trivial solutions only if det[(~TUSp)u]=0, which is the boundary

conditions (BC) deterrninantal equation for the multilayer on half-space type of problem.

For the pure half-space SAW problem, the boundary determinant equation is directly
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• obtained from the previous statement as

(I.14)

For the short-circuited surface instead of using the equation with D;, one uses the fact that

$=0 at the surface. The resultant numerical procedure consists in searching for vp such

that the boundary conditions, expressed by (1.14), are satisfied.

As mentioned before in Ibis appendix, aIl the other variables can he expressed in

terms of the six (non-piezoelectrics, equation (1.4)) or eight (piezoelectrics, equation (1.5))

variables chosen. For the fields in the direction of propagation, x direction. the vector 'tp

is defined and its relation with 't given by

For the fields in the direction normal to the propagation on the surface, y direction, the

vector 'th is defined and ils relation with 't given by

•

Tll

T12
=[r13 g'( =P T13

Dl

T12

T22 =[rng'(11 =
T23

D2

(1.15 )

(1.16)

•

where both matrices p and h, defined in (1.15) and (1.16), respectively, are 4x8 for

piezoelectric materials and are functions of material constants and phase velocity only. For

non-piezoelectric materials, 'tp=T.=[ Til T I2 T 13 ]' and 'th=T,=[ T I2 T22 T23 li , and p and

h, are 3x6.
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APPENDIX II

In this appendix the rTaniJo=rl1-r13xr31 3x3 matrix whieh allows the ealeulation

of the Tiersten Boundary Condition for an anisotropie overlay is given. This matrix is the

anisotropie equivalent to equation (2.14), Chapter Il. This expression was obtained using

eommercially available software (Maple V, Maple is a registred trademark of Waterloo

Maple Software, Waterloo, Ontario, Canada).

GammaTaniso =

[cll + (cl52c44 c33 - c152c342 - 2c15 c14 c45 c33 + 2cl5 c14 c35 c34

+ 2cl5 cl3 c45 c34 - 2 cl5 cH c35 c44 +cl42 c55 c33 - cl4 2 c352

- 2c14 cl3 c55 c34 + 2cl4 cl3 c45 c35 +cl32 c55 c44 - cl32 c452)/(%I) ,

cl6 + (c56 cl5 c44 c33 - c56 cl5 c34 2 - c56 cl4 c45 c33 +c56 cl4 c35 c34
+ c56 cl3 c45 c34 - c56 cH c35 c44 - c46 cl5 c45 c33 +c46 cl5 c35 c34

+c46 cl4 c55 c33 - c46 cl4 c352 - c46 cH cS5 c34 +c46 cH c45 c35
+c36 cl5 c45 c34 - c36 cl5 c35 c44 - c36 cl4 c55 c34 +c36 cl4 c45 c35

+c36 cl3 c55 c44 - c36 cH c452)/(%I) , oJ
[cl 6 + (c56 cl5 c44 c33 - c56 cl5 c34 2 - c56 cl4 c45 c33 +c56 cl4 c35 c34
+c56 cH c45 c34 - c56 cH c35 c44 - c46 cl5 c45 c33 +c46 cl5 c35 c34

+c46 cl4 c55 c33 - c46 cl4 c352 - c46 cl3 c55 c34 +c46 cl3 c45 c35
+c36 cl5 c45 c34 - c36 cl5 c35 c44 - c36 c14c55 c34 +c36 c14 c45 c35

+c36 cH c55 c44 - c36 cH c452)/(%1) ,c66 - (_c562 c44 c33 +c562 c342

+ 2c56 c46 c45 c33 - 2 c56 c46 c35 c34 - 2 c56 c36 c45 c34

+2 c56 c36 c35 c44 - c462c55 c33 +c462c352+ 2 c46 c36 c55 c34

- 2 c46 c36 c45 c35 - c362 c55 c44 +c362 c452)/(%1) , oJ
[0,0,0]

%1 := -c55 c44 c33 +c55 c34 2 +c452 c33 - 2 c45 c35 c34 +c352 c44
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