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CHAPTER l 

Introduction and Preliminaries 

There have been many papers and articles throughout the statistical 

literature on quadratic form& in normal variables. This literature 

appears widely with much duplication of results. The purpose of this 

thesis is to organize these results, to obtain concise and complete 

proofs of the basic theorems, and in a historical perspective to trace 

their evolution. In addition, many extensions are given and some new 

results are also presented. 

This thesis examines, in detail, the following topics on quadratic 

forms in normal variables. The first area covered concerns the char-

acteristic function, the cumulants and the moments of an arbitrary 

quadratic form in normal variables. The second topie is the deriva-

tion of necessary and sufficient conditions for a quadratic form in 

normal variables to follow a chi-square distribution. The third subject 

~. concerns·the necessary and sufficient conditions for two quadratic forms 

in normal variables to be independent. This result is often referred 

to as Craig's Theorem. The last subject discussed ia the interaction 

between quadratic forms which individually follow chi-square dis tribu-

tions and their independence. This is often referred to as Cochran's 

Theorem. 

( These results are extended to include nonhomogeneous quadratic 

forms and bilinear forms in normal variables. In addition, we have 

considered what these results reduce to when there are additional con-

ditions on the matrix of the quadratic form or on the distribution of 
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the normal variables. A1so inc1uded is a bib1iography which contains 

over a hundred references covering exhaustive1y the above four subjects. 

One area this thesis does not cover is the computation of the dis-

tribution function (or approximations thereof) of a quadratic form in 

normal variables. For references on this and other aspects of quad-

ratic forms in normal variables see A BibZiogpaphy of MuZtivaPiate 

StatistiaaZ Ana~y8i8 by Anderson, Das Gupta, and St yan (1972), under 

subject-matter code 2.5. 

We sha11 now discuss the notation used in this thesis as we11 as 

some matrix resu1ts that have been assumed. Both Mirsky (1955) and 

Searle (1966) are good references for the se resu1ts. 

Throughout this thesis we use matrix notation. Capital letters 

denote matrices and underscored 10wer case 1etters denote column 

vectors. Transposition is denoted by a prime, with row vectors a1ways 

appearing primed. For any square matrix A, we use rk(A) to denote 

its rank, tr(A) its trace, lAI its determinant, and chi (A) its 

ith largest characteristic root. 

A quadratic form in normal variables is a quadratic expression in 

random variables which fo110w a multivariate'norma1 distribution. 

Suppose the rando~ vector ~ = (xl, ••• ,x)' fo110ws a multivariate 
ppp 

normal distribution. Then Q = E .E aijxix
j 

is a quadratic form 
i=l J=l 

in normal variables. If we let the matrix A = {aij }, then Q may 

be written Q = ~'~. The matrix of the quadratic form may always be 

(A+A' ) 
assumed to be symmetric for Q = ~'~ = ~'A'~ = ~' 2~' and 

(A+A') 
2 

is symmetric. A nonhomogeneous quadratic form contains quad-

ratic, linear and constant terms and may be expressed as 
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~'~ + ~'~ + c. A bilinear form is a quadratic expression involving a 

sum of crossproducts between two distinct sets of variables. For ex-

ample. 

p 
Q'" 1: 

i=l 

if ~ D (xl .x2 ••••• xp)' and ~ = (Yl .Y2 ••••• Yq)' then 

q 
1: aijxiYj = ~'A~. with A pxq, is a bilinear forme 

j=l 

out this thesis we assume that aIl matrices are real. 

Through-

If the pxp matr!x A has rk(A) ... p then A is nonsingular 

-1 and A exists; otherwise . A is singular. If A is ~ymmetric, then 

its characteristic roots are all real. Moreover, if Ài is a char­

acteristic root of A and if P(A) is a polynomial expression in A 

then P(Ài ) is a characteristic root of P(A). Also the trace 

p 
tr(A)'" 1: chi (A) and the determinant 

i-1 

p 
lAI ... n chi (A). If A and B 

i=l 

are two matrices such that both AB and BA are defined, then.the 

nonzero ch (AB) equal the nonzero ch(BA). As a result tr(AB) = tr(BA) 

and II-ABI-II-BAI. where l is the identity matrix (of appropriate 

order). The rank of a square matrix A is greater than or equal to 

the number of nonzero ch(A); if A is symmetric, however, then rk(A) 

equals the number of nonzero ch(A). 

A symmetric matrix A is positive definite if ~'~ > 0 for aIl 

~~ ~j the matrix A is positive semidefinite if ~'~ ~ 0 for aIl ~. 

The symmetric matrix A is positive semidefinite if and only if aIl 

ch(A) ~ 0 and is positive definite if and only if aIl ch(A) > O. 

Every positive definite matrix is nonsingu1ar. For any pxp symmetric 

matrix A with rk(A)'" r there exists an orthogonal matrix P such 

that A'" P(~ ~)P' where A is an rxr diagonal matrix containing 

the nonzero characteristic roots of A. If A is positive semidefinite, 
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then there exists a real matrix T of full column rank such that 

A = TT'. For any matrix B, the trace tr(BB') equals the sum of 

squares of the elements in B. Thus tr(BB') = 0 implies that the 

matrix B=O. 

A matrix A is sa id to be idempotent if A2=A. Throughout this 

thesis, idempotent matrices are assumed to be symmetric though the 

following results also hold without symmetry. The characteristic roots 

of an idempotent matrix are 1 or O. In fact, if r = rk(A) there 

are exactly r characteristic roots eq~al to l, with the remaining 

roots all O. Thus for an idempotent matrix rk(A) = tr(A). Also, 

symmetric idempotent matrices are positive semidefinite. 
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CHAPTER II 

Characteristic Function, Cumulant Generating Function; 

Cumulants and Moments. 

Characteristic functions, and moment generating functions when 

they exist, are a powerful tool in probability theory and in mathe- " 

matical statistics. They may be used in identifying the distribution 

of a random variable and in determining its moments. In addition, 

independence of random variables may be established by characteristic 

functions. 

Wilks (1962), in an introductory paragraph to the chapter on 

characteristic functions, states 

"One of the most important classes of problems in 
mathematical statistics is the determination of distribution 
functions of measurable functions of random variables •••• 
Some situations, particularly those involving linear func­
tions of independent random variables, can often be handled 
in an elegant manner by making use of the characteristic 
function of the particular function of the random variable 
under consideration. The characteristic function ris] also 
useful for such tasks as generating moments and cumulants of 
distributions and testing independence of two or more 
functions of random variables." 

In the context of quadratic forms in normal variables, the merits 

of these techniques are brought out rather welle In particular, the 

probability density function and the cumulative distribution function 

of an arbitrary quadratic function in normal variables are not available 

in closed form, although approximations have been found. [See, e.g., 

Imhof (1961).] The characteristic function, however, is known in 

closed form and it is effectively the only way in which we may prove 
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results concerning chi-squaredness and independence. 

In the next chapter, necessary and sufficient conditions are 

obtained with the use of characteristic functions for a quadratic form 

in normal variables to follow a chi-square distribution. The charac-

teristic function is also used i~ establishing conditions for a sum of 

quadratic forms to follow a chi-square distribution. Also, necessary 

and sufficient conditions for quadratic forms to be independent are 

found by equating the joint characteristic function to the product of 

the marginals. For these reasons, we shall first determine the 

characteristic function of an arbitrary quadratic form in normal 

variables. 

Let ~ be a pxl random column vector distributed normally with 

mean vector ~ and variance-covariance matrix t, possibly singular. 

In what follows this will be denoted ~ ~Np(~,t) and where the 

dimension is understood to be p the subscript may be omitted. Then 

The following results are standard and stated without proof: 

(2.1) 

(2.la) 

(2.2) 
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(2.3) 

(2.4) 

In (2'.1) and (2.2) f (.) and g (. ) denote density functions; in 

(2.2) Itl is the determinant of t while in (2.3) and (2.4) E(·) 

denotes mathematical expectation. 

We now present the characteristic function of a symmetric quadratic 

form in normal variables. We do not exclude the possibility of a 

singular variance-covariance matrix. This will allow us to ob tain the 

characteristic function of a nonhomogeneous quadratic form and of a 

bilinear form by simple transformations to homogeneous quadratic forms in 

.a singular normal vector. See, for example, Corollaries 2.1 and 2.2 • 

THEOREM 2.1: If A is a reaZ symmetnc pxp mat!'Ûc and tS '" Np ()è,t) , 

t positive semidefinitel then the characteristio funotion of tS'~ is 

eit)è'(I-2itAt)-lAU 
E(eit~'~) = '" (2.5) 

II-2itAtl l / 2 

We shall prove this theorem by obtaining the moment generating 

function of ~'~, i.e., E(et~'~). We then use the general result 

[cf. e.g., Lukacs (1970), p. 11 and Section 7.1] that if the moment 

generating function, M(t), of a random variable exists in a strip about 

the origin, then the characteristic function of that random variable is 

given by f(t) = M(it) for all real t. 

In order to simplify the proof of the above and other results we 

use the following lemmas. 
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LEMMA 2.1: If fS '" Np (~,t), then fo1' any 1'eal, mxp mat1'i3: H, 

~ "'Nm(H~, HtH'). 

Proof: Immediate from (2.1a) and (2.4). 

LEMMA 2.2: If x '" N1 (0,1), then 

E[esX2 + tx] = et2/[2(1-2s)] 

(1_2s)1/2 

Proof: Since x "'N1(0,1), we have 

s < 1/2 • 

2 2 
sx + tx - x /2d e x 

-co 

.. co 
(2'1f)-1/2 J 

2 -[x (1-2s) - 2xt]/2d e x • 
-co 

(2.6) 

(2.7) 

Substitute u = x(1_2s)1/2 - t(1_2s)-1/2 which is rea1 when s < 1/2. 

Then u2 = x2(1-2s) + t 2(1_2s)-1 - 2xt so that 

-co 

t 2/[2(1-2s)] = .;:;e __ --::-::::--

(1_2s)1/2 

We notice that when s = 0, (2.6) gives the moment generating 

function of x "'N1(0,1), 

When t = 0, 
2 (2.6) gives the moment generating function of a Xl 

2 2 1/2 
E[esx ] • E[esX1] .. (1-2s)- ; s < 1/2 • (2.8) 
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The moment generating function of a noncentra1 18 a180 readily 

obtained. Let w = x +~, where x ~N1 (0,1). Then 

2 2 2 2 2 
w = x + 2~x + ~ ~ X1(~) and 

2 
E[e8W

] = 

S~2 2s2~2/(1_2s) 
""e e 

(1_2s)1/2 

• es~2/(1-2S). 1 

(1_2s)1/2 " s < l . 

LEMMA 2.3: If B and C ewe tûJo pxr matX'i.aea auah that no 

ahal'aateX'i.atia 'l'00t8 of BC' are l, then 

(1-BC,)-l = l + B(1-C'B)-lC' 

(2.9) 

(2.10) 

Proof: Since BC' has no characteristics roots of 1 the inverses in 

(2.10) existe The product 

[1 + B(1-C'B)-lC'] [1 - BC'] 

= l - BC' + B(1-C'B)-lC' - B(1-C'B)-lC'BC' 

= l ~ BC' + B(1-C'B)-l (1-C'B)C' 

= l 

and (2.10) i8 proved. 

LEMMA 2.4: [Anderson (1958), p. 25j If ~ ~ Np(~,t), üJi.th 

rk(t) • r ~ p, then the'l'e mata a 'l'andom veato'l' ~ ~ Nr(~,1r) and a 

• 
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real pxr matrix A 8uah that t = AA' and 

~ = A~ + ~ • (2.11) 

Proof: There exists a rea1 pxp nonsingu1ar matrix T such that 

TtT' ... (~r ~). For examp1e, we ean write t ... P (~r ~) pl, where 

A is a diagonal matrix eontaining the r nonzero eharaeteristie roots of 
r 

t (whieh are al1 positive). Then 

T ... p (~;1/2 ~ ') p' 

p-r 

(2.12) 

is sueh a matrix. Let ~ = T~, then by Lemma 2.1 

(2.13) 

Write ~ = (~~). where ~1 is "'1 and re2 10 (p-r)x1 and write 

~ = T~ =(~1)' where ~l is rx1 and ~2 is (p-r)xl. Sinee 

. ~2 

TtT ' = (~r ~), we have ~1 '" Nr(~l,Ir) and ~2:: ~2 with probability 

1. Let T-1 ... [A,Bl, where A is pxr and B is px(p-r). Then 

-1 
~ ... T ~ and so 

~ ... A~l + B~2 ... A~l + B~2 

... A(~l-~l) + A~l + B~2 

-1 
- A(~l~~l) + T ~ 

- A~ + ~ , (2.14) 
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where ~ .. ~1 - ~1· C1ear1y ~ 'V Nr (R" 1). A1so, sinee TtT' CI (~r ~), 

.. 

.. AA' , (2.15) 

and the 1emma is proved. 

Proof of Theorem 2.1: Using Lemma 2.4, there exists a ~ sueh that 

~ = T~ + Je' where :t 'V Nr(~,I) and TT' = t. Also, there exists an 

orthogonal matrix P sueh that T'AT .. P'AP; A is an rxr diagonal 

matrix eontaining the eharaeteristie roots, À1,À2, ••• ,Àr , of T'AT, 

or of At (exeept for an additional p-r zero roots). 

Let ~ = P~ and denote the ith eomponent of ~ by zi; by 

Lemma 2.1 ~ 'VNr(~,I). Also, let ~' = 2Je'ATP'; then 

~'~ .. ~'T'AT~ + 2Je'AT~ + Je'AJe 

.. ~'A~ + ~'~ + Je'A~ 

The moment generating funetion of ~'~ is 
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But since the zi are independent, (2.16) becomes 

1rt2,,~ . J 
r 2L1 - 2tÀi 

... [II e ] 
i=l (1-2tÀ )1/2 

i 

t~'AJC e , 

(2.16) 

(2.17) 

using Lemma 2.2, provided tÀi < 1/2 for i = 1,2, ••• ,r. This 

condition is satisfied for a11 the zero roots; it will be satisfied for 

a11,nonzero Ài for a11 t such that -k < t < k where k is the 

minimum value of 1 (2Ài )-11 for a11 i = 1,2, ••• ,r such that Ài ; O. 

We have 

~ (1-2tÀ )1/2 = ~ [1-2tCh
i

(At)]1/2 
i=l i i=l 

(2.18) 

where chi (') denotes the ith 1argest nonzero characteristic root, 

and a180 
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1..2 '(I-2tA)-1 2" ~ ;e 
III e (2.19) 

Using (2.18) and (2.19) in (2.17) yie1ds 

1 2 -1 
tjè' Ajè + ~ ~'(I-2tA) ~ 

E(e t~'~) CI .;;;.e _____ -.:-:o::-__ 

II-2tAtI 1/ 2 (2.20) 

Substituting 2jè'ATP' back for 

-1 

v' and using P'(I-2tA)-lp CI (I-2tP'AP)-1 
'ù 

= (I-2tT'AT) , we obtain 

tx'Ax etjè'(I+2tAT(I-2tT'AT)-lT')A~ 
E (e 'ù 'ù)" ~-------".....,.",..----

II-2tAtI 1/ 2 (2.21) 

From Lemma 2.3, with B III 2tAT and C = T, (2.21) yie1ds E(et~'~) III 

et~'(I-2tAt)-lA~ 

II-2tAtI 1/ 2 for a11 rea1 t such that Itl < k, where k is 

defined as in the paragraph just after (2.17). This imp1ies (2.5) 

using the genera1 resu1ts quoted ab ove Lemma 2.1. Thus Theorem 2.1 is 

proven. 

The above proof through (2.21) fo11ows c1ose1y the derivation by 

Rohde, Urquhart, and Searle (1966). 

Ogasawara and Takahashi (1951) give the moment generating function 

of ~'~, with ~ ~Np(~,t) (t positive semidefinite) as 

(2.21a) 
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where tl/2 is the positive semidefinite square root of t and 

Al = tl/2Atl/2. This appears to be the first treatment where t cou1d 

be singu1ar though no proof of (2.21a) is given. Unfortunate1y, the 

journal in which Ogasawara and Takahashi pub1ished appears not to have 

been readi1y avai1ab1e so that (2.21a), as we11 as various resu1ts 

these authors der ive from (2.21a), were 1ater proved again. 

The form (2.5) was obtained by ~ke1~inen (1966), using an argument 

based on stochastic convergence [the Cramér-Lévy continuity theorem, 

see e.g., Wi1ks (1962)] extending a resù1t of P1ackett (1960). P1ackett 

derived the characteristicfunction of ~'~, ~ ~Np(~,t), t positive 

definite, as 

which simplifies direct1y to (2.5) using Lemma 2.3. The continuity 

theorem was previous1y emp10yed by Good (1963),who gave the character-

istic function of ~'~ for ~ ~ N (~,t), t positive semidefinite. 
. p 

Good (1963) a1so gave the joint characteristic function for two non-

homogeneous quadratic forms as we11 as for a finite number of quadratic 

expressions. 

Less genera1 resu1ts on the characteristic function of quadratic 

forms in normal variables were known much ear1ier. Cochran (1934) gave 

the characteristic function of ~'~ for ~ ~ Np(~,I). Craig (1938) 

extended this resu1t and obtained the joint characteristic function of 

2 s quadratic forma where ~ ~Np(~,a 1). Aitken (1940) obtained the 
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joint characteristic function of a 1inear and a quadratic form and a1so 

of two quadratic forms in x ~ N (O,t), t positive definite. This resu1t 
'" p '" 

was a1so obtained by Sakamoto (1944b) and Ogawa (1946b). Both Ogawa (1950) 

and Carpenter (1950) (apparent1y independent1y) obtained the character-

istic function with ~ ~ Np (~, I). 

Khatri (1961a) derived the joint moment generating function for two 

nonhomogeneous forms in nonsingu1ar normal variables. The fo110wing 

year, Khatri (1962) obtained the moment generating function for a single 

nonhomogeneous quadratic form in singu1ar normal variables. 

As stated previous1y, the characteristic function of nonhomogeneous 

forms or bi1inear forms or systems of quadratic forms may be obtained 

direct1y from the characteristic function of a single, possib1y singu1ar, 

quadratic forme We offer the fo110wing two coro11aries as examp1es. 

COROLLARY ~.1: If ~ ~ Np (>c,t) , t positive semidefinite~ then the 

charactePistic fUnction of Q = ~'~ + 2~'~ + c is 

Proof: 

where 

zeros. 

(2.22) 

We construct a new random vector ~ = (~)~Np+1(>CO,tO)' 

>Co = (~) and to = (t 
f 

with ~ a px1 co1umn vector of 

If Ao = (A JG), then Q = ~'ArJl· 
f c 

Thus 

itu'(I-2itA t )-lA u 
e "'0 0 0 0"'0 

II-2itA t 1
1/2 

o 0 

(2.23) 
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Substituting for u, A and t and simplifying (2.23) gives (2.22). 
"'0 1\10 0 

COROLLARY 2.2: If fE,:t have a joint muZtinorrmat diBtributio'Y/, Buch 

that x 'V N (u,t ), v"'V N (u,t ), ùJhere both t and tyy CZl'e" 
'\1 p '\IX xx '\t q "'y yy xx 

pOBitive Bemidefinite and the croBs-covariance matl'ix of ~ and :t 

iB txy = t'yx' then the chal'actel'istic function of ~'Ao~ is given " 

by (2.5) üJith 

(

txx 
t = tyx 

Proof: The (p+q)xl random vector ~ - (~) '" Np+q <)l.t). and 

~'A~ = ~'Ao:t. Use of (2.5) on ~'A~ completes the proof. 

We now obtain the cumulant generating function and cumulants of an 

arbitrary quadratic form in normal variables. The cumulant generating 

function is essentially the logarithm of the characteristic function. 

lt is also known [Lukacs (1970), pp. 26-27] that when the moment 

generating function exists, the cumulant generating function equals the 

logarithm of the moment generating function. This is the approach that 

will be used here. The kth cumulant is then the coefficient of tk!kl 

in the power-series expansion of the cumulant generating function. 

There is a one-to-one correspondence between cumulants and moments; 

thus, if the cumulants up to order k are specified then so are the 

first k moments, and vice-versa. See, for example, Kendall and Stuart 

(1969), Vol. l, pp. 68-71. 

We use the following two lemmas. 
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LEMMA 2.5: If the cha'l'acter'Ïstic poots of a square matl'ix are atz ZeS8 

than 1 in absoZute vaZue then 

-1 2 
(I-G) .. l + G + G + ••• (2.24) 

Proof: See e.g., Mirsky (1955), p. 332. 

LEMMA 2.6: If the chal'acter'Ïstic poots of a square nxn matri:r; G 

are aZZ l'eaZ and Zess than 1 in absoZute vaZue then 

co k 
1og(II-GI) = -tr 1: G /k. 

k=1 

n n n co k 
Proof: log(II-GI) = log[ rr (1-8i )] = E 10g(1-gi )" E (- E gi/k) 

i=1 i=l i D 1 k=l 

(2.25) 

co n k 00 k 
= - 1: 1: g /k = - 1: tr(G )/k where gi' i-1, ••• ,n are the charac-

k=l i=l i k=l 

teristic roota of G. 

THEOREM 2.2: If ~ IV Np (\t,t), t positive semidefinite~ and A is a 

peaZ symmetl'ic matm~ then the cumuZant genel'ating function of ~'~ 

is 

(2.26) 

tx' Ay· -1 1 1 1 Proof: Using (2.5), ~(t) = log[E(e ~ -~)] = t~'(I-tAt) A~-21og I-tAt • 

We can find a t > 0 in a simi1ar manner to that used in the paragraph 
o . 

after (2.17), auch that for aIl t 1ess than t in abso1ute value 
o 

Ich(tAt)1 < 1; using Lemmas 2.5 and 2.6, we ob tain 

, 
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which upon simplification gives (2.26). 

This result was obtained by Khatri (1963) for the singular case and 

again by Rohde, Urquhart, and Searle (1966). In his 1962 paper, Khatri 

obtained the joint cumulant generating function of two nonhomogeneous 

quadratic forma in nonsingular normal variates. Dieulefait (1951) and, 

apparently independently, Lancaster (1954) obtained the cumulant 

generating function for ~ ~Np(2,I). 

COROLLARY 2.3: The jth cumuZant of t~e quadPatiCJ fom ~'~, lAYlth 

~ 'v Np (~,t), t positive semidefinite~ is 

(2.27) 

Proof: The right-hand side of (2.27) is the coefficient of tj/jJ in 

(2.26) • 

COROLLARY 2.4: The fipst foup cumuZants of ~'~, ~ ~ Np (Jt,t), 

R1(~'~) a E(~'~) = ~'A~ + trAt 

(vaUd aZso if ~ is not no!'fTlaZ)~ 

~hepe V(,) indiCJates vaPianCJe~ 

K3(~'~) = 24~'AtAtA~ + 8tr(At)3 , 

K4(~'~) • 192~'A'/.A'/.A'/.A~ + 48tr(At)4. 

(2.28) 

(2.29) 

(2.30) 

(2.31) 

; 1 

1 

1. 
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The first foUI' moments about the origin when Jt. ~ and t - l are 

323 
lJ3 (~' A~9 • 8trA + 6trA + (trA) (2.34) 

4 3 2 2 
lJ4(~'~) • 48trA + 32trA trA + 12(trA ) 

224 +12trA (trA) + trA • (2.35) 

Proof: (2.28)-(2.31) are obtained by direct substitution in (2.27). 

(2.32)-(2.35) are obtained by substituting the given conditions in the 

reversal formulas 

2 
lJ2(~'~) = K2(~'~) + Kl(~'~) 

lJ3(~'~) = K3(~'~) + 3K2(~'~)KI(~'~) + Ki(~'~) 

. lJ4(~'~) = K4(~'~) + 4K3(~'~)KI(~'~) + 3K~(~'~) 

+6K2(~'~)K~(~'~) + ~(~'~) , 

(2.36) 

(2.37) 

(2.38) 

(2.39) 

which are given, for examp1e, in Kendall and Stuart (1969), Vol. l, 

pp. 68-71. 

COROLLARY 2.5: The aumuZant generating funation of the nonhomogeneous 

quadPatia fom Q" ~'~ + 2~'~ + c, where ~ '" Np (Jt,t) , t positive 

semidefinite~ is 
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(2.40) 

and the cumuZants are: 

K1(Q) = ~'A~ + 2~'~ + c + trAt (2.41) 

(2.42) 

Proof: Using the same substitution in (2.27) as in Corollary 2.1 

gives (2.40) after some simplification. The first cumulant is the co-

efficient of t in (2.40) which gives (2.41). The jth cumulant for 

j > 1 is the coefficient of tj/j! in (2.40) which gives (2.42). 

The cumulant generating function for a bilinear form may be obtained 

in a similar manner to Corollary 2.2. Bowever, .the resultant expression 

is awkward. 
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CHAPTER III 

Chi-Squaredness 

Quadratic forms in or, equiva1ently, 1inear combinat ions of squares 

of normal variates occur throughout statistics. This is particu1ar1y 

so in the theory o,f regression and analysis of variance, as we11 as in 

time series ana1ysis. The determination of the exact distribution of 

such quadratic forms is, therefore, of some importance. A1though the 

cumulants and moments of a11 orders are avai1ab1e in c10sed form for any 

quadratic form in normal variables, the density or distribution function 

is avai1ab1e in c10sed form for surprising1y few. Amongst those for 

which the density 'function is known, the predominant ones are the central 

and noncentra1 chi-square and scalar multiples thereof. 

In this chapter, necessary and sufficient conditions for a quad-

ratic form in (possib1y singu1ar) normal variates to fo110w a central 

or noncentra1 chi-square distribution are estab1ished. A1so, equiva1ent 

formulations of these conditions are discussed. As coro11aries, simp1i-

fied versions of these conditions are obtained for particu1ar quadratic 

forms or covariance structures. A1so, necessary and sufficient condi-

tions for a nonhomogeneous quadratic form to fo110w a chi-square dis tri-

bution are derived. 

If xl ,x2,··· ,xr are independent and identical1y distributed 
r 2 N1 (0,1), then S .. 1: xi i8 said to fo110w a chi-square distribution 

i=l 

with degree8 of freedom. This is denoted 2 
If the means of r S '" X • r 

the xi are not a11 zero, i.e., E(xi ) .. lJi , i-l,2, ••• ,r, then S i8 
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said to follow a noncentral chi-square distribution with r degrees of 
2 r 2 

freedom and noncentrality parame ter ô = t ~ • This is denoted 
i=l i 

S ~ x2(~2). The distribution is central when ô2 • 0 which occurs if 
r 

and,only if E(Xi ) = 0 for all i.l.2 ••••• r. It follows that 

S may be written as S = ~'~. where ~ ~ Nr(2.I) or Nr(~.I). 

From Theorem 2.1 it then follows that 

(3.2) 

and (3.3) 

The fundamental result of this chapter is: 

THEOREM3.l: If ~~Np(~.t). ~ notneaessa1'i7,y 2. and t is 

positive 8emidefinite~ then a set of neaess~ and suffiaient aonditions 

for ~'~.~ x!(ô2
) is: 

and then 

2 
~'(At) • ~'At 

2 tr(At) = r. ~'A~. ô • 

We note that (3.4). (3.5) and (3.6) may be compressed into 

(3.4) 

(3.5) 

(3.6) 

(3.7) 
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Proof: 2 2 A necessary·condition for ~'A~ to fo11owa Xr (5) distri-

but ion is that the moment generating function of ~'~t 

tP
1 

(t) = 
e"JC' (I-2tAt) -lA"JC 

(3.8) 
II-2tAtI 1/ 2 

equals the moment generating function of 2(52) Xr t 

2 t52/(1-2t) e . 
(3.9) tP 2(t;r,5 ) .. 

(1_2t)r/2 
, 

for some positive integer and a rea1 2 The func-r constant 5 > O. 

tion tP 1 (t) is continuous for all rea1 t except for a finite number 

of values. These values are at the points where I-2tAt is singu1ar 

and hence wou1d have a determinant of zero. They occur when the char-

acteristic roots of I-2tAt (which may be denoted by 1-2tÀjt where 

Àl ,À2, ••• ,Àp are the characteristic roots of At) vanish; i.e., when 

-1 
1-2tÀj =.0 (or t = (2Àj) for Àj ~ 0). On the other hand, 

. 2 
tP 2(t;r,5) is continuous with a single discontinuity at t = 1/2. As 

both functions have the same points of discontinuitYt (2Àj)-1 .. 1/2 

or À. = 1 for a11 nonzero 
J 

À. • Thus r must equa1 the number of 
J 
p 

these nonzero roots and r = E À = tr(At), which is the first part 
j=l j 

of (3.7). Let m be the rank of t and let t = TT' where T 1s a 

real pxm matrix. Let ch (At) denote the characteristic roots of 

At. Then the nonzero ch(At) = ch(ATT') m ch(T'AT). Thus, T'AT must 

a1so have r roots equa1 to 1 and m-r roots equal to zero. As 

T'AT is symmetric t it must be idempotent of rank r. Therefore, 
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T'ATT'AT = T'AT. (3.10) 

Premu1tip1ying (3.10) by T and postmu1tip1ying by T' gives (3.4). 
. -1 

Now, in order to use Lemma 2.5 to expand (I-2tAt) , the character-

istic roots of 2tAt must be 1ess than 1 in absolu te value. By 

selecting to = min(I(2Àj )-11) for j=1,2, ••• ,p and Àj ~ 0, it 

follows that Ich(2tAt)1 < 1 for a11 t such that -t < t < t • o 0 

Using Lemma 2.5 gives 

œ 
-1 k k u'(I-2tAt) A)C = )C' ~ (2t) (At) A~ • 

~ k=O' 

As the exponent of (3.8) must equa1 the exponent of (3.9) 

œ 

)C' ~ (2t)k(At)kA)C - ~2/(1-2t) • 
~O 

Simplifying gives 

œ 

)C'A)C + ~ )C'(2t)k[(At)k_(At)k-1]A~ = ~2 • 
k=l 

(3.11) 

(3.12) 

(3.13) 

By (3.4), which we have already shown to be a necessary condition, 

(3.14) 

so that (3.13) reduces to 

(3.15) 

for al1 t su ch that -t < t < t. As (3.15) holds for infinite1y o 0 

many values of t the coefficients of t j are equal for j-O,l, ••• , 

and we get )C'AtA)C. )C'A~ or (3.6). Also 
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~'AtAtA~ - ~'AtA~ • (3.16) 

Combining (3.6) and (3.16) gives 

(3.17) 

Since t is positive semidefinite, (3.17) imp1ies (~'A-~'AtA)t = ~' 

and (3.5) is estab1ished. Using (2.28) and (3.1), we note that 

222 
E(~'~) = ~'A~ + tr(At) = 6 + r = E[Xr (6 )] • (3.18) 

From (3.15), it is c1ear that ~'A~ = 62; therefore from (3.18) we 

see that r = tr(At). Thus, necessity has been proven. To prove suf-

ficiency, (3.4) - (3.6) are assumed and (3.8) must be shown to equa1 

(3.9); i.e., the moment generating functions must be equa1. 

From (3.14) a11 the nonzero characteristic roots of At are equa1 

to 1. If there are r of these then r = tr(At) and 

II-2tAtI 1/ 2 = ~ (1-2tÀ )1/2 = (1_2t)r/2 • (3.19) 
j=l j 

k From (3.14), (3.5) and (3.6), Jt'(At) A~ = ~'A~ for k=O,l, •••• 

Thus, 

00 00 

-1 k k 2 k 
~'(1-2tAt) A~ = E (2t) ~'(At) A~ = 6 E (2t) 

k=O k-O 
(3.20) 

2 = 6 /(1-2t) , 

2 1 1 with 6 = ~'A~ and - 2 < t < 2. (3.19) and (3.20) show that the 

moment generating functions are equa1 and so the theorem is proven. 

COROLLARY 3.1: If ~ '" Np (Jt, t) and ~' ~ fo ZZObJS a ahi-squtn'e dis-
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mbution~ then the distPlbution is central. if and on'Ly if 

(3.21) 

Proof: If the chi-square distribution.is central ô2 = 0 and 

~'A~ - O. Also ~'A~ = ~'AtA~ = (T'A~)'T'A~ = 0 which imp1ies 

T'A~ - ~ or tA~ -~. Converse1y, if ~'A~ = 0 and tA~ = ~ then 

ô2 = 0 and the distribution is central. 

Ogasawara and Takahashi (1951), Rao (1962), Khatri (1963), 

Rayner and Livingstone (1965), and Mâke1Kinen (1966) aIl, apparent1y 

independent1y, obtained the above resu1ts. 

The fo11owing theorem states an equiva1ent set of necessary and 

sufficient conditions for the quadratic form ~'~ to fo11ow a 

2 2 Xr(ô) distribution. 

THEOREM 3.2: If ~ '" Np(~,t), üJith t positive semidefinite~ then a 

set of necessar-y and suffiaient conditions fop ~'~ to be dist~ibuted as 

X2(ô2) is 
r 

j = 1,2,3,4 (3.22) 

and 

tr(At)4 - tr(At)3 - tr(At)2 = tr(At) = r • (3.23a) 

If A is positive semidefinite then (3.23a) may be ~ep'Laced by 

tr(At)3 = tr(At)2 - tr(At) - r • (3.23b) 

Proof: We must show that (3.22) and (3.23) are equiva1ent to (3.4), 

(3.5) and (3.6). C1ear1y (3.4), (3.5) and (3.6) imp1y (3.22) and (3.23). 
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Now from (3.22) we obtain 

(3.24) 

or, equiva1ent1y, by writing t ... TT' 

~'(AtAT-AT)(AtAT-AT)'~ • 0 • (3.25) 

This implies 

~'AtAT III ~'AT , (3.26) 

whieh by postmu1tip1ying by T' gives (3.5). Note that (3.22) a1so 

imp1ies (3.6). Let À1, ••• ,Àp be the eharaeteristie roots of At and 

henee of T'AT. Sinee T'AT is symmetrie, aIl the Ài are real and 

(3.23a) beeomes 

~ ,,4... ~ À3 ... ~ À2 = ~" 
i==l i i=l i i=l i i ... 1 i ' 

(3.27) 

whieh imp1ies 

(3.28) 

But as eaeh the eharaeteristie roots "i must either be 

equa1 to 0 or 1 and as r = tr(At) there must be r characteristic 

roots equa1 to 1. Thus T'AT is idempotent and 

T'ATT'AT = T'AT, (3.29) 

whieh is equiva1ent to (3.5). When A is positive semidefinite, we 

know that the "i must aIl be nonnegative sinee T'AT is then a1so 

positive semidefinite. (3.23b) imp1ies 
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(3.30) 

or 

(3.31) 

2 But each Ài(Ài-l) ~ 0, therefore each Ài must equal either 0 or 

1. Again, as r - tr(At), r of the Ài equa1 1 and the remainder 

O. This imp1ies that T'AT is idempotent and we ob tain (3.2~) which 

is equivalent to (3.5). Thus Theorem 3.2 is proven. 

The latter part of the above proof i8 due to Shanbhag (1970) 

extending a previous resu1t of Good (1969). The fo11owing theorem is 

given as an exercise by Searle (1971). 

THEOREM 3.2a: If ~ ~Np(~,t), ~ith t positive semidefinite~ then a 

necessary:and sufficient condition fo~ ~'~ tO.be dist~buted as x;(ô2) 

is 

Proof: 

j = 1,2, ••• , (3.32) 

2 2 The cumulant generating function of X (ô), obtained from the 
r 

logarithm of its moment generating function in (3 •. 9) is 

"'(t) .. tô2/(1-2t) - r[log(1-2t)]/2 • (3.33) 

Expanding the right-hand side as a power series in t, for Itl < 1/2, 

gives the jth cumulant as the coefficient of tj/j!; that is, 
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j =1,2, ••• (3.34) 

The jth cumulant of ~'~, as given by (2.27), is 

j-l j-1 j 
Kj[1é'~] =2 jl[.JC'(At) A.JC+tr(At) /j]; j = 1,2, •••• (3.35) 

Since the moments of the chi-square distribution determine that dis tri-

bution uniquely (cf. Anderson, 1958, p.172 and Rao, 1965, p. 86), it 

fol1ows that a necessary and sufficient condition for ~'~ to be 

distributed x2(~2) is that the right-hand side of (3.34) equals the 
r 

right-hand side of (3.35) for j=1,2, •••• After simplification, 

this gives (3.32) as a necessary and sufficient condition for ~'~ to 

have a x2(~2) distribution. 
r 

Theorems 3.2 and 3.2a show that (3.32) is equivalent to (3.22) and 

(3.23a), a result we have not been able to prove directly. 

Another set of necessary and sufficient conditions for ~'~ to 

be distributed X2
(ô

2) is given by Rao and Mitra (1971). The set of 
r 

conditions is (i) tAtAt = tAt, (ii) ~'AtA~ = ~'A~ and (iii) tA~ 

be10nga to the column space of tAt. The proof shows the equivalence 

of (iii) and tAtA~ = tA~. Rohde, Urquhart and Searle (1966) knew of 

this result from personal communications with Rao and uaed it to prove 

the fo1lowing. Let ~ ~ Np (.JC,t), with t = TT', where T is a real 

pxm matrix and m = rk(t) and let v ~N (0,1). Then a necessary and 
'\, m '" 

2 2 aufficient condition for ~'~ to have a Xr(~) distribution is that 

there exista a real mxl vector ~ for which 

(3.36) 
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with T'AT idempotent. 

We now present corollaries to Theorem 3.1 in which additional 

conditions imposed upon the covariance matrix and/or the matrix of the 

quadratic form simplify the necessary and sufficient conditions for 

chi-squaredness. 

COROLLARY 3.2: If ~ '" Np (~,t), and if t is positive definite~ 

then ~'~ fotto~s a x!(ô2
, distPibution if and ont y if 

AtA = A , (3.37) 

and then r - rk(A) and ô2 = ~'A~. The distvibution is centr>at if 

and ont y if A~ - 2. 

Proof: When ~ is positive definite, (3.37) readily implies (3.4), 

2 2 (3.5) and (3.6) and thus that ~'~ is distributed Xr(ô) with 

2 
r = tr(At) - rk(At) • rk(A) and ô = ~'A~. When ~'~ is distri-

buted as x2(ô2) then (3.4), (3.5) and (3.6) hold. If t is posi­
r 

tive definite, (3.20) follows. Also, whereas tA~ = 2 and ~'A~ = 0 

are necessary and sufficient for central chi-square, the positive 

definiteness of ~ reduce these conditions to A~ = 2. 

Corollary 3.2 was given by Carpenter (1950), Graybi11 and Marsag1ia (1957) 

and' Rao (1965); when ~ =' 2, Ogawâ (1946b) indicated that it was proven by 

Sakamoto in 1943. (Cf. Sakamoto, 1944b.) 

We note that (3.37) imp1ies that ~ is a generalized inverse of 

A (cf. Rao and Mitra, 1971); we write ~ = g1(A). We a1so see from 

(3.37) that A is positive semidefinite. 
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COROLLARY 3.3: If ~ ~ Np(~,t), t positive semidefinite and 

rk(t) ... r ~ p, then a set of neaessary and suffiaient aonditions fOl" 

~'~ to be dist1"ibuted x;(ô2
) is that 

(3.38) 

and 

JC'AtAJC ... ~'A~ , (3.39) 

2 whel"e ô = JC'A~. The distl"ibution is aen~Z if and onZy if ~'A~ a 0 

Ol"~ equivaZentZy~ tA~ = ~. 

We note that this resu1t differs from Theorem 3.1, in that here 

we spec1fy that r, the degrees of freedom, must equa1 rk(t). 

Proof: Let t = TT' where T 1s a pxr matr1x. If ~'~ 1s dis­

tributed X2(ô2) then (3.4) 1mp1ies that T'AT is idempotent. As 
r 

r = tr(At) = tr(T'AT) = rk(T'AT), T'AT 1s nons1ngu1ar. S1nce the 

on1y nons1ngu1ar idempotent matrix is the 1dent1ty, T'AT ... l, and so 

TT'ATT' =" TT' or (3.38). Also, (3.6) 1s 1dentica1 to (3.39). On the 

other hand, when (3.38) and (3.39) ho1d, (3.4), (3.5) and (3.6) f01low 

2 2 2 
and thus ~'~ ~ Xr(ô), with ô = JC'A~. The conditions for central 

chi-square rema1n unchanged. 

This cor011ary was proven for ~ = ~ by Khatri (1968) and by 

Ze1en and Federer (1965). It 1s 1nteresting to note that if rk(t) ... p, 

then tAt = t reduces to A'" 1.-1, a resu1t proved d1fferently by 

Bhat (1962) • 

. COROLLARY 3.4: If ~ ~ Np(~,t), t positive semidefinite~ then ~'~ 
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2 
foZZo~s a X distribution if and onZy if 

r 

(3.40) 

and then r = tr(At). If t is positive definite~ then (3.40) ~eduaes 

to (3.37). 

The proof fo11ows direct1y from Theorem 3.1. Rayner and 

Livingstone (1965) c1aim to have had this resu1t in 1955 and draw 

attention to an incorrect version in Rao (1962). 

The fo11owing theorems and coro11aries will try to relax condition 

(3.40) given certain additiona1 conditions on the trace or rank of 

combinat ions of A and t. The motivation for this is to reduce the 

necessary and sufficient condition (3.40) for chi-squaredness. Indeed, 

with certain additiona1 information, we do have simp1er necessary 

conditions. 

LEMMA 3.1: If t is a pxp positive semidefinite mat~ and A = A', 

then 

(1) tAtAt = tAt (3.41) 

(2) rk(At) = rk(tA) = rk(AtA) , (3.42) 

(3) (3.43) 

Proof: As t is positive semidefinite, we may write t = TT' where 

T is a pxs matrix and s = rk(t). 

(1) C1ear1y tAtAt = tAt imp1ies (tA)3 a (tA)2. Now 

(tA)3 - (tA)2 imp1ies 
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This yields 

(tAtAT-tAT)(tAtAT-tAT)' = 0 • 

which gives tAtAT = tAT and so tAtAt = tAta 

(2) rk(At) = rk[(At)'] = rk(tA). In addition 

rk(At) = rk(ATT') D rk(AT) = rk[(AT) (AT)'] = rk(AtA). 

(3) rk(tAt) = rk(TT'ATT') m rk(T'AT) = rk[(T'AT)(T'AT)'] 

= rk(T'ATT'AT) = rk(TT'ATT'ATT') = rk(tAtAt). But as rk(tAt) 

(3.44) 

(3.45) 

~ rk(tAtA) = rk(AtAt) ~ rk(tAtAt) and rk(tAt) - rk(tAtAt), the 

inequality string collapses and (3.43) follows. 

2 COROLLARY 3.5: Let rl = rk(At) and r 2 ~ rk[(At)]. If s - rk(t) 

and r = rk(A), then 

2 Proof: s = rk(t) ~ rk(At) ~ rk[ (At) ] and 

(3.46) 

then r=r =r • 1 2 (3.47) 

2 r = rk(A) ~ rk(At) ~ rk[ (At) ]. 

When the extremes are equal, equality holds throughout, i.e., (3.47). 

THEOREM 3.3: (i) If A is positive semidefinite then rI = r 2 

whel'e rI = rk(At) and r
2 

= rk[ (At)2]. (ii) If At is symmetl'ia~ 

then rI = r 2• 

Proof: (i) From Lemma 3.1 r 2 = rk(tAt). Since A is positive semi-
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definite, we May write A = FF', where F is a pxr matrix. Then 

rk(tAt) a rk(tFF't) • rk[(tF)(tF)'] m rk(tF) = rk(tFF') a rk(tA) Dr. 
1 

2 (ii) r 2 = rk[(At) ] = rk[(At) (At)] • rk[(At)(At)'] • rk(At) • r1 • 

THEOREM 3.4: (i) tAtAt = tAt - rk(tAt) a tr(At) 

(ii) tAtAt = tAt and rk(At) a rk[(At)2] ~ AtAt = At 

(iii) tAtAt = tAt and rk(A) = rk(At) ~ AtA m A 

(iv) AtAt = At.and rk(t) a rk(At) ~ tAt a t • 

We prove this theorem using the fo110wing 1emma due to St yan (1971). 

LEMMA 3.2: If GRB = GRC and rk(GR)· rk(R) then RB = HC. 

Proof: We May write H = KL' where K and L have full eo1umn rank. 

Then rk(GH) a rk(H) imp1ies rk(GK) = r(K) and thus GK has full 

eo1umn rank. Henee GRB a GRC, or GKL'B· GKL'C, imp1ies L'B - L'C 

or RB = HC. 

Proof of Theorem 3.4: (i) tAtAt = tAt imp1ies T'ATT'AT a T'AT, or 

T'AT idempotent. Thus rk(T'AT) = tr(T'AT). Sinee rk(T'AT) = rk(tAt) 

and tr(T'AT) = tr(At) we have rk(tAt) a tr(At). 

(ii) Sinee rk(At) = rk[(At)2], we have rk(tAt) a rk(At). 

Applying Lemma 3.2 to tAtAt = tAt with G a t, R = At, Ba At, and 

C = l we get AtAt = At. 

(iii) Sinee rk(A)· rk(At) a rk(tA), using Lemma 3.2 on tAtAt. 

with G = t, H = A, B • t, and C D At, gives AtAt· At. Again by 
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transposing and reapp1ying the 1emma, we ob tain AtA = A. 

(iv) Since rk(t) = rk(At), app1ying the above 1emma to 

AtAt = At gives tAt = t, as required. 

COROLLARY 3.6: (i) If tAtAt - tAt and 'rk(A) a rk[(Àt)2] then AtA = A. 

(ii) If AtAt = At and rk(t) = rk[(At)2] then tAt = t . 

Proof: Using Coro11ary 3.5, rk(A) = rk[(At)2] imp1ies rk(A) = rk(At). 

A1so, rk(t) = rk[(At)2] imp1ies rk(t) = rk(At). Using Lemma 3.2 

estab1ishes (i) and (ii). 

Parts of the above theorems and coro11aries from Theorem 3.3 on-

wards occur throughout the 1iterature. See, for examp1e, Rayner and 

Livingstone (1965), Shanbhag (1968), Good (1969), St yan (1970), Rayner 

and Nevin (1970), and Rao and Mitra (1971). 

When ~ ~Np(~,t), with t positive semidefinite, the necessary 

2 and sufficient conditions for ~'~ to be distributed Xr reduce from 

(3.4), (3.5) and (3.6) of Theorem 3.1 to 

tAtAt = tAt , (3.48) 

and then r = tr(At) as in Coro11ary 3.4. Shanbhag (1970) obtained an 

equiva1ent formulation of the above resu1ts as fo11ows: 

COROLLARY 3.7: Let ~ ~Np(~,t), with t positive semidefinite. 

Then ~'~ foZZo~s a x; distribution if and onZy if 

432 tr(At) = tr(At) • tr(At) = tr(At) - r • (3.49) 

If A is positive semidefinite then ~'~ ~ x; if and onZy if 
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3 2 
tr(At) = tr(At) = tr(At) • r • (3.50) 

The proof is immediate from Theorem 3.2. 

The next two cor011aries,whose proofs are a1so Immediate (and 

therefore omitted),are inc1uded to give historica1 perspective. 

COROLLARY 3.8a: [Cochran (1934), Craig (1943)] If ~ ~Np(~,I), 

then ~'~ fottows a chi-square distribution if and ont y if atZ the 

nonzero chaPactePistic roots of A are 1 orJ equivaZentZYJ 2 
A = A. 

2 COROLLARY 3.8b: [Carpenter (1950)] If ~ ~ Np(~,a 1), then ~'~ 

foZZows a chi-square distribution i(62) if and onZy if a2A2. A, 
r 

and then r = rk(A) and 6
2 = ~'A~. 

The necessary and sufficient conditions for a nonhomogeneous quad­

ratic form in normal variables to be distributed X2 (62) are now ob-
r 

tained using the same technique as in Coro11ary 2.1. 

COROLLARY 3.9: If ~ ~ Np (~,t), t positive semidefiniteJ then 

~'~ + "2~'~ + c is distPibuted X~(62) if and onZy if 

tAtAt ... tAt (3.51) 

and then r'" tr(At) and 6
2 = ~'A~ + 2~'~ + c. The distPibution is 

cent'l'aZ if and ont y if 

(3.54) 
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Moreover, ~~Ao~o fo110ws a X~(ô2) distribution if and on1y if (by 

Theorem 3.1) 

'A t - '(A ~ )2 >Co 0 0 ~o 0"0 

'A u = u'A t A ~o o~o ~o 0 0 o~o ' 

(3.55) 

(3.56) 

(3.57) 

2 and then r = tr(A t) and ô = u'A u. Substituting for t, A , o 0 "'0 0""'0 0 0 

and ~o in (3.55) gives (3.51), in (3.56) gives (3.52) and in (3.57) 

,gives (3.53). The distribution i8 central if and on1y if 

(A~+~)'t(A>c+~) = O. This ho1ds if and on1y if (A~+~)'T -~' or, 

equiva1ent1y, (A>c+~)'t = ~'. 

This resu1t was obtained by Khatri (1963). Ogasawara and 

Takahashi (1951) found the necessary and sufficient conditions for a 

nonhomogeneous quadratic form to fo110w a central chi-square dis tribu-

tion. Khatri (1962) considered ~ ~ Np(>c,I). 

We now examine the necessary and sufficient conditions for a bi-

1inear form to be distributed as x2 (ô2). 
r 
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is any pxq mat~ix~ neve~ foZZows a x;(ô2) di8t~bution. 

1 
Proof: Let A .. "2 (0 Ao)' Then ~,~ .. ~iAo~2' Were ~iAo~2 or 

A' 0 
o 

equivalently ~'~ distributed as x;(ô2), then 

r III tr(A't) 

1 
CI - tr 

2 

Hence, ~iAo~2 cannat follow a chi-square distribution. 

We now derive necessary and sufficient conditions for an arbitrary 

bilinear form to follow a x;(ô2) distribution. 

THEOREM 3.6: Let ~ "(~l) "'Np+q(~,t), whe~e 1El is 

. ~2 

pxl, 1E2 is 

qxl, Jt a G~)' t = G~~ ~~:). fdth t positive semidefinite. Let 

A be a pxq ma~ix; then a set of necess~ and sufficient conditions o 

fo~ ~iAo1E2 to be dist~buted x;(ô2) is (3.4), (3.5) and (3.6) 

and ~ and t as above. Then r" tr(Ao't21) 

Proof: Since ~,~ .. ~iAo~2' conditions (3.4), (3.5) and (3.6), which 

are necessary and sufficient for ~'~ to be distributed x;(ô2), are 
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11 d ffi i f 'A h Xr2(..t
2) di equa y necessary an su cent or ~1 o~2 to ave a y s-

tribution. In addition, 

and 

r .. tr(At) 

la tr-1(0 
2 A' 

o 

.. 12 tr(A t ) + 12 tr(A't ) - tr(A t ) , 
o 21 0 12 0 21 
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CHAPTER IV 

Independence 

In this chapter we present necessary and sufficient conditions for 

two quadratic forma in noncentral, possibly singular normal variables to 

be independently distributed. For corollaries, we obtain conditions for 

the independence of (i) two nonhomogeneous quadratic forms, (ii) two 

bilinear forms and (iii) a quadratic form and a set of linear forms. We 

also study the special cases of central variables, of a positive definite 

covariance matrix, and of positive semidefinite quadratic forms. 

Independence of random variables is very useful to know. When two 

random variables are independent, their joint distribution function is 

the product of the two marginal distribution functions. Also, the ratios 

of certain random variables follow well-known distributions if the 

numerator and denominator random variables are independent. Examples of 

this are (i) the ratio of a standard normal variable to the square root 

of an independently distributed central chi-square variable divided by 

its degrees of freedom follows Student's t distribution, and (ii) the 

ratio of two independent chi-square variables, each divided by its degrees 

of freedom, follows the F distribution. These facts are extremely useful 

in the analysis of linear models; e.g., regression and the analysis of 

variance. It should be stressed, however, that the conditions for the 

independence of two quadratic forms do not in general depend on the in­

dividual distributions of the quadratic forms (e.g., whether or not they 

are chi-square). 
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THEOREM 4.1: If ~ ~Np(~,t), t positive semidefiniteJ and A,B are 

pxp symmetria matrices then a set of neaessary and suffiaient conditions 

for the quadratia fonns ~'~ and ~'B~ ta be independent is 

tAtBt = 0, (4.1) 

(4.2) 

(4.3) 

~'AtBJG la 0 (4.4) 

or 

(4.4a) 

We will use the fo11owing 1emma to he1p prove Theorem 4.1. 

LEMMA 4.1: If A and B are symmetric matrices then 

II-sAI.II-tBI la II-sA-tBI for aZZ reaZ s,t (4.5) 

if and onZy if 

AB la 0 • (4.6) 

Proof: Since II-sAI.II-tBI = II-sA-tB+stABl for a11 s and t, it 

i8 c1ear that (4.6) imp1ies (4.5). 

For a11 8,t 8ufficient1y 8ma11 8uch that 

1 ch (8A)1 < 1, 1 ch (tB)1 < 1 , (4.7) 
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we may take 10garithms of both sides of, (4.5) and obtain 

log ( II-sA 1) + log ( 1 I-tB 1) .. log ( 1 I-sA-tB 1) • (4.8) 

We may app1y Lemma 2.6 to (4.8), which then becomes 

(1) 00 00 

E sktr(Ak)/k + E tktr(Bk)/k a E tr[(sA+tB)k1/k • (4.9) 
k=l k=l k=l 

2 2 Equating the coefficients of s t from both sides of (4.9) gives 

222 o c 4tr(A B ) + 2tr(AB) • (4.10) 

Since both A and B are symmetric (4.10) may be written as 

2tr(AB)(AB)' + tr(AB+BA) (AB+BA) , .. 0 • (4.11) 

As both (AB) (AB)' and (AB+BA) (AB+BA) , are positive semidefinite, 

(4.11) imp1ies AB'" 0, as required. 

Proof of Theorem 4.1: Let Q'" ~'~, R" ~'B~ and let t!>1 (s), t!>2 (t) 

be the moment generating functions of Q and R respective1y and let 

t!>(s,t) be the joint moment generating function of Q and R. Then, 

since their moment generating functions exist, Q and R will be 

independent if and on1y if for a11 sand t sufficient1y sma11, 

, t!>1 (s)t!>2(t) = If> (s,t) • (4.12) 

From (2.5), we ob tain for a11 sand t sufficient1y sma11 so that 

the characteristic roots of 2sAt, 2tBt and 2sAt + 2tBt are a11 1ess 

than one in abso1ute value, 

-1 
eS~'(I-2sAt) A~ 

If> (s) .. ..;;;..-.-----.:~....;. 
1 1 1-2sAt 11/ 2 (4.13) 
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e~'(I-2SAt-2tBt)-1(sA+tB)~ 
q, (s, t) CI .;;....------..,.......,,---­

II-2sAt-2tBtI 1/ 2 

(4.14) 

(4.15) 

Using an argument simi1ar to that used in the proof of Theorem 3.1, 

(4.12) will ho1d if and on1y if 

II-2sAtl.II-2tBtl - II-2sAt-2tBtl (4.16) 

and 

~ ~ ~ 
s~'(I-2sAt) A~ + t~'(I-2tBt) B~ "" ~'(I-2sAt-2tBt) (sA+tB)~. (4.17) 

Lemma 4.1 does not app1y direet1y to (4.16) sinee At and Bt are not 

usua11y symmetrie. If, however, we write t = TT', then (4.16) is 

equiva1ent to 

II-2sT'ATI.II-2tT'BTI "" II-2sT'AT-2tT'BTI • (4.18) 

We may take T to be a rea1 pxr matrix where r "" rk(t). Using 

Lemma 4.1, we find that (4.18) and (4.16) ho1d if and on1y if 

T'ATT'BT = 0 (4.19) 

or equiva1ent1y, 

tAtBt = 0 • (4.20) 

Sinee we assume that sand tare suffieient1y sma11 so that the 

eharaeteristie roots of 2sAt, 2tBt and 2sAt + 2tBt are a11 1ess 

than one in abs01ute value, Lemma 2.5 app1ied to both sides of (4.17) 

gives 
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œ œ 

t ~'[{2s}k{At}kA+{2t}k{Bt}~]~ = t ~'[{2sAt+2tBt}k]{SA+tB}~. {4.21} 
~O ~O 

As each side of {4.21} is the same power series expansion, the coeffici­

ents of sjtj ', j C 0,1,2, ••• ; j' = 0,1,2, ••• are equa1 on both sides of 

(4.21). When j = j' =~, we obtain ~'AtB~ + ~'BtA~ = 0, and as 

~'AtB~ - ~'BtA~ {since the transpose of a eca1ar equa1s the eca1ar} we get 

~'AtB~ = 0 • {4.22} 

When j = j' = 2, using (4.20) in {4.21} gives 

{4.23} 

As both BtAtAtB = BtAT{BtAT}, and AtBtBtA· AtBT{AtBT}, are positive 

semidefinite, {4.23} ho1ds if and on1y if 

T'AtB~ - ~, T'BtA~. ~ , {4.24} 

or equiva1ent1y, 

{4.25} 

It is c1ear then that (4.21) is equiva1ent to {4.22} and {4.25} as the 

coefficients of sjtj ', j = 1,2,3, ••• ; j' = 1,2,3, ••• on the right-hand 

side of {4.21} are a11 zero becauee of either {4.22} or {4.25}. A1eo 

the coefficients of sj, j = 1,2,3, ••• ; and of t j
', j' = 1,2,3, ••• 

are c1ear1y equa1 on both sides of {4.21}. Thus the necessary and 

sufficient conditions for the independence of the two quadratic forme 

~'~ and ~'B~ are {4.20}, (4.22) and {4.25} which proves Theorem 4.1. 
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COROLLARY 4.1: (i) If Itl ~ 0, condition (4.4a) is equivaZent to 

AtB = 0 • (4.26) 

(ii) If A is positive semidefinite~ condition (4.4a) is equivaZent to 

(4.27) 

(iii) If both A and B aPe positive semidefiniteJ condition (4.4a) 

reduces to (4.26). 

(iv) If t = a2r, where a2 is a scaZaPJ then condition (4.4a) simpZifies 

to 
AB = 0 • (4.28) 

Proof: The proof of (i) is immediate. To prove (ii), note that 

(4.27) imp1ies (4.4a). Also (4.1) imp1ies tBtAtBt = 0 which, since 

A is positive semidefinite, imp1ies AtBt = 0 and (4.3) imp1ies 

~'BtAtB~ = 0 which imp1ies AtB~ =~. Thus (ii) is proven. For (iii), 

note that (4.26) is sufficient for (4.4a). To see that it is a1so 

necessary, (4.1) imp1ies AtBt = 0 from (ii), and this imp1ies 

AtBtA = 0 and.since B is positive semidefinite, AtB = O. Fina11y, 

(iv) fo110ws immediate1y. 

Theorem 4.1 on the independence of quadratic forms is sometimes 

ca11ed Craig's Theorem or the Craig-Sakamoto Theorem. Craig (1943) 

c1aimed that if ~ ~Np(2,r), then ~'~ and ~'B~ are independent 

if and on1y if AB = O. Sakamoto (1944b) c1aimed that if ~ ~Np(~,t), 

t positive definite, then ~'~ and ~'B~ wou1d be independent1y 

distributed if and on1y if AtB ~ O. Hote11ing (1944) showed that 

Craig's proof was incorrect and attempted to give a correct proof, but 
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this a1so contained inaccuracies. Ogawa (1946a) a1so attempted to 

prove Craig's Theorem but apparent1y was unsatisfied as 1ater, 

Ogawa (1949) states: 

"A.T. Craig (1943) and H. Sakamoto (1944b) showed that 
the ••• condition II-sA-tBI· II-sAI.II-tBI is equiva1ent 
to AB = 0, but their proofs were incorrect. H. Hote11ing 
(1944) a1so tried to prove this fact, but his proof was 
a1so not satisfactory. J. Ogawa (1946a) tried to derive 
these resu1ts ••• but his proofs were a1so D.Ot satisfactory". 

In his (1949) paper, Ogawa then proves Theorem 4.1 for ~ ~Np(~,t), 

t positive definite. 

Matusita (1949), who c1aims to have had the proof in 1943, and 

Aitken (1950) a1so proved Craig's Theorem for ~ ~Np(~,t), t 

positive definite. Carpenter (1950) extended this resu1t to noncentra1 

variables; that is, if ~ ~ Np(~,t), t positive definite, then a 

necessary and sufficient condition for ~'~ and ~'B~ to be independ­

ent is still AtB = O. This resu1t was a1so proven by Ogawa (1950). 

The resu1t in the most genera1 case when ~ ~ Np(~,t), t 

positive semidefinite as in Theorem 4.1, was first stated and proven 

by Ogasawara and Takahashi (1951). The proof we have given fo110ws 

theirs to a great extent. Since 1951, there have been others who have 

restated and reproved this theorem. See, for examp1e, Kbatri (1963), 

Good (1963), and Rao and Mitra (1971). 

Prior to Craig's Theorem, the criterion used to judge independence 

was effective1y the factorization of the joint characteristic function. 

Cochran (1934) first stated this for the case when ~ ~ Np(~,I); i.e., 

~'~ and ~'B~ are independent if and on1y if II-2isA-2itBI 

- II-2isAI.II-2itBI for aIl rea1 sand t. Craig (1938) extended 
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this result to the independence of q quadratic forms when 

2 x ~N (O,a I). Aitken (1940) extended this result by proving that if 
'" P '" 
~ ~ Np(~,t), t positive definite, a necessary and sufficient condition 

for ~'~ and ~'B~ to be independent is II-stA-ttBI = II-stAI. 

II-ttBI, for aIl real sand t. Lancaster (1954), using cumulant 

generating functions, showed that when ~ ~ Np(~,I), . a necessary and 

sufficient condition for the independence of ~'~ and ~'B~ is tr(sA)j + 

tr(tB)j = tr(sA+tB)j for j = 1,2, ••• ; for aIl real sand t. 

We extend Theorem 4.1 on the independence of two quadratic forms 

to Theorem 4.2 on the independence of two nonhomogeneous quadratic 

forms ~'~ + 2~'~ + al and ~'B~ + 2~'~ + bl. As the values of the 

constants al and bl do not affect the independence of the nonhomo-

geneous forms, we do not lose generality by setting al = bl - O. 

THEOREM 4.2: Let ~ ~Np(~,t), whe'1'e t is positive semidefinite. 

Then a set of neaessaPy and suffiaient aonditions fol' the independence 

of ~'~ + 2~'~ and ~'B~ + 2~'~ i8: 

tAtBt = 0 (4.29) 

(4.30) 

(4.31) 

Proof: We construct the new variable ~ = (~) • 

where ~o = (~) and to = (t R). If Ao" (A ~) and 

1 ~' 0 ~' 0 

Bo .. (B ~), then tAo~" ~'~ + 2~'~ and ~'Bo~ = ~'B~ + 2~'~. 
~' ·0 
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The necessary and suffici~nt conditions for the independence of the 

non~omogeneous quadratic forms are identica1 to the conditions for the 

independence of the two quadratic forma ~'Ao~ and ~'Bo~. These 

conditions are from Theorem 4.1: 

t A~B~ =0 
o 0"0 0"0 

u'A t B u = 0 • 
'\10 0 0 0'\10 

(4.32) 

(4.33) 

(4.34) 

By substituting for to' Ao' Bo' Jlo in terms of t, A, B, ~,~ and ~ 

and simp1ifying, conditions (4.32), (4.33) and (4.34) become (4.29), 

(4.30) and (4.'31) respective1y. 

COROLLARY 4.2: (i) If Jl = 2, the nece8saPy and sufficient conditions 

in Theopem 4.2 peduce to 

(4.35) 

(ii) If' t is positive 8emidefinite~ the conditions peduae to 

AtB= 0, At~ = 2, Bt~ = 2, ~'t~.~ 0 . (4.36) 

(iii) If A is positive 8emidefinite~ the conditions simpZify to 

(4.37) 

(iv) If both A and B are positive semidefinite~ the necessary and 

suffiaient aonditions fop independenae are (4.36). 

Proof: (i) Substituting Jl. 2 into (4.29) - (4.31) gives (4.35). 
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-1 (ii) Since t is positive definite, t exists. Pre- and postmu1ti-

-1 p1ying (4.29) - (4.31) by t to remove the 1eading aüd/or the 

trai1ing t whenever necessary, gives (4.36). 

(iii) When A is positive semidefinite, A may be expressed as FF'. 

Thus (4.29), tAtBt = 0 imp1ies tBtAtBt = 0 or tBtFF'tBt = 

(tBtF)(tBtF)' = O. This 1ast statement imp1ies tBtF = 0 and so 

tBtFF' = tBtA D 0, the first part of (4.37). A1so premu1tip1ying 

tAt(B~+~) = ~ by (B~+~)' gives (B~+~)'tFF't(B~+~) = 0, and so 

A~(B~~) =~, the second part of (4.37). The remaining two conditions 

fo110w from (4.30) and (4.31). 

(iv) Wh en , in addition to A being positive semidefinite, B is a1so 

positive semidefinite, the conditions (4.37) reduce further. B may be 

represented as GG'; then AtBt = 0 imp1ies AtBtA = AtGG'tA D 0 and 

AtB = O. This and the remainder of (4.37) reduce to (4.36). 

The fo110wing 1emma which was first stated and proven by Good (1963) 

will be usefu1 in the proofs of subsequent theorems and coro11aries. 

The resu1t, as it appears in Good's paper is that if a set of quadratic 

expressions in normal variables are pairwise independent then they are 

mutua11y independent. The proof we give is stated in terms of quadratic 

forms and is not 1ess genera1 than Good's, as any quadratic expression 

may be represented as a quadratic form. 

LEMMA 4.2: Let ~ ~Np(~,t)t t positive 8emidefinite~ and Zet 

~'A1~' ~'A2~"'" ~'An~ be n ~atia fo~s ~hiah aFe pairwise 

independent. Then the quadratia fo~s ave mutuaZZy independent. 
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Proof: From Theorem 4.1, the pairwise independence of quadratic forms 

imp1ies 

(4.38a) 

(4.38b) 

(4.38c) 

Ta show the mutua1 independence of the quadratic forms, the joint 

moment generating function ~(tl,t2, ••• ,tn) must equa1 the product of 

the individua1 moment generating functions ~1(t1)' ~2(t2)'···' ~n(tn)' 

where from Chapter 2 

(4.39) 

and 

Thus, we must show that (4.39) equals 

or 

(4.40a) 

and 
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(4.40b) 

For t l ,t2, ••• ,tn suffieiently small so that the eharaeteristie 

n 
roots of t 2tjAjt are all less than one in absolute value, Lemma 2.5 

j=l 

gives 

n 00 n 
(1- t 2t Ajt)-l... t ( t 2tjAjt)h • 

j=l j h=O j=l 

Therefore, 

(4.40e) 

From (4.38a) - (4.38e) we see that terms with j ~ k in the right-hand 

side of (4.40e) must be zero. Renee (4.40e) reduees to 

whieh is ~he right-hand side of (4.40a) using Lemma 2.5. 

Moreover, 

n n n 
11- t 2tjAjtl = II-2tlAlt- t 2tjAjtl = II-2tl T'A1T- t 2tj T'AjTI, (4.4la) 
j~ j~ j~ 

where t = TT' and T i8 a pxr matrix of rank r'" rk(t). (4.38a) i8 

then equivalent.to T'AiTT'AjT = 0; i,j = l, ••• ,n, i ~ j. In partieular 

T'A1TT'AjT = 0, j a 2, ••• ,n and 

n 
T'A T ( t T'AjT) ... 0 • 

1 j a 2 
(4.4lb) 
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Using Lemma 4.1, (4.4lb) implies that (4.4la) is equivalent to 

n n 
11- E 2tjAjtl .. II-2tlAltl.II- E 2tjAjtl. Using the same argument 

j"l j-2 

recursively we ob tain 

n 
II-j!l2tjAjtl - II-2tlAltl.II-2t2A2tl ••• II-2tnAntl, 

which is (4.40b) and thus Lemma 4.2 is proven. 

The following Lemma 4.3, which we use in a subsequent corollary, 

is an immediate consequence of Lemma 4.2. It states that if a quadratic 

expression is independent of each member of a set of quadratic 

expressions then the quadratic expression is independent of the set. 

LEMMA 4.3: Let ~ '" Np (Jt"t), t positive semidefinite and Zet 

~'~, ~'Bl~' ~'B2~"'" ~'Bn~ be n + 1 quadratia fo~s suah that 

~'~ is independent of eaah ~'Bi~; i .. 1,2, ••• ,n. Then ~'~ is 

independent of the set of quadratia fo~s {~'Bj~; j-l, ••• ,n}. 

Lemmas 4.2 and 4.3 may be extended to two sets of quadratic forms 

~'Al~' ~'A2~'···' ~'Am~ and ~'Bl~' ~'B2~"'" ~'Bn~' If every 

~'Ai~ is independent of every ~'Bj~ for i" 1,2, ••• ,m; j - l,2, ••• ,n 

then the set {~'Ai~; i = l, ••• ,m} is independent of the set 

{~'Bj~; j .. l, ••• ,n}. 

COROLLARY 4.3: Let ~ '" Np (Jt"t), t positive definite. Then: 

(i) The neaessaPy and suffiaient aondition fop the ZineaP aombinations 

~ t ~ and f ~ to be independent is 

~'t~ .. 0 • (4.42a) 
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(ii) The nece88~ and 8ufficient condition fol' the quadPatic form 

~'~ and the ZineaP combination ~'~ to be independent is 

(4.42b) 

(iii) The nece8s~ and sufficient condition fol' the quadratic form 

~'~ and the set of n ZineaP combinations 

matPix~ to be independent is 

AtB' - 0 • 

Bx, lJJhel'e B is an nxp 
'" 

(4.42c) 

Proof: (i) Substituting A a 0 and B - 0 in (4.29) - (4.31) gives 

~'t~ .. o. 

(ii) Substituting B = 0 and ~ = ~ in (4.29) - (4.31) gives AJ~" 2. 

(iii) The matrix B may be rewritten as 

B .. 

~' n 

and the vector B~ as 

From Lemma 4.3, ~'~ is independent of B~ if it is independent of 

each ~i~; i .. 1, ••• ,n. From (ii) the necessary and sufficient condition 

for ~'~ to be independent of ~i~ is At~i" 2. As ~'~ and 

1 
1 

1 

1 
1 

1 
i 
1 

1 
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~i~ must be independent for each i = 1,2, ••• ,n, 

or 

AtB' = 0 • 

Theorem 4.2 and its coro11aries appear wide1y throughout the 

1iterature, for examp1e Aitken (1940, 1950), Kac (1945), Matérn (1949) 

Ogasawara and Takahashi (1951), Laha (1956), Khatri (1961a), Good (1963), 

Lukacs and Laha (1964), St yan (1970), Searle (1971) and Rao and Mitra 

(1971). 

The first genera1 treatment for quadratic forms in noncentra1 and 

possib1y singu1ar normal variables was by Ogasawara and Takahashi (1951). 

Good (1963) presents an alternative approach to ob tain the necessary and 

sufficient conditions for the independence of the nonhomogeneous quad­

ratic forms ~'~ + ~'~ and ~'B~ + ~'~. He first estab1ishes condi­

tions for the independence of two quadratic forms ~'~ and ~'B~, of 

a quadratic form ~'~ and a 1inear combinat ion ~'~, and of two 

1inear combinations ~'~ and ~'~. He then conc1udes that the 

necessary and sufficient conditions for the independence of the two 

nonhomogeneous forms are that ~'~, ~'B~; ~'~, ~'~; ~'~, ~'B~; and 

~'~, ~'~ must be pairwise independent. 

We sha11 now ob tain a set of necessary and sufficient conditions 

for any two bi1inear forms ~'A~ and ~'B~ to be independent. 
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THEOREM 4.3: Let ~':t have a joint muZtivaPiate normal, distribution 

such that ~ ~Np(~l,tll) and ~ ~ Nq(~2,t22)' ~he~e both tll and 

t22 ~e positive semidefinite. AZso~ l,et the c~oss-covariance matrix 

het.1een ~ and ;t he t12• Let Ji'. = G~) and 

t12 ). Phen a set of necess~ and sufficient conditions fo~ 

t22 

~'A~ and ~'B~, ~he~e A and B ~e pxq matnces~ to be independent 

is: 

• 0 • 

Proof. The randœn vector ~ = (~) ~Np+q~.t). 

Let Al = (1/2)(:, ~) and Bl'" (1/2)(~, ~). Then the set of 

necessary and sufficient conditions for ~'A~ and ~'B~ ta be 

independent is equivalent ta the set of necessary and sufficient 

(4.43) 

conditions for ~'Al~ and ~'Bl~ to be independent. From Theorem 4.1, 

(4.4a), ~'Al~ and ~'Bl~ will be independent if and only if 

(4.44) 

Substituting for Al and Bl in terms of A and B gives (4.43) 

directly. 

COROLLARY 4.4: (i) If ~ = ~, the necessaPy and sufficient condition 

fo~ independence is 

t (0 
A' 

A) t (0 
o B' 

:y -O. 
(4.45) 
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(ii) If t is positive definite~ the necessaPy and sufficient conditions 

fol' independence are: 

(iii) If t12 "" 0, the necessary and sufficient conditions fol' 

independence are: 

1!22i: (i) When ~ a 2, (4.43) clearly reduces to (4.45). 

(ii) Wheh t is positive definite, (4.44) reduces to AltBl - o. 

Substituting for t,Al,Bl gives (4.46). 

(4.46) 

(4.47) 

(iii) When t 12 = 0; i.e., when ~ and tare uncorrelated, (4.43) 

reduces to (4.47). 

Very little has appeared in the literature on the independence of 

bilinear forms. Part (ii) of Corollary 4.4 was proven by Aitken (1950). 

Craig (1947) proved the following result: let ~,~ be jointly 

multivariate normal such that ~ '" Np <.e, I), ~ '" Np <.e, I), and the 

covariance matrix between ~. and ~ is pI. Then the necessary 

\ 
1 

\ 

1 
1 
1 
1 
i 
l 
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and sufficient for the independence of ~'A~ and ~'B~ i8 

AB = AB' = A'B = O. This resu1t is readi1y obtained from (4.46). 

An extension of the above is to consider the independence of two 

nonhomogeneous bi1inear forms ~'A~ + ~i~ + ~2~ and ~'B~ + ~i~ + ~2~· 

We eonstruet a now random variable ~ - (;) and matrices 

~1) 
~2 ' 

Then the necessary and sufficient conditions for the independence of the 

two nonhomogeneous bi1inear forms are equiva1ent to the necessary and 

sufficien~ conditions for the independence of ~'A1~ and ~'B1~ which 

may be obtained in a simi1ar manner to Theorem 4.3. 

A different approach to ob tain necessary and sufficient conditions 

for the independence of quadratic forms was taken by Mat~rn (1949), 

Kawada (1950), Lancaster (1954), Laha and Lukacs (1960) and Khatri (1961a). 

Define the random variables x and y to be unco~re~ted of orde~ 

(r,s) if 

i i cov(x ,y ) = 0 for i = 1, ••• ,r; j = 1, ••• ,s , 

where is the covariance of xi and yi. Kawada (1950) 

showed that when x ~N (0,1), the necessary and sufficient condition 
'\1 p '" 

for the quadratic forms ~'~ and ~'B~ to be independent is that 

they must be uncorre1ated of order (2,2). MOreover, if A is positive 
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semidefinite, they must be uncorre1ated of order (1,2). If both A and 

B are positive semidefinite then ~'~ and ~'B~ are uncorre1ated 

[of order (1,1)]. 

Lanc~ster (1954) showed that when ~ ~ Np(~,I), ~'~ and ~'B~ 

are indep~ndent if and on1y if Yij = 0, for i = 1,2; j. 1,2, 

where Yi) is the (i,j)th cumulant of (~'~, ~'B~). 

Laha and Lukacs (1960) showed that when ~ ~Np(~,t), ~'~ + ~'~ 

and ~'~ are independent if and on1y if they are unc;orre1ated of order 
.. 

(2,2)." ';Je 

Khatri (1961a) gives the most genera1 resu1ts. He first shows the 

equiva1ence of Kawada's result with that of Lancaster's by proving thatthe 

quad~atic forme ~'~ and ~'B~ are uncorrelated of order (r,s) if 

and on1y if Yij = 0 for i a l, ••• ,r; j = l, ••• ,s. He then proves 

that when ~ ~ Np(~,t), with t positive definite, ~'~ + ~'~ and 

~'~ are independent if and on1y if they are uncorre1ated of order (2,2), 

or of order (1,2) if A is positive semidefinite. He a1so proves that 

if ~ ~Np(2,t), t positive definite, then ~'~ + ~'~ and ~'B~ are 

independent if and on1y if they are uncorrelated of order (2,2) or of 

order (2,1) if B is positive semidefinite. Khatri points out that 

this 1ast resu1t "cannot be proved for noncentra1 normal variates" for 

the reason that "it is not possible to reduce in terms of Unite higher 

order uncorre1ation". 

We conc1ude this chapter with misce11aneous results on the inde-

pendence of quadratic forms that have appeared throughout the 1itera-

ture. 
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TBEOREM 4.4: [Ogasawara and Takahashi (1951)] Let ~ ~Np(~,t), with 

t positive definite. Suppose that ~'~ and ~'B~ are independent 

and that B is positive semide fini te. Then fop any positive semidefi­

nite matpix C such that B-C is aZso positive semidefiniteJ ~'~ 

and ~'C~ are independent. 

Proof: Sinee ~'~ and ~'B~ are independent and t is positive 

definite, part (i) of Cor011ary 4.1 gives AtB = O. Sinee B-C is 

positive semidefinite so is At(B-C)tA or AtBtA - AtCtA. As AtB - 0, 

- AtCtA must be positive semidefinite. But sinee C is positive 

semidefinite, so is AtCtA. Thus, AtCtA· 0 or, equiva1ent1y, 

AtC = O. Therefore, by Cor011ary 4.1 (i), ~'~ and ~'C~ are 

independent. 

THEOREM 4.5: [Bhat (1962)] Let ~ ~Np(~,t), with t positive defi­

nite OP with ~. ~ and t positive semidefiniteJ and Zet A and B 

be positive semidefinite. Then ~'C~ is distPibuted independentZy of 

~'~ + ~'B~ if and onZy if it is distpibuted independentZy of the paip 

~'~, ~'B~. 

Bhat (1962) on1y eonsidered t to be nonsingular; we show that 

Theorem 4.5 ia a1so va1id for ~ ~Np(2,t), where t is positive 

semidefinite. In both cases, it is obvious that the condition is suf-

ficient. 

Proof: When t is nonsingu1ar, the independence of ~'C~ and 

~'(A+B)~ imp1ies, by Cor011ary 4.1(i), that Ct(A+B)· O. Postmu1ti­

p1ying by tc yie1ds Ct(A+B)tC - 0 or CtAtc + CtBtC • O. As both 
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matrices are positive semidefinite, they must both be equa1 to the zero 

matrix; i.e., ctAtc - 0 and CtBtC = O. This 1ast resu1t gives 

CtA - 0 and CtB = 0 which by Coro11ary 4.1(i) imp1ies that ~'C~ is 

independent of ~'Afs and of ~'B~. l'6en Je - 2 and t is positive 

semidefinite, the independence of ~'C~ and ~'(A+B)~ gives, by 

Coro11ary 4.4(ii), tCt(A+B)t = O. Postmu1tip1ying this by ct yie1ds 

tCt(A+B)tCt = O. Using the same argument as above, we get tCtAtCt = 0 

and tCtBtCt = 0 or tctA = 0 and tCtB = O. By Coro11ary 4.1(ii), 

~'c~ is independent of ~'Afs and of ~'B~. From Lemma 4.3, the pair­

wise independence of ~'C~, ~'Afs and ~'C~, ~'B~ imp1ies that ~'C~ 

is independent of the pair of quadratic forms ~'Afs, ~'B~ (and hence 

of their sum). 

Theorem 4.5 may be readi1y ext~nded to the independence of a quad-

ratic form and a set of n positive semidefinite quadratic forms. That 

is, if Ai; i = 1, ••• ,n are positive semidefinite, then the quadratic 

form ~'~ is independent of the'set of quadratic forms ~'Ai~; : 

i = 1, ••• ',n if and on1y if it is independent of ~'A1~ + ~'A2~ + ••• 

+ ~'An~. The proof fo11ows by induction from Theorem 4.5 (or it may be 

proved in a direct manner, simi1ar to the proof given for that theorem). 

THEOREM 4.6: [Rote11ing (1944), Laha (1956)] Let ~ ~ Np(2,I) and 

let ~'Afs and ~'B~ be independent. Then there exists an orthogonal 

transformation ~ = P~ such that the resultant forms do not contain 

any varia tes in common. 

Proof: Since ~'~ and ~'B~ are independent, AB a BA - O. Rence 

there exists (cf. Mirsky, 1955, §10.6) an orthogonal matrix P such 
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that 

PAP' = A and PBP' = â , 

where A and â are diagonal. Hence Aâ = 0 and so a nonzero dia-

gona1 e1ement in A corresponds to a zero diagonal e1ement in ~ and 

vice versa. Thus ~'PAP'~ and ~'PBP'~ do not conta in any variates 

in common. Setting ~ a P'~ yie1ds ~ = ~ and the proof is complete. 

COROLLARY 4.5: Let ~ 'V Np (~, t), üJith t positive semidefinite of 

rank r~ p and let ~'~ and ~'B~ be independent. Then there 

e:x:ists a random vector t 'V Nr (~, 1) such that ~ a Ft, ü)here F is 

a pxr matm, and such that the. tüJo quadratic forms üJi7,7, be functions 

of disjoint components of ~. 

Proof: From Lemma 2.4, we know that there exists a ~ 'VNr(~,I) such 

chat ~ = H~ and H is a rea1 pxr matrix. Then the quadratic forms 

~'~, ~'B~ may be written as ~'H'AH~ and ~'H'BH~ respective1y, and 

are still independent. Using Theorem 4.6~ we knowthat there exists a 

vector ~ = P~ (or ~ = P'~), where P ia orthogonal, which reduces 

the independent quadratic forma ~'H'AH~ and ~'H'BH~ to functions of 

disjoint components of ~ = {Yi}. As ~ = H~ = HP'~, the independent 

quadratic forms ~'~ and ~'B~ are functions of disjoint Yi ~nd 

have no variates in common. 

The next theorem, proved by Good (1963), genera1izes some of the 

proceeding resu1ts. An out1ine of his proof is given. 

be quadratic expressions in 
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.~ '" Np (2, t), 7JJhepe rk(t) ... r ~ p. If the Qi' sape paiP7JJiae inde­

pendent~ then thepe exiata a ~ '" Nr (2,I) fop 7JJhich ~ ia a Zinear» 

tranaformation of ~ and the Qi's ar»e dependent on diajoint aubaeta 

of ~. 

Proof: The proof is initially sfmiliar to that of Theorem 4.6 in that 

we find a ~ '" Nr (2,I) such that ~ ... F~. We then write ~ ... ~(l) + 

~(2), where ~(l) and ~(2) are in orthogonal vector spaces depend­

ent on the quadratic expressions. We then show that Qi is express-

(1) ible in terms of the components of ~ , whi1e Q2, ••• ,Qk are func-

tions of the components of ~(2). This procedure is easily extended to 

aIl k quadratic expressions. 

". 
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CHAPT ER V 

Cochran's Theorem 

In Chapter III we obtained necessary and sufficient conditions for 

a quadratic form in normal variables to follow a chi-square distribution. 

In Chapter IV, we determined necessary and 8ufficient conditions for two 

quadratic forme to be independent. In this chapter we show how these 

two results interrelate. In particular, we derive a set of necessary 

and sufficient conditions for k quadratic forms to be pairwise inde-

pendent and to individually follow chi-square distributions. 

We also study, in det"ail, the situation, which occurs frequently 

in statistical analysis, where a quadratic form i8 expressed as the 

sum of a set of quadratic forma. In this case the conditions for hav-

ing chi-square distributions and for being independent are sometimes 

equivalent. Indeed, any knowledge of the chi-squaredness of the quad-

ratic forms may, on occasion, help determine their independence and 

vice versa. Also, a knowledge of relationships amongst the ranks of 

the quadratic forme is useful. These results are combined as Coc~an's 

Theorem. We start with: 

THEOREM 5.1: Let ~ 'V Np ()C,t), 7ùith t positive semidefinite and 'Let 

~'Ai~' i=1,2, ••• ,k, be k quadratic toms. Then a set of necessary 

and sufficient conditions for the quadratia toms to be mutua'L 'Ly inde­

pendent ~hi'Le individUa'LZy to foZZo~ ahi-square distributions is 

(5.1) 
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(5.2) 

(5.3) 

for i,j - 1,2, ••• ,k, where 6ij is the KPonecker deZta (6ij ... 1 

if i=j and 6ij '" 0 if i~j). 

We note that (5.1), (5.2) and (5.3) may be rewritten as 

(5.4) 

The proof is a straightforward application of Theorem'3.l and Theorem 

4.1. The conditions for chi-squaredness are those given when i=j and 

6ij = 1. The conditions for independence of ~'Ai~' ~'Aj~ are those 

when i+j and 6ij = O. Furthermore, the fact, that the quadratic forms 

are pairwise independent implies, by Lemma 4.2, that the quadratic forma 

are mutually independent. 

COROLLARY 5.1: (i) If ~ ... ~, the necessary and sufficient conditions 

reduce to (5.1). 

(ii) If t is nonsinguZar the necessary and sufficient conditions 

reduce to AitAj'" 6ijAi' 

(11i) If ~ = ~ and t ... I, the necesscnty and sufficient conditions 

reduce to AiAj'" 6ijAi' 

The proof of Corollary 5.1 follows by substituting the given 

conditions in (5.1), (5.2) and (5.3). Part (iii) was proven by Craig 

(1943) • 
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COROLLARY 5.2: Let ~ ~ Np(~,t) and let ~'Ai~ + 2~i~ + ci ; 

i=l, ••• ,k, be k nonhomogeneous quadratic forms. Then a set of 

necessary and sufficient aonditions fol' them to be mutuatty independ­

ent and individually to follow ahi-squar>e distl'ibutions is 

(5.5) 

(5.6) 

(5.7) 

fol' i,j = 1,2, ••• ,k, whel'e ôij is the JUtoneakel' delta. 

The proof of Coro11ary 5.2 fo110ws direct1y from Theorem 5.1 by 

constructing a new variable ~ -,(~) • and new matrices Bi'" (Ai lai) 

1?i ci 

such that ~'Bi~ = ~'Ai~ + 2lai~ + ci' App1ying Theorem 5.1 to the 

~ 'Bi~;. i=l, ••• ,k and resubstituting gives (5.5), (5.6) and (5.7). 

This resu1t may a1so be obtained from Coro11ary 3.9 and Theorem 4.2. 

A1t~ough both Theorem 5.1 and its two coro11aries are straight-

forward, they do serve as a good starting point for Cochran's Theorem 

as they show the simi1arity in structure betweenconditions for chi-

squaredness and conditions for independence. 

Cochran's Theorem as given by Cochran (1934) is the fo110wing. 

Let ~ ~Np(~,I) and let Ai' i=l, ••• ,k be symmetric matrices such 

k 
that t Ai = l and let rk(Ai )'" ri' Then ~'Ai~ fo110ws a chi­

i0::1 

square distribution with ri degrees of freedom and is independent of 
k 

the other ~'Aj~ if and on1y if t ri - p. Note how much sfmp1er this 
. 1-1 

: ~~---
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2 condition 1s to state (and sometimes to ver1fy) than Ai· Ai and 

AiAj a 0 for i,j. l, ••• ,k and 1pj. We sha11 prove a more genera1 

version of th1s theorem as g1ven by St yan (1970). 

THEOREM 5.2: Let f5 '" Np (JC, t), 1J1i,th t positive semidefinite~ and 

'Let ~'~, ~'Ai~' 1=l, ••• ,k be k+1 quadmtic fonns such that 
k 

~.~ = L ~'A1~. A'Lso~ 'Let r· rk(tA'f,) and ri· rk('f,A1'f,), i-l, ••• ,k. 
i=l 

If (1) t is nonsinguZar 01" (II) t is singuZar and JC. ~ 01" (III) t 

is singuZar~ JC not necessariZy ~, and the Ai are positive semide­

finite then 

(a) and (d) imp1y (b) and (c) (5.8) 

/ 

(a) and (b) imp1y (c) and (d) (5.9) 

(a) and (c) imp1y (b) and (d) (5.10) 

(b) and (c) imp1y (a) and (d) , (5.11) 

whel"e 

(a) x'Ax '" 2(152) 
'" '" Xr 

(b) x'Ax"'l (15
2

) 
'" 1", ri i 

i = l, ••• ,k 

(c) llS'A1~' ff'A2ff' ••• 1 ~'~ff mutuaZZy independent 

k 
(d) r = L ri • 

1=1 

If (IV) t is singuZar~ JC p~, and the Ai are not aZZ positive 

semidefinite then (5.9) and (5.11) stiZZ hoZd~ ~hiZe (5.8) and 

(5.10) need not hoZd. 



( 

(, 

-67-

Proof: Let t = TT', where T is a pxm matrix and m'" rk(t). 

When t is nonsingular so is T and then r = rk(A) and ri - rk(Ai ). 

Under (1) and (II) we may rewrite (a), (b) and (c) as 

(a') T'AT - (T'AT)2 , 

(c') T'A TT'A T ... 0 
i j 

i,j ... l, ••• ,k; i:/: j , 

using Theorem 3.1 and Theorem 4.1. Under (III) we need in addition to 

(a') and (b') 

(a") )C'AtA)C = )C'A}C 

Note a1so that ri = rk(tAit) ... rk(T'AiT). We first prove (5.8) -

(5.11) with (a), (b), (c) replaced by (a'), (b') and (c'). We then 

prove that when these hold (a") and (b") are equivalent. We may write 

(cf. St yan, 1970) T'AiT a UiVi, where both Ui and Vi are rea1 mxri 

matrices and have full column rank for io::l, ••• ,k. Then 

k k 
T'AT... I: T'A T... I: UV' = UV' 

i0::1 i i=l i i ' 
(5.12) 

where u ... (Ul 'U2' ••• 'Uk) and V ... (V1,V2, ••• ,Vk) are both mXr. 

From (a') UV 'UV , ... UV'. As from (d) U and V have full column rank, 

Lemma 3.2 gives V'U ... 1. As 
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V'U III V' 1 (U1····'Uk) - ViU1 viuk , (5.13) 

V' 2 ViU1 ViUk 

V' k VkU1 VkUk 

we get .ViUi = I
ri

, for i-1 •••• ,k. and ViUj - 0, for i.j'" 1, •••• k ; 

i~j. Thus UiViUiVi'" UiVi and (b') and (c') fo110w. To show (5.9) 

we use the resu1t that the rank of a symmetric idempotent matrix is equa1 

to its trace. (a') and (b') imp1y r'" rk(T'AT) III tr(T'AT) III 

k k k k 
tr.( 1:: T'.\T)'" E.tr(T'AiT) III 1:: rk(T'AiT)'" 1:: ri and thus (d) 

i=l i=1 i ... 1 i .. 1 

ho1ds. By (5.8) (c') a1so ho1ds. When (a') and (c') ho1d, 

k k k 
T'AT III 1:: T'A T ... ( 1:: T'A T)2... 1:: (T'A T)2. or 

i=1 i i=l i i=l i 
(5.14) 

k k 
1:: T'AiT" 1:: (T'AiT)2 • 

i-1 i-1 

Mu1tip1ying (5.14) by T'AjT. for fixed j. gives 

(5.15) 

Since the rank of a symmetric matrix equa1s the rank of any power of 

it, Lemma 3.2 app1ied to (5.15) gives 

(5.16) 

Thus (b') ho1ds and hence (d) • When (b') and (c') ho1d 

k k 
(T'AT)2 .. ( 1:: T'A T)2... 1:: (T'A T)2 + 1:: T'A TT'A T 

i .. 1 i i .. 1 i i"j i j 

k k 
.. t (T'A T)2.. 1:: T'A T - T'AT. 

i .. 1 i i-1 i 
(5.17) 
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Thus, (a') holds and hence (d) also holds. When (a'), (b'), (c') and 

(d) ho1d, then clear1y (b") implies (ail). When each Ai is posit~ve 

semidefinite, we may write Ai - BiBi for i-1, ••• ,k and then (b') 

gives 

Also, 

T'B B'TT'B B'T • 0 for i~j· i i j j , therefore 

tr(T'B B'TT'B B'T) .. 0 • 
, i i j j 

tr(T'B B'TT'B B'T) • tr(B'TT'B B'TT'B') " ii jj, j ii j 

- tr(B'TT'B )(B'TT'B )' j i j i 

and BjTT'Bi· 0 for i,j = 1, ••• ,k; i~j. Thus 

, k k 
~'AtA~ = ~' ~ Ait ~ A ~ 

i-l j=1 j 

k k 
• E ~ ~'B B'TT'B B'~ 

i=1 j=1 i i j j 

k 
... E ~'B B'TT'B B'~ • 

i=1 i i i i 

From (ail), ~'AtA~ = ~'A~, and (5.20), we get 

k k 
t ~'B B'TT'B B'~" E ~'B B'~ 

i=1 i i i i i=1 i i 

or equivalently, 

(5.18) 

(5.19) 

(5.20) 

(5.21) 

As ch(I-BiTT'Bi)" 1 - ch(BiTT'Bi) .. 1 - ch(T'AiT) and as ch (T 'AiT) 

are 0 or 1, the characteristic roots of l - BiTT'Bi are either 1 
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or O. Thus l - BiTT'Bi is positive semidefinite for aIl i and 

~'Bi(I-BiTT'Bi)Bi~ ~ O. From the above and (5.21) we must conc1ude 

that ~'Bi(I-BiTT'Bi)Bi~ - 0, or ~'AitAi~ a ~'Ai~ for aIl 

i-1, ••• ,k, as required. 

Under (IV), for (5.9) we must show that (a'), (b'), (c') and (d) 

together with tAtA~" tA~ ,and tAitAi'll a tAi~ imp1y tAitAj~" 2 
for i~j. Premu1tip1ying tAitAi~ = tAi~ by tAj and using (c') 

gives ' tAjtAi~ = 2 as required. For (5.11) we must show that 

tAitAi~ .. tAi~ and tAitAj~" 2 imp1y tAtA~ a tA~. tAtA~ III 

k k k 
t tAitAj~ = t tAitAi~ = t tAi~ a tA~ and (5.11) is proven. To 

i,j=l i-1 i=l 

show that (5.8) and (5.10) need not ho1d,'consider this counter-examp1e. 

A-
o 0)' o 0 

o 1 

Al =(1 0 0) and A2 =(0 0 
o 1 0 0 -1 

o 0 0 ,0 0 

Then A ... Al + A2 and t (and A) may be written as TT' where 

T .. (~ ~). Note that t,A and ~ are idempotent and that T' T .. I2 , 

o l: 

so that T'ATT'AT .. T'AT, ~'AtAt ... ~'At and ~'AtA~ a ~'A~ _ O. Thus 

(a) ho1ds. Also A1tA2 - A2tA1 .. 0, so that (c) ho1ds. Fina11y 

rk(T'AT) = 2 = rk(T'A1T) + rk(T'A2T) and (d) ho1ds. However, 

~'A1tA1~ .. 0 ~ ~'A1~ = 1 so that (b) does not ho1d. Therefore (5.8) 

and (5.10) are shown not to ho1d in genera1 under (IV). Thus the proof 

of Theorem 5.2 is comp1eted. 

The resu1t as stated in Theorem 5.2 has been given and proved by 

St yan (1970), Searle (1971) and Rao and Mitra (1971). Ogasawara and 
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Takahashi (1951) have a1so estab1ished most of the above resu1ts. 

Madow (1940) extended Cochran's resu1t for ~ ~Np(~,I). 

Sakamoto (1944b), Ogawa (1946b) and Mat~rn (1949) considered Cochran's 

Theorem for ~ ~Np(~,t), with t nonsingu1ar. Graybi11 and Marsag1ia 

(1957) and Chipman and Rao (1964) extended the resu1ts to ~ ~ Np(~,t), 

tnonsingu1ar. In addition, Craig (1938), Aitken (1950), Dieu1efait 

(1951), Ne1der (1951), Lancaster (1954), Banerjee (1964), Rao (1965), 

Loynes (1966) and Luther (1965), have aIl proven Cochran's initial 

resu1t as weIl as other re1ated resu1ts. 

It shou1d be noted that many of these resu1ts correspond to resu1ts 

in matrix a1gebra. In fact, Theorem 5.2 may be so restated. Although 

credit for this theorem has a1ways been given to Cochran, it shou1d be 

noted that Fisher (1925) gave a resu1t which foreruns Cochran's Theorem. 

In fact, Rao (1965) refers to Cochran's resu1t as the Fisher-Cochran 

Theorem. Fisher's resu1t is as fo110ws. Let 

where P i8 hxp such that pp' =~, then 

pendent1y of ~. 

~ ~ Np(~,I). If 

2 
~'~ - ~'~ ~ Xp_h inde-

We now state and prove a resu1t given by Hogg and Craig (1958). 

THEOREM 5.3: Let ~ ~ Np (~,t) 1JJith (1) t nonsinguZal' 01' (II) t 

singuZal' and ~ = 2, and Zet k ~'A~, ~'Ai~; i a 1, ••• ,k be k+1 quad­

l'atia fo1'ms suah that A = .~ Ai' If ~'~, ~'Ai~; i=1, ••• ,k-1 
l.=1 

foZZo~ ahi-squal'e distl'ibutions 1JJith degl'ees of fl'eedom r, ri; 

i=l, ••• , k-1, l'espeativeZy~ and if ~ is positive semidefinite then 
k-1 

x'A-x aZso foZZo~s a ahi-square distribution ~th r - ~ ri deg.rees 
~-~ ~1 
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Proof: Write t 0:: TT' where T has rank s 0:: rk(t). Then under 

(1) or (II) the conditions that ~'~, ~'Ai~ fo11ow chi-square distri­

butions are 

T'AT.,. (T'AT)2 (5.22) 

T'A T 0:: (T'A T)2 
i i i=l, ••• ,k-1, (5.23) 

respective1y, where r = rk(T'AT), ri = rk(T'AiT). We sha11 prove 

this resu1t by induction on k. Let k0::2; i.e., A = Al + A2 and 

~'~, ~'A1~ fo11ow chi-square distributions. A1so, A2 is positive 

semidefinite. We have 

T'AT.,. (T'AT)2 = (T'A T+T'A T)2 1 2 

Using (5.22) and (5.23) in (5.24) gives 

or, equiva1ent1y, 

T'A T = T'A TT'A T + T'A TT'A T + (T'A2T)2 • 
2 1 2 2 1 

Premultiplying (5.25) by T'A1T and using (5.23) to eliminate 

T'A1TT'A2T from both sides of the equation gives 

o = T'A TT'A TT'A T + T'A T(T'A T)2 1 2 1 1 2 • 

Equating the traces of both sides of (5.26) gives 

(5.24) 

(5.25) 

(5.26) 

(5.27) 
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As both matrix expressions are positive semidefinite they must each 

equal the zero matrix and. in particular. 

(5.28) 

Substituting this into (5.25) gives 

(5.29) 

and thus ~'A2~ follows a chi-square distribution. Using (5.9) in 

Theorem 5.2, we obtain r 2 = r - rI and that ~'Al~ and ~'A2~ are 

independent. Let us assume the theorem is true for k = n. Now let 
n+l 

k = n + 1; i.e., A· E Ai' where ~'~ and ~'Ai~; i·l ••••• n 
i=l 

follow chi-square distributions and An+l is positive semidefinite. 

Let B = An + An+l' Then under (1) B is also positive semidefinite 

n-l 
E..' A = E Ai + B. From our induction assumption for kan. ~'B~ 

i=l 
has a chi-square distribution. But B = An + An+l' where ~'An~ 

follows a chi-square distribution and An+l is positive semidefinite. 

Therefore ~'An+l~ must aIso follow a chi-square distribution as this 

is the case where k=2. Under (II). from Lemma 2.4 there exists a 
n+l 

~ '" Ns <.e. 1) such that ~ = T~. Then tT'AT~ = E tT'AiT~, where 
i=l 

~'T'AT~. ~'T'AiT~, i=l •••• ,n have chi-square distribution and T'An+1T 

is positive semidefinite. As ~ has a nonsingular covariance matrix. 

the first part of this proof shows that ~'T'An+lT~ = ~'An+l~ must 

follow a chi-square distribution. As under (1) or (II) ~'Ai~ has a 

chi-square distribution for aIl i. they must again be independent and 
n 

rn+l = r - E ri' Our proof by induction is therefore complete. 
i=1 

Part (I) of Theorem 5.3 appeared in Hogg and Craig (1958) and was 

later proven differently by Banerjee (1964). It was also obtained 
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earlier by Ogasawara and Takahashi (1951). Note that this theorem makes 

(5.9) of Theorem 5.2 more general. We now conclude this chapter by 

extending Theorem 5.3 with the following: 

COROLLARY 5.3: Let ilS '" Np (,lG,t) with (I) t nonsingulaxo Ol' (II) t 

singulaxo and ,lG =~, and let ilS'AfS, ilS'AiilS; i-=l, ••• ,k+R. be k+R.+l 

k+R. 
quad:ratic foms such that A = I: Ai. Also let ~'~, ~'AiilS; i-l, ••• ,k 

i=l 
foZZolJJ chi-squaPe dist:ributions and let Aj; j .. k+l, ••• ,k+R. be positive 

semidefinite. Let ~ .. TT', lJJhel'e T has full co"Lwnn l'ank. If eithel' 

k+R. k+R. 
(a) rk( I: T'AjT)" I: rk(T'AjT), Ol' 

j=k+l j=k+l 

(b) ilS'AiilS' fS'AjilS axoe independent fol' i,j - k+l, ••• ,k+R.; i rf j , 

then each ilS'AjilS' j = k+l, ••• ,k+R. fo"L"LOlJJS a chi-squal'e dist:ribution 

and a"L"L the ilS' AifE, i=l, ••• , k+R. al'e independent. 

Proof: Under either (I) or (II), since each Aj' j= k+l, ••• ,k+R. is 
k+R. . 

positive'semidefinite, the sum I: Aj is also positive semidefinite. 
j=k+l 

k+R. 
Thus Theorem 5.3 shows that ilS'j=~+lAjilS follows a chi-square distri-

bution. This and either (a) or (b) imply by (5.8) and (5.10) respec-

tively, that ilS'AjfS for j" k+l, ••• ,k+R. follow chi-square distribu­

tions. As each ilS'AiilS, i=l, ••• ,k+R. and ilS'~ follow chi-square dis­

tributions, reapplying (5.9) completes the proof. 
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