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Abstract 

This thesis pre&cnts an analysiH of the expectcd complcxity of range searching and nearest 
neighbor hcardlÎng in rando1l1 2-d trecs. We show that range searching in a random rectangle 
~:r: x~!I can 1)(' donc in 0 [~~r.L\!I n + (L\x + L\y) n° + ln n] cxpecte i time. A matching lower 
bound if> abo OLIt.a.Ï1lCd. Wc abo show that nemCf:>t nClghbor seap,hing in random 2-d trees 
by any alr~())itlJJll l1lUhl, take timc bounded by n [nO

-
1/ 2/(lnn)oJ whcre Q = (Vl7 - 3)/2. 

'l'hb dlsprovcl> a eÛlljccturc by llcntlcy that nearcst ncighbor sLarch in random 2-d trees can 
be dOlic ill O( 1) cxpcctcd time . 
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Résumé 

Cette thèse présente une analyse dc la eomplexité moycnne du nWf,ll' s<'m'chi?l!l ('t, du 
nearest neighbor searching dans un arbre bidimensionnel (2-d tret') qndconque. D'unI' part, 

nous démontrons que le mnge scarchmg dans uu rcctallglt.~ quelconquc de taille ~r X ~!I peut 
être exécuté en un temps moyen en 0 [~x~y 11 + (~.r + ~y) 1/(\ + 11111]. Nous ('akll\om; a.USSi 

la borne inférieure conespolldante. D'autres parts, nous montrons qu' ind{>pt'Ildamlll('ut dl' 
l'algorithm utilisé, le nearest nClghbor scarchmg dans un 2· cl trc(' quelconque prend Ull temps 
en n [nQ

-
1/2/(ln n)O:] pour a = (VU - 3)/2. Ceci nous p<'rmd d(' rejdpl' 1111(' eOllj<'ctllre dl' 

Bentlcy affirmant que le llca7'cst nczghbor scm'ch dans un 2-d frcc p<'111 0\.n' (.X('clI1,{> ('Il 1111 

temps moyen de 0(1) . 
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1 Introduction 

'1'1)(' 1II11Itldlll}(,1l~lOllal billary ~eaJch tree or k-d tree was introduced by Bentley in 1975 

Pl, it Il> ft data. l>truetuJ"(' lI~cd for ::-.toring 1l11lltikcy records and for sorting and searching 

1II11ltldlJlll'll~iollal data 'l'III' k-d tree is a generalization of the one-dimensional binary search 

tn"'; f'V(,ly Il()d(~ is u~ed to ~plit tl1<" remaining clements into those that are larger and those 

that an' l>mall('1 acrOJdillg 1.0 a particular k{'y or coordinate. This coordinate is detcrm~ned 

by t!w Il'wl of tl\l' node 1Il the trc(' in a rotatlOnal fashion. Level 0 is assigned the first 

('()()Idillat(' alld lev('l 7 i:-" a:-,~igw~d the (1 + z mod k)1I1 coordinate. 

A 1 ail).!," :-.('ardl ('ou:-"i:-.b of fll\(ling ail poillt~ in a hyper-rectangle. \Vith respect to range 

:-"'illThill/-'" tJJ(' k-d 1.1<'(' :-'('(')11:-' to be <l."i eff1cicnt as the quadtree, which is another lllultidi-

11WIll>IOIl:d data ~tltl('t.lln' lIltlOdu('('d by I3entlcy in 1974 [5]. In this thesis, we stlldy lange 

:-'(',Udllllg alld it:-. illlplwatlOll:-' fOI l.tIl<IOlll 2-d tr('l~:-', ohtained ou the basis of n indepelldellt 

id('utically di:-.tnbut<,d rawlolll vmiablcs in the unit square Bentley and Lee claimed that 

the Il)))>(') hOllU<l fOl k-dilllCllhlollal range scarchiug fOl bath quadtrccs [11] [5] and k-d trces 

[Il] [2] wit.h 1/ 110<1('1:> i:-:; 0(n1- 1/J.. + F) where F is the number of nodes lymg within l'he 

~('al('h H~P;I()]). Ba .. <;('(l Oll cmplfical tests Bentlcy also clairned that nearest ncighbor scarch 

ill 1 fllI<lOIll k-d 1.1<'('1:> eould })(' pel fOl'lued in logarithmic expectcd time [1]. Furthermore, he 

plOv('d t.ltat if a splittillg disel imillutor is ('hoscn at every level of the k-d tree, wc ean build an 

optimizl'<! k-d 1.II'C in which the neaIest neighbor problcm can be solved in O(ln n) expected 

Ullle [!)]. Finally he also claimed that range seal ching in k-d trees could probably be donc in 

O(ln ft + F) expectcd time where F is the number of nodes found in the seareh region [3] [2]. 

Hmv('wr, mOle reccntly Flajolet and Puech proved that the partial match 1'etrieval prob­
km ill which s of the k fields are speeified, couIc! be solved in 0(nl-,,/k+O(,,/k») expected 

1111 ml)(' 1 of comparisolls for random quadtrees with n nodes [8] and O(n1-,,/k+O(,,/k») for ran­

dom k-d tu'('s with n noues [7] [6] where O( u) is a strictly positive function. This disproves 

Dcnt.l{'y'l> upper bound O(n1-"/k) [1] that ~ppeals to hold anly for very particular cases of 

k-d t1'eC8. Th!'y also proved that in k-d tries, the partial match problem takes O(n1- s/ d) 

('xpected tillH' and condllded that 2-d tries are thus more efficient than both quadtrees and 

2-d tl('('l> \\"hich n'1:>pectivcly tak{' 8(1/hIï7 - 3)/2) and O(n(v'ï7-3)/2) comparisons [13]. 
S('ct lOB 2 p,lves a brief description of defillitions and notations used in this thesis. Section 

:3 Ill('SPIlt:-. an algorithm and section 4 contains an analysis of range search. In section 7, 

"'(' gi\'l' 011(' algOiithm for searching for tll{, ll('ar{'sf, neighbor of a point. Then, in section 8, 
\V(' p,l\'(' a lo\\'('r boull'l for IIcarest lleighbor sCaIching of a randomly chosen no de in a 2-d 

tl<'(' that (,olltradids IJcnt.ky's conjecture that the expected cost of a random node nearest 

lI('ighhOl :-.('al('h IS 0(1). 

1 
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2 Definitions and notations 

For a 2-d tree, points \n the plane are split alternately according to x and y coordinat PH. 
Renee, if we eonsider a sequence of n independent random points id('ntically and uniforlllly 

distributed on the unit square [0,1]2, UI , ••• , Un, wc eau bl:ild a 2-d tIt'l' hy slIo'('HHiVt'ly in­

serting the corresponding nodes UI, ••. , Un. Starting \VIth t.he unit. square (l!i llut.ial n'ct.an~d(· 
Ro, eaeh new Bode u i is inserted in the smallcst rectangl<" Ru" cOlltallting II. and Hphts U .. , 

horizontally (y-split) or vcrtically (x-split) iuto 2 s111a11('r and disjOllll. Il'et.allgks U:., :lIId U::, 
(Figure 1), which are callcd III - rectangles. 

Ug 

u 

(0,0) 

(1,1 ) 

Q x-split 

• y-split 

Figure 1: Insertion of UJ2 in T: a vertical split . 
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Wc ob~ervc that after VI, ... , Vn are inserted, the square is partitioned into n + 1 rectan­

V;lt!1o }lOW(!V(!l, tlH' totallllllllb~l of rectangles, including o\"erlapping Olles, is equal to 2n + 1. 

Each f(·ctangle lJJ the partit.ioll tlms cre:ücd is closcd. 'yVe say that a rectangle R "meets" 

a reda.ngll' Il' if ;tud ouly If the int~riOls of R ancl R' illtcrscct. Let B, be the set of all the 

1 edallg](!10 f"I eatcd hy the fil st 'l lll~ert ions. Startillg \Vith a ~ct 130 cOlltainillg the unit square 

UI) il!> a, 1I11l<!lW elemcul, B. il-> dcdllœd flOm B'_I hy adding t.he two new 'U. - rectangles R~, 

:tlld n::, crc!ated by the zth inseltioll, 

B. == B'-l U {11., - rectangles} = B.-l U {R:., R~,}. 

Ob~'!rV<' t.hat IB.I = 21+ 1. Finally caeh k-d trce T may be associatcd with a binary se arch tree 

'Ib(Figl1!(' 2) I3y induction wc cali show that the probabiJity of obtainillg a ralldom binary 

Iol'al'ch t {('(' n hy imwrt.ing randolll noclcs in a k-d tr('c is the same as that of ohtainillg Tb 
ily lll~(,ltlllf', l<ulclolll nodes in a st.andmd hinary search tlCC (Belltlcy, 1975) [1]. ThereforC', 

bll1my :,('(Uch tlee:-. ('Otrc~polldillg to randolll 2-d trccs have the same structural properties 

il.'"> lilndol1l binary sem'ch trces. Wc write lu" Tu, for the Jeft and light children of 'Ut, and 

d(,IlOt.C tlu' eoordillatcs of uode u. by (xu" Yu,). Note that 11.1 is the root of T. 

root=u 1 
, 

® x-split 

• y-split 

Figure 2: Binary search tree Tb for figure 1. 

3 
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3 Range search algorithm 

Given a 2-d tree T with n nodes Ul,'" , 'Un, the range se arch problclll is that. of tilldillg aB 
the points lying withill a rectangle Q centered at Z, wherc Z is a randolll point. ulliformly 

distributed on [0, IF, and has dimensions 

Q - rectangles are rectangles having the same dimensions as Q (Figure' 3). In t.his thcsis, W(' 

describe an algorithm for range sem'ch and allaIyzc its expcrtpd timc performa.nce. Defille 

~x = X max - X 01111 , ~y = YmIlJ' - Ymtn· 

Figure 3: A search rectangle Q. 

The foUowing recursivc algorithm was suggestcd by Bentlcy (1975) [1] (sec a.IRO GOllllet 
and Baeza-Yates [10] or Wood [14]). It returns r, the set of aU the Ilorles in T lying within 
our search rectangle Q . 

4 
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RANGILSEARCII (T, Q) 
Note: we denote Q = [xmm, xmax] X [Ymm, Ymax] and let Z be the center of Q. This 
algorlthm returns the set r of points in T that are covered by Q. We also denote 
T,l the subtree rooted at u. 

u +- root [T]. r +- 0 
lf ITI = 0 

return r 
if u E Q then 

r +- tu} 

if ITI = 1 
return r +- r U RANGE_SEARcn(empty_tree, Q) 

if u spli ts T according to i ts x-coordinate 
case 

Xu ~ X mm : r +- r u RANGE_SEARCH (Tr .. , Q) (a) 

Xu ~ X mar : r +- r u RANGE_SEARCH(1j., Q) (b) 

X mm ~ X u ~ X max : r +- r U RANGE_SEARCH(Tr.,Q) (c) 

r +- r U RANGE_SEARCH(1j.,Q) 

else {u splits T according to its y-coordinate} 
case 

Yu ~ Ymm: r +- r U RANGE-SEARCH(Tr .. ,Q) 

Yu ~ Ymar: r +- r u RANGE_SEARCH(1j.,Q) 

YmIR ~ Yu ~ Ymar: r +- r U RANGE-SEARCH (TrIO' Q) 

r +- r U RANGE_SEARCH (71., Q) 

return r 

and {RANGE_SEARCn} 

4 Analysis of range search 

(a) 

(b) 

(c) 

llclltley's algorithm traverses aU the paths starting from Ul which are likely to contain a 
node lying within Q. A se arch on a path ends either when a leaf is reached or when the 
l'l'ct angle Ru, of the unique child u, of the node u] passed by the algorithm does not meet 
Q. H('!H'(', none of the llon-visited nodes lies within Q; furthermore we may conclude that 
t IH' :wt r l'('turncd by the algorithm is exactly the set of aU the nodes in T lying within Q. 

LCl11mé\ 1. A uode Ui is visited by the algorithm if and only if at least one Ui - rectangle 

m('('t~ Q. Theil, for cach node Uj visited, the number of Uj - rectangles meeting our se arch 
l'l'gioll Q is ('quai to the number of descendants of u, passed by the algorithm. 

5 



• PROOF: In cases (a) and (h) .of the algorithm, every llode Ut visited hy the algorithm splits 
a rectangle Ru. meeting Q into two Uj - rectangles rectangles (R~. and R~J such tbat n:,. 
meets Q and R:. does not (Figure 4). 

Figure 4: in cases (a) and (b), R~. meets Q and R:. do es not. 

In case (c) of Bentley's algorithm, the no de Uj passed divides a rectangle Ru, meeting Q into 
• two rectangles R~. and R:., both of which meet Q (Figure 5). 

• 

" " 

Figure 5: in case (c), R~. and R:, meet Q. 

Conversely, let us now assume that there exists a node Ut which has not bccll visited but 
defines two Uj - rectangles (R~., R:J such that at least one meets Q. This means that on 
the path from Ul to Uj, there is an ancestor of u" u1 ' such that either uJ splits T according 
to xUJ where x UJ ~ X man and Uj is in the subtree rooted at lu., or xu, ~ X mar and Uj i8 in 
the subtree rooted at ru., or U 1 splits T according to Yu, where Yu, :::; ?lmtn and u. is in the 
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subtree root{~d al lu., or Yu J 2:: Ymar and U I is in the subtree rooted at ru,. These four cases 
ale &ymmctrieal. We a.'>hllJl1C without loss of generality that we are in the first situation. 
Then, X u , < 3'u ) ::; X mm and Ut lies within one uJ - rectangle, denoted by R~J' that does 
not meet Q. Hence, the two Ut - rectangles being included in R~J do not meet Q. This 
contradicts the hypothc&ih Jlwdc on Ut and wc can conclude that for any node Ut in T, if 
one Ut-rectangle meets Q thell this implies that u, must have been visited by the algorithm .• 

Lemma 2. The Humbel of nodes visited by the algorithm, N, is equal to the number 
of rectangl!'F, in Bn meeting q. 

P/lOOF: Let T he the spt of Ilodes visitcd by the algorithm. 

N ITI 
1 + L number of childrc11 of U I visited by a RANGE_SEARCH 

u,El' 

1 + L Ilumber of Ut - rectang[,:~s meeting Q. 
u,El' 

According to Lemma 1, if anode U I is not in T then no Ut - rectangle meets Q, hence sinee 

T is a subset of {Ul, 1[2,.·. , Un}, 

N - 1+ number of Uj - rectangles meeting Q 

Humber of rectangles in Bn meeting Q. 

• 
Theorem 1. The expccted number of rectangles in Bn meeting our search rectangle Q 
centercd at Z and of size ~x x ~y is such that 

E{N} ::; "'r(~x~y n + (~x + ~y) na + Inn), 

whcre 'Y is a positive constant and 0:' = 04-3 
R: 0.56 . 

l'ROOF: Let Bn = {R, : l E {O, 1, ... ,2n}} and let R j be a rectangle of size al x bj 

(a,=x-Icllgth, b,=y-Iength). Wc partition the unit square [0,1]2 into a grid with NQ tiny 

Q - l'ectcl7/gles of size ~x x !::l.y (Figure 6). Observe that 

NQ = r ~.L l x r ~y 1· 
Sinec RI is a random rectangle, P [Olle edge of Ri is on the grid] = O. Therefore, RI meets 

fi, Q - J'ectangles (Figure 7), whel'e 

7 
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- (1. 1) 

>----. 

l~ 

(0.0) r â~ l columns 

Figure 6: Q meets four adjacent Q - ,·ectangles. 

~ (2+ ~~) (2+ ~~) 

1- ~ 4 + 2( ai + bi ) (~x + ~y) + ~~~y' 

! 

Figure 7: RI meets ni Q - rectangles. 

AIso, 

ni ~ (1 + ~) (1 + ~) . 
Âx t.l.y 

-
8 
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TheIl, 
:ln ( 1 1 ) 2n 1 2,. Ln, ::; 8n + 4 + 2 !:l.x + !:l.1 L)a, + b,) + ~x~ L a,bl' 
,=-o .!J 1=0 Y ,=0 

E {f u,} ::; 12n + 2 (~ + 11) E {:f(fl, + b,)} + ~:!:l. E {~a,b,} . 
,=0 x y ,=0 y 1=0 

Titus, E {L~~] n,} lllay he considercd as the expeeted number of pairs (R" Qj), (Ri E 

/J", QJ E Q = {QI, ... ,cJ NQ}) &uch that R, meets QJ and the cxpeeted llumber of rect­
angle/' R, ill BfI meetillg q is givcn by 

E {f lili. lIH'd~ QI} 
,=0 

< E {f ~ 1111. IIlCet.s Q,II(Q, mects Q)} 
'=OJ=] 

< E {Ë l(zEQ,( ~~ I(Q, i. Q, or one ofil. neighborsJl(R, meel. Q,J} 

< E { t. ~ 1(1!, mecl. Q,J È l(zEQ,JI(Q, is Q, or one of ils neighbOrSJ} 

< E {t. ~ 1(14 mects Q,J } E {f, l(z EQ ,J I(Q, is Q, or one of its neighbors] } 

sinee the lattcr two variables arc independent. The area of any Q - rectangle in Q is 
not grcatcr than 1:l.3:6.y; thercforc the probability that Z lies in Qk is less than !:lxA.y. 
Furt.hermore Qk has at most cight neighbors, benee given a rectangle R, and a Q - rectangle 

Q., 

E {f, I(zEQ,JI(Q, is Q, or onc ofils neighbOrSJ} 

NQ 

- L P [Z E Qk}IIQk is QJ or one of its neighborsJ 
k=l 

< 9~:rL\y. 

The expccted Ilumber of rectangles R, in Bn mceting Q is not greater than 

{ 

2f1 NQ } { 2n } 
9L\:r~!lE ~:; l(n. mccts QJ) = 96.xilyE t;n, 

and fi 11 aIl y, 

{ 
2n } { 2n } E{N}::; 108~.r~y 1/ + 18(~:r+6.y)E ~(al +b,) +9E ~a,b, . 

9 
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We will now see in the following Lemmas how to evaluate the two la:'lt tC'rms of our \lppl'l' 
bound. 

Lemma 3. Let ai x b, be the size of rectangle R, in B,ll 0 SiS 2n. Thl'll 

PROOF: We may rcpresent the successive insertions in T by a binary s('an'II tH'(' 71. wit.h 

2n + 1 llodes, where each llode represellts a lcctangle RI of B" having ('ith('r no <I(,~(,(,ll<lallt. 

(if R, is no more dividcd by any insertion), or two descendants (if a I\I'W point. )s iUSI') Icd 

in R,). Let (V}, ... ,Vk+I,H/}, ... ,H/k+d be' illdepclldcllt random vmiahl('s nnifOllllly and 
idcntically distributed Oll [0, 1] and suppose the treC' bcgiuf-> \Vith aIl x-~plit.. Thl'II, :-.1 éU t.JIIg 

at level 0 with Ro = (ao = 1, bo = 1), on leve'l 1 of the tre'c \Vl' fiIld t.wo }'('cl,angll's whosp 

horizontal and vertical lengths fonn couples of randoIn variahles dist,JÎhnt('ll as (\'), 1) éllld 

(1 - VI, 1). The sizes of both rectangles on level 1 are thercfore dlstrihukd al') (VI xl). 
Similarly, on level two, for each existing rectangle its sizp is distributed as (Vt x HlI ). TIH'II, 

by induction, each nocle at level 2k (k ~ 2) represents a rectangle whose siz{' 18 dil-it.rihnt.l'd 
as (rr:=l li: x n:=l Wt ) and at level 2k + 1 (k > 1) cach nodc COlT('sllOlHls tn Ho r<,(·t,an~~l<' 
whose size is distributed as (rr~~l Va x n~=l Wt ). We notice that a, and b, do Ilot ha.ve tlJ<' 
same distribution sinee the choice of the coordinate for the first splitting affccts the :-;hap(' 
of the tree. Let us find an upper bound for 

2n 2" 2" 

L(E{a.} +E{b.}) = LE{a.} + I:E{b.}. 
t=O ,=0 

For any rectangle R represented by anode u at level 2k - 1 in Tt, the expectcd nllmh(~r S 
of points lying within R in T is the expected size of the subtree rootcd at N in 1'b 

E {S} = (L ... LLnVd x Wd ... x VanJ x lV",J x .. , x Vk-d x W,,-d x Vd)· 

For a new no de to faU within Rand crcate rectangles on lcvel 21.:, wc JIlUfit have E {S} ~ 1. 

Thus, on level 2k, the existence of each node is given by 

which cau be bounded from abovc by 

and bounded from bclow by 

10 
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Wc can thcn writc for the 221.: nodcs on level 2k (k 2 2), 

E {a2k} < E {Vi x ... X VI.: I{nVI X .•• XVkXWI x •.. XW"_t2:l}} 

< E {Vi x ... X VI.:-1 I{nVI x ... xV"_t xlVI X ... XWk_l2:l}} 

and 

E{b2d ~ E{Wl x ... X WI.: I{nVlx ... xVkXWtX ... XWk_l2:l}} 

< E {Mfl X ..• X 1VI.:_1 I{nVI X ... XVk_I XWI X ... XWk_1 2:1}} • 
Similarly, for the 22k+l nodcs on level 2k + 1 (k ~ 1), 

and 

E {a21..tl} < E {VI X " . X Vk+1 I{nVI x ... XV"XWI X •.• XWk2:1}} 

< E {l't x ... X lfk I{nVIx ... xV"XWIX",XWk~l}} 

Thcrcforc, 

Define 

2" +00 
EE{a, +b,} ~ Co X 2: 22kE {Vi X ••• X VI.: I{nVlx ... xV"'XWlx ... XW,,~l}}. 
,=0 1.:=1 

V - -ln(Vl X .•• X VI.:), 
W - -ln(Wl X ••• X Wk ). 

Wc notc that V and W are illdcpclldent gamma( k) random variables, and the density of V 
18 

Then 

vk- 1e-v 

f(v) = r(k) for v ~ o. 

+00 
L: 22kE {VI X .•. X lfl.: X I{"VIX,,,XVI:XWIX ... XW,,~l}} 
1.:=1 

+00 
- L 22kE {c-V 

X Ilne-Ve-W~l)} 
1.:=1 
+00 
L 22kE {e-V 

X I\V+W$lnn)} 
1.:=1 
+00 

~ 22"'12:0 L~o f(v)f(w)e-
V 

X Ilv+w$lnn)dwdv 

1. 1. (+00 vI.: wl.:) c-2ve-w 

= 2: 22
1.:--)-2 X Ilv+w<lnn)dWdv. 

t'~O tlI~O k:::1 r(k vw -
, 1 

'" U 

11 
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Let first give an upper bound for (J. Define {3 = 2Jvw . 
Since 

we may write 

where P is a random variable with a Poisson distribution of parametcr (2{3). ThcIl, .JCIlSPIl'S 

inequality allows us to write 

We can now give a new upper bOUlld of our sum 

If we transform the coordinates by setting 

w = v + w, v = 6w, w = (1 - 6)w, 0 ~ 6 ::; 1,w > 0, 

the Jacobiall is w and the above integral reduccs to 

2e
1

/
12 l l (1 2-{W) w(4J6(1 - ~) - 0 - l)'lw"O -- + e (, f.t • ..J2i 0$8$1 O$w$lnn J6(1 - 6) (0(1 - 6))1/4 

12 
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We not~ that. the function <p(0) reaches a maximum at 80 = 1-1~v'ï7 where the maximal value 

is n = fjJ( 00 ) = ~ -;J. Furthcrmorc, rp is concave and thcrc exists a constant v > 0 such 
that, for 0 E rO,1] 

<p( 8) :::; <p( ( 0 ) - v( 0 - ( 0 )2. 

If wc dellot.c Cl = 2:};;2, for ail € E (0, min(80, 1 - (0)), 

+OCJ 
L 22kE {Vi x ... X Vk X l{nVI x ... xV" XWI x ... XW,,~l}} :::; 
k=l 

C { { (1 2..jW) wr/>(O)dwdO 
1 JIO-Ool<!:c 10~w'5Jlln JO(1 _ 0) + (0(1 _ 0))1/4 e 
, ~ .. 

Il 

+ C { { (1 + 2..jW ) ewt/>(O)dwdO 
1 JIO-Ool~( 10~w~llln JO(1 _ 8) (0(1 - 0))1/4 . 
, , 

'" r, 

INTEGRAL Il' If wc writc a* = SUPIO-Ool<!:f (o(Lo») , then 

Il < C1(a*)1/2 { { (1+2vw)e"uf>(S)dwdO 
~Jlo-ool$.f JO$w$.lnn 

Cl 

< C2 [ { { 3ew<f>(O)dwd8 + { { 3..jWeW <f>(O)dwdO] 
lo<!:o9 10~w9 10$.8911$w<!:lnn 

< C2 [3eQ + {{ 3VWe,.,(O-II(8-So)2)dwd8] 
lOE!? 11$.w$lnn 

S C2 [3eQ + { eWo 
( ( 2..e-

r2 dX) dw] 
11$.w$.lnn J:r:€R Vv 

INTEGRAL 12 , If we write 0** = sUPIO-Ool~f <p(0) , then a** ~ Ct and 

/2 ~ Cl { { ( 1 + 1 ) 2VWeo**wdOdw 
JO$.w~lnfi llo-Ool~c JO(l _ 8) (0(1 - 0))1/4 

< 2C o**lnn(1 )3/210 (1 1) dO 
1 f 11 n . 1 + (O( 0))1/4 . O<!:O~l V 8(1 - 8) 1 -

This last integral converges 80 that 

13 



• We conclude that 

and therefore 

+00 
L:22kE{Vl X ... X Vk I{nl'lx ... XVlXWIX."XWI;~l}} = O(nO), 
k=l 

Lemma 4. If ai and bi are as in Lemma 3, 

PROOF: Define 
Ak = L area(R), 

RE 131; 

-

where R and Bk are as defined above. The first area Ao is equal to 1 and by induction, 
according to the detlnition of sets Bk and Bk+1' Ak+l is defined by the SUIn of Ak aud t.he 
areas of the two new Uk+1 - rectangles. These two rectangles form a partition of RUA:-t 1 HO 

• that Ak+1 is equal to the sum of Ak and the area of RU A:+l' Thus, the last iteration returns 

• 

2n 

An = L area(R) = L aib,. 
REBft i=O 

We deduce that 

that is, 

E {~a;b;} = Al + t. E (arca(R,.,ll· 

To evaluate this expression we need the following Lemma that gives a precise calculation of 
the second term of the above sumo _ 

Lemma 5. For i ~ 2, 
2 

E {area(Ru )} = -,. 
· l+t 

PROOF: By definition, Ru, is the smallest rectangle accepting u., It is wcll-known that. the 
i rectangles defined by Ul, .. " Ui-l are distributed as uniform spacings. That is th(!y an~ 
distributed as (V,+l - Vj) where 0 ~ j ~ i - 1 and 0 = \1(0) < "(1) < .. , < \1(.-1) < \1(.) = l, 

14 
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and \l(1)l"" \1(1-1) i5 a permutation of i.i.d uniform [0, 1] randûm variables Vi, .... , Vi-l. 
TIlllH, 

E { area(R •• )) E {~("I'+l) - "1,))2 } 

= iE {Clt(1»)2} (symmetry) 

i fol x2 f(x)dx, 

wherc f is the dCllsity fttnction of V(l)' 
From 

P[V(I) ~ xl - P[Vi ~ xl x ... x P[l;'-l ~ x] 
(1 - X)i-l 

11 f(y)dy, 

wc see that f(x) = (z - 1)(1 - x)i-2 and 

E {V(~)} = (i - 1) x fol x2(1 - x)I-2dx = i(i: 1)' 

Thus, 
2 

E {area(Ru )} = -. -. 
1 1+ 1 

CONTINUATION OF PltOOF OF Lemma 5. 
Wc deduce that 

n 2 
- 2+~i+l 

n+l1 
- 2L-;-1 

1 t 

2Hn+l -1. 

CONTINUATION OF PROOF OF Thcorem 1. 

From the propcrtics of harmonie l1umbers, 

In(n + 2) ~ Hn+1 < 1 + In(n + 1), 

a.nd thcrcforc, 

15 
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Collecting aU this yields t '-le bOUlld 

E {N} < 108L\x~y n + C(~x + ~y)nO + 18Hn+1 - 9 

< ï (~xL\y 11 + (~x + ~y) 11
0 + Inn), 

where ï is a positive constant. • 
In section 6, we will show that the bound of Thcorclll 1 is tight.. 'l'hl' abo\'(' ilH'<)uality 

is a sum whosc terms reflcct the main computations of the' algorithm. TIlt' Hn,t, tenu of tht' 
upper bound (L\x~y n) represents the number of point.s of tIlt' 2-d 1.1('(' lyIll~ wit.hin OH' 

search rectangle and returned by the algorithm. Thc second tenu «à,. -\- ~!J) l/
n

) i8 an 
upper bound of the expected number of llodes vlsited outsidp th(' s('.uch J('ctall~l(' Th('~l' 

nodes cannot be eliminated since one coordinate lies wühin tll<' hOlluds wlnlt' t.he Ot.h('l i8 
unknown. Fillally, the third tenn (ln n) corresponds to the cxpcct('d h'llgt.h of tIlt' pa.t.h flOlIl 
the root to the leaves founrl. in the search rectangl(' Q. 

The expected cost of the algorithm has an Older of growth dominat.cd Ily ()JI(' of t.h(' 
three terms depending on the given ~x and ~y valucs. Without 108s of ~('IH'ralit.y, W(' Illay 
assume that ~x is larger than L\y. Hence, if ~y = n( l/nk,) such that kl ~ 1 - 0' UH'll 
E {N} = O(~x~y n). However, if ~y = o'(l/nk,) and O(1/nk2) suell that k) < (t alld 

k2 > 1 - 0: then the expected cost is 0 «~x + ~y) nO). Furthcrmorc, tl1<' b('cond t.ellll still 
dominates if ~y = O(l/nk-z) when k2 ~ 0: and L\x = n(l/nk3) whcn k3 < Œ. Finally, t.hf' 
expected cost is logarithmic in n when L\y = O(I/nkl) and ~x = 0(I/Tl3

) if k2 ~ 0: and 
k3 ~ 0:. We then have E {N} = O(ln n) . 

Accordingto the e.bove remarks, in partial match query (i.e. when (~x,~y) = (1,0) (or 
(0,1)) ) the expected cost of the algorithm is bounded from above by the second tNm of our 
sum, E {N} = 0 (na). This yields the result provcd by Flajolet and Pucch [7] for pa.rt.ial 
match retrieval in k-d trees of size n for k = 2. 

However, we notice that the upper bound do es not confirm Bentlcy's claim [1] tltal thc 
expected cost for a partial match query in a k-d trc(' of size n where .'! fields an' Slwdficd 

is O(nl-'/k). This result appears to be valid in the very special casc of perf('ct.ly balanced 
k-d trees in which the splitting coordinate at each level of the trce is detf'rrniIH'd by t.lH' 
data values. Moreover, Bentley's conjecture [2] that the expectcd cost of range 1-.ean:hing is 
O(ln n + F) is not verified by our upper bound: in the simple ca<;e of ~x = ~y = 1/ fo, the 
expected cost of our algorithm is 0(na - 1

/
2

) ~ O(no.OG) • 

IG 



5 rrhc shape of the rectangles 
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Figure 8: Random 2-d trces. Note the elongated nature of most rectangles. 

Let denotc XI.' a.nd Yk the horizontal and verticallengths of a rectangle taken at level k. 
A rectangle drawn randomly from anode at levcl 2k has edge ratio X2k /Y2k where 

X21.. f.. Vi, .. ·, \'k l , 
) r - lJ! lIT {L .. ·llf1VdxWd···xVmJxnmJX ..• XV1_dxWk_dxVkJ~1}. 

21. " l, ... , '1' k 

Thercfore, using the samc dcfinition as in the previous section, 

• lV -ln(H!l x ... x Wk ), 
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at level 2k, 

In the same way, at level 2k + 1, wc have 

Thus, we have the following inequalities 

We note that V and W are both gamma(k) distributed and that accordillg to Ccntral Lilllit . 
Theorem, 

W-v L 
.j2k -+ N(O, 1), 

2k 

where ~ denotes convergence in distribution, and N(O, 1) is the standard Ilorlllailaw. This 
means that the above ratios have an order of growth of approximatcly c .. rfi:.. FOI k = (-) (III ft), 
very high values of X 2k/Y2k and X 2k+r/Y2k+1 reflect the elongatcd shalH' of t.11(' l(>ct.all~~I('s. 

Therefore, it appears that most of the rectangles in our 2-d trec are very IOIlI~ (Figmc 8). 
This is responsible for the O( nO) upper bound calculatcd for the cxp('cted !Hun of tll!' 1)('1 iJII(~­

ters of the rectangles in Bn as the perimeter (al + bl ) of RI decreascs very filowly wit.h i. In 
other words, this disproportion cxplaills such a high number of Q - rectangles lIH~dlllg RI' 

It also explains why the k-d bee is virtually useless for llearcst llcighbor sealeh . 

18 
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6 A lower bound for range searching 

T11C upper boulld for the cxpccted cost of the range search given in Theorem 1 was com­
pOf>cd of threc terms reflectiug the main computations of the algorithm. Here, we show that 
Theol em 1 is tight. 

Thcorcm 2. The expected number of nodes visited by a range se arch in a rectangle Q 
O'I1f.CI('(! at Z and of size ~x x ~y is snch that 

E{N} = 0 [~X~y n + (~.1: + ~y) C:n) Q + Inn] , 

where n = 0~-3 ~ 0.56 . 

l'HOor: Tluee tenns clearly lower uOllnd the expcctcd cost of the range search. 
l'A ItT 1: I3y dcfiuition the range search returns ail the points Iying in a rectangle of size 
1l3: X ~y, hence, ::.illœ the expected number of points in this region is (~x/ly n), the algo­
rithm takes at lcast 0 (~x~y n) expected time. 
PART 2: The sc arch is done by visiting a ralldom binary search tree and cannot be completed 
Ulllcss a Icaf is reached. Therefore, the expected minimal distance from the root to a Ieaf in 
a random binary search tree with n nodes being 0(ln n) [4], the expected cost of the range 
search cau he boundcd from below by O(ln n) . 
PART 3: Now, wc evaluate that the number ni of Q - rectangles of size /lx X Il.y meeting 
a rail dom recta. gle R, of the 2-d tree T, 

ni > (1 + ~~) (1 + ~~) . 
Thus, we cau write 

E{~n.} ~ 2n+ ~xE{t.a.} + ~yE{~b.} + Ll:LlyE{t. ... + 
Sillce at least one fourth of our random search rectangle centered at M meets the unit 
square (Figure 6), wc deduce that any random search rectangle meets at least 1/16th of a 
Q - recta1lgle of the grid. Thus, the expected number of nodes visited by the range search 
IS 

E{N) > Ll~~YE{t.n.} 

> l~ (LlXLlY n + LlYE{~a.} + LlxEœb.} +Eœa,b.}). 
A thial lowcr bouud for thc expected cost of the raugc scarch algorithm results then from 

2n [( n )01 2: E {a l } = 0 -1 ' 
1:::0 un 
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• 211 rift )0] 
~E {bi} == ~llf-l . 
,=0 \ nn 

We now show these bounds. ''le have 

and 

E{a2k} > E{V1 x ... X Vk I{nvlx ... xV"XWIX ... XW"_1~2I.:l} 
~ E {Vi x ... X VA: I{nVlx ••. XV"XWIX ... X"'1~21.:}}, 

E{b2d > E{W1 x ... X Wk I{nVlx ..• XV"XllfIX .. XH'1_12:2I.:l} 

~ E {W1 X ••• X WA: I{nl'lx .XV"XWIX ,XU'12:21.:}}. 

For ail k ~ 1 we also have 

and 

E{b2A:-d ~ E{b2A:}' 

Thus, there exists a constant Co > 0 such that 

2n 00 

LE{a,};::: CoL 221.:E{V1 x ... X VI.: I{nVlx ... xVl:XWlx ... XWI:~2k}} . 
• =0 k=l 

• With the same notations as in the proof of the upper bound (Lemma 1), wc obtain 

• 

i=O 

where {) is an arbitrary constant in (0,2). By Stirling's approximation, as in the proof of the 
upper bound, we note that 

a ~ Cl fJe2fJE { VI + P X I[26Inn$P$4Inn)} 

where {J = 2.jVW, P is a random with a Poisson distribution of pararncter (2(J) and CI IR a 
positive constant. This is bounded from below by 

{ 
C2fJe2fJ JIn n if fJ ln n ~ f3 ~ 21n n, 
o otherwise, 

where C2 is another positive constant. But Vin n ~ (vw )1/4, so that wc have the lowcr bound 

> C f33/2 2{JI a _ 3 e (6Inn$IJ$2Inn). 
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This leads to a lower bound equal to 

C41 r e4.rvw-2v-w( vw)I/4dvdw. 
",w~O Jv+w$ln( ft ),2y'vüiE[6In n,2ln nI 

With the transformatioll uscd in the upper bound,that is 

w=v+w,v=Ow,w=(1-0)w,O~O~ 1,w>O, 

with a Jacobian cqual to w, the latter expression reduccs to 

We kllow that 4J l'caches its maximum at 00 = 1-1~Ji7 and takcs the value a = 4J( Bo) = Q-3. 
WC aisu note that 4J(O) ~ a - v(O - 00)2 for some v> 0 and give a new lower bound 

Dy the normal integral wc have the following inequali ty 

rt ewv(O-oor~ dO> Cs. 
Ji - VWv 

for sorne constant Cs. Thus we obtain as lower bound 

(~) 1/4!2. r1n
( 41:.) we'JJQd,w ~ (~) 1/4.E-. (ln(41:.) eW0dw = e [(~)O] 

16 -IV J~lnn 16 IV Jt1nn ln n 

if 6 < 2. Vve have thcn proved that 

Similarly wc may prove that 

~E {b.} = n [(-ln )0]. 
1=0 11 n 

Coll('cting aIl this yields a generallowcr bound for the expected cost of the range search; 

E {N} = S1 [~XÂY 71 + (Âx + !:l.y) C:n) cr + Inn] . 

• 
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REMARI<: More eareful but· tedious work in the tnlllcation allows us to get rid of t.h(' 
1/(1n n)O: factor in the above lower bound. Wc uscd thr illcqua\ity 

l··· LlnVd x V2J ... J x V,.j > nV1 x ... X lI" - li + "k + V"V"-l + ... + V'l,vk-I ., • V2] 
'- .,.... t 

1 Zk 

and bounded Zk by k, which led to the extra 1/(ln n)ll factor. I1owevcr, as k goes to illtinity, 
ZA: approaches Zoo, 

Zk !:.. Zoo whcrc E{ Zoo} = 2, Var { Zoo} = 1/2. 

As Zk is basically behaving as a constant. random variable, Wl' muId thl'II make t!\(' logmit.h­
mic factor disappeal'. The calculations arc Ilot illcl udcd h('n'. 

7 N earest neighbor algorithlll 

The search for the nearest neighbor of anode u. in T may be divided Îllto two Îlldcpcndellt. 
searches: either the nearest neighbor is in the subtrec Tu. rooted at 111 or it is in the trce T 
minus Tu .. In a random 2-d tree Tl the subtree rootcd at any node u. can be considcrcd a.s 
a random 2·d tree in which the search for the nearest llcighbor of Ui has the samc propcrtics 
as the search of the nearest neighbor of the root of T. This section presents au application of 
the range search when searching for the nearest neighbor of a randomly chosen nodc U 1\nd 
we will then see that the nearest neighbor search in the subtrcc rooted at u may be donc in 
0(1) expected time. 

Lemma 6. Suppose that we cau execute an algorithm A on a 2-d tree T with n Ilodcs 
in O(nt3 ) expected time where fi is a positive constant strictly sm aller than 1. Then A, 
applied to the subtree of T rooted at a randomly chosen node u, Til, takcs cxpcctcd time 
0(1). 

PROOF: After Ui is inserted, n, the binary search tree corresponding t.o our 2-d tr('c, consists 
of i + 1 external nodes. Each of thesc nodes is equally likcly to he an anccstor of any of the 
n - i remaining nodes. Thus, the expectcd size of the subtrec roou~d at.?lt is 

E{S.} ~ n - z. 
z + 1 

According to our hypothesis, if we dcnote Ci the cost of the algorit.hm A Oïl the suhtrcc 
rooted at u. then 

E {CIISi} ::; C sf 
where 0 ::; f3 < 1 and 0 < C < 00. Due to the concavity of x P, wc can wl'ite 

E{C.} ~{E {C.IS.}} 

22 
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< cE{SàB 

< (n - i)f3 
c i + 1 

< c(T)f3· 
Given that each Dode Ui is chosen with equal probability 1/ n, if we denote by C the cost for 
computing A on T u\ the subtrec rooted at a randomly chosen point 'U, then 

< c t (~)f3 
n ,==1 t 

< C 71P-l ( 1 + ln :/3 dx) 
0(1). 

• 
Wc will now present an algorithm that finds the nearest neighbor of a randomly chosen 

Ilode Ui of a 2-d tree and verifies the above hypothesis. It is not adaptive: it requires knowl­
edge of the size of the rectangle to which the data points belong. Given a 2-d tree T with 
n + 1 nodes, this algorithm, NN (T, u,), finds the nearest neighbor of Uj by computing the 
range searcb returning the set r c of aIl the points in the 2-d tree T lying within a region Qc 
defincd as the square centered at Uj and of size ~x = Ây = 'J;i. 

NN(T, u,) 

Note: this algorithm returns the nearest neighbor in the tree T vith n+l nodes 
of anode Uj. Qc denotes the square centered at Uj and of size ~x = l:!J.y = * . 

Delete Ui from T 

Set c+-O 

Repeat 

c+-c+l 

{we have a ne\l 2-d tree T' \li th n nodes} 

rc -RANGE_SEAllCH (T',Qc) 

until rc =1- 0 {Note that c:5 ..;n at this point} 

Find the nearest neighbor of Ui in r c by brute force 

{end NN} 
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• Theorem 3. This algorithm finds the nearest ncighbor of a rand0111 llodc u in a 2-d trc(' T 
with n + 1 nodes in 

• 

• 

expected time. 

PROOF: Let us first evaluate the expected cost of deletillg t.he root of a 2-d tn'(' T. If 
we suppose that the root splits the tree accordillg to its x-coordinatc, delet.illg the root mny 
be do ne recursively by finding and deleting thc x-minimum node in the right subtf(\(' of T 
(as suggested by Bentley in [1]). This no de cau be rouud with v('ry high probahilit.y wit.h a. 

range search in a rectangle Q such that 

Q = [x,x + lin] x [0,1], 

where x is the x-coordinate of the root of T. If 1"0 dCllotcs the time taken by this proccdure, 
by Theorem 1, we may write 

E {'To} = O(nO
). 

Moreover, by Lemma 6, we note that the expected cost of the deletioll of a random node is 

E {'To} = 0(1). 

After the deletion, the range se arch is applied to a square Qc totally indcpendcllt of 
T'. Let N be the first c for which Irel > 0 in the algorithm. Let 'Tc hc the timc takcll by 
RANGE_SEARCH (T', Qc). Then, the total time is 

and, 

N 

'T= L'Tc, 
1=1 

00 

E{7'} - LE{1"c I[N~c)} 
i=1 
00 

< LE { 1"c} P {N 2: c} . 
1=1 

Here we employ an association inequality stating that 1"c and N arc Ilcgativcly depelldcllt. 
By Theorem 1, 

E {'T(c)} ::; ï (c2 + no-t x c + ln n) , 

for some positive constants 'Y and a. Alflo, 

P{N 2: c} < p{rc- 1 = 0} 

< ( 1(c - 1)')" 1--
4 n 

< -(c-l)2/4 e . 
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a.') at lea.<;t one fourth of Qc intersects the unit square (Figure 9). Hence, the expected time 
~~ { r} satisfies 

whcre 
00 

Ao = L c2 X e-{c-l)2f4, 

c=l 
00 

Al LC X e-(c-l)'l/\ 

c=l 
00 

A
2 

= L e-(C-l)'l/4. 

c=l 

Wc notice that A2 < AI ::; Ao and that E~l c2 e-{c-l)2f4 ~ 00. Thus E {r} = O(na - 1/ 2 ). 

(1, 1) 

(0,0) 

Figure 9: a square Qc. 

The complexity of the last step - finding the nearest neighbor of the root U1 in r c - is not 
grcatcr than r. Thcreforc thc cxpected complexity of the algorithm is O(na - 1/ 2) and Lemma 
fi allows us to conclud(' thc proof of Thcorem 3. • 

In the nl'xt section wc will see that the cxpected time for finding the nearest neighbor 
of a J'andolll node in a 2-d trce may be boundcd from below for any aigorithm that is given 
a ralldolll 2-d tree by 

E{r} = n [~:-~;:]. 
This lowcr bound is vcry close to the upper bound proved for our algorithm. We aiso proved 
that thc Bealest llcighbor of the root in T cau be found in O(nP) expected time where 
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a < f3 < 1. Therefore, according to Lemma 6, the nearest ncighhor of a rlllldomly dlOSt'1l 

no de u in Tu, the subtree rooted at u, can he found in O( 1) cxpcctt'd tin\('. 
The above algorithm may be made adaptive. Furthermore wc may incr('as(' c g(,olll<'tri­

cally (c +- 2c) for faster execution times. 

8 A lower bound for finding the nearest neighbor 

In section 7 we descrihed an algorithm for fillding the llcarcst Ilcighbor of il landom node 
in a random 2-d tree whose complexity may he bOUlld('d from ahovc by 1/,1 wl1('l'(' Il is il 

strictly positive constant. We are very far from Bcntlcy's conjt'ct.\lfl' that claims t.lU' lwan'st. 
neighhor of a random node, in a random k-d trce wit.h 11 nodes, could he fouud in O( 1 ) 
expectcd timc. In this section wc givc somc evidcnce that. this eOlljccf.UI(' lIIay 1)(' displOV('(1. 

Theorem 4. If we COI ,!dcr a sequence of n indcpendcllt ralldolll point.s identically and 

uniformly distributed on the unit square [0,1]2, V h ... , Vn, wc cau build a 2-d (,n'(' by 8\1('­

cessively inserting the correspondillg nodes Ul, ••. ,Un. Let Z be a léLndolll point uniformly 
distrihuted on the unit square. Then the expected time E { T} for finding the nCiucst ncighbor 
M of Z among u n /2+l! ... ,Un may he hounded from below by 

[
nO

-
I
/
2

] 
E {T} = 11 (ln n)a . 

PROOF: Without loss of generality we assume n is odd. Let R he the square centered at Z and 
whose vertices touch the circle C centered at Z with radius /). equal to the distance hctween 
Z and M. Let Q he the square centered at Z of sides 2/..;n. If wc define the "splittiug line" 
of anode Uj as the tine segment according to which Ut splits the 2-d tree, thcn in the srnallcr 
2-d tree Tl built from ul, ... , Un /2, any no de whose splitting liue intersects R may be closer 
to Z than M. This means that we cannot conclude M is the nearest neighbor of Z \lntH w~ 
have visited aU the nodes whose splittillg line cuts R. 

If Q is included in R, the expected time E {T} takcn by thc llcarest ncighbor se arch may 
be bounded from below by 

E {T} ~ E {N IIQCI1I} 

> E{N I(6~J2/n)} 
where N is the numher of splitting Hnes of Ul, . .. ,1ln/2 in TI intersccting Q. lu this smaller 
tree Tl, if we dellote "final rectanbles" the n/2 + 1 smallest rectangles partitioning th~ 
unit square (no node lies within a final rectangle) then cach of thesc liner.; may be seen a.s 
hording two final rectangles meeting Q. Thus, N is thc Humher of final redangles meeting Q 
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(1,1) 
~--------------------~ 

(0,0) 

Figure 10: Z and its nearest neighbor, M. 

minus 1. In the pro of of Thcorem 2, we can modify PART 3 and write in the case of our 
square Q, 

2 {i+l} E {N} ~ r.; E Lai - 1. 
v n .=0 

Now, wc have 

and the calculations arc casily adapted and return the lower bound 

Sincc the ncarcst neighbor of Z is sought among a data set independent of the lines 
cutting Q, wc have 

E{r} ~ E{N} P{Ll > V2/n}. 
From Thcol'em 2 wc rccall that 

C (nQ

-

1
/

2
) E N >-{ } - ft (ln n )0 ' 

wherc C is a positive constant. Wc also have 
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Hence, 

[
nO-1/2] 

E { T} = n (ln n )Q . 

• 

This result contradicts Bentley's conjecture that the nearest neighbor of a random nodc 
in a random k-d tree could be found in constant expected time . 
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9 Conclusion 

Using a gcomctrical and probabilistic approach, we have analyzed the complexity of range 
searching and ncarest ncighbor searching in random 2-d trees. The general formula of The­
Olcm 1 applies to mauy kinds of operations besides ordinary range search. In particular, in 
the case of partial match query, our theorem returns the result Flajolet and Puech [7] proved 
with the help of gcnerating functions. It has also been shown in the text how the formula 
appHes to delctions of nodcs and to nearest neighbor searching. We would like to extend 
these results to llon-uniform distributions. 
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