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This thesis desenœs a system to record and visualise in-vivo human lumbar spinal

kinematics. As weil, an extensive method to quantifY the system's accuracy and reliability

is detailed within. A data acquisition system measures lumbar motion associated with

exercises similar to daily aetivities (gait, ranging, and load lifting). This involves a

minimally invasive procedure to insert pins into three spinous processes of the lumbac

vertebrae. Three-dimensional electromagnetic position sensors are attached to these pins

and stereo radiographs provide the calIbration offsets necessary for the calculation of spinal

segmental motion from the sensor data. Analysis software was written to aid researehers in

extracting descriptive statisties and by displaying 2-D graphs of the segmental motion. As

an adjunct to the analysis software, a method was developed to visualise the subject's

kinematies using 3-D computer animation. This requires the subject to undergo magnetic

resonance volume scans which yields vertebral surface data. This data and the previously

acquired kinematies from the same person is combined through computer animation

resulting in an intuitive visualisation oftheir spine's motion.
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Resumé

Cette thèse décrit un système d'enregistrement et de visualisation des mouvements de la

colonne lombaire in vivo chez l'homme. La précision et la confiance de cette méthode ont

été quantifiées d'une manière approfondie. Un système de capture des données mesure les

mouvements lombaires durant des exercices qui ressemblent aux activités quotidiennes

(marche, rayon d'action, levée des poids). Pour réaliser ces mesures, une procédure

légèrement invasive pennettait le placement de trois tiges au niveau des processus épineux

des vertèbres lombaires. Des détecteurs de positions électromagnétiques tridimensionnels

sont attachés sur ces tiges. Des radiographies en stéréo fournissaient le décalage nécessaire

pour calculer les mouvements segmentaires à partir des données obtenues par les

détecteurs. Un logiciel d'analyse a été écrit pour aider les chercheurs à extraire les

statistiques descriptives ainsi que visualiser les mouvements segmentaires sous forme de

graphiques bidimensionnels. Une méthode pour visualiser les mouvements lombaires

tridimensionnels avec l'aide d'animation infonnatisée a été également développée. Pour

appliquer celle-ci les sujets ont dû subir un examen à la résonance magnétique qui permettait

drobtenir des images volumétriques de leurs colonnes lombaires. Les contours des

surfaces vertébrales ont été extraits à partir de ces images. Les contours ont été combinés

au moyen dranimation infonnatisée avec les données des mouvements acquis chez le même

sujet. Ceci permettait la visualisation intuitive des mouvements lombaires.
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Preface

This thesis documents original work of the author as partial fulfilment of the degree of

Master of Biomedical Engineering, McGill University, Montreal, Canada. Research was

perfonned at the McGill Orthopaedic Research Laboratory al the Royal Victoria hospital

(Montreal) and in collaboration with the Brain Imaging Centre at the Montreal Neurological

Institute (Montreal).

Included with the submission is one VHS video tape illustrating the results of the tbree­

dimensional computer visualization. However, the author authorizes reproduction of this

thesis by the department without the inclusion of the video taPe.

The thesis is arranged as foUows: Chapter 1 introduces the project and the motivation

for its undertaking, surveys previous related srudies and ouùines the thesis objectives.

Background infonnation is provided in Chapter 2, which touches upon the major topics

related to this project. Chapter 3 describes the data acquisition system for recording

segmental kinematics and the cahbration method used to validate it. The MR. scanning

protocol and the data conversion and transfer method is described in Chapter 4. Chapter 5

details the analysis and visualisation system which was devel0Ped to study the results from

the segmental motion measurements. Chapters 6 and 7 follow with a presentation of the

project's results and a discussion and conclusions based upon them.

Original Contributions

The original contnDutions ofthis thesis are the following:

• Improvement uPQn the previous methods to study human lumbar kinematics by

measuring three-dimensional motion ofhealthy subjects in-vivo.
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• Design and development of a three-dimensional data acquisition system suitable for

in-vivo use on humans while satisfying aIl design requirements.

• Validation ofthe Fastrak electromagnetic ttacking system for dynamic relative motion.

• Development ofan intuitive user interface ta manage the experimental procedure and

resulting data.

• Creation ofa software Itbrary and interface to analyse and visualize experimental data

including two-dimensional graphs and three·dimensional computer animation.

Publications Resulting from this Work

The following conference presentations and papers are a result ofthe work descnbed in

this thesis:

Journal Papers:

Steffen T., Rubin R.K., Baramki H.G., Antoniou J., Marchesi D., Aebi M., ~'A New

Technique for Measuring Lumbar Segmental Motion In-vivo. Method, Accuracy, and

Preliminary Results," Spine 1997 Jan. 15;22(2):156-66

Oral Presentations

Steffen T., Baramki H.G., Rubin R., Antoniou J., Marchesi D., Aebi M. "Invasive

Direct Measurement of Lumbar Segmental Kinematics." Annual Meeting, Canadïan

Orthopaedic Research Society, Halifax, June 1995.
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Steffen T.~ Baramki H.G., Rubin R.~ Antoniou J., Beckman L., Marchesi D., Aebi

M.. ~~Les amplitudes de mouvement et les caracteristiques de mouvement coule d'un

segment lombaire mesures in-vivo." :xxv Réunion Annuelle de la Société de la

Scoliose du Québec~May 1995.

Steffen T.~ Baramki H.G., Rubin R., Antoniou J., Marchesi D., Aebi M. uln Vivo

Measurement of the L31L4 Segmental Motion Patterns in the Upright~ Flexed, and

Extended Positions." 42nd Annual Meeting, Orthopaedic Researcb Society, Atlanta,

GA, February 1996.

Steffen T.~ Baramki H., Rubin R., Marchesi D., Aebi M.. '-Dynamic Three

Dimensional Lumbar Segmental Motion Patterns Measured in Healthy Subjects." 7th

European Spine Society Meeting, Zuerich, October 1996.

Steffen T., H. Baramki, Rubin R., Marchesi D., Aebi M., "~umbar Spinal Motion

During Walking and Running." 26th Annual Meeting of the Quebec Scoliosis Society~

Montreal, QC, May 1996.

Rubin R., Steffen T., Peters T., Aebi M., "3-D Computer Animation of Spinal

Segmental Kinematics." 27th Annua! Meeting of the Quebec Scoliosis Society, Hull,

QC, May 1997.

Poster Presentations

Steffen T., Rubin R., Antoniou J., Baramki H., Marchesi D., Aebi M.~ ""A new

Method to Record In-Vivo Kinematics in the Human Lumbar Motion Segment."" 41st

Annual Meeting~OrthoPaedic Research Society, Orlando~ FL, February 1995.
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1. Introduction

1.1 Motivation

Biomechanical studies ofthe spine are motivated by the widespread impact of low back

disorders (LBD) upon modem society. The importance of studying, understanding and

managing LBDs can he seen by considering their impact on the economy and the health­

care system. LBD is one ofthe leading causes for work loss in the western world with an

associated loss in work rime estimated at 93 million days per year in the United States

alone[ l, 2]. LBD affects 70-80 percent ofthe population at sorne time during their lives(3]

and each year 5% of adults experience LBD[4] resulting in direct health-care costs and

insurance payments estimated as high as 80 billion doUars annually in the United

States[5,6] .

ln spite of the efforts to hetter understand the natural history of spinal disorders, the

etiology of LBD remains unelear, especially the onset of idiopathie low back pain and its

potential as a chromc disease. Precise descriptions of morphological ehanges that produce

or accompany spinal disorders exist, but there is a lack of comprehensive methods ta

evaluate the mecbanical function of a spine in-vivo. Mechanical function is described in

tenns of kinematics and the associated forces on the spinal structures. ln-vivo

measurement techniques to estimate forces are imprecise (e.g., electromyograms combined

with mathematical models). Therefore, clinical studies of spinal biomechanics often focus

on kinematics ooly.
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Sînce the spine's morphology and mechanical bebaviour are co-dependan4 a

preoperative test of the spine's kinematics may help the surgeon to choose the optimal

method to restore nonnal functioo. Post-treatment tests could evaluate a procedure's

effectiveness and MaY assess long-tenn effects of the mecbanical alterations induced in

surgery. Kinematic studies comparing healthy versus pathological spines MaY further the

understanding ofdiffereot spinal disorders and their associated etiologies.

1.2 Survey of Previous Work

To study human spinal kinematics, the researcher must choose a model to observe. The

choices cao he broken down ioto animal and human models, and then subdivided ioto in­

vivo and in-vitro subjects or specimens. The most "true to life" model is obviously an in­

vivo study of living humans. This is due to the various limitations in both~ animal and

human cadaveric models. Sïnce animal anatomy is quite different from human anatomy and

since most animals are quadrupeds, the animal spine does not distribute loads the way a

human spine would. Cadaveric studies lack the element of muscular control and the

associated forces imparted 00 the spine by the surrounding muscles.

Previous studies to measure human spinal kinematics in-vivo can he grouped ioto two

classes. Those that use direct measurement techniques with physical coupling between the

sensors and vertebrae and those tbat use imagîng techniques to 'view' the spine's motion.

The former group requires sorne means ofattaching a sensor to the spine~ and vary in their

level of invasiveness. The latter group uses sorne fonn of imaging rnodality, such as

magnetic resonance imaging (MRI), computed tomography (en and ultrasound ta image

the spine.
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1.2.1 Direct Measurement Techniques

An ideal~ direct measurement method would he completely non-invasive and highly

accurate in all six degrees offreedom (DOF). Unfortunately, such a method does not exist.

Currently, the problem lies in the trade-offbetween invasiveness and accwacy. Invasive

techniques bear a slightly increased risk for complications~ may cause the subject

discomfort and could possibly influence the spine's motion. However, as the technique

becomes less invasive, it begins to suffer from poorer accuracy.

Clinical observation of the spine often ernploy easy to use, non-invasive goniometers to

measure angles[7-9]. Goniometers provide gross measurements of the whole spine, but

these are inaccurate and provide no infonnation on segmental displacement[9-11]. Other

authors have reported using skin mOUDted optical sensors(l2-15] or electromagnetic

sensors[16-19]. While the sensors themselves are more accurate than goniometers and

they can track individual vertebrae, they are not rigidly attached to the vertebrae. The skin

and underlying fascia are free to stretch and shift, especially in large range of motion

(ROM) exercises, which cause the sensor and vertebrae to eXPerïence relative motion and

degrade measurement accuracy[20-22] .

More invasive approaches have also been reported where Kirschner wires or Steinmann

pins \vere inserted into the spinous processes and measurements were made using

protractors[23-25]. These studies were limited to measuring axial rotation in fixed

postures. Dynamic measurements by Kaigle et al. used a similar technique and a linked

transducer to measure two-dimensional sagittal plane rigid-body motion[26] .

1.2.2 Imaging Measurement Techniques

Imaging methods are general1y considered non-invasive, however sorne methods use

ionising radiation Ce.g., CT, plain x-ray and stereo radiography). Standard planar
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radiologieal methods[27-29] are the most simple. They only provide twCHtimensional (2­

D)~ starie images (usually in end-ranges ofrnotion) and the difficulty in identifying identical

anatomical landmarks on multiple films makes them imprecise[30~31] .

Standard radiological methods can he improved: First, the dimension of time can he

measured and second~ three-dimensional (3-D) data cao he acquired. Cineradiography

allows measurernent of 2-D kinematics for dynamic posture changes[12, 32] ~ and stereo

radiographie methods use two 2-D images acquired from different perspectives to calculate

3-D positions[33-35]. To improve the identification of identical landmarks from multiple

views~ small radio-dense markers can he embedded in the bone[36, 37] and/or sorne fonn

ofmathematical optimisation may he performed[38, 39] .

CT or MR scanners bouse the subject inside a narrow cylindrical enclosure. Scans for

studying spinal kinematics are restrictive due to the limited space available for altering a

subject's posture and exeept for a small number ofspecialised units, suifer from the lack of

gravity to physiologically (oad their spine.

1.3 Thesis Objectives

The goal of this project is to develop a computer-assisted technique to study lumbar

spine kinematics in-vivo and present the results so that the complex, 3-D nature of the

spine's motion can be easily visualised and interpreted. The practical application resulting

from this thesis will be a tool to measure~ analyse and visualise the spine's kinematics. It is

intended ta be used by a variety of people (e.g., clinicians, technicians and engineers),

therefore, the user interface should he simple and easy to use, yet provide full functionality.

The measurement sensors are required to have adequate resolution and accuracy

(temporal and spatial) to record the small segmental motions (i.e., axial rotations and linear
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displacements) that occur during routine, everyday activities. Therefore, a realistic

experirnentai set-up is needed to validate the method's accuracy and reliability.

Equally important to the collection ofdata is its presentation-the most obvious method

being 2-D graphs for quantitative analysis of the motion patterns. Since the data are

recorded and stored in binary, a minimum requirement would he to have a tool to translate

the information ioto a human-readable fonnat- Such a utility, capable of translating binary

data fues ioto ASCII tab-delimited spreadsheets, makes the data universal and easily

imported into popular spreadsheet and statistical analysis programs. Much of the

quantitative analysis is very repetitive, consequently, a tool to read the binary data, directly

display 2-D graphs, and then automatically perform certain calculations (e.g., range of

motion (ROM), maximum amplitude, curve smoothing or nonnalisatio~etc.) would he an

improvement over the need to a1ways tremsfer the data to a spreadsheet fust.

The best way to convey 3-D motion on a computer is through animated 3-D computer

visualisation. To accomplish realistic 3-D animation, the kinematic data must he combined

with a 3-D data set describing the surface of each vertebra. This requires each subject to

undergo volume scanning to acquire vertebral surface infonnation. MR is favoured over

CT, solely because cr exposes the subject to radiation. This implies that, prior to

scanning, a protocol to optimise image quality must he determined.
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2. Background

2.1 Function Of The SpiDe

2. 1. 1 Introduction:

The spine is a complex structure of vertebrae't

dises, and ligaments extending between the base of the

skull't through the neck and tnmk and ending at the

pelvis. Its functions are to proteet the spinal cord; 10

manage force distributions from the head and tnmk 10

the pelvis; to stabilise head and trunk posture; and to

allow movement. The entire spine cao he looked upon

as a single ball and joint socket with a large range of

motion. This large range of motion is accomplished

through a cascade ofjointed vertebra which are able 10

translate and rotate about all three axes.

The vertebral column usually consists of 33

vertebrae, arranged in five regions, but ooly 24 ofthem

are moveable (7 cervical, 12 thoracic, and 5 lumbar).

In adults, the five sacral vertebrae are fused to fonn the

sacrum and the four coccygeal vertebrae are fused ta

Figure 1-1 - Vertebral ColumB
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form the coccyx. The seven upper-most vertebrae fonn the neck and are collectively

referred to as the cervical spine. In this regio~ flexibility has been gained at the expense of

stability. The cervical spine rests upon the thoracic spine, which is more rigid due to the nb

cage and is less subject to injury than the more mobile cervical and Iumbar spine regions.

The largest vertebrae belong to the lumbar spine which carry the largest loads.

The movable vertebrae are eonnected by intervertebral dises (with the exception of the

upper cervical spine), whieh play an important role in movements between the venebrae

and in absorbing shock transmined up or down the vertebral column. The movable

vertebrae are aIso connected to eaeh other by paired, posterior facet joints between the

articular processes and by strong anterior and plsterior longitudinal ligaments. These

ligaments extend the length ofthe vertebral column and attach to the intervertebral discs and

vertebral bodies. These ligaments and joints generally prevent excessive movement of the

vertebral column.

2.1.2 The Vertebrae:

The vertebral bodies

make up approximately

75% of the length of the

spine and the disc height

contributes to the

remaining length. The

venebïcll bo<ües are

smallest at the top of the

spine and gradually Fleure 1-1 - Lumbar Vertebra4 Superfor View

become larger as the

sacrum is approached and then become progressively smaller toward the coccyx.
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• A typical vertebra is composed oftwo pans, a body and a vertebral arch. The body is

the large, heavy and anterior part which is characterised by its roughly cylindrical shape.

Its function is to support weight. The superior and inferior surfaces of the body are rough

and flat where they interface with the intervertebral discs. The vertebral arch attaches

posteriorly to the body at two sites. It encloses the spinal chord and nerve roots, in a space

umin~-~

Figure 2-2 - Lumbar Segment, Posterior Vlew

Superior
Bticu"proce5S

Mamillary process

Tranft'er5e
process

Inferior
articul.1r process

called the vertebral foramen, and protects them from injury. The arch is fonned by two

vertebral cana.I--..........short stout pedicles which

project posteriorly from the

body to meet with two broad

flat laminae. The laminae joïn

posteriorly to form the

spinous process. Four

transverse processes also

articular processes and two

stem from the vertebral arch.

increase the muscles' and

The spinous and transverse

processes act as levers to

ligaments' leverage on the

vertebral column. The four

•

•

articular processes project

from the junctions of the pedicles and laminae. Two of the articular processes project

superiorly and the other two project inferiorly and each process ends in an articular facet.

Each vertebra's pair of superior and inferior facets articulates with those of the adjoining

vertebrae to fonn a facet joint. The facet's surface is covered by hyaline cartilage and the

joint is surrounded by an articular capsule which attaches to the articular edge of the

processes.
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The shape and orientation of the facet surfaces determine their limitation on a vertebral

segment7s relative motion. For instance7 the lumbar spine7s facets are more aligned with

the sagittal plane than the cervical spine7 s facets and therefore axiaI rotation is more limited

in the lumbar spine. The range of motion of the vertebral column varies greatly from

individual to individual7 and with training this range can he extended considerably. The

range of motion is limited by three factors: 1) the height and compressibility of the

intervertebral discs, 2) the stiffuess of the muscles and ligaments attached to the spine, and

3) the tension of the articular capsules of the facet joints. The relative segmentai motion

between two vertebrae is small7 but the summation of these small displacements contnbute

to a substantial overall range ofmotion for the spine.

2. 1.3 Co-ordinate System of the Vertebra

The movements of the spine cao he descnbed as displacements about an anatomical co­

ordinate system. The right-handed co-ordinate system7as described by Panjabi [40]7 labels

the normal to the sagittal plane as the x-axis (Positive pointing left), the nonnaI to the

transverse plane as the y-axis (positive pointing sUPeriorly) and the Donnai to the frontal

plane as the z-axis (positive pointing anteriorly). Flexion and extension are described as

rotation about the x-axis with flexion being positive. Axial rotation is angular rotation

about the y-axis (rotation to the left is positive) and lateraI bending is rotation about the x­

axis (bending to the right is positive).

2.2 Electromagnetie Position Tracking Deviee

To completely describe a co-ordinate system relative to another in three dimensional

space, one needs six orthogonal parameters7 three ofwhich describe the positional offset in

the three co-ordinate axes between the two systems. The other three descnbe the

orientation ofone system relative to the other. Using Euler angles is one convenient way 10
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describe this offset in orientation. Euler angles descnbe a series of rotational displacements

about each ofthe three co-ordinate axes. The order is not commutative and the convention

is to tirst rotate about the Z axis (Azimuth)~ then about the Y axis (Elevation) and finally

about the X axis (Roll). Sometimes these rotations are referred to as Yaw~ Pitch and RoU

as well~ but the order remains Z~ y ~ and X.

The position tracking device used for this project was the 3Space Fastrak (Polhemus~

Colchester vn~ consisting of a transmïtter and four receivers. The transminer creates an

electromagnetic field using three coiI antennae oriented in mutually orthogonal planes. The

receivers sense the electromagnetic field created by the transmitter using a similar three coil

receiving antennae construct. Polhemus also supplies the electronics to drive the transmitter

and calculate the receivers' positions and orientations relative to the source. This

information is then coded as positions and Euler angles in ASCII text or binary format

which can be acquired bya computer through it's seriai or GPIB pott.

The coii antennae of the transmitter and receivers consist of fixed magnetic-dipoles.

Exciting the transmitter coiIs creates a two-component near- and far-field. The far-field

component's intensity is a function of loop size and excitation frequency and drops off as

an inverse function of the distance (l/r). The near-field or quasi-static field is only

proportional to the proximity to the source as an inverse function ofthe radius cubed (1/r3).

It is the near-field that is used for measurement purposes, and since it only dominates the

far-field's intensity in close proximity to the transmitter, the maximum measurement

distance between sensor and transmitter is limited to about 76 cm for optimum accuracy.

This operational envelope cao he expanded at the expense of measurement accuracy for

greater radii.

To detennine one receiver's position and orientation relative to the transmitter, each of

the source's three coils is excited in sequence. Each excitation creates a magnetic dipole
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that is sensed by the three receiver coils. After all three transmitter coils have been

energised~ the electronics use the three sets of three measurements from the receiver 10

caIcuIate it's position and orientation. There are always two solutions to the receiver's

position~ so ooly one half of the operational sphere about the transmitter gives unique

resuIts~ therefore all receivers must remain in the same hemisphere.

The system's maximum sampling rate is 120 Hz~ but the receivers are sampled

sequentially so the aetual sampling frequency per receiver is 120 HzJn, where n is the

number of active receivers. Therefore, when making receiver-to-receiver relative

calculations, an interpolation is needed ta estimate aIl the active receiver's positions at the

same instant in rime.

The statie accuracy and resolution of the system was detennined by Polhemus. The

manufacturer defines the aeeuraey ofthe system ta he the fraetional error associated with a

measurement~ and the resolution to he the smallest amount of the quantity being measured

that the instrument will detect. These two quantities are reported separately for bath angular

and positional measurements.

To caIcuiate the angular resolution, the range of detectable values (0-360 degrees) is

divided by the signal to noise ratio of the system. Polhemus reports this to be 0.025

degrees. Linear resolution is not solely a function of the SIN ratio, the distance separating

receiver and transminer is also a detennining factor. Therefore, the linear resolution is

reported as 0.0005 cm per cm of separation.

A statistical quantity is used to desenbe the accuracy of the system and is stated as a

root mean squared (RMS) value. This statistical value incorporates error terms for

linearity, repeatability, hysteresis, and drift. The linear statie aceuraey is quoted as 0.08 cm

RMS, and the angular statie aeeuraey is quoted as 0.15 degrees RMS. These RMS values

are for aIl points within the optimal operating radius of76 cm.
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Since this system is based on the principles of electromagneti~ one confounding

factor is the disturbance ofthe electromagnetic field due to the presence of ferrous rnaterials

in the near-field. For this reaso~ considerable effort was made to minimise the presènce of

ferrous materials in the vicinity of the Fastrak device. As weil, since the complete

elimination ofconductive Metal was not possible, ail validation experiments and bence their

quantitative results, include the error contnbution ofthis disturbance.

2.3 Computer Graphies

2.3.1 Introduction:

Saon after the advent ofthe computer, computer graphics was recognised as an efficient

method for man/machine communication. Unfortunately, there wasn't much growth in the

field due to the high cost of the hardware required and the limited number of people with

the technical skills needed to program computers, so computer graphies remained in its

initial role as an interface to hard copy plotters and CRTs. This changed in the late 1970s

\Vith the proliferation of the personal computer into millions of homes. Companies like

Xerox, Apple, IBM, and Commodore were selling affordable computers with bitmaped

graphies, raster-scan displays, and easy-to-use applications. As computers became more

powerful, the graphics became more sophisticated, and now computer graphics bas found

it's way into a rich diversity of fields such as engineering, medicine, science, business,

entertainrnent, and art.

Computer graphics provides the most effective way for people to internct with

computers. Our highly developed 2D and 3D pattern recognition abilities allow quick and

efficient processing ofpictorial data- This increases our ability to understand data, perceive

trends, and visualise real or imaginary objects.
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Time varying animation is becoming an important application of computer graphics and

as processing power becomes more readily available, animation begins to assume an

element ofreality that rivais conventional film or video. The advantage ofusing a computer

to create adynamie seene is that the animated objects can he limited to exist solely in the

computer's memory. Therefore, Many systems or objects which couldn't otherwise have

been seen, are readily visualised with the aid of a computer. Augmented reality is another

application which overlays computer graphics on real-world scenes to convey more

information than wouid normally have been available.

2.3.2 The Quest for Visual Realism:

An image can he judged for realism based on its ability to capture or simulate the effects

of light's interaction with real objects. It shouid also be noted that a more realistie image is

not always better-augmented reality being a prime example-so, exactly how much realism

is required is a function of the application's goals.

The fundamental difficulty ofproducing a realistic image is the inherent complexity and

richness of the rea.l world. Therefore, the more realistic the image, the more complex the

object model and, hence, the more computational rime and memory required to render the

scene (even the most powerful computers can take minutes to hours to render highly

detailed and realistic images).

2.3.3 Attributes of Realism:

There are certain attnbutes of a real image that a computer ean simulate to achieve

realism. Sïnce holographie displays are not readilyavailable, most computers use a 2-D

screen to display their rendered scene. Therefore, the 3-D world must projected onto a 2-D

surface. The third dimension of depth can he conveyed using cenain depth cueing

techniques such as perspective, occlusion and clipping. If the viewing system is
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augmented with special eye-wear or bead-gear for the user, stereo separation and pamlIax

effects are possible, beightening the three dimensional etTects.

Since there is more to creating a realistic image than conveying depth, surfaces must

also be modelled by the way they retlect, absorb or transmit light. If the vertices and

DormaIs of a polygonal objeet's surfaces are speeified, algorithms can interpolate the

retlectance properties for the entire objeet's surface (i.e., Gouraud and Phong surface

shading)., textures can he mapped to the object and the abject can affect the lighting

characteristics ofsurrounding abjects by casting shadows or reflecting light.

2.4 Magnetic Resonance (maging

2.4.1 Introduction:

Since its development in the 1940's, nuclear magnetic resonanee (NMR) bas been used

ext~nsively to investigate the physical and ehemical properties of matter. Damadian was

among the fust to suggest the use of NMR in medical diagnoses and Lauterbur published

the first NMR image in 1972.

Magnetic resonanee imaging (MRI) was introduced into elinical praetice in 1981.

Initially~ it was predominantly directed toward diagnostic stlldies of the centtal nervous

system (CNS) because the bead is easier to image because of its smalI size and laek of

respiratory or other physiologie motion. Since then, MRI bas evolved at an explosive rate

and now includes applications outside the CNS. Depiction of abnonnalities of cancellous

bone.. joints, muscle, large blood vessels, fat, lymph nodes, liver, and spleen is also

improving to the point wbere MR.I bas become an important and often the oost diagnostic

imaging modality available for these areas. In orthopaedies in partieular, MR. imaging of

the spine and musculoskeletal system bas particular advantages including high soft-tissue

contrast resolution and discrimination, the ability to image in any plane, the absence ofbone
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and some metal artefacts~ aod the use ofnon-ionising radiation. It should he noted that MR.

imaging reflects a proton population~s concentration and environment. So, when speaking

about imaging bone tissue, it is actually the Jack ofsignal from bone that allows us to image

it since it bas relatively low water content compared with it's surroundings.

The dependence ofMRI on at least seven parameters gives it unmatcbed tleX1bility and

at the same time, great complexity. The magnetic resonance process is capable of

producing images that are distinctly different frOID the images produced by other imaging

modalities. A prirnary difference is that MR can selectively image several different tissue

characteristics such as magnetic relaxation, proton density, and blood flow without using

contrast medium.

Disadvantages of MRI include higb COS4 relatively long acquisition tintes, POOr

compact bone and calcium detail and patient discomfort due to claustrophobia and acoustic

nOIse.

2.4.2 Nuclear Magnetic Resonance:

Certain materials take on resonant characteristics when placed in a magnetic field. They

can thus absorb and re-radiate electromagnetic energy matching a harmonic which is

typically in the radio frequency band (MHz). In MR imaging, it is this re-radiated energy

that is sensed and imaged.

Any nucleus containing an odd number ofprotons or neutrons cao he conceptualised as

a small rotating magnet since electric charges in motion produce magnetic fields. The

magnetic field cao he characterised by a magnetic moment vector. When placed in an

extemal magnetic fiel~ this vector tends to a1ign with the extemal field like a compass

needle aligning in the earth's magnetic field. Due to the spinning motion ofthe nuclei, their

moments do not a1ign perfectly with the extemal fiel~ rather, they precess about itls
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direction (mueh like spinning tops under the influence of gravity). The frequency of this

precession is given by the Larmor equation:

0> =y xBo

where 0> is the precessional (Lannor) frequency, y is the gyromagnetic ratio, and Bo is

the strength of the extemal field. Different types of nuelei have different gyromagnetie

ratios. Because hydrogen nuclei possess the largest gyromagnetic ratio known (42.58

MHzJT)., and hydrogen is extremely abundant in the human body, Most medical MR

imaging is based on the hydrogen nucleus.

2.4.2. 1 Resonance:

The hydrogen nucleus, which consists of a single proton, can exist in either of two

unequal energy states. The nucleus cao either align itself in the direction ofan extemal field

(parallel) or against it (anti-parallel). The parallel state has a lower energy associated with

it., and if aU else were equal, the nuclei would tend to align themselves in the parailei state.

Ifail the magnetic moments were summed using vector addition, the result would he a

bulk magnetisation vector. In the absence of an extemal magnetic field, the individual

nuclear moments are randomly oriented and the bulk moment is zero. Once in an extemal

field, there is a net increase of nuclei in the parallel state and hence the bulk magnetisation

vector points in the direction of the external field. The population difference between

parallel and anti-parallel states is 1-6 per 100,000 nuclei, and it depends on the number of

protons in the external field, the field's strength, and is inversely proportional to

temperature.
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• 2.4.2.2 Effect of RF pulses:

If subjected to electromagnetie radiation of the proper frequeney, the nuelei will make

rapid transitions between the two states. This process is called resonanee, where energy is

absorbed and emitted. This tends to reduce the number of excess nuclei pointing in the

direction ofthe extemal field, whieh reduees the bulk magnetisation vector in the direction

of the external field.
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Figure 2-3 - Defore tbe RF Pulse: Random precession about tbe main magnetic field.,
and the net magnetisation., M, is in tbe same direction.

Before the introduction ofthe RF pulse, the nuclei precess randomly about the direction

of the main magnetic field. Therefore, the vector sum of the nuclear moments in the

direction perpendicular to the main magnetic field (transverse X-y plane) is zero. After the

RF pulse, the moments precess in phase with one another, creating a vector component in

the X-Y plane perpendicular to the main field. The net result of a RF pulse is to decrease

the bulk Magnetisation moment's magnitude in the z direction and to rotate the vector away

from the z axis.

If the duration of the RF pulse is long enough, the bulle magnetisation moment will

rotate 90 degrees and lie completely in the X-y plane. This is known as a 90 degree RF

pulse. After the RF pulse, the rotated bulk moment precesses about the main field direction
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• at a rate proportional to the Larmor frequency. This rotating magnetic moment induces a

current in a receiver coil known as the free-induction decay (FID) signal. The FID is an

exponentially decaying sinusoid.
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Figure 2-4 - After tbe RF Pulse: Pbasic precession of nuclear moments results iD a oet
magnetic moment witb a transverse componeot•

2.4.2.3 Tl Relaxation:

Once the RF pulse ends, two important phenomena ensue. First the individual proton

alignments begin to realign with the extemal field. This occurs because the parallel

orientation is preferred due to its lower energy, and longitudinal magnetisation returns to

static equilibrium. This is known as longitudinal or Tl relaxation. This process is a

transfer ofabsorbed energy to the lattice. The rate at which this occurs is dependent on the

molecular environment of the protons but in aIl cases, Tl relaxation follows a tirst order

exponential equation.

18



,......
c
!
c-

2000

95%

87%

------

1000 1500
Tlm. (mSec)

63%

500

,
/

/
/

/
/

/
/

1
1

1 T1--.t
O+- 'P""""'I_....,..JL...,.L......,.......,r--I--T.L..rI~"T"'"'"r__r__r~'_T__r_~r__r_,

o

80

20

60

40

r-j--Longltudln•• M.gnetlz.tlon
100•

•
Figure 2-5 - Tl or Longitudinal Relu.tion

Tl relaxation rime is closely related to the moiecular mobility of a tissue's constituent

molecules, as well as magnetic field strength. Small molecules, such as water, have a

relatively fast tumbling rate, and hence a long relaxation rime. Similarly, large Molecules

like fats and proteins have slow tumbling rates, hence short Tl relaxation rimes. Therefore,

fats and large molecules appear bright in a Tl weighted image and CSF appears dark.

2.4.2.4 T2 Relaxation:

•

The second phenomenon to occur after an RF pulse is known as T2 relaxation which is

the result ofthe transverse component ofthe bulk moment retuming to zero. This is caused

by a loss ofphase coherence in the precessing nuclear moments, due to sensed differences

in the magnetic field. There are two main reasons for this difference: Static field

inhomegeneity (T2*) and inherent local magnetic field differences due to the molecular

environment (T2). If the extemal magnetic field was perfectly homogeneous, the TI·

decay constant would equal that ofTI.
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Figure 2-6 - T2 or Transverse Relaxation

T2, like Tl, is tissue specifie in the sense that different proton environments have

highly charaeteristie T2 relaxation times. For pure water, T2 = Tl, whereas in tissues,

TI»T2. Again, as in Tl relaxation, sIower tumbling rates result in shorter TI relaxation

rimes (fat, proteins). An important factor, in-vivo, is the exchange between "free" water

protons and water molecules that are bound to macromolecules. Thus, the relaxation time

is a weighted average ofhound and free water. Thus, tissues with low water content have

short T2 relaxation rimes.

2.4.3 Imaging Cycle:

2.4.3.1 Spin-Echo:

•
Spin echo is the name ofthe process that uses an RF pulse rather than a gradient pulse

to produce the echo event. It is aIso the name ofone of the most elinically relevant imaging

methods that uses spin-echo processes.
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After a 90 degree excitation pulse9 the nuclei are in-phase and the transverse

magnetisation moment precesses about the main magnetic fieId's direction and a FID signal

is produced. The Fm signal is not used in spin-echo techniques but is used in gradient

echo techniques (explained laler). The decay of the FID is dominated by the inherent field

inhomogeneity (T2*) and decays quicldy due to the loss of phase coherence. In arder ta

compensate for this decay which masks the TI relaxatio~ a spin echo is generated. After

significant FID decay (and phase coherence loss)9 a 180 degree pulse is used to tlip the

spins ofthe nuclei at rime TE/2. Now the phase9s ofthe faster spinning nuclei Iag those of

the slower ones. At time TE, the faster spinning nuclei catch up to the slower spinning

nuclei and the transVerse component ofthe buIk Magnetisation re-appears because the nuclei

are in phase again. Now the echo signaIs intensity is determined by the tissues TI

relaxation rime because the tissue's dephasing is not reversible. This process cao he

repeated for the same initial excitation and is known as multi-echo imaging. TE is thus

adjusted by varying the time between 90 and 180 degree pulses.

v;:-al Echo Signal

--v\IV\IV
.....t-----------TE----------1...-- .--. ....- ....~--

------- - - I!!!.~_A'!'!.X!tion Rare· T2
- Field Relaxation Rate - T2· ---------

•

Oephasing

~Y'TE R
Figure 2-7 - Spin Echo Imaging Cycle

R.phaSing
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2.4.3.2 Gradient Echo:

It is possible to produce an echo event within the FID by applying a magnetic field

gradient to the tissue. This also results in an RF signal from the tissue. The gradient echo

technique fust dephases the nuclei by turning on a gradient and then rephases them by

reversing the direction of the gradient. This cao. be done during FID period or during a

spin-echo event. This technique doesn't compensate for magnetic field inhomogeneity,

and therefore the signal yields qualitative, rather than quantitative information about T2 and

relative T2*. The image acquisition times are fast and produce a Tl-weighted image with a

high signal-to-noise ratio.

2.4.4 Tissue Contrast:

In MR imaging the usual procedure is to select one ofthe tissue characteristics and then

adjust the imaging process so that it bas good contrast sensitivity for that specific

characteristic. Two important parameters are used in conventional spin-ecbo protocols to

control contrast sensitivity: TR and TE.

TR is the repetition delay between excitation pulses which is the duration of the image

acquisition cycle. TE is the lime interval between the beginning of transverse relaxation and

when the transverse magnetisation is measured. This is at the rime of the necbo event,n

therefore TE is the time to ecbo.

2.4.4. 1 Proton Density Weighted Image:

A proton density-weighted image is produced by selecting a relatively long TR value so

that the image is taken in the latter portion of the longitudinal relaxation phase when tissue

magnetisation is close to its maximum longitudinal value. The image intensity is then bright

where protons are abundant. Usually this type of image is taken after 3 Tl decay

22



•

•

•

constants (approx. 1,500 InSee). This imaging modality is not as important as others since

proton concentration is not a good contrast-generating parameter for soft tissue.

2.4.4.2 TI-Weighted Image:

With spin-echo protocols, TR is the parameter that determ.ines TI contrast sensitivity.

The value of TR must he selected to correspond to a time where Tl contrast is significant

between tissues. Choice ofTR is a trade-off between good sensitivity and signal strength.

Short TRs give good contrast but the longitudinal magnetisation hasnrt had enough rime ta

regain signal intensity. Normally, TR is chosen to he approximately one Tl decay constant

for spin-echo imaging but it can he much lower for other imaging protocols. In a Tl

weighted image, tissue with short Tl relaxation rimes show up bright (fats,

macromolecules).

2.4.4.3 T2-Weighted Image:

Differences in T2 relaxation rimes cao also be used to produce contrast in an image, and

in this case the parameter that govems the contrast sensitivity is TE. At the echo event,

transverse magnetisation levels are converted to RF signaIs. Again there is a trade-off

between contrast and signal intensity, where longer TE is desirable for contrast

maximisation but the longer TE, the smaller the transverse magnetisation.

Typical TE times are about 50 milliseconds. In a T2 weighted image, tissue with a

short T2 relaxation rimes appear dark (white matter, muscle).

2.4.5 Spatial Encoding:

When imaging a subject in 3-D, the volume of interest is divided ioto a set of slices and

then each slice is divided into rows and columns 10 form a matrix of individual tissue
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• voxels. This is done by giving each voxel volume a specifie frequencyand phase eneoding

to separate it during image reconstnlction.

Magnetie field gradients are used to gÎve the RF signais their frequency and phase

characteristics. The three sets of gradient coils are oriented so that gradients can he

produced in three orthogonal directions (~ y, and z).

----~ Z

•

•

Figure 2-8 - Orthogonal Magnetic Field Gradients

There are two distinct methods used to divide a volume into voxel comPQnents: 1)

selective excitation and 2) volume acquisition. Selective excitation creates slices during the

acquisition phase, where volume acquisition acquires signais from a large volume and then

slices the volume during the reconstruction process. Both methods use phase-encoding 10

divide the slices ioto voxels.

2.4.5.1 Selective Excitation:

During the RF excitation phase of selective excitation protocols, a linear magnetic field

gradient is applied along one of the axes. Since the resonant frequency of a proton is

directly proportional to the strength ofthe surrounding magnetic field, the gradient field has

the effect of spatially encoding the volume by ftequency in the direction of the gradient.
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• The RF excitation pulse bas a narrow bandwidth compared to the range of resonant

frequencies within the gradient field consequently ooly a narrow slice of the volume is

excited with this pulse. Therefore, the sUce location and thickness can he controlled by

adjusting the centre frequencyand bandwidth of the RF pulse. The slice position is varied

by changing the RF pulse's centre frequency (like tuning a radio to different channels).

The slice thickness is determined by two factors: (1) the strength ofthe gradien~ and (2) the

range of frequencies in the RF pulse.

se'.eted Slic•

• n••u. R••n_nc.

RF Pu'" F:uencyJ
Frequ.ncy

high

•

Figure 2-9 - Slice Selection during Selective Excitation

2.4. S. 2 Phase Encoding:

Phase describes the time-shift between two periodic signaIs. Spatially varying phase

differences, or phase encoding, is also used in MR.I 10 resolve signal intensities in one or

more dimensions.

A phase difference is created by temporarily changing the precession rate of the

magnetisation moment ofone voxel relative to another. This happens when two voxels are

located in magnetic fields of different strengths, achieved by applying a field gradient

across the subject.
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Assume that aIl the voxels have the same amount of transVerse magnetisation and that

the magnetisation vectors are precessing in phase prior to phase encoding (Le., no gradient

is present). Applying a phase-encoding gradient causes the precession rates ofsorne voxels

ta speed up and others to slow down and this change is proportion to the gradient strength

and direction. The gradient is ooly on for a short rime and when it shuts off, ail the voxels

return to the same precession rate, but now voxels along the gradient direction have a phase

difference. When the echo event produces a signal from all the voxels simultaneously, the

phase-encoding allows the signaIs from each voxeI to he sorted out in the reconstruction

process by using Fourier transfonns.

During each pass through the imaging cycle, the phase-encoding is stepped through

slightly different vaIues by changing the gradient strength and the number of steps is equal

ta the number ofvoxels in the phase encoded direction.

2.4.5.3 Voxel Separation in the SUee:

The slice selection gradient is on during the RF excitation pulse (in selective excitation),

limiting magnetic excitation and echo formation to the selected slice. Theo a phase

encoding gradient (orthogonal to the slice selection gradient) is turned on for a short period

of rime ta phase-encode the fust degree of freedom of the slice. Finally, during the echo

event, a frequency-encoding gradient (orthogonal to the two previous gradients) is applied

ta spatially encode the final degree of freedom. This whole process is then repeated for

each phase-encoding (number ofpixels in the phase-encoding dimension). AIl the resuJting

signaIs for the slice are stored ioto one data set and a 2-D Fourier transform is used 10

convert the data into a 2-D image (see 2.4.6 - Image Reconstruction).
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Figure 2-10 - Spin Echo Pulse Sequence

2.4.5.4 Slïce Multiplexing:

Since we are usually interested in imaging a volume, multi-slice data are needed. The

imaging process would he unacceptably long if each slice was imaged in series, but by

taking advantage of the shon duty cycle, slices can he imaged simultaneously. The

process begins by applying an excitation pulse to one slice. Then, while tbat slice

undergoes relaxation, the excitation pulse frequency is shifted to excite the next slice. This

is done for the maximum number ofslices that can he imaged during one TR intervaL This

is a significant efficiency gain when doing TI weighted images (long TR).

A drawback to selective excitation is that, unlike the volume acquisition technique, it

cannot produce thin contiguous slices.

2.4.5.5 Volume Acquisition:

With this method, no gradient is present when the RF pulse is applied. Since aIl tissue

in the radiated volume is "~ed" to the same frequency, the whole volume is excited al

once. Prior to the acquisition, the volume is phase-encoded to enable slice separation in the
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reconstruction phase. Phase encoding must he stepped through different values for each

dimension corresponding to the number of slices to he created and for each line in every

slice. This means a complete imaging cycle must he executed for each phase encoding.

Since the whole volume is excited for each gradient setting, there isn't the possibility

for a performance gain obtained from slice multiplexing. Consequently, the acquisition

times for volume acquisitions are much longer than those for selective excitation protocols.

The advantages of volume scanning are tbat the phase-encoding process can generally

produce thinner and more contiguous slices than selective excitation, and the signal to noise

ratio improves by ,,~ where n is the number of"slices" in the 3-D volume.

2.4.6 Image Reconstruction:

Initially the signaIs that are acquired are not in the fonn of an image. Instead the data

are in "k space" (i.e., the 2- or 3-dimensional Fourier transfonn of the image). In this

space, the infonnation is in the fonn of energy per spatial-frequency in two or

threedimensions. A two- or three-dimensionai Fourier transfonn is then required to

transfonn the data into an image.

2.4.7 Image Quality:

There are three competing goals associated with imaging: 1) high spatial resolution; 2)

low noise (high signal-to-noise); and 3) acquisition speed.

An artefact is something that appears in an image that is not a true representation of an

object or structure. There is a variety ofartefacts that can appear in MR images. Most are

caused by errors in the spatial encoding ofRF signais. ErroTS in phase-encoding are more

common and larger, resuIting in ghost images or bright streaks. Movement of body tissues

and the flow of fluid during the image acquisition process is the most common source of
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artefacts. SeriaI averaging can help compensate for periodic or random motions. Flow

compensation cao be achieved with gradient moment nulling which involves applying a

complex sequence of gradients during the scan sequence to produce the re-phasing of the

signais from a tlowing substance within each voxel.

2.4.8 Biologie Effects and Safety Considerations:

During the imaging process, a patient is subjected to tbree types of radiation: a statie

magnetic field, gradient or time-varying magnetic fields, and radio frequeney

electromagnetie radiation. Each of these fonns of electromagnetic radiation cao cause

significant biologie effccts if applied at sufficiently high exposure levels. Although

numerous studies have been perfonned to identifY potential biologie effects of MRI, none

of these have detennined the presence of aoy significant hazard but the data are still

insufficient to assume absolute safety.

MRI scanners may interfere with the operation of electrieal, magnetie or mechanic

implants or devices. Ferromagnetic implants have the associated risks of (a) induced

electrical currents, (b) heating, (c) possibility ofdislodgement.
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3. Segmental Kinematics Measurement System

3.1 System Requirements And Overview

The goal of this system is to measure a human subject's lumbar segmental kinematics

in-vivo. The small vertebral movements that occur during various ranging exercises require

the system to sample positions of several vertebrae fast and accurately. Therefore~ the

design tries to maximise measurement accuracy and temporal resolution while minimising

invasiveness and economic cost.

The current configuration employs an electromagnetic position measurement system to

sample the motion of the vertebrae by fixing sensors to pins drilled into the spinous

processes. Following a calibration procedure to establish the sensor-vertebra relationship~

positional data in six degrees of freedom are collected at a frequency high enough to

measure spinal kinematics for exercises typicai ofdaily activity.

The resuiting system is flexible and scaleable with the ability to measure the kinematics

of one or two adjacent motion segments simultaneously. Also~ additional data may he

collected via 16 analog input channels. The system design can be broken down into data

acquisition~ calibratio~ post-processing!t and validation components which are further

explained in the following sections.
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3.2 Kinematic Data Acquisition

3.2.1 Instrumentation and Experimental Set-up

The experimental routine requires the subject to begin in the operating theatre, where the

pins are insened using a pneumatic drill under fluoroscopic guidance. The next stop is the

radiology department for calibration x-rays, after which the subject cornes to the laboratory

where the Fastrak system is mounted and the exercises are performed. The pins are finally

removed by hand in the laboratory using a T-handle clamp.

The required mobility of the subject leads to a modular design of the sensor mounting

system. Custom design fixation devices were machined to attach the Fastrak sensors to the

subject's pins. Three generations of these Fastrak mounts have come into being since the

tirst experiment, with each iteration improving upon its predecessor.

The need for custom mounts arises from the unique nature of the experiment. Design

goals include: stable pin fixation; minimising the use of metal; reducing the size and the

weight of the construction; simpLifying the method for mounting and removing the holders;

and making the design companble with the calibration method.

The tirst parts to he used are the pin mounts which are attached to the pins in the

operating room. When the subject arrives in radiology, calibration attachments are slid onto

the mounts and two onbogonal radiographs are taken with them in place. From this point

on, the pin mounts must remain fixed in their position since the radiographs will he used to

calculate the relationship between sensors and vertebrae. In the exercise laboratory the

calibration attachments are removed and the Fastrak attachments with a Fastrak sensor

installed are fixed to the pin mounts.

The key premise ofthis technique is that the sensor, pin and vertebra remain a rigid unit

throughout the experiment. Therefore, stable binding of pin and sensor via the holder is
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crucial~ although in certain limited cases~ a rotation of a mount can he corrected post­

experîmentaIly_ Minimising the weight of the holder also serves as a means to reduce the

potential for holder slippage as weil as pin VIbration. Since these holders protrude from the

back of the subjec~ the size of the holders should he kept smalI to prevent possible

collisions with each other or surrounding objects resulting in hann to the subjec~ or

disturbance of the pin-holder configuration. The use ofMetal in the design must he kept to a

minimum because eddy currents in conductive rnaterial disturb the magnetic fields created

by the tracking system. Also~ the mechanîsm for attaching the cahbration and sensor parts

to the pin mount must he precise, convenient and should not require any undue force or

torque that May move the holderabout the pin.

The tirst holder~s construction was fahricated with Plexiglas® and a set-screw was

used to clamp the pin in a receptacle in the holder. The mounting system consisted ooly of

two parts, the pin mount with the sensor screwed to i~ and the calibration attachment that

slid ioto place along a grove in the mount. Not only was the design bulky and heavy, but it

didn't bind to the pin as weIl as desired. In addition, the Plexiglas dido't withstand the

sterilisation process of alcohol bathing and consequently suffered structural degradation

over time.

A second design reduced the size and weight of the holder considerably but it still

employed the set screw fixation mechanism and the Plexiglas materiaL Consequently, it

tao sutfered from a less than perfect binding and rnaterial degradation.
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Figure 3-1 - Second Generation Pin-moDnts: Shown on teft., Fastrak sensor (2)
attaehed to pin-moant. The mODnt Is fiIed to a pin (A) using a set-serew (B). On
right~ calibration attachment and metat be.rings (0) which sUdes into grove of pin­
mount (C).

The third and current generation was radically redesigned. Spurred by the need to

instrument three vertebrae., the current model mounts to the pin in a staggere~ lateral

geometry that provides more space between pin-mounts. Since this new geometry results

in a lever ann that increases the chance of rotation about he pin., a better pin fixation

mechanism was designed. A threaded stainless steel wedge is guided by the slanted wall of

a recess in the pin mount. This wall pushes the wedge against the pin as a set screw pulls

the wedge further into the recess. The screw faces posteriorlyand is easilyaccessible. The

mechanical advantage of the wedge and its curved pin-contact surface results in a sound

binding that is far superior to the previous designs.
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Figure 3-2 - Tbird Generation Pin-mounts: Three pin-mounts fiIed to tbe subje~t·s

pins in a staggered lateral ~onfiguration. A ~allbr.tion att.~hment is shown in tbe
surgeon·s band. ready to slfde onto a pin-mount.

The calibration and the sensor attachments smoothly slide over the pin mount and are

fixed in place with three turns ofanother set screw. Copolymerisat or POM-C material was

used for the pin mount and attachments. POM-C is less brittle, lighter. easier to machine.

and more amenable to the sterilisation process than Plexiglas.

The Fastrak field emitter~ to which the positions of the sensors are referre~ was

originally placed on a jig near the subject during the exercises. This set-up was

cumbersome, and during certain exercises, like flexion/extension ranging, the distance from

source to sensor became too great and there was considerable distortion in the

measurements. It was detennined that a distance of 20 to 40 cm separating sensors and

source provides optimal measurements. Therefore the solution was to modifY a backpack

and use the frame as a hamess to he carried on the subject's upper back for the course of

the experiment.
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Figure 3-3 - Subject WeariDg Experimenta. MODtage: ShowD are the three Fastrak
sensors attacbed to the subject's piDs by tbe tbird geDeratioD piD-mouats. The
transmitter is the black cube iD the ceDtre of tbe harDess.

This approach keeps the receivers within optimal distance of the source.. but the

subject's orientation relative to the world is not known unless an unused sensor is fixed to a

jig resting on the floor. It was decided that the loss of world orientation was acceptable

considering the gain in segmental motion accuracy when the transmitter is wom on the

subject's back.

3.2.2 Data Acquisition Hardware and Interfacing

The data acquisition system is centred on two Macintosh Quadra 650 computers with

one baving a GPIB interface, and the other a digital and analog 1/0 board. The computers

are connected and synchronised by an Ethemet (TCPIIP) connection, and the computer

controlling the Fastrak data acquisition controls the computer acquiring anaIog data. The

sensor hardware includes the Fastrak system, strain gauges, foot strike sensors and the

analog signal conditioners. For most experiments, only the Fastrak system, foot strike
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sensors and signal conditioners are used while the other hardware was employed for

validation purposes on a limited number ofsubjects.

3. 2. 2. 1 Strain Gauges

To study the degree of pin bending during the experiments~ which is an obvious

patentia! for error, special pins augmented with sttain gauges were fahricated by an Ïn­

house teehnician.

Figure 3-4 - Strain Gauge Augmented Pins: Two strain gauge augmented pins ready
for insertion.

Pairs of semieonduetor strain gauges (ESB-160-1000, Entran Deviees Ine., Fairfiel~

NJ) were bonded along the pin's axis 20.5 mm to 25.5 mm from the tip. Teflon insulated

wire attaches the semieonductors to an external bridge circuit. T0 proteet the

instrumentation from the sterilisation and pin insertion processes, silicon tubing was

bonded over the pin and strain gauges. A laser inscription on the pin defines the orientation

ofmeasurement of the pin's defonnation and is used as a reference by the surgeon during

insertion. The strain gauges are connected to balf-bridge circuits with a 3.0 V excitation

voltages and the analog output signal is low-pass filtered at 20 Hz and amplified by a gain

of 33 prior to being sampled at 200 Hz.
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3.2.2.2 Foot Sensors

In arder for us to study

gait, the heel and toe strikes

of both of the subject's feet

must be correlated with the

kinematic data. Shoe inserts

with pressure sensitive

resistive devices in the heel

and toe are used to convert

the gait events into eiectrical

signaIs. The data acquisition

circuit for each channel

consists of an excitation Figure 3-5 - Foot sensors for gait correlation

source (10 volts), a voltage

divider circuit comprising the resistive sensor element, a signal conditioner, and an AID

converter. The Iow-pass signal conditioners, each with unity gain and 100 Hz eut-off

frequency, tilter the voltage across the sensors and provide the excitation voltage as· weil.

The fiitered signaIs are sampled at 250 Hz with the Macintosh using the analog input

channels ofa National Instruments mufti-input/output board (NB-MIO-16H).

3.2.2.3 Fastrak

As described in chapter 2, the Fastrak system consists of one transmitter, up to four

receivers and a systems electronics unit (SEU). The SEU drives the transmitter which

creates a low-frequency magnetic near field within which the receivers sense their position.

The signals from the receivers are sampled by the SEU which uses an algorithm to compute
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each receiverls position and orientation relative to the transmÏner. The SEU sampling

frequency is 120 Hz which is multiplexed for each receiver. This project used two or three

receivers with a resulting sampling frequency of60 Hz or 40 Hz respectiveIy.

The receivers are light and small enough to he mounted on the pins and not perturb the

kinematics. Each receiver weighs 270 grams and is 5.3 cm wide and long and 5.8 cm tail.

The Fastrak is interfaced to the Macintosh computer using GPlB communication

protocoi (IEEE 488.1 standard) rather than the optional seriai interface. This requires an

NB-GPIB-488 interface board for the Mac (National Instruments).

3.2.3 Software Design

Software to control the experimen~data acquisition and post-processing was developed

within the LabView (National Instruments) software environment. LabView bas extensive

libraries and drivers for data acquisition and eliminates the need for a programmer to write

low level code for graphical user interfaces and device drivers. The language itself is

similar to C and incorporates many of its constructs but does so in a graphical rather than

textual fonn.

The Fastrak system is controlled via the GPm interface with its own language ofASCII

commands. A subroutine in LabView was written to handle ail incoming and outgoing

messages to the Fas~ and a library of ail the Fastrak commands was built upon this

subroutine. The controlling software for the experimen~ known as the lin-vivo control

software', uses this library to initialise and retrieve data from the Fastrak system.

3.2.3.1 Graphical User Interface Design

The user interface for the in-vivo control panel is designed to he as simple as possible

while maintaining the full functionality and flexibility necessary to run the experiment. The
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screen space is logically divided according to task. System initialisation controls are located

at the top of the screen and disappear once the system is initialis~ while the centre of the

screen has text input boxes, buttons and menus to control experiment settings and input

data specific to the test subject. In order to promote exercise consistency fram one subject

to the next, every exercise is listed in a pull-down menu and once selected, the description

of the exercise is shown. Any divergence from the description can he typed into the

'comment' window by the observer.

Figure 3-6 - ln-vivo Main User Interface
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AlI the controls for analog data acquisition are grouped together on the user interface

near the bottom of the screen, with selector switches to tum the anaIog acquisition on or

off, and select whether the acquisition will he done on the local computer or by a remote

slave. The controls for extemal triggering by an active high or low signal are located at the

very bottom of the screen, which alIows the data acquisition process to he Linked to an

extemai event such as fluoroscopy acquisition.

At the end of the exercise, when the operator presses 'End', a dialog box is presented

showing the same exercise selection menu and comment text box for confinnation and

possible editing before the record is saved to disk.

3. 2. 3.2 Initialisation Procedure

There are many configurable settings and features for the Fastrak, anaIog input and

digital output systems. An initialisation program was created to facilitate the configuration

procedure tbat includes a gtaphical user interface to alter settings and save configuration

files to disk. This program is accessible from the in-vivo control panel but nonnally the

user simply loads a pre-saved settings file that automatically configures the system.

3. 2.3.3 Acquisition Sequence

Once the user presses the 'Begin' butto~ the program enters an acquisition loop uotil

the 'End' button is activated. Prior to the acquisition [oop, a sequence of events execute

based on user-selected options. First, the active receiver list is sent to the Fastrale controller

which activates the desired receivers. If external triggering is activated, the sequence does

not continue until the expected signal is received on the designated analog port or a rimer

reaches a time-out value. If analog data. acquisition is on and a remote computer is being

use~ a signal is then sent over the Ethemet connection to the slave computer to start analog

acquisition and the sequence waits for stan confirmation before continuing. In arder to
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synchronise a video cam~ as weIl as inform the subject and researchers that acquisition

has begun~ a signal is then sent via the computer's seriaI port to a relay, which causes a

lamp to flash.

The program DOW enters a polI and retrieve loop that continues until the user presses the

'End' bunon. The lack ofdata buffering requires the process to he streamlined as much as

possible ta keep up with the flow of Fastrak data. Sïnce the number of samples is not

known a-priori, the first coding of this loop used dynamic memory allocation, but it was

found ta be too slow due to LabView's POOr memory managemenL It is not possible ta

change LabView's memory subroutines, therefore an altemate loop scheme was devised.

Now, memory for an array large enough to store the longest record is allocated prior ta the

acquisition loop (about 120 seconds worth of data) and an error indicator lights-up on the

in-vivo control panel if the acquisition exceeds the array limits. After the final loop

iteration~ the array is truncated to the number ofvalid entries to save data storage space. If

analog acquisition was active during the loop, a signal to stop it is sent. The data are

passed to a subroutine which checks each record for an error message from the Fastrak. If

an error is detected, a error light is activated on the control panel and a dialog window is

presented to the user.

The data are then passed to the storage subroutine which presents a confirmation dialog

to the user. At this poin~ the user has the option to store or discard the data, and edit

comments. If the user elects to keep the data, they are apPended to the subject's data file in

binary format.
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3.2.3.4 Data Storage

A record ofdata consists ofa two dimensional array of strings of position data, a rime

stamp and a record description string. No further processing is performed on the data due

to the limitation in processing power ofthe Mac, which was kept busy polling and reading

from the GPffi port. At the end ofeach exercise the samples from the Fastrak are saved in

binary fonnat to a file on the bard disk.

3.3 Calibration

The kinematics measured with the Fastrak sensors describe the motion of the sensors

themselves rather than the motion of the vertebral bodies of Ïnterest. However, there is a

relationship between the sensor's motion and that of the vertebral body to which it is

attached. The relationship, known as a co-ordinate system transfonnation (CSn, is

defined by the physical connection of sensor, holder, pin and vertebral body, and is

established via a calibration procedure prior 10 data acquisition. The CST describes, in

mathematical terms, how to convert the position and orientation of one co-ordinate system

to that of another. In this case, the conversion is from sensor to the vertebra's superior­

endplate. Sînce internal anatomical distances are required, bi-planar x-rays (lateraI and

antero/posterior projections) are used to image the lumbar region with the pins and

calibration mounts in place. From these radiographs, the CST's for each sensor-vertebral

body pair are calculated.

43



•

•

•

3.3. 1 Calibration Attachment

A small calibration attaehment (4Omm x

40mm x 5mm), with four small Metal

bearings embedded in each corner, slides

onto the mount which binds ta the pin. The

body of the anachment is radio-translucent

50 only the bearings are visible on the x­

rays along with the pin and anatomy. The

calibration x-ray must image both the

calibration attachment and the spine, but

because part of the film is subject to direct

radiation with no tissue absorption, a tissue
Figure 3-8 - Calibration Attacbments

compensator was used to partially cover the

film. This increases the image contrast between the bearings and their surroundings by

bringing the x-ray exposure into the linear range of the film. Even so, the bearings are

difficult to see unless a strong lamp is used to back-light the film.
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3.3.2 Computer Assisted X-Ray Analysis

The process of measuring

distances on the x-rays with a

roler and then calculating the

CST is tedious and error prone.

Ta relieve the researchers of this

task, an X-Ray digitising method

was developed. Using a light­

box, key landmarks are marked

on the film and digitised with a

digitizing tablet. The series ofx,

y co-ordinates are stored in an Figure 3-9 _ AlP Radiograpb

ASCII file and read by a

program written in LabView. The software calculates the CSTs and passes the results to

the post-processing subroutine.

Figure 3-10 - LaieraI Radfograpb
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3.3.3 X-Ray Measurements And CST Calculation

Sixteen points from the two onhogonal x-rays are used to detennine the eST of a

sensor ta it's corresponding vertebral body (see Figures 3-11 and 3-12). To completely

describe the transformation from the sensor to the vertebral body's superiar-endplate, three

linear offsets (x, y, z) and three angular affsets (a, e, r) with respect ta the sensor's

reference frame are required.

Figure 3-11 - AfP Radiograpb Scbemaôc Sbowing Landmarks
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Figure 3-12 - Lateral Radiograpb Schematic Sbowing Landmarks

Referring to the labels in Figures 3-11 and 3-12~ the calculation of the six parameters

are as follows:

3.3.3.1 Linear Offsets

z is defined as the distance from the elecnical centre of the sensor to the CS of the

endplate's centre along the sensor's z axis.

PN
z = + Zoff

Magpn cosf)
Equation 3-1

•

where (J is the angle that the pin makes with respect to the plane of the radiograph and

cao be found from the two angles ct» and ct» , formed by the steel ball markers. The

relationship between (J ,. and ct»' is:

Equation 3-2

Magpn is a tenn used to correct for the magnification in the lateraI radiograph and is

dependent on the depth of an object in the radiographie field. Its value is determined by
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• comparing the actual pin length with that measured on the radiograph with accommodation

for the angle (J. Zoff is the distance from the sensor-end ofthe pin to the electrical centre of

the sensor along the sensor's z axis.

Using the AIP radiograp~ a vector starting al the sensor end of the pin and ending al

the pin's tip is multiplied by a constant which scales the vector to reflect the distance D-ID on

the lateraI radiograph. The projected tip's x, and y offsets to the centre of the vertebral

body's endplate ( Xproj«l~' Y projeafti) are used to calculate the real distance from the electrical

centre of the sensor to the CS ofL4 with

where MagC';b is a tenn used to eompensate for the radiographie magnifieation in the•

x=
Xproj«ted

+ XoffMagcvb

y= Yprojected
+ Yoff

MagC'ib

Equation 3-3

Equation 3-4

•

AIP radiograph at the depth of the projected tip. An initial estimate of the magnifieation is

obtained by comparing the distance between bearings on the X-Ray with the actual value.

Since MagC';b is at a different depth in the radiographie field than the calibration attachment,

the initial magnification estimate is modified by eompensating for this change in field depth

using similar triangle ratios. x"ff and YOff are the distances from the sensor-end of the pin

to the sensor's electrical centre along the sensor's x and y axes respectively.

3. 3.3. 2 Angular Offsets

The angular displacements for a, and r are measured directly from the radiographs as

the angles Â. and p respectively. The angle the sensor is mtaled about its y axis relative to

the CS of L4 is ehosen to he zero. The diffieulty in using landmarks for determining the

orientation ofthe endplate a10ng this axis justifies using the assumption that the pin lies in

the sagittal plane.
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3.3.3.3 SensorlEndplate eST

With the six parameters calcu1at~ the eST from sensor to endplate cao he expressed

as the following 4x4 matrix

cosacose cosasinesinr - sinacosr cosasinecosr + sinasinr x

sinacose sinasinesinr + cosacosr sinasinecosr - cosacosr y
CST(x,y,z,a,e,r) =

-sine cosesinr cosecosr z

0 0 0

Equation 3-5

In the above expressio~x, y, and z are the three Iinear offsets and a, e. and r are the

three Euler angle displacements - azimuth, elevation and roll respectively. The Euler

angles define a strict rotation sequence: first about the z axis, then about the y axis and then

about the x axis of the sensor's co-ordinate system.

Given two co-ordinate systems, Cl and C2., described with respect to the reference co­

ordinate system a eST, T, can be found which describes Cl with respect to C2. T can he

calculated by the matrix multiplication

[T] =[C2]-I[CI] Equation 3-6

where C2-1 is the matrix inverse ofC2 and represents the CST of the reference system

to C2 with respect to Cl. By pre-multiplying both sides of equation (1.2) by C2, Cl cao

be expressed as

[Cl] =[e2][T] Equation 3-7

•
which is useful in our case where T is the constant eST of L4 to its sensor,

[L4~ R2], and C2 is the variable eST of the receiver to the reference system (output

from the Fastrak system), (R2~ Ref]. The resulting matrix CI is the CST of L4 to the
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• reference system, [L4 -+ Ref]. Rewritten with more meaningful terros, equation (1.3)

becames

[L4 -+ Ref] = [R2 -+ RefIL4~ R2]

Similarly, L3 relative to the reference system is calculated from

[L3 -+ Ref] = [RI -+ RefIL3 -+ RI]

Equation 3-8

Equation 3-9

Since we are interested in relative movements between L3 and L4~ the following matrix

multiplication finally allows the data ta reflect this relative motion

[L3 -+ L4] = [L4~ Refr'[L3 -+ Ref] Equation 3-10

•

•

As a short fonn for the above notation forCSTs, instead of [L4~ R2], the sante eST

matrix may be written as ILi-4 which is rea~ ~~L4 with respect to R2 in R2's CS."

3.4 Data Post-Processing

After the experiment, the data are in a raw state and need to he converted into useful

information via a concatenation of mathematical operations. Each sample in time records

the co-ordinate system of each Fastrak sensor. The conversion is perfonned off-lïne and

currently takes about 90 minutes per experiment. The eSTs derived from the calibration

are used to transfonn the data ta reflect relative segmental motion. A non-linear median

tilter is used to smooth the data. This fust order non-linear tilter replaces the current point

with the Median of the current point, previous point, and the following point. The tilter

will smooth a one point 'glitch' while preserving edge sharpness, thus providing

characteristics of both high-pass and low-pass filters. The glitch-free relative segmental

motion was then filtered forward and backward through a second order Butterworth tilter

(cut-off frequency = 5.4 Hz) resulting in a fourth-order Butterworth tilter with no phase

shift.
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3.5 Validation Method

The method was validated by a series of experiments which assessed the accuracy and

reliability of the tracking system. The dynamic accuracy of the kinematic measurement

system was quantified by having subjects perfonn the exercises while wearing the full

experimental montage with the addition of a wood bloc~ belted around their waist~ with

two sensor-mounted pins drilled ioto it. The placement of the receivers relative to each

other, the transmtter, and the subject were sunilar to those in the experiments and realistic

CSTs were used to transform the data. The transformed data then represents the relative

position between two virtual segments. Sïnce the receivers are firmly fixed to the bloc~

they should have an invariant spatial relationship, and any displacement observed in this

virtual segment represents the system's measurement error.

3.5.l System Reliability

In order to study dynamic pin defonnation, a pilot study with four subject's was

conducted. The standard Kirschner wire's were augmented with semiconductor strain

gauges and measurements were recorded with them throughout the standard exercises via

the analog input channels. AIl four subjects had instrumented pins inserted into the L3

vertebra and one had an additional instrumented pin in L4. Two factors suggest that

deformation would be greatest in the cranio-caudal direction: 1) the skin shift would be

largest in this direction, especially for flexion/extension exercises, and 2) the quasi-strict

vertical orientation of the muscles and ligaments in this region would exert force in this

direction. The upper pin was expected to be subject to the most amount of skin traction

because skin shift increases in the cranial direction.

Instrumented pins were inserted into a wooden block to calibrate the strain gauges to a

depth equal to the intra-operative insertion depth measured from the lateral radiographs. A

micrometer displaced the pin laterally by pushing on the pin at a fixed height in the plane of
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the strain gauge pair~ which produced a signal voltage proportional to the average strain

aIong the length of the semiconductor (5 cm). The pin's bending radius was estimated at

the centre of the measuring surface. To estimate the error due to pin defonnation~ the signal

measured during the experiment was compared with the post-experimental cah"bration (see

Appendix).

Since the force distrIbution aIong the bone-skin distance ofthe pin in-vivo is unknown~

two force distribution models were used to caIculate the pin's defonnation from the signal

voltage. One beam bending model assumes a unifonn force along the bone-skin length.,

while the other assumes a point force is applied at the level of the skin (see Appendix).

Both models were used to estimate the error resulting from pin defonnation.
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4. MRI Acquisition

Three dimensional animation ofspinal kinematics requires 3-D infonnation of the bony

surface ofeach vertebra. Magnetic resonance imaging was selected as a non-invasive and

non-ionising method to obtain this information. Unfortunately, there are difficulties with

MR imaging of the lumbar spine due to motion artefacts caused by the surrOUDding

vasculature and due to the region of interest's depth within the body. At least seven

parameters may he adjusted over a continuous range of values to maximise image quaIity,

resulting in a very complex and difficult decision on the choice of acquisition protocoL

With the aid of a radiology technician, a number of potential protocols were chosen and a

test subject underwent imaging with each. The 'perfect' image would have excellent

contrast between the cortical shell of the vertebrae and the surrounding tissue, good

resolution and a low signal-to-noise ratio. These being competing goals, the protocol

selected was considered the best compromise while slightly favouring image contrast.

A fast 3-D gradient echo acquisition with TR=17.2 OlS, TE=0.6 ms, and a tlip angle of

40 degrees \Vas used to image each subsequent subject on a GE Signa MR scanner. The

image volume consisted of sixty slices spaced 2 mm apart along the anterO-posterior

direction with each slice having 256 x 256 samples (0.9375 mm unifonn spacing) in the

coronal plane. A surface coil, placed under the subject's back, was used to increase the

signal to noise ratio.

The resulting images are still noisy - with the noise increasing in the anterior and

caudal directions - but they have sufficient contrast such that the interface between the

cortical shell and surrounding tissue is visible. In the images, the cortical bone appears
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clark because of its low water or fat content, the spongy bone in the interior of the vertebra

is slightly brighter and the cerebral spinal tluid (CSF) is bright along with the ligamentous

tissue and intervertebral disk.

4.1 Data Transfer And Conversion

AlI the subjects were scanned at the Montreal Childrenls Hospital (MeR) with a

General Electric MR Signa 5 scanner. The sequences are stored on 4mm digital audio tape

for transport because the scanner at the MCH is not accessible via the Internet or any

network connecting the RVH and the MCH. The data are originally stored in GEls Signa

5X proprietary fonnat which is structured with a tixed size control header, a variable header

containing patient, acquisition and compression information and followed by the image

data.

In order for the data to he imported and manipulated in AVS, a data input subroutine or

module had to be written in C. Rather than start from scratch and write a program to fust

read the DAT tape -- which aIso is formatted using GE's proprietary format - and theo

translate the data into AVS format, a Perl script available at the Brain Imaging Centre (BIC)

al the Montreal Neurological Institute (MNI) already existed to read a GE tape and store the

files on the hard drive in the MNIls Medical Image Net-CDF (MINe) data format. Theo

the Ble's Volume ID library, built on top of the Net-CDF library of image manipulation

routines, provided functions to readily access header and image information. An AVS

module, read_minc, was written in e that linked with Volume 10, Net CDF and AVS

libraries.

Now, getting the data ioto the AVS environment is a simple two step process. First the

data are sequentially transferred from DAT tape to the bard disk and optionally compressed,

then the read_minc AVS module automatically reads the normal or compressed MINe

image file and repackages the data in memory ioto a format that AVS understands.
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s. Kinematics VisuaUzation System

5.1 2D Visualization And Quantitative Analysis Software

Software was developed in LabView to analyse' and display the results of the in-vivo

experiments. AlI the analysis modules are accessible from a single graphical interface and

all the tools were developed to he simple and to minimise the amount of user interaction

since the task ofanalysing each exercise for each subject is tedious as is. AlI the analysis

modules provided 2-D graphical displays of the results as weil as tab-delimited ASCII

tables which are easily imported mto other software applications.

5.1.1 Software Functionality -- Overview

In addition ta simply displaying 2-D graphs of the relative segmental motion and

tabulating these results, other quantities need ta he extraeted from the data or the data need

to undergo further processing.

Software tools were created ta compile statistics for range of motion (ROM) quantifies.

An interactive 2-D graph was used to display the curves of one subject for a particular

exercise and a local maximum/minimum detection algorithm. computed the average ROM.

Markers were overlaid on the graph to show the region of interes~ and the calculated

maximum and minimum for each cycle. The markers cao he modified with the mouse if

necessary, but usually no interaction was required. The results were stored and later

passed ta a statistica1 computation routine to provide values for the average, standard

deviation, standard error and confidence intervals.
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Figure 5-1 - Normalisation Analysis Module: Grapbleal user interface.

Sînce the standard deviations were large (even for the same exercise of the same

subject), a nonnalising algorithm was added to normalise the motion over lime. Each cycle

ofan exercise (which was repeated multiple limes) was segmented and then nonnalised into

40 sample points. The amplitude of the motion was left unaffected. Each degree of

freedom of a cycle from one subject was then averaged and a 2-D graph showed ail the

averaged curves for each subject for the gÏven exercise. This facilitated pattern comParison.

The same data were needed for gait analysis, but the segmentation of the curves is

govemed by the gait events. A software tool automatically divided the curves into

segments using the analog data from the foot sensors and then nonnalised, averaged and

displayed the results.
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5.2 3D MR Data Animation

Three dimensional computer animation provides the most intuitive and concise wayof

demonstrating the kinematics of a spinal segment. A number of processing steps are

needed to convert the MR. data into a usable fonn for animation. Ficst the MR. volume of

voxels must he segmented ioto vertebral bodies, then a geometrical representation must he

obtained by fitting a triangle-mesh to the vertebral bodys surface. The geometrical surface

representations for each vertebra are then sequentially manipulated with a stream of co­

ordinate system transfonnations obtained from the kinematic measurements. The result is a

time varying rendering ofthe relative motion ofthe vertebrae io 3-D.

5.2.1 Programming Environment

Advanced VisuaI System's software, AVS 5.3 (Waltham, MA) and a Silicon Graphics

Indy (Mountain View, CA) was chosen as the development platfonn for the MR. animation.

AVS is a visualisation package with libraries for image processing, volume rendering and

GUI development. The main advantages for using AVS is the large library of functions for

image processing, 3-D rendering, animation and graphical user interface widgets.

5.2.2 Segmentation

The MR data are initially acquired as a black of image data, but for the purpose of

animation, this black must somehow he divided or segmented into smaller, independent

abjects. The ooly infonnation avaiIable to guide this segmentation is the voxel's iotensity

and location. The protons belonging to different tissues (e.g., bone, muscle, or fat) reside

in dissimilar chemical environments and as a result, are distinguished by the intensity of

their composite voxels. Therefore, adjacent voxels with similar intensities are considered to

belong to the same tissue. It was this principle that was used to subdivide the volume ioto
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voxels belonging to different structures, namely the vertebral bodies made of cortical and

spongy bone.

There are Many algorithms available to segment image data [41-46]. The spectrum

varies in the degree ofhuman interaction needed for the process. Methods which require a

large degree of human interaction are simple to program and as the input needed from a

persan is reduced~ the algorithm complexity increases. At the simplest level, a user

manually traces the contour of the vertebral body in each slice of the volume with no

amount of computer intervention in the process. A computer May perform sorne image

processing tirst by Perfonning histogram equalisation or filtering to improve the quality of

the image, but the selection of the boundary is still completely up to the user. Another

method ooly requires the user to pick a 'seed' voxel and based on the seed's location and

intensity a region growing algorithm could select an appropriate region of voxels to include

in the vertebral body selection.
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The L\1R. images of the

lumbar region were noisy, as

mentioned in section 5 and as

shown in the image on the right,

and this severely limited the

usefulness of computer aided

boundary selection techniques.

A region growing algorithm was

developed in addition to a

manual tracing tool and bath are

described below. In the end the

manual tracing method was

chosen for its simplicity and

robustness since it relies on one

of the most advanced pattern

recognition systems: the human Figure 5-1 - Anterior MRI SUce of Lumbar Region

visual system.

s. 2. 2.1 Region-Growing Aigoritbm

In an atternpt to automate to the vertebral body selection process, a region-growing

algorithm was coded in C and compiled as an AVS module. Using the intensity of the seed

voxel, and the principal of connectivity, the aIgorithm grows a region around the seed,

selecting aIl voxels that are considered to belong to the seed's region. This oPeration is

perfonned recursively where the seed's neighbouring voxels are judged as belonging to the

seed's region if their intensities are within a certain tolerance of the seed's intensity.

Neighbours within tolerance are added to a list with the seed and their neighbours are then
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added to a FIfO queue and the aIgorithm reitemtes selecting the next queue member as the

seed. The aIgorithm tenninates when the list is empty.

In theory, this shouId work weil but in practice, the noise is a severe confounder and

the large number of pixels that need processing make this method too slow and inaccurate

to he practical.

5.2.2.2 Manual Tracing Tooi

A manual tracing tool, which takes full advantage of human pattern recognition abilities

and results in a simplified algoritbm, was developed to segment the image volume. The

user is able to select a two dimensional slice from the volume (coronal plane) and trace the

contour of the vertebral body with the mouse. Facilities sucb as rubber banding, contour

completion and an undo function were added to aid the tracing and make the program more

user-friendly. Once the user indicates that the contour is satisfactory, the contour is copied

to an empty volume of the same dimensions as the original. An algorithm then fills in the

contour and sets all the voxel intensity values to 255. Once the contouring for each slice is

complete~ a corresponding 3-D solid object exists in the new, previously empty volume

which is cropped to contain ooly enough volume to house the objecte
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Figure 5-3 - Manual Tracing User Interface: The user traces tbe contours on each slice
(Ieft) and the corresponding mled region is shown (middle) and the current 3-D object
(right).

5.2.2.3 Downsizing

To reduce memory requirements and processing time, the segmented volume is

downsized using a tri-Linear (3-D) sub-sampling algorithm. The trade-off is a reduction in

surface detail or high spatial-frequency infonnation with increased downsizing. The

downsizing parameter is adjustable by the user. No problems with aliasing were observed

during this step.

5.2.2.4 Iso-surface

The final step to obtaining an easily transformable object is to convert the voxel

description to a geometry description. Most of the information in the voxel-map-namely,
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the inside ofthe objects-is not needed for an animation. Qnly the surface is required, so a

considerable savings in memory is achieved by converting the volume to a mesh-geometry

representatioo. Since the graphics hardware is optimised to reoder solids from a triangle

mesh description, the iso-surface function was used to create snch a mesh. The iso-surface

module supplied with AVS takes an intensity value as a parameter and creates a mesh

connecting all the voxels 00 the boundary of the input intensity. In this case, aU the voxels

belonging ta the vertebral body are white (255) and the boundary voxels are black (0) so

the iso-surface creates a geometry mesh ofthe surface. This is stored as an ordered list of

triangle vertices, known as a poly-triangle mesh.

Figure 5-4 - AVS Network for Manual Tracing and Iso-surface Functions

5.2.3 Geometry Rendering

AVS5 has built-in capabilities to render geometry type objects as those created from the

iso-surface module. Called the geometry viewer, AVS's interactive module supports Many
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of the features for realistic 3D rendering. The user is able to display multiple geometric

objects and control the position and orientation of the objects~ the camera and the light

sources. The geometry viewer can also he controlled by a script language~ which is how

the objects were animated for this project.

Figure S-S - Rendered LJIL4 Vertebral Segment

5.2.4 Animation

Now the data from the kinematic experiments are merged with the MR data to bring life

ta the geometrical objects created with the iso-surface module. The link is a script that is
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generated by a LabView program and interpreted by AVS's geometry viewer. The

kinematic data descnbes relative motion between two vertebrae: motion of the centre of the

inferior endplate ofthe superior vertebra relative to the centre ofthe superior endplate of the

inferior vertehra. Therefore, the centre of rotation of the animation must he the same point

on the superior vertebra. This is adjusted by simply measuring the centre of the proper

endplate in 3D with a pointing tool in AVS, and using a script command to make that point

the object's centre ofrotation. The following lines are the fust of a eST script which sets

up the CS of the segment and then lists the objectrs new transformation matrices for the

subsequent steps in time.

qeclllL.5et_center -obj 13 -14.420 37.320 15.000

qeclZL.set..Jllatrix -obj 13 ·ct 0_147 -ry O.O:U ·rz 0.437 -et 0.012 .ey 0.007 -tz 0.005

qeclZL.CODCat..Jllatrix -obj 13 -ct 0.0388 ory -0.0140 ·rz -0.005 -et 0.002 -ty -0.001 -tz -0.002

t;ec:mLconcat..Jll&trix •••

If these steps are processed fast enough, they don't appear to be steps at ail but rather a

smooth animation descn"bing the motion ofthe vertebral bodies.
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6. Results

6.1 Validation of the ((inematic Data Acquisition System

The method's validity was evaluated by quantifying its accuracyand reliability. In the

context of this system, accuracy refers to the expected error when measuring relative

segmental displacements. It is mainly governed by the tracking system's limitations and the

possible error amplification that mayoccur during the mathematical co-ordinate system

transformations.

The issue of reliability-the system's objectivity in measuring true vertebral body

motion-is also a concem and was systematically addressed. Reliability May he

compromised by unstable pin fixation in the spinous process, a POOr calibration, pin and/or

bone deformation, and measurement distortion due to ferrous materiais within the

environment ofthe magnetic field.

6. 1. 1 System Accuracy

Accuracy specifications for the Fastrak receivers are provided by the manufacturer

(Polhemus)~ but they apply to stationary measurements and can not he simply extrapolated

and quoted as the accuracy values for segmental displacements. For this reason, extensive

testing was needed to validate the system under experimental conditions. This includes the

quantification oferror due to the Fastrak system for dynamic conditions while using the co­

ordinate system transformations (CSTs) to calculate relative segmental motion.
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As described in section 3.5~ the accuracy of the segmental measurements was assessed

by having subjects perfonn the exercises while wearing the experimental montage plus a

wooden black with the Fastrale receivers fixed to it. The receivers were therefore free to

mave in 3-D yet were constrained to have no relative motion. In the absence of any

inaccuracy, the calcuIations to convert the sensors individual motion into a relative quantity

should resuIt in a statie value throughout the exercise. However, a random distribution

about a constant Mean was observed that was not correlated with the subject's motion.

Therefore a root Mean squared (RMS) value was derived from a large series of sample

points and used to quantify the error.

RMS errorj =J(~-xii

This value encompasses the error due to the tracking system's inaccuracy; error

amplification due to the CSTs; electromagnetic distortion due to Metal in the environment;

and error due to motion that is exceedingly dynamic with respect to the tracking system's

sampling rate. The following tables (6-1 and 6-2) list the RMS error for segmental motion

and a 95% confidence interval (Cl) for each degree offreedoID.

RMS Error for Segmental Motion (degrees)

Angular Motion n Mean 95% CI

FlexionlExtension 24 0.14 0.09 - 0.20

Lateral Bending 24 0.19 0.15 - 0.23

Axial Rotation 24 0.08 0.06 - 0.40

Table 6-1 - Dyoamie RMS error for aoguJar motion
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RMS Error for Segmental Motion (millimetres)

Linear Motion n Mean 95% CI

AJP Shear 24 0.20 0.16 - 0.25

Lateral Shear 24 0.38 0.29 - 0.48

Compression! Distraction 24 0.32 0.25 - 0.40

Table 6-2 - Dynamie RMS error for linear motion

6. 1.2 System Reliability

The method assumes that the receiver~Kirschner wire and vertebral body constitute one

rigid body. Any deviation from this assumptio~ either as a pennanent or transient position

change in the vertebra-pin-receiver configuratio~ constitutes an error in the reported

segmental motion.

As a test for a stable pin fixation in the vertebral body~ a comparison was made between

data measured with the subject in a neutral upright position before and after each

experiment. Sïnce there is difficulty in reproducing an exact posture for each comparative

measurement~ a pin ~s fixation was judged to he unstable only if there was an observed

change greater than one degree in angulation or one millimetre in position in any ofthe three

axes. Only two subjects~ pins out oftwenty-six were deemed unstable by this meth~ one

of which had a single event of pin rotation that was conected mathematically allowing the

data to be included in the study population.

In addition to the pin fixation being unstable, a defonnation of the pin itself is a

potential violation ofthe rigid bodyassumption. As described in section 3.5~ special pins

augmented with strain gauges were used in four subjects to quantify the error in segmental

motion measurements due to pin deformation. Calibration of the strain gauge pair revealed

a highly linear relationship (R2 = 0.999) between perpendicular displacement and signal
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voltage for aIl pins. Autoclaving did not alter the electrical characteristics either. The

calculated errors from pin bending in the cranio-caudal direction (Table 6-3) were pooled

for aIl full range-of-motion exercises and for aIl subjects. The mean relative segmental

errors, estimated with beam.-bending models, were 0.30 degrees (range 0.07 - 0.66

degrees) for angular displacement and 0.37 millimetres (range 0.09 - 0.83 millimetres) for

linear displacements.

Type of Angular Error Linear Error

Exercise Subject (degrees) (millimetres)

Uniform* Point* Uniform Point

1. 0.47 0.48 0.58 0.61

Flexion! 2. 0.15 0.14 0.18 0.17

Extension 3. 0.20 0.22 0.25 0.28

4. 0.50 0.43 0.64 0.57

1. 0.11 0.10 0.13 0.13

Side 2. 0.06 0.07 0.08 0.09

Bending 3. 0.53 0.45 0.67 0.60

4. 0.15 0.15 0.18 0.19

1. 0.64 0.66 0.78 0.83

Axial 2. 0.19 0.17 0.22 0.21

Rotation 3. 0.15 0.16 0.18 0.20

4. 0.34 0.29 0.43 0.38

Table 6-3 - Pin bending in tbe cranio-caudal direction durfng various ranging exercises
in four subjects: calcalated maximal angular and Ifnear errors for segmental motion
measurements using two dlfferent beam-bendlng models (Appendlx)•
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6. 1.3 Comparison To Cineradiography

Two subjects performed the exercises while simultaneous cineradiography and

electromagnetic measurements were recorded to direcdy compare the results obtained with

the electromagnetic tracking method with another independent method. The electromagnetic

measurements for lateral bending were compared with the measurements made on the films

by two independent orthopaedic surgeons and an interclass correlation was perfonned to

compare the three results.

The inter-observer difference (mean = 1.01 degrees) was higher than the overaU angular

error (mean =0.42 degrees) calculated from the tracking system. Calculating the interclass

correlation coefficient (lCC) for the two observers and the two methods~ the agreement

between the two methods (lCC =0.81) was slightly higher than the agreement between the

two observers (ICC = 0.74). This is a direct reflection of the inaccuracy of identifying the

same anatomicallandmark on different films.

6.2 Computer Animation

The GE Signa 5.X MR data files cao he successfully converted to the MINC storage

format and the AVS module is able to interpret these image volume files and their header

infonnation. The segmentation process proved to he the most cballenging to solve. The

seeded region growing algorithm failed due to noise which allowed the region to expaod

beyond the correct boundaries of the surface. The simple manual ttacing method is more

robust~ yet requires much more humatl interaction. Conversion of the segmented data to a

geometrical paly-triangle mesh description is accomplished using a module provided with

the AVS distribution. Control over the resolution of the mesh is available to the operator

and the limitation of the computer hardware quickly becomes apparent if geometries are not

down-sampled before being animated. This is not a problem al this point in time, but if
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finer surface detail is needed-to study the facet joint kinematics for instance-then the

animation will have to he processed by a more perfonnant computer.

6.2.1 Explanation of Video

Included with this submission is a short video demonstration of the animation of the

L3-L4 vertebral segment ofone subject. Only two vertebrae are shown, but the method. is

capable ofanimating aIl three instrumented vertebrae, provided the computer is fast enough

to render a smooth animation and has enough RAM to hold the data structures of ail the

vertebrae. As well, a low resolution mesh was used to represent the venebrae in the video

because the animation frames needed to he transmitted over the network to a computer

equipped with video output tenninals. Even so, the quality of the surface is still good and

the intuitive value of such an animation is excellent, but there are limitations to using this

infonnation for quantitative anaIysis.
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7. Discussion & Conclusion

This project succeeded in developing the tirst reported method to directly study three­

dimensional lumbar segmental kinematics. Similar invasive methods have been report~

however, none has previously combined a six degree of freedom measurement system,

stereo radiographie calibration and MR image data from the same subject to measure and

animate real segmental motion.

When describing the method's accuracyand reliability, a conservative approach was

taken and the error estimates due to the dynamic tracking of the vertebrae and the error

estirnates due ta pin defonnations were added. The results are estimated angular errors for

flexion/extension, side bending and axial rotation measuremeots as 0.44°, 0.49°, 0.38°

respectively. The estimated linear errors for AIP shear, lateraI shear and axial compression

measurements are 0.57 mm, 0.75 mm, and 0.69 mm respectively. There is 00 inclusion of

error due to bane defonnation because ofthe difficuIty in quantifying it.

The measurement error of this method is less those of non-invasive stereo radiography,

but greater that those of stereo radiography using invasive placement of radi<>-dense

markers. The great advantage of this method cornes from its ability to accurately track

motion in six degrees offreedom.

To date, 26 healthy subjects have undergooe the in-vivo experiment. The method's

invasiveness was weil tolerated by the volunteers and the local anaesthesia kept the subjects

suffieiently pain-free during the experiment. As weIl, the presence of the pins did not seem
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to alter their normal motion. Throughout the experiment a strict safety protocol was

observed and we encountered no major complications.

Ofthe 26 original subjects, only 16 bave undergone MR imaging so far. Currently, the

process of converting the MR data to vertebral geometrical objects and finally integrating

the kinematic data to create animaled vertebral segments utilises two applications: one for

the segmentation process and one for the integration ofkinematic data and the display of the

rendered animation. Considering the complication of the task at band, the applications are

relatively simple, and a deep understanding ofthe underlying process is not needed. Sorne

training is required of course, and the quality of the segmentation is still a function of

operator skil!.

The addition of the 3-D animation cao now he used as a tool to observe not only

vertebral motion at the endplates, but to study the dynamics offacet motio~ the mechanism

of nerve root compression and

The next step in the continuation of this project would he to apply the method to a

collective of patients with a specifie pathology and compare the results with the healthy

collective's data. As weU, improvements to the segmentation algorithms could automate the

~IR data processing and the user interface could be unified ioto one tool that is easier to

leam and use.
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8.1 Errors due to Pin Deformation

Two madels \vere constructed ta calcuIate the error due to pin bending:

Point Force Model: The relationship between the net vertical pin deflection (Y in Figure
8-1) at the location ofthe sensor and the radius ofcurvature (r) al the center of the strain
gauges (x = z) is given by

•
y=a2

{a+3L)
6r{a-z)

Equation A-l

where the force F is applied at x = ~ which is the distance between the spinous process
and the skin~ the angle ofdeflection ( 8) is given by

.,
a­

(J=---
2r(a -z)

Equation A-2

•

Unifonnly Distributed Load Model: Ifwe assume a uniformly distributed force along
the length ofthe pin between the spinous process and the skin (Figure 8-2), the
relationship between the deflection (Y) and the radius ofcurvature (r) is given by
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• y= a3(4L-a~
12r(a -z)-

The angle ofdeflection ( (J) is given by

Equation A-3

Equation A-4

•
Calibration: During the strain gauge calibration~a force is applied to the pin using a
micrometer (i.e. by increasing Y) at x = d~ thus we use the point force model with a = d.
We measure Y from the micrometer and the voltage (V) from the strain gauges. The
relationship between Y and V bas heen round to he linear (i.e. R2 = 0.999) for each ofthe
strain gauges. Thus

Y=KxV

\vhere K is a constant. Therefore from equations (A-l) and (A-5) we get

1 .0{ d -z J--3
r - d 2(d +3L)

Equation A-5

Equation A-6

•
where z.. L .. and d are constants for each pin~ and K is a constant found during each
calibration. Thus we have linear relationship between Ilr and V.

Experiment: During the experimen~ifwe first assume a pointfOrce at the skin, the
angular error ( 8, )from equations (A-2) and (A-6) is given by
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•
(J 3a2KV(d - z) di

= ra ans
1 2d2(a-z)(d+3L)

and the linear error (YI) from equations (A-I) and (A-6) is given by

r: = a2
KV(d -z)(a+3L) mm

1 2d2(d +3L)(a -z)

Equation A-7

Equation A-S

•
where L, d, a and z are constants for each pin~ K is the calibration constan~ and V is the
voltage measured from the strain gauges during the experiment.

If the assurnption ofa uniformly distributed load between the bone and skin is used~ the
angular error (Oz) from equations (A-4) and (A-6) is given by

•

and the linear error (Y2) from equations (A-3) and (A-6) is given by

y., = a3~(d-~)(4L-a)mm.
- 4d-(a - z)-(d + 3L)

Equation A-9

Equation A-IO
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Figure 8-1 & 8-2 - Pin deformation scbematfcs for the point force model (top) and the
uniformly distributed load model (bottom)
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10. Glossary

a. e. r - angular offsets in a eST (azimuth~ elevation~ roll)

AVS - Application Visualization System by Advanced VisuaI Systems [nc.

Bo - Extema[ magnetic field in the Lannor equation.

eSF - Cerebral Spinal Fluid

CS - Coordinate System

eST - Coordinate System Transfonnation

eT - Computed Tomography

DAT - Digital Audio Tape

DOF - Degree of Freedom

FID - Free-induction decay signal.

LabView - Graphical Development Environment by Nationallnstnlments

LBD - Low Back Disorders

MRI - Magnetic Resonance Imaging

RF - Radio Frequency

RMS - Root Mean Squared

ROM - Range of Motion

SEU - Fastrak System Electronics Unit

Tl - longitudinal relaxation time constant

TI - transverse relaxation rime constant

TI* - decay constant that includes the effects ofstatic field inhomogeneity

TE - Time to Echo during an acquisition sequence

TR - Repetition Time during an acquisition sequence

(z) - Lannor Frequency

y - Gyromagnetic ration (42.58MHZJT for the hydrogen molecule).

x. y. =-Iinear offsets in a eST
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