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Abstract

Il numerical model slUdy of the seasonal cycle of sea-ice coyer and ocean circulation in

the /\rctic Ocean is presented. The investigation is carried out in four parts using the coupled

sea ice - ocean mode! of Oberhuber (l993a). The Oberhuber mode! is the first global ocean

general circulation model to use Lagrangian isopycnal coordinates. First. a sensitivity slUdy is

given of the sea-ice model, which is both dynamic and thermodynamic. The robustness of the

'- --
sea-ice component in an uncoupled mode is demonstrated. Secondly, the addition of a snow

model ta the coupled sea icc - ocean model of Oberhuber (1993a) is descr:"ed. The inclusion'

of snow is shown to be important for obtaining a good simulation of ice thickness in both the

Arctic and the Antarctic. Thirdly, the coupled ice-ocean model is used ta investigate the general

circulation of the Arctic Ocean and its connection with the North Atlantic. The cyclonic motion

of the Atlantic layer within the Arctic is correctly simulated. Fourthly, a sensitivity slUdy of the

Arctic mixed-Iayer circulation is presented.
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Résumé

Une étude d'une simulation numérique du cycle saisonnier de la couve'nure de glace et

de la circulation océanique dans l'océan arctique est présenté. L'analyse est réalisée en quatre

parties en utilisant le modèle couplé glace-océan de Oberhuber (1993a). Le modèle de Oberhuber

est le premier modèle général océanique global à utiliser les coordonnées de Lagrange

isopycnales. Premièrement, une étude de sensibilité du modèle de glace, qui est dynamique et

thermodynamique, est donnée. La robustesse de la composante de glace dans un mode non­

couplé est démontrée. Deuxièmement, l'addition d'un modèle de neige au modèle couplé glace·

océan de Oberhuber (1993a) est décrite. Il est montré que l'inclusion d'unc composante de neigc

est particulièrement importante pour obtenir une bonne simulation de l'épaisscur de glace en

arctique et en antarctique. Troisièrement, le modèle couplé est utilisé pour analyser la circulation

générale de l'océan arctique et sa connection avec l'atlantique nord. Le mouvement cycloniquc

de la couche atlantique à l'ir.térieur de l'arctique est simulé correctement. Quatrièmement, une

étude de la sensibilité de la circulation de la couche mélangée de l'arctique est présentée.
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Statement of Originality

Sensitivity Study of an Uncoupled Sea-lce Model

• A systematic and comprehensive investigation of the sensitivity of a dynamic

thermodynamic sea-ice model has been carried out for the first time.

• New sensitivity studies of the sea-ice model with respect to numerical aspects, initial

conditions, diffusion coefficients. ocean albedo. cloud cover. maximum ice compactness,'

drag coefficient. and mixed layer parameterizations have been pert'ormed.

(A research paper based on this work has been published (Holland et al.. 1993)).

A Thermodynamic-Dynamic Sea-lce Model with Snow

• The addition of a snow mode! ta a global ice-ocean mode! is shown ta be important for

simulating realistic ice thickness in both hemispheres.

• It is found that the inclusion of heat content in the ice temperature equation allows the

thick Arctic ice ta have a memory of the interannual variations in the thermal forcing.

(A book chapter based on this w9rk is now in press (Oberhuber et al.. 1993)).
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General Circulation of the Arctie Ocean

• The first thorough investigation of the general circulation of Aretic Ocean with a eoupled

snow - sea ice - mixed layer - isopycnal ocean gencral circulation 1l10dd has "œn

performed.

• For the first time, the cyclonic tlow of Atlantic layer water has been sill1ulatcd, which is

in opposition to the anticyclonic circulation of the mi.,ed layer.

• It is shown that the modelied Atlantic-layer and deep-ocean tlow arc strongly construined

by topography.

• The depth-averaged tlow in the Canadian basin is found 10 be weakly cyclonic: the depth­

averaged flow in the Eurasian Basin is more slrongly cyclonic.

(A research paper will be submitted to a referecd journal bascd on this work).

Mixed-Layer Circulation of the Arctic Ocean

Il The ftrst sensitivity study of the mixed-layer circulation with respect to sea-icc cover,

surface boundary conditions, initialization data, the closing of Fram Strait, and lO botlOm

topography is presented.

(A research paper will be submitted to a refereed journal based on this work) .
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Preface

Originally it \Vas imended that this thesis \Vould fo~us on the modelling of the imerannual

variability of the Arctic sea-ice extent using a ~oupled sea ice - ocean mode! \Vith 30 years or

specified atmospheric forcing fields. The model chosen for the study \Vas tlle OGCM of

Oberhuber (1993a). OGCMs (\Vith sea ice) comain numerous parameters and parameterizations:

therefore. it \Vas decided to first can)' out a sensitivity stlldy of the sea-icc part of the model in

an uncoupled mode to better understand the physics and the numeri~s of the Oberhuber mode!.

This is part one of the thesis (Chapter 2) and uses a model domain that consists of ail the ocean

that is nonh of the Arctic Circle. During the periad of time that this thesis \Vork \Vas being

conducted, Oberhuber improved his model by adding a sno\V component. Pan t\Vo of the thesis

documents the importance of including a sno\V modeL A global model domain is used. This

updated model version is also used in parts three and four of the thesis. but in limited model

domains. It is noted that Oberhuber was the principal investigator for part t\Vo of the thesis

(Chapter 3). The third part of the thesis is an investigation of the general eir~ulation of the

Arctic Ocean (Chapter 4) using a model domain that includes bath the Arctic Ocean and the

North Atlantic Ocean. A sensitivity study of the ocean component of the OGCM was not carricd

out because of the lack of sufficiem computing time: however, such a study wou Id be wonhwhile

and is suggested for future research. The fourth and final part of the thesis is a scnsitivity study

of the mixed-layer circulation (Chapter 5) using a model domain that includes the Arctic Ocean

and the Nordic Seas. This latter study was carried out ta isolate the principle mechanism driving

the mixed-layer circulation. By carrying out this research. a dceper understanding of the

behaviour of the Oberhuber OGCM has cenainly been obtained. Currcm work is now undcrway

xx
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on simulating the interannual variability of the Aretie sea-ice extent. \Vith the goal of testing

sorne of the rnechanisrns for Aretie clirnate variability as proposed in Mysak el al. (1990) and

in Mysak & Power (1992).
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§ 1 Introduction

CUlTently there is considerable interest in improving our understanding of the imeractions

between the components of the earth's c1imate system. The polar regions. which form an integral

yet distinct part of this system, are believed to be particularly sensitive to anthropogenically

induced global warming and therefore are worthy of special study. The polar dimate subsystenl

consists of the atmosphere. the oceans, and the sea ice. The presence of sea-ice on the ocean

surface drastically alters the interaction between the aunosphere and the ocean at high latitudes.

Our understanding of the interactions in the polar regions has bccn hamper.:d by a

shortage of physical measurements due to the harsh c1imate. Numeriealmodelling thus provides'

an important tool for investigating the complex mechanisms and interactions that eomml polar

climate. The northem and southem polar regions are very different l'rom one another. The

Arctic consists of an ocean sUlTounded by continental land masses, whereas the Antarctic liaS a

continent sUlTounded by a high-Iatitude ocean. This study focuses plincipally on the Arctic.

§ 1.1 Ocean, Sea-Ice, and Atmosphere Circulation

Our present understanding of the sea-ice :lI1d ocean circulation in the Arctic has becn

summarized in the book Polar Oceanography: Part A Physical Science edited by W.O. Smith

(1990). This book treats in detai! most aspects of the Arctic atmosphere, sea-ice, and ocean

circulation. Other general introductions to the basic physical features of the Arctic may be found

in the works by Parkinson et al. (1987), Rey (1982), Coachman & Aagaard (1974), and Zubov

(1943). Only a brief description of the Arctic basin, the ocean and sea-ice, and the atmosphcric

circulation is presented here.
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The Ar(;tie Ocean is csscntially contained within a c10sed basin (see Fig. 1.1). It has the

largest continental shelvcs in the world oceans. These shallow and broad margins cover about

one-third of the surface area of the Aretie Ocean. The basin is divided into two subbasins.

namcly the Canadian Basin and the Eurasian Basin. These basins are separated by the

Lomonosov Ridge which extends l'rom Siberia across the Arctic Ocean 10 Greenland. The waters

of the basin communicate with the Pacific Ocean through the narrow and shallow Bering Strait

and with the Atlantic Ocean via the relativcly wider and deeper Fram SU'ait as weil as the wide

opening bctween Spitsbergen and Norway. There is also a flow l'rom the western Arctic through

the Canadian Arctic Archipelago into Baffin Bay. Freshwater is received along the periphery of

the basin l'rom numerous rivers.

The Arctic Ocean is weil stratified because of the annual cycle of sea-ice growth and

melt. and also because of river input. There is a Stl'ong pycnocline at about 300 fil which

separates the cold. fresh sUliace waters l'rom the relatively warm. salty deep waters. The general

circulation of the waters within this basin are not weil known. It is assumed that the surface

mixed layer is dragged along by the moving ice surface and thus follows an anticyclonic path

in the Canadian basin and then exits the basin through Fram Strâit. The deeper waters are

thought to flow in the opposite sense (i.e. cyclonically). The deeper waters may be strongly

cOilstrained by topography and thus flow along the contours of bOllom IOpography.

Sea ice covers the central Arctic for most of the year. The annuai cycle of ice extent

causes the ice to double its areal extent in winter as compared 10 that of summer. To give an

idea of the climalOlogical minimal ice extent. Fig. 1.2 shows the mean ice edge position at the

end of summer. Although not shown in Fig 1.2. the thickest ice builds up along the nonhem

coast of Greenland and along the Canadian Arctic Archipelago. The Arctic sea ice is relatively
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thick (typically about 3 m), and it l'an be several years old since it l'an survive the summer mcll

season.

The most dominalll feature of the annosphetic circulation is the presence of a weak hi[:h

pressure system located over the weStern Arctic. This hi[:h is tlanked by the much more intense

Aleutian and Icelandic Lows (Fig. \.3). The surface winds associated with the hi[:h pressure

system over the western Arctic causes the entire ice pack to rotate in an anticyclonic direction.

The atmospheric circulation also forces ice to tlow out through Fnun Strait and southward alon[:

the East Greenland coast. There is little precipitation in the Arctic as the cold temperatures

prohibit the air mass from cOlllaining significant amounts of water vapou!". The position of the

Arctic at the top of the world means that it is in darkness for six month:; of the year and thus its

diurnal cycle of forcing is very much different from that in lower latitudes.

§ 1.2 Numerical Model

The present work was motivated in pan by two previous modelling studies of the Arctic

Ocean. namely those of Hibler & Bryan (1987) and Semtner (1987). Both of these sllldies used

a coupled sea ice - ocean mode! with specified atmospheric forcing to simulate the general

circulation of the Arctic sea ice and ocean. Hibler & Bryan vastly improved the simulation of

the ice edge in the Greenland Sea (as compared to that found in an uncouplcc! icc model) because

their model included the large heat fluxes that occur in regions of convective ovel1urning.

Furthermore. they obtained an upper-ocean circulation which is in general agreemelll with the

observed pattern. They were not able to investigate the deeper circulation as they had imposed

an artificial damping of the salinity and temperalllre fields back to climatology (i.e. a relaxation

constrailll) at all depths below the top level of their ocean mode!. Semtner (1987), who used a
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simplified ice rheology. removed the relaxation constraint of Hibler & Bryan and simulated an

anticyclonic circulation at ail depths in the Canadian Basin while obtaining a cyclonic t10w below

200 III depth in the Eurasian Basin.

A shortcoming of the above works is the absence of a sensitivity study of the simulated

ice and ocean circulation to model parameters and parameterizations. Aiso. these studies did not

correctly simulate the circulation of the Atlantic layer and the deeper waters in the Arctic.

Using the numerical model of Oberhuber (l993a), we try ta address these shoncomings.

The Oberhuber model is a general circulation model based on the following ideas: isopycnals are

used as Lagrangian vertical coordinates, a realistic equation of state is included, the primitive

equations together with the hydrostatic approximation are applied, and a sUlface mixed layer and

a snow and sea-ice model are coupled to the interior ocean. The sea-ice model incorporates both

thermodynamics and dynamics. A fundamental difference from other sea-ice models is that

Oberhuber uses a different numerical scheme, and also salves the sea-ice equations in spherical

coordinates. The sea-ice rheology is viscous-plastic, as in Hibler (1979). The Oberhuber model

is applicable to a global domain although in Chapters 2, 4, and 5 it is used in various limited

domains confined ta the Northern Hemisphere.

Ta date, the Oberhuber model has been used ta simulate the circulation in the Nonh

Atlantic (Oberhuber. 1993b), and in the Greenland, !celand, and Norwegian Seas (Aukrust &

Oberhuber, 1993), and in the tropical Pacifie Ocean (Miller et al.. 1992). The work presented

in this thesis is the first application of the Oberhuber model ta the Arctic Ocean.

§ 1.3 Thesis OutIine

4
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This thesis presents an investigation of the seasonal çyçk of se'Hœ extent and oœan

circulation of the Arctic Ocean using a numerical mode!. The thesis çonsists of four

investigations carried out with the goal of improving our understanding of lhe Arcliç Oçean

circulation and the Oberhuber ice-ocean mode!. Throughout the thesis. detailed comparisons tIf

model simulations with observations are not made other than to qualitatively check that the mode!

simulations are reasonable. The emphasis is placed on understanding how and why the mode!

produces the simulations that it does. This is a necessary step towards the ultimate goal of

producing a realistic Arctic sea-ice and ocean circulation model suitabk for incorporation inlO

a climate model that includes a state-of-the-an atmospheric general circulation mode!.

The oudine of this thesis is as follows. Chapter 2 presents a sensitivity s!Udy of an

uncoupled sea-ice mode!. Chapter 3 describes the addition of a snow model ta a coupled sea ice

- ocean mode!. Chapter 4 comains a simulation and discussion of the general circulation of the

Arctic Ocean obtained l'rom the coupled sea ice - ocean mode!. Chapter 5 presents a sensitivity

study of the Arctic Ocean mixed-Iayer circulation using the coupled mode!. Chapter 6 highlighls

the main conclusions drawn l'rom Chapters 2 through 5.

5
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Figure 1.1

0°----

The bathymetry of the Arctic Basin showing the Canadian and the Eurasian Basins separated by
the Lomonosov Ridge. The 200 m depth contour oUllines the continental shelf (from Lewis
(1982)).
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Figure 1.3 Typical winter atrnospheric circulation pattern. There is evidence of a weak high pressure ccli
located over the western Arctic. This high is flanked by the strong Icelandic and Aleutian Lows
(frorn Fletcher et al. (1966)) .
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§ 2 Sensitivity Study of Uncoupled Sea-Ice Model

§ 2.1 Introduction

Sea ice plays an important role in the behaviollr and modelling 01 the carth's dimale

system. For example. it serves as a highly inslliating and retleetive bOllndary layer belween lhe

atmosphere and the ocean. Thlls. it is capable of profollndly modlliaung aunosphen:-oœan

interaction at high latitudes. Sea ice is also important for the storage and transport 01 Ireshwaler

in the c1imate system. lt is for these reasons that sea-ice modcls an: preselltly eOllpled to global

atmospheric and ocean general circulation models in climate studies. The pllrpose of this ehapler

is to study thoroughly the sea-ice component of the climate system. in a fonn recently introtlllœd

by Oberhuber (\993a).

In this study an uncoupled dynamic thermodynamic sea-ice moclel of the Arctic sea-ice

cover is integrated for a variety of parameters ta an eqllilibrium seasonal cycle using prescribcd

atmospheric and oceanic forcing. The model is fully described in a report by I-Iolland <'1 al.

(1991a). In brier. Oberhuber (1993a) solves similar sea-ice equations as in Hibler (1979);

however. Oberhuber introduces a new numerical scheme for the equauons antl solvt:s tht:m on

a spherical grid. Here a broad spectrum of sensitivities studies are carricd out on tht: paramett:rs

which characterize the sea-ice physics. As weil. experiments are perfonl1t:d on tht: vanous

atmospheric and oceanic forcing fields usecl to drive the uncoupled mode!. The ailll of lhis sludy

is to identify the relative importance of each process in the mode!. The rt:sults should hdp

modellers identify those aspects of sea-ice physics that ne.ed to be improvt:d in lht: prest:nt

generation of global climate models.

Previous sensitivity studies start with the pione<:ring work of Mayklll & Unwrstt:ÎI1(:r

(1971) who provided a rather complete and detail<:d description of a multi-Iayer on<:-dimensional
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thermodynamic sea-ice mode!. This paper was followed by Semtner ( 1976al who simplified the

Maykut & Umersteiner thermodynamics by using a three-Iayer system which did nOt. however.

compromise model performance. As weil. Semmer provided an analysis of the sensitivity of his

model to various changes. However. these models ignore both the three-dimensional extent of

sea ice and ice dynamics. The model sensitivity results found in these studies do not necessalily

carry over to the three-dimensional case. as will be seen later in this chapter. Studies by

Washington et al. (1976), Parkinson & Washington (1979) and by Hibler (1979) inu'oduced both

the three-dimensionality and the dynamics of sea ice. Some sensitivity analyses of the models

were conducted. The coupling of a dynamic thermodynamic sea-ice model to an ocean general

circulation model has been caiTied out by Hibler & Bryan (1987), and Semmer (1987). Fleming

(1990) has investigated the sensitivity of a coupled sea ice - ocean model to various parameters

and mechanisms. To the best of the authors' knowledge. no sensitivity studies have been caiTied

out on sea-ice models incorporated into l'ully coupled aUTIosphere-ocean-sea ice models.

lt is difficult to evaluate the relative importance of the sensitivity results desclibed above

because they each use different sea-ice models. In this study we repeat many previous sensitivity

studies with an uncoupled sea-ice model and also CaiTY out many new experimems. ail in a

controlled environment. This allows comparison of each sensitivity experimem result to a basic

contrOllUn simulation. Each sensitivity experimem is pelformed by changing only one condition.

parameter, or process l'rom the control run .environmem. This places each individual sensitivity

experimem in a context where it can be confidently compared and related to the odler sensitivity

experiments conducted here.

The major limitation of this study is that it .:loes not allow for a sensitivity analysis of the

important feedback processes that occur in a completely coupled atmosphere-ocean-sea ice mode!.

One baiTier to such an investigation is the immense computing effoIt required: another is the

10
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many-fold increase in the number of sensitivilY analyses envisa~ed. The number "I" de~rees <lf

freedom in such a system include not only those of the individual ,'omponems bUI also those

represenùng the interactions and fcedbacks between componellls. Nevenhclcss. such work is llf

fundamental imponance and would serve as an importam aid in imerpretin~ the simulations

created by such models.

ln this study. the sensitivity of Ihe sea-ice model 10 a particular change is gauged by the

response of the prognostic output fields of the mode!. For selected experimems. lime series of

the equilibrium seasonal cycle of mode! domain-averaged ice thickness. areal coverage.

compacmess. and kinetic energy are presented. The comrol l'lill lime senes is overlayed in each

instance for comparison. A given sensitivity run may impact on some. none. or ail of the ice

prognostic fields mentioned above.

The remainder of this chapter is organized as follows. Section 2.2 deseribes the sea-ice

model equations and numerical methods. Section 2.3 presems the eomrol run simulation.

Section 2.4 provides a summary in tabular form of ail the experiments performed as weil as a

discussion of the results of the e.xpeliment5 judged to be the most llllcresling. Section 2.5

summarizes the conclusions of the chapter.

§ 2.2 Sea·lce Model

As described by Hibler (1979). the components of the modcl arc as follows: a) a

momentum balance which includes numerical diffusion. Coriolis force. sea-slilface tilt. air and

water stresses, and intemal ice stress; b) a constitutive law which relatcs the imernal ice stress

to the main rate (i.e. ice velocity gradients) and the ice strength; l') an ice strength which is a

function of the ice thickness and fraction of open water; d) balance equations for the change of

Il



• ice compactness (i.e. concentration) and ice thickness due ta growth or ablation, advection and

deformation; and e) an ocean mixed layer which serves as a heat reservoir.

The thermodynamic and dynamic aspects of the model are interrelated because ice motion

causes local changes in ice thickness as ice is advected inta or out of a region, while changes in

ice thickness due to ablation or growth alter the ice strength characteristics which in turn affect

the ice motion. On the large scale, ice is exported from the Arctic Ocean through Fram Strait

into the Greenland, Iceland, and Norwegian Seas, hereafter referred to as the GIN Sea.

§ 2.2.1 Sea·lce Equations

For the momentum balance the ice is considered to move in a two-dimensional spherical

plane with forcing fields operating on the ice via simple planetary boundary layers. The

nonlinear terms are neglected (see Hibler, 1979). The equation, in flux form, is given by

• aiih
at = v'Amviih -/xiih -ghvr + (2.1)

•

-where u = (u, v) is the horizontal ice \'elocity vector, h the ice floe thickness evenly disnibuted

over a grid cell, Am the horizontal diffusion coefficient for momentum, f the Coriolis vector, g

the acceleration due to gravity, [" the sea surface dynarnic height, 'ta;, the ice stress due to surface

winds, 'tacn the ice stress due to surface ocean currents and bottom drag, p;" the ice density, and

1 the internai ice stress. The formulation of the ice stress is based on a viscous-plastic rheology

(Hibler, 1979) and is fully discussed in section 3.2.1.

Oberhuber(l993a) has rewritten Hibler's (1979) equations in a momentum and mass

conserving flux form since the latter provides an easier numerical treatment of the ice edge

behaviour. This is because the flux hu is a much more well-behaved quantity at the ice edge

-than is u alone. Thin ice of low compactness near the ice edge may have large velocities in
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response 10 dynamic forcing; however, when such velocities are multiplied by a small thiekness

-the resulting ice flux hu becomes a smoother and more well-behaved quantity than the velocity

at the ice margin.

Fmthelmore, this fOlmulation avoids having the advection term u'vh appear in Eqn. 2.2.

- -,
Such a terrn can result in undershooting (i.e. negative icc thickness). AIso, both u and vh are

large near the ice edge and their product is not well-behaved. The formulation in Eqn. 2.2 avoids

this problem by dealing instead with the tenn v'uil which is small near the ice edge.

The ice-cover has a thickness il which is averaged over an entin; grid œil. A

compactness q (also known as the ice concenu'ation) is now introduced which is defined as the

fraction of a grid cell area covered by ice; the rest of the cell is covered by open water. The

spatial and temporal variations in thickness and compactness are modeled by the continuity

equations

ah
at = - V' ü h + V'A Svh + Fh

(2.2)

aq =
at - v'üq + v'ASvq + Fq

(2.3)

•

where F" and Fq are therrnodynamic forcing or source tenns, and the second last terms are

numerical diffusion terrns with coefficient A'. To ensure that stable solutions are found for il and

q, it is necessary to include the diffusion terms; furthermore, diffusion is justified in that it ean

be argued to represent the effect of ocean eddies on the ice behaviour.

Physical constraints are imposed on these two equations. The thiekness equation (2.2)

is constrained such that h ~ 0 at ail times to avoid negative ice thiekness. The compactncss

equation (2.3) is constrained such that 0 ~ q ~ qmux at ail times. The maximum icc compactncss

13



•
qm", cannat physically exceed unity. Sening q,,,,, to sorne value slightly less than unity ensures

that a fraction (1 - '/"",,) of every grid cell will always be open warer.

The thermodynamic forcing term F" in Egn. 2.2 resulting in ice growth or melt is given

as a contribution over the fraction (I-q) of thin ice and the fraction Cf of thick ice as

(1 -q) Qajr + qQ,c< + Qocn

Pic. Lf

(2.4)

where Qui, is the total atmospheric heat !lux at the sUlface of open warer or leads due to solar.

longwave, sensible and latent heating, Qi" is the conductive heat !lux through the ice into the

ocean. Q",." is the oceanic heat !lux supplied to the oceanic mixed layer l'rom the deep ocean due

to advective and convective processes. and Lf the latent heat of fusion of water. The sign

convention for F" is such thar a positive value indicates a source term for ice growth in Egn 2.2.

ln such an instance the ice is losing heat and increasing in thickness.

The forcing function for the ice compacmess Fq in Egn. 2.3 is of the same sign as the

thickness term F". This means that when the ice is growing, corresponding to F" positive. the

ice compacmess is simultaneously increasing and vice versa. The relation between F" and F, is

given by

Fh
Fh>O freezingCfrez - (1 - q)

Fq

ho
=

FhC -q Fh<O meltingmût 2h

(2.5)

•

The guantity il" is introduced as in Hibler (1979). The two empitical coeftïciems CI'" and C,,,,,

detemline the relative rates ar which the ice compacmess increases and decreases respectively.

//
The model is mor': sensitive to CI'" {han C,,,,, as the growth of thin ice under freezing conditions

is a more rapid process than the melting of thick ice under thawing conditions.

14
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Beneath the ice an ocean mixed layer causcs c'hangcs in thc icc blnh tllèl"llll1dynanucally .

through a specitied ocean heat tlux. and dynamically. through an llcean c'l\ITClll strcss aud a

surface tilt. The mixed layer CUlTems do nOl advect heat latcrally as thc lll'canic' t'orciug is

diagnostic. The ocean mixed layer is of unifol"ln dcpth and of constant heat capacilY. Thc

temperature and salinity are unifonn throughout the vertical extent of the mixed layer; however.

these quantities vary horizontally and in time. The ocean densit)' is unifonn cverywhere and

equal to a constant in a Boussinesq sense. Horizontal variations in density arc ml! important as

the ocean currents are specitied.

§ 2.2.2 Numerical Methods

The equations for sea-ice momentum. thickness. and compacliless are solved on a

spherical grid in finite difference form using a semi-implieit time-step scheme combined with a

predictor-corrector scheme. The predictor step for the ice thickness (sce Eqn. 2.2) trealS the

divergence of the ice thickness tlux explicitly. The COITector step for the icc thiekness treats the

diffusion telm implicitly. The same procedure applies 10 the eompaetness (sec Eqn. 2.3). The

predictor step for the momentllm equation (2.1) treats the stresses and Coriolis force implieilly.

The corrector srep for Eqn. 2.3 treats the rheology and momentum diffusion implieitly. Il is

important 10 recognize that the implicit treatment of the momenlUm diffusion in this manner

produces smooth momentum tluxes. This allows for the explieil trealment of the divergence of

ice thickness and compactness at the next time Step.

The equations for ice momentum, thiekness. and eompaemess are diseretized in space

using a centred finite difference approach. ln rime, the equations are intcgrated lIsing an ElIler­

implicit scheme in which terms are averaged between the old and the new time levcl. No-slip

boundary conditions are applied for momentum.

15
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The numerical gnd is in spherical coordinares with grid points every three degrees oi

longitude and every one degree of latitude; thus the east-west resolution increases towards the

North Pole. An imponant aspect of the numerical technique employed by Oberhuber (i993a) is

that he only iterates the solution in a north-south direction. As the grid spacing is uniform in this

direction, the problem of a converging grid spacing is avoided. There is. however, grid

convergence in the east-west direction as one increases in latitude. Solving the equations using

a direct (i.e. non-iterative) solver at each latitude circle allows one ta avoid the problem of

converging grid spacing. In effec!' the equations are solved directly in the east-west direction

at each latitude circle while they are iterated in the nortll-south direction. The model domalll

extends in latitude from 65° N to the North Pole. Although Baffin Bay and the Canadian Arctic

Archipelago are within the model domain, they are not modelled here. Baffin Bay is not

considered ta have a direct impact on the sea ice in the Arctic Ocean or the GIN Sea. An

ocean/land mask is placed over the spherical grid such that any grid point cOlTesponding ta a

geographical position in either the Arctic Ocean or the GIN Sea is masked as an ocean point and

as such is permined ta have sea ice. ALI other points on the grid are masked as land points and

do not enter into the computations.
,

The numerical scheme is not fully implicit and thus ther,' exists a finite limit on the time
1

step 8( due to srability requirements. Although derived for explicit schemes, the Courant-

Friedrichs-Lewy (CFL) condition (press e( al.. 1988) gives an indication of the maximum value

of 8( (i.e. the time step) for this semi-implicit scheme. This condition states that one must be

able to resolve the fastest propagating physical quantity on a numerical grid. In this instance,

the fasting moving quantity is the advection of the ice which has a characteristic velocity on the

arder of 10 cm/s. The numerical grid speed is the ratio of 8À. ta 8(, where i5À. is a characreristic

16
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• longitudinal grid spacing. which is variable on a sphencal gnll. lt tUIllS OUI that Il IS the

minimum grid spacing that contraIs the numelical grilfs ability [0 r~solv~ t11~ fasl~st propagaung

physical quantity. Near the North Pole. the spherical grid has a minimum spacing of 5 km.

Vpon. applying the CFL condition. the maximum rime step is found to b~

ôt <
ÔÀ- ,,13 hours
u

("2.6)

Thus the choice of ùme step is taken 10 be 1/"2 day.

The model is l'un on a Cray X-MP computer. _One year of computer simulation requires

appraximmely six minutes of computing rime on the Cray. The greatest fraction of the

computing effort (80 %) is spent on ice dynamics: thenllodynamics uses only 2'.' % of the time.

The code has been optimized by Oberhuber (1993a) and l'uns al rate of jusl over 100 megatlops.

Overall, the computing requirements are extremely modest in comparison to the requirements of

an atmospheric or an ocean general circulation model for onc year of simulation. Given the

importance of the ice coYer lO mmosphere - ocean interaction. the use of a dynamic

thermodynamic sea-ice model written in spherical coordinates with a viscous-plastic rheology is

justified in coupled c1imate models.

A no-slip boundary condition for ice velocities is used along coastlines. The no-slip

condition is also used at open boundaries where the Arctic Ocean or the GIN Sea wou Id nonllally

exchange sea ice with other ocean basins. Thus. therc is no ice transport through the Bering

Strait, the Canadian Arctic Archipelago. the Denmark Su·ait. or the passage bl:tween lcclaod and

\\ !'
, Ji

artificial boundary along the meridian 180 degrees East. A'r;yclic boundary:çondition was used
--< .;''i/

for velocity. thickness and compacmess along this meridian. \'\. f'
l "':::::-=-/~,.;: Il

il' )7
"\
\.\

•
Norway.

The mapping of the spherical grid ooto a
r-!i

rectangular computer array introduced an



• At the pole a no-slip condition was used for velocny. This is equivalent ta placing a stick

at the North Pole. A more complex boundary formulation is possible at the pole whereby the

ice would be allowed ta freely pass over the North Pole. 5uch a formulation was not included

in the control run simulation. Nevertheless. the use of a no-slip condition at the pole is felt to

be justified as this is an advection problem and not a wave-type problem whereby wave

retlections ut the Pole would be imponant. The boundary conditions' for thickness and

compactness over the pole are reasonable as they simply ensure that thickness and compactness

are continuous there.

As seen earlier. both the vectar momentum equation and the scalar thickness and

compactness equations include numerical diffusion. For the momentum equation the coefficient

is Am (see Eqn. 2.1). while for the scalar equations it is A' (see Eqns. 2.2 & 2.3). Numerical

diffusion is included ta eliminate the nonphysical two grid point compututional mode which may

be present when centred spatial finite differences are used. Funhermore. the justification for

including these coeftïcients are the presence of eddies in the ocean which redistribute the ice due

to the ice-ocean drag. Thus the coefficients are a paramterization of the effect of such eddies.

The requirement for computational stability in an explicit scheme (Roach. 1985) is that the grid-

cell Reynolds number R, satisfies the inequality

R. = U ôÀ < 2
A

(2.7)

•

where Il is a characteristic ice velocity. 01.. the grid spacing. and A the diffusion coefficient. On

a spherical grid with variable grid spacing it is the largest grid spacing which conSIfains the

choice of diffusion coefficient. This is in contrast with the constraint for the time step whereby

the smallest grid spacing is the constraint. 1l1e largest grid spacing in this instance is 140 km

which occurs along the southern boundary of the domain. Again. a characteristic ice velocity is
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of order iD cm!s. Thus, ta satisfy the glid-cell Reynolds number cnterion we requirc a diffusion

coefficient of order of 7000 m'!s. However. because we are using an implicit scheme we are able

to get stable solutions for smaller diffusion coeftïcients of arder 2000 m'!.\" (for bath A'" and ..n.

Implicit schemes allo\V the use of smaller diffusion coefficients as eompared ta espliL'it schcmcs

because of better phase advection propenies in the nonlinear tenns.

As in Hibler (1979), mass is conserved for the diffusion tenns by sening the diffusion

coefficient to zero along the boundaries. As velocity is also zero on the boundaries, mass is

conserved for the incompressible portion of the velocity field (Hibler. 1979).

The various atmospheric and oceanographie fields used to force the sea ice-model arc

discussed by Holland et. al. (199Ia). Ali fields are monthly varying \Vith the exception of

salinity, which is seasonal. Ail fields are interpolated onto the model' s spherical grid. The fields

are interpolated to daily values using simple \Veighted linear interpolation l'rom values for

neighbouring months. High-frequency fluctuations due to synoptic-scale atmospheric activity are

not present.

A summary of all the values used for the various physical constants and model parameters

is presented in Table 2.1.

§ 2.3 Control Run Simulation

The sea-ice model \Vas integrated for a ten year period l'rom an initial stale of zero icc

thickness and no iee motion. The mixed layer temperalUre was set close ta the frcezing

temperature (-1.8 CC) everywhere. Climatalogieal (seasonal) aunospheric and occanic forcing

.

fields were repeatedly applied for each year of the simulation. Below is a discussion of the

various ice charaeteristics of the control simulation.
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Time series of the seasonal variation of the dOmalI1-averaged ice thickness. areai coverage.

compactness and kinetic energy (I.e. proponional ta mass) over the 10 year penod are I1lustrated

in Fig. 2.1. In Fig. 2.1 (a) the effective thickness I:/q is presented as it is more representative of

the actual tloe thickness than il (which. we recall. is the ice thickness evenly disllibllted over a

grid cell). The time series shows the evollltion of the effective ice thickness as the m.odel spins

up towards an equilibrium state. The ice areal coverage (Fig. 2. I(b» is defined by adding upthe

geographical surface area of each grid cell in which ice is present. and weighting each such cell

by its compactness. The compactness time selies in Fig. 2.l(c) is defined as the average

compactness for ail grid cells containing ice. The model quickly approaches its equilibrium state

within l'ive years of Integration for each of these signaIs. The domain averaged kinetic energy

time series (Fig. 2.1 (d)) is detined as the sum total of the kinetic energy of each ice tloe in ail

grid cells. lt has reached a quasi-equilibrium al'ter live years; however. due lO the non-linear

ice rheology it continues to show small perturbations throughout the ten year simulation.

The time series of the equilibrium annual cycle of the ice characteristics are presented in

Fig. 2.2. This figure illustrates the same ice quantities as in the previous figure except that it

focuses on the final year of the simulation. The annual cycle of ice thickness indicates a peak

in May of abolit 2.4 m and a minimum in October of about 1.5 m. with an average thickness of

about 2 m. This average thickness is computed by including leads and open water conll·ibutions.

This is significantly lower than the generally accepted value of 3 m for the overal! ice thickness.

However. as with al! of the ice characteristics, parameter values can be tuned within acceptable

ranges lO produce the desired result. The amplitude of the seasonal cycle is roughly 50 cm,

which is in good agreement with observations (I...1aykut & Untersteiner, 1971). The seasonal

cycle of areal coverage ranges l'rom an April peak of 9 million km' lO a September minimum of
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3 million klll~. Observations mdicate that sea ice varies from a ;"'Iarch maSIIl1llln of about 15

million klll~ to a September low of R million klll~ (Parkinson C[ lI/.. 19R7), H'l\wver. thes,·

numbers are based on the 20 million km: of observed area "f sea icc coyer in the Nonhern

Hemisphere. The domain modelied here is a 12 million km~ subset area "f Ihat greater d,,,nain,

Observations indicate that the areal l'overage roughly halves during the sUII"ner mdl season. III

the simulation. the summer coverage was a third of the willler value: thus the amplitude of the

seasonal cycle is excessive in the simulation. The seasonal cycle of ire elllnpaemess indicales

an April maximum greater than 90 % and a September minimum of aboul 55 ';'" The ire kinetie

energy is large during the winter months. from November through 10 April. and rdativdy low

during the SUIlUTIer months (May through to Oclober). The kinetic energy shows prominent peaks

both in November and in April. These peaks would appear 10 be rdated 10 the ice rheology.

For example, the November peak indicates the relatively fast response of low compactness iCe­

pack to increased winter atmospheric forcing. The subsequent decrease in kinetic energy after

November may be explained by the increasing ice compacmcss during the carly winter season.

a process which hinders ice motion. Finally, there is an increase in kim:tic energy in Apnl as

the ice begins to break up.

The seasonal cycle of the spatial variation of the simulated ire thickl1l:ss is presented ln

Fig 2.3. The cutoff thickness of 50 cm (shown as a heavy line) is used 10 distinguish the ice

pack l'rom the open sea. The results indicate that the greatest ice thickncss occurs norrh of the

Canadian Arctic Archipelago throughout the seasonal cycle. in good qualitative agreement with

observations (Bourke & Garrett. 1987). However. the magnitude of the thickness is

underestimated in the model. The maximum model thickness is about 3 m, whcrcas observations

suggest a maximal thickness of about 6 m.
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The seasonal cycle of the spatial variation of the slITIulated ice compacmess is presented

III Fig. 2.4. The ice edge (heavy line) is de!ïned as the 1/10'" compacmess COntour. The

simulated compacmess agrees reasonably weil with that as observed by satellite (Parkinson et al .•

1987, their Figs. 4-3 to 4-8). The compacmess remains high along the coastline of the Canadian

Arctic Archipelago throughoUl the seasonal cycle. The observed compacmess indicates thatthe

1/10'" contour persists along the Greenland east coastthroughout the year. but the simulation has

an excessive melt of ice along this coast during summer. There is also excessive melt of the ice

pack in the central Arctic during summer and early l'ail as weil.

The spatial variation of the simulated ice velocity as presented in Fig. 2.5 reproduces the

basic features of Arctic ice drift. There is a sU'ong Beaufort Gyre during winter with veloctlies

of order 5 cmls and a slightly weakened gyre in summer. The Beaufort Gyre does not change

its sense of rotation throughout the seasonal cycle despite the fact that the atmospheric winds in

that region brietly do so in early l'ail. This is because the ocean currents are also inpulling

momentum into the ice pack in the forrn of an amicyclonic gyre in this region. The Transpolar

Drift Stream is c1early evident in March and June. as is a strong ice drift which extends along

the East Greenland coast during winter. !ce velocities along the East Greenland Coast reach

realistic speeds of up ta 15 cmls. The impact of the no-slip boundary condition ut the Nonh Pole

can be seen l'rom the ice velocities. Near the pole. the velocities tend lO be smaller than

elsewhere: however. the boundary condition does not adversely affect the simulation away l'rom

the pole. Obselved ice drifts (Colony. 1991) based on buoy drifttracks agree well with the drifts

simulated here.

The model also produces a prognostic simulation of the ice and ocean sUlface temperamre.

Where there is ice. the surface temperature is taken lO be a weighted average of the ice surface

temperalllre and the mixed layer temperature of the leads. Where there is no ice. the surface
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temperature is that of the mixed layer. Fig. 2.6 shows the seasonai l'YCle of the surfacc

temperalUre. The heavy liue indicares lIle surface zero degree lSothenn. in the cclllral ArctlL'

during Wlnter sUltace ice temperalUres are less than -20 oc. whidl is realisuc (l'arklllson ,'1 ai ..

1987). ln June the surface temperatures in the central Arctic are spatially unif,)nn (liear 0 0(')

as a result of the summer melt season. A problem with the thermodynamic calculations is

illustrated by the smiace temperatures along the coast of Norway. Throughout the seasonal cydc

these temperatures are too high. being on the order of 15 oc. However. away l'rom the

Norwegian Coast. these tïelds compare favourably with those given in Parkinson ('1 al. (19X7.

their Fig. 2.5).

§ 2.4 Sensitivity Experiments

The sensitivity experiments were cWTied Out according ta thrœ main themes. namely (A)

numerical conditions. (B) pW'ameter values. and (C) physical processes. The last theme rders

to experiments in which physical processes are newly added or completely removed from the

mode!. Tables 2.2. 2.3. and 2.4. which correspond ta the above themes. succinctly indicate the

change made in the control mn environment in each instance. In each experiment. only a single

change was made from the control l'un computer code. Each sensitivity cxperimcnt was

integrated for a 10 year period. For each experiment. tigures analogous to thosc of thc control

mn (i.e. Figs. 2.1 through to 2.6) were produced. The tremendous numbcr of resulting figures

prevents their reproduction here; however, they are available in full in a report by Ho!land el al.

(l991b). That repon also contains a complete discussion of each expenmenl. ln the diSCUSSIOn

that follows only seleeted sensitivity experiments are discussed .

§ 2.4.1 Numerical Conditions (Theme Al

23



•

•

Experimems A 1 and A2: Timestep. 8r

A semi-implicit technique is used ta imegrure the model equurions. To avoid numerical

instability a timestep of 1/2 day was chosen based on the CFL condition (see Eqn. 2.4).

AI: A reduced timestep of 2 hours results in a more energetic (> 50 %) winter and

springtime ice pack. Spatially. the fields of thickness. compacmess. velocity. and surface

temperature are smoother for the shoner timestep than in the control mn. particularly in

December.

A2: Using an increased timestep of 1 day produces a much less energetic ice pack (50

% decrease in winter). The ice fields show signs ùf instabilities. particularly in December. An

attempt was made to mn the model with a timestep of 2 days; however. the model became

unstable and failed to converge ta a solution.

Experiment A JO: Boundary Condition at North Pole

Since the model is written in spherical coordinates. there is a convergence of the model

grid points at the geographic North Pole. Oberhuber (1993a) has provided a technique whereby

the spherical coordinure grid of the sea ice model may be rotated through Eulerian angles, and

thus placed outside the modelled domain. ta avoid this undesirable convergence of grid cells ur

the North Pole. However. in fully coupled global atmosphere-ocean-sea ice models. such a

rotation is not pelfOimed.

The control nm used a no-slip boundary condition at the pole. Effectively thls is like

placing a stick ur the North Pole since the boundary condition involves setting the ice velocity

to zero ur that grid point. Introducing a more elegant boundary condition whereby the ice is

allowed to t10w freely over the pole (a so called open pole boundary condition) results in little

change from the control mn (see Figs. 2.7-2.9). ln the modified boundary condition. the velocity
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of the ice m the pole is taken ra be the vecrar average of ail neighbouring vclocny pOilUS. In

overlaying the ice veiocity lieIds l'rom this expetiment Onto those of the «mtrol mn. one tïnds

only marginal differences of about 2 '70.

Oberhuber (l993a) now uses an open pole boundary condition in his fullY-CllUpled global

simulauons. He finds that the open pole helps to stabilize the Inodcl as quanti tics are nllW

diffused across the pole. The net effect is thm there is now less noise in that region (Oberhuber.

pers. comm .• 1992)

Recently, Flato and Hibler (1992) have investigated the diftïculty of having a singularily

at the North Pole. They have wtinen an ice mode! in spherical coordinales using a cavitating

fluid rheology. This formulation of rheology ignores shear stresses. They achieved a good

simulation in the vicinity of the pole because the absence of shear stresses in the cavilating l1uid

formulation allows free slip past an obsuuction, such as a stick al lhe pole. Otherwise lhere

would be a pronounced thickness buildup there. However. the results here indicale lhat the

original Hibler (1979) model fonnulation using a viscous-plastic rheology. which does include

shear stresses, does not lead 10 pronounced thickness buildup at the pole.

§ 2.4.2 Parameter Values (Theme B)

Experiments B7 and B8: Coefficient of Freezing, CI'"

The forcing term F, for the ice compacmess (see Egn. 2.3) describes the Illanner in which

the ice compacmess increases in a given grid cell under ice growth conditions. Il comrols the

rate at which leads close or freeze over. The introduction of CI"" is justified as Eqn. 2.5 is not

based on rigorous physical principles. but rather on intuitive reasoning for the behaviour of ice

during growth. Essentially. Cr,,, contrais the rate ar. which open water is converted lO ice-eovered

ocean. The control value is 1. Il Il is shawn below that C~'" is a key parameter lllat rcadily
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controls the ice thickness. Note that according ta Egn. 2.5. there is a corresponding (but inverse)

sensitivity ta h". which is also a very arbitrary parameter in this formulation. It is worth notlng

that Eqn. 2.5 uses the ice growth rate F" averaged over a grid cell. which inciudes contributions

l'rom thick and thin ice. A more appropriate formulation would use the ice growth rate over open

water only. as in Hibler (1979).

B7: Decreasing CI'" ta 112 results in a decrease in the growth rate of compacmess In a

cciI. This means that open water is slower ta freeze avel' and conseguently more heat is last ta

the atmosphere and greater ice production is experienced. The average ice thickness increases

by about 1 111 while the seasonal cycles of areal coverage and compacmess become Jess

pronounced. This is a very realistic ice thickness simulation. The kinetic energy increases due

ta bath the increase in ice thickness mentioned above. and the more vigourous ice circulation.

B8: Increasing CI"" ta 2 results in exactly the opposite behaviour ta the above. Leads

in the ice are now guicker ta freeze over and ice production is inhibited. Since there is much

more thin ice produced. the seasonal cycle of areal coverage and compactness are accentuated

because this ice has little thermal inenia.

Experiments B9 and BIO: Coefficient of Melting. Cn,,"

The forcing term F" also describes the manner in which the ice compacmess decreases

in a given cell due to melting introduced by the thetmodynamic forcing F". A coefficient of

melting Cm", is introduced inta this relation between Fq and F" as in Egn. 2.5. Essentially. Cn""

modifies the rate at which thick ice-covered ocean is convened ta open water. It can be thought

of as a parameter ta control the rate at which leads open. The control value is ! .
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B9: Decreasing c.."." ra 1/2 resultsin a slower conversion of ice to open water during the

melting season: thus there is greater areal coverage and compacmess during the melting seaStll1.

The kinetic energy is lUl'gely unaffected. There is no change during the freezing season.

B10: Increasing C,,,,.,, to 2 increases the rate of conversion of ice-covered ocean to open

water. The result is less areal coverage and less compacmess during the melting season. Again.

there is little change in the kinetic energy of the ice. Interestingly enough. the seasonal cycle of

the domain-averaged thickness indicates the ice ra be thickest in August. Recall that the

thickness is defined as the effective thickness in the time series: thus with this parameter setting.

we see that most of the thin ice is melted during the course of the sununer. leaving only very

thick ice at the end of the summer. By contrast. in winter there is much more [hin ice. in

addition to the thick ice, and this gives rise ra an effective winter thickness which is less than

the summer thickness.

Experiments Bn, BIS. BI9: \ce albedo. ai"

In contrast to the ice conductivity, the ice albedo is an adjustable parameter. It is diffieult

to assign an appropriate value for ai" because the surface retlective propel1ies are highly variable.

For instance, the surface may be covered by new snow, old snow. wet snow. ice. or melt ponds.

thus giving rise to a large range of surface albedos. It is estimated that be[ween 20 to 40 % of

the surface area is covered by low albedo melt ponds during the critical months of July and

August. As with the preceding experiments, the idea here is ra vary (J.,,,. through extreme

variations in order ra observe the model's response. This also serves the purpose of assessing the

model's robusmess with respect ta albedo. The control value is AD.
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• B17: DecrcaslOg the icc albedo ra .10 resul[s ln a tlecrease 111 al! of [he ICC fields. The

mos[ nouceable impact is on the September ice [hickness and compacmess ticlds. The ice.

however, does not completely c1isappear.

B18: Making the ice surface highly retlective. by increasing the ice albedo to .90. results

in an increase in the ice thickness tield to an average of about 4 m. There is a large decrease

in the amplitude of the seasonal cycles of areal coverage and ice compacmess. The greatest

changes are evident during the melt season.

B 19: A further experiment in which the surface albedo varied conrinuously with the air

[emperature was carried out. This is a modification of the sUIi'ace albedo representation given

by Ross & Walsh (1987):

Œice

.60

.40 - .04 Tai,

.20

-5°C

TaJr <+5 oC

+5 oC

(2.8)

•

Such a representation captures the decrease in albedo which occurs when relatively warm air

appears over the ice surface; similarly, an increase in albedo occurs in the presence of a relatively

cold air mass. Nevertheless. the results indicate that the model is not very sensitive to these

details. This relative insensitivity is in agreement with similar results obtained by Fleming

(1992) llsing a coupled ice-ocean mode!. As a possible explanation for this relative insensitivity,

Fleming suggested that the ocean heat t1ux, ocean cUITents, and wind stress may be more

dominant in controlling the ice edge than the atmospheric heat tlux changes to the ice resulting

from albedo modifications.

Experiments B20 and B21 Ocean Surface Albedo. u"",
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The ocean surface albedo has an impacr both in the ice-free pan of the model domain as

weil as in the leads between the Ice tloes. .-\s with the iee albedo l·~I1L·nm... llts. tlle l1tlllkl i,

expected ta show the greatest sensitivit)' during the sunllner season. The e<llltr<ll run valuc IS .17

B20: Decreasing the ocean surface albedo 10 .OS givcs an l'l'ean snrfal'''' whieh is 111<11\'

absorptive to incoming shol1wave radiation. However. the inlpal·t <ln th... il'C simnlatillll is

minimal with only a slight decrease in the ice characteristies. As e~peetcd. the greatesl

sensitivity is observed in September. i.e. at the end of the mell season.

B21: lncreasing the ocean albedo to .50 simulates an unrealistically high-ret'lective <leean

surface. Nevel1heless. the changes tO the control run simulation are moderate. There IS an

increase in the ice characteristics. Again. this change is most prominellt at the end of the melting

season.

Experiments B22. B23. and B24: Air Drag Coefficient. C,u,

The input of momentum ta the ice l'rom the atmosphere is basecl on a bulk aerodynamic

formulation. ln the conu'ol run the drag coefficiem is taken as 1.2xllr'. In this set of

experiments. the drag parameter is changed ta extreme values tO observe the IllLldel's response.

In reality. such extreme valiations are likely to happen for a variety of rcasons. First. the

variations in atmospI1eric stability allow for enormous variations in the downward flux of

momentum. Secondly. irregularities in the ice surface due ta either ridging or kads l'an proclucc

large fluctuations in the momentum flux via fOlm drag.

B22: The reduction of Cui, by an order of magnitude ta .12xIO·J recluccs the ice kinctic

energy to about 30 % of its control value. Interestingly enough. the modification of C,u, does nO!

. significantly affect the thermodynamic properties (i.e. the ice thickness. areal coverage. or

compactness).
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The klnellc energy of the icc pack Integrated over the entlre basin clepends upon the

momentum input l'rom both the allnospheric winds and the occanic currents. In comparing the

seasonal fields of winds and currents. one can see that although these two fields have large scale

features in common (for instance. the Beaufort Gyre). over most grid points the vectors of wind

and cUITent have differem directions. Consequently. the winds and CUITents may act in concert.

or they may act in opposition when forcing ice motion. A scale unalysis of the atmospheric and

ocean bulk drag formulations reveal that they are of the same order of magnitude. This fact

coupied with the non-linear nature of the drag laws plus the non-finear nature of the ice rheology

terIns prohibit one from making simple predictions on the effect of altering the bulk drag

coefficients.

B23: The increase of the drag coeftïcient by an order of magnitude to 12.xI0·' makes

the ice pack extremely energetic and noisy, with November peak average kinetic energy 5 times

the control value. At ùle same time, a hU'ger C'i' also increases somewhat the ice thickness

because of the increased percentage of open water during winter. Furthennore. the large ice

velocities suggest the onset of numerical instability in the thickness and compactness fields.

B24: The variation of,Jhe air drag coefficient with ice compacmess q has been

investigated by Anderson (1987). In Fi['. 2.10 one can see that the coefficient vUlies by a factor

of 5 depending on ice conditions. Note that it has a maximum value at a compacmess of

approximately 80 percent. The dependence of drag coefficient on ité compactness is modelled

l'rom Fig. 2. 10 as
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Utilizing this dependency of drag coeftïcient on compa<:tness. the major impact is to crcatc a

significant increase in the ice kinetic energy al the onset of winter. i.c. Novembcr \sec Fig. 2.11).

Presumably, later in winter the ice compacmess is too high to allow efficicnt transl"er of

momentum l'rom the aUl1osphere. In direct conrrast to the preccding cxperimelll \B23). the

average ice thickness actually decreases slightly. Hence. one cannat make the statcmelll that

increased ice motion gtves rise ta increased production of open water \kads) and hcnt:e tll·

increased ice growth.

Expert,nents B29. B30. B31. B32. B33. and B34: C!nud Fraction (.~

The following set of expeIiments investigates the impact of the cloud fraction on thc

shortwave radiation. and then on the shonwave and longwave radiations combined. The monthly

varying incoming solar radiation Q,""n was calculated as in Parkinson & Washington (1979) by

applying the cloudiness factor of Laevastu 0(60) to an empirical e4uation given by Zillman

(1972) for global radiation under cloudless skies. The cloudiness cOiTection factor applied ta

1.-.6·cl (2.10)

where Cr is the cloud fraction; in the control l'un, Ci is set ta g5 %. This is in agreement with

the summer time cloud cO';~.r values provided by Huschke (1969).

completely disappear in September. due ta th~ increased flux of solar radiation present at the
~\ .

"
B29: Decreasing the shonwave cloud fnlction ta 55 % 2auses the ice ta almost

0:"

• j:-;:r­
iL

:1f'.",
\,...::,
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sUliaC<.: of the ice. There is a reduction in al! of the ice characteristics. The largest changes

occur during the melt season.

830: Increasing the shortwave cloud fraction Cf to 100 % results in an increase in ail the

ice characteristics. Note that 100 % cloud coyer does not imply zero solar radiation tlux at the

ice surface (Laevastu, 1960). Again. the greatest changes take place dming the melt season. The

ice compactness fields of the control run indicate too large a meltback in the ice edge in June

and September in comparison with observations l'rom satellite (Parkinson et ut.. 1987). This

experiment demonstrated the exact opposite. i.e. insufficient meltback during the summer months.

Nevertheless, there is an improvement with respect to the control run simulation. Funhermore.

this simulation produced a realistic increase of the average ice thickness tO juSt over 3 III

compared to 2 111 for the control l'un. Also. the smface temperalUre tields in the GIN Sea become

much more realistic than in the control run. Consequently, tuning the shonwave cloud parameter

to lie between 85 % and 100 % may produce an improved simulation.

831: A monthly varying cloud fraction is simulated using data l'rom Huschke (1969). and

is reproduced in Table 2.5. These values are incorporated into the shortwave radiation

calculations. Clearly. the cloud fraction during the six months in which sunlight is absent are

irrelevant. As for the six sunlit months, the cloud fraction specified is always less than that of

the control run. The result of this experiment was a decrease in the ice characteristics with

respect to the control simulation.

832: A more interesting experiment is to incorporate the monthly cloud fractions into

the longwave calculations as weil as the shonwave. This allows the clouds to contribute to both

heating (increased downwel!ing longwave) and cooling (decreased downwelling shortwave) in

the net energy budget. The cloud fraction has an impact on the longwave radiation throughout

the seasonal cycle, whereas the shot1wave radiation is active only dming the sunlit months. The



• net longwave radiation Q""" at the Sllli'ace is the sum total of the downward longwave radiation

l'rom the atlnosphere Q",,,,,,, and the upwelling longwave radiaIion at the surf;Ke. The l11onthl\,

varying downward component Q,I,",'" was specified as in Parkinson & Washington ( 1979) by using

the Idso & Jackson (1969) f0l111l11a for c1ear skies. The upwclling radiation IS expressed linearly

in terms of the surface temperature using a polynomial expansion (Parkinson & Washington,

1979). The effect of c10uds on downward longwave radiation is parameterized using Marshunova

(1966):

(2.1 1)

•

Evidently, the impact of this modification, through increased heating, is l(l produce a decrease .

in the ice characteristics beyond that of the control l'un. ln fact, the Arctic bccomes icc frcc in

September (see Fig. 2.12).

Shine & Crane (1984) studied the sensitivity of a one-dimensional thcnnoclynamic sea-icc

model to changes in c1oudiness. They utilized the same monthly cloud fraction as in Table 2.5.

Based on the variability of cloud data collected over the period 1955-1960 they sulted lhat

departures from the mean cloud amount can exceed 20 % and are generally highcst during winter

in ail parts of the Arctic. As seen in the following two experimems, this 20 % uncenainty in

cloud amount can lead ta large changes in the ice simulation.

B33: Uniformly decreasing ail the cloud fractions in Table 2.5 by 20 % produces an even

more drastic ice meltback. The Arctic now remains ice free for almost the eI1lire two monlhs

of August and September. Thus, less cloud cover means less ice coyer in this mode!. Shine &

Crane (1984) speculated that a grid point model, such as used here, would simulate an expandcd

ice pack under decreased mean cloud conditions. The opposite result of this speculation was

found here.
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B34: Uniformly increasing ail the cloud fractions iI1 Table 2.5 by 20 ,:~ produces a

simulation closer to the control simulation. The impact of increased cioud cover is to mcrease

the ice charactenstics. Shine & Crane (/984) also speculated that a grid point model wouid

simulate an increased amplitude in the seasonal cycle of the areal extent under increased cloud

conditions. However. because of the dominance of the ocean heat !lux in the GIN Sea. the

wintertime ice edge extent is reiatively insensitive to cloud coyer there. Thus. wintenime ice-edge

extent is relatively insensitive to small variations in cloud coyer. The summenime ice extent.

however. is more sensitive to cloud coyer.

Based on the results of the three-dimensional dynamic thetmodynamic model used here.

the exact opposite conclusion to that of Shine & Crane (1984) is drawn. They found that with

respect to changes in cloud coyer. changes in the longwave !lux dominate the radiation !lux;

however. here it is found that the shortwave !lux causes the greatest change in the net radiation

!lux under changing cloud conditions. The parameterization of the effect of clouds on the

shOllwave (Eqn. 2.lü) and the longwave radiation (Eqn. 2.11) used in this study differ siightly

l'rom the cOlTesponding parameterizations used by Shine & Crane (1984). Consequently. the

difference noted here between our results and those of Shine & Crane may be as much dependent

upon the longwave and shonwave cloud parameterizations as in the difference between a one-

dimensional and three-dimensional mode!.

To answer the question as to whether the net effect of clouds is to heat or to cool the

Arctic surface. one requires further study into the sensiùvity of this net cloud effect with respect

to sUlface albedo. longwave !lux parameterization. and shonwave parameterization. It shouid be

noted that first-year and multi-year ice have different theimal propenies with respect to melting

and freezing. and albedo. These differences are expected to be an important factor in the
J
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response of sea ice [Q cloud forcing. Thu~,. the distim:tion 11etween these IWO l'lasses l1f i.:e w"ulll

have [Q be incorporated into the model berore fUl1her progress .:an he malle.

Experiments B36 and B37: Maximum ke eompacmess. (Im.u

The solution for the ice compacUless (Eqn. 2.3) in a grill ccii ma)' l1<1t e~ceed snn\<'

maximum value. In the control l'un this ma.ximum value is taken as 100 '.:". ln the œntral Arelic

a cenain percentage of open water is always obselvcd in the ice pack. e\'en during \Vinter. Such

leads can be important for the heat budget as the presence of a lead allows for a heal loss whkh

is two orders of magnitude lat'ger than occur for an ice covered surface.

B36: In the centml Arctic. estimmes of the fraction of open water have been plaœd al

1 ta 2 %. This sea ice model is insensitive to the speciticmion of such a fraction or open \Valer.

Setting qma, at 99 % resulted in an almost identical simulation [Q lhm of the control l'lill.

B37: Decreasing q""" ta 95 % and thus forcing each grid cell to have at least 5 % open

water at all times does generate a 20 I:m thicker average ice cover. This is because of the

increased heat 10ss through the leads which in tum results in greater ice production. At the saIllc

time, the amplitudes of the seasonal cycles of at'eal coverage and ice compacmess arc marginally

decreased.

Experiments B43. B44. and B45: Ocean Hem Flux Q,,,.,,

The diagnostic ocean heat flux used in the- control l'un was obtaincd l'rom output or a

prognostic ocean geneml circulation model (Semtner. 1987). The most prominent featurc is thm

of a large upward heat flux during the winter months. just south of Spitsbergen. The tluxes arc

of the order of 500 Wlm' which are far in excess of the salaI' radiation tlux during summer. Such

a large heat flux is dominant in melting the ice and. as it turns out. determines the position or
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the icc edge in the GIN Sea (Hibler & Bryan. 1987). The ocean hem tlux Q."" enters the mode!

caicuiations through the thermodynamic forcing telm F" in Egn. (2.4),

B43: Completely c1iminating Q",.", by sening it ta zero. ieads to a 25 cm increase in the

average annual ice thickness. There is a large increase in areai coverage. as weil as an increase

in summenime compacmess. The ice compacmess fields indicate that the ice extents in March

and December are far too grem both in the Barents Sea and the GIN Sea. The spatial fields of

thickness and compacmess resemble those of Parkinson & Washington (1979) in that there is a

grossly exaggerated ice margin in the GIN Sea. However, the surface temperature tïelds along

the Norwegian Coast are cooler and .in facto are more realistic.

Semmer (1987) perfolmed a sensitivity experiment with a coupled ice-ocean model in

which he effectively replaced the prognostic ocean component by a simple mixed layer. which

did not model either ocean currents or the upward ocean heat flux. He stated that removing the

prognostic ocean led to thicker and more compact ice. In the experiment peIfOlmed""re, in

which only the upward ocean hem tlux was elinùnated. the ice also became thicker and more

compact throughoUl the year. In particular. the 10 % increas," in compacmess Semmer quoted for

September is very similar to the increase in September seen in this experiment.

B44: Previous studies have set Qo,,, to 2 W/m2 everywhere (Maykut & Untersteiner. 1971:

Parkinson & Washington. 1979). Using such a value leads to an average ice thickness very

similar to the control run. However, once again. the southward ice extent in the GIN Sea in

December and March is grossly exaggerated (see Fig. 2.13).

B45: Increasing Q",,, to a constant value of 10 W/m 2 everywhere prodllced an lInrealistic

seasonal cycle of bOlh ice areal extent and compacmess. The ice extent is far too small in
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September and far too great in t\'larch. Thus a spatially and tcmporarily \'al'\'lIlg fidd ,,l' (L" \S

crucIal to a realistic simulation.

§ 2.4.3 Physîcal Processes (Theme C)

Experiments CS and C9: !ce Rheology. 1

The internai ice stress term 1 in the momel1lum equation (2.1) is the "iscous-plastic

formulation of Hibler (1979) as applied to a spherical grid. This rhcology is hclic"ed to he most

appropriate to daily synoptic forcing. as opposed to the monthly forcing employed here. The

reasoning is that daily forcing contains synoptic-scale weather evel1ls which lIlay produce large

shearing forces in the ice pack. The viscous-plastic rheology modcls the shearing stresses.

experienced by ice under such conditions.

CS: Another fom1 of the ice internai SU'ess 1 is the cavitating Iluid formulation in which

the ice is resistive to compressive stresses but not to shear stresses (Flato & Hibler. 1992). This

is accomplished in practice by setting e (the eccentricity) to a very large number. Such a

rheology formulation is believed to be more appropriate to monthly wind forcing which does nOl

contain synoptic scale events. Eliminating the shear stresses results in a more cnergcllc ice pack

(30 % higher) between the months of December and May. Clearly. the shear stresses presclll in

the viscous-plastic formulation only play a significant role during that pan of the year when the

average compactness is very high (i.e. above 90 %). Interestingly enough. there is no

accompanying change in the average ice thickness or areal coverage.

C9: Eliminating completely the il1lemal ice stress 1 gives a free drift simulation. The

average ice thickness in the Beaufort Sea is just over 3 m. although thcre is still somc buildup

of thick ice along the Canadian Arctic Archipelago and Nonhern Grcenland. The incrcascd ice

thickness gives the ice pack greater thermal inertia: thus there is a decrease in the amplitudes of
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• the seasonal cycle of average ice areal extent and compacmess. \Vith thls eliminallon of internai

stresses between ice floes, the average kinetic energy increases between the months of November

and May. In paniculw', the ice velocity field in December highlights this increased kll1elIC

energy by giving a much slronger Transpolar Drift Stream. as weil as a slrong anticyclonic f10w

in the centre of the Canadian Basin.

Experiments Cl4 and C15: Iee Hem StOl'age

Sea ice has two mechanism~ for the storage of hem. First. the ice has a specific héat e
.

capacity. This is a thermal inenia thm requires the input of energy to raise the temperalUl'e of

the ice; likewise energy is released when the ice is cooled. Secondly. the ice has internai brine

pockets which store energy l'rom incoming solar radiation in the form of latentheal.. TI1êse brinee..·- . -~ -:: - - .-.'- _.~..:.. >:..: '

pockets release this stored hem in the l'ail during refreezing. Neither of these heàl·.swfage<C

mechanisms is modelied in the control l'un.

C 14: Consider an ice f10e of effective thickness hlq, sUlface temperature T;"", bottom

temperature T,~", density Pi", and heal capacily cp,;", The amount of hear thal must be exu'acted .

, .

- T )surf
(2.12)

•

This amount of heat is represented by the shaded area in Fig. 2.14. This additional heat term was

added to the thermodynamic heat budget for the mode!.

Assigning the ice a hem capacity equal to 2090 JlkgK serves to shift the phase of the

seasonal cycle of ice compacmess. The ice reaches minimum compacmess about two weeks lmer

than in the control l'un. This is a result of the delay introduced' ta the heming and cooling

process by the hem capacity. There me no other noticeable changes.
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C15: The modelling of heat stor.lge by internai brine poCketS IS ,'arned Ollt as III Senllnl'r

(1976a). With the appearance of the sun in spring. heat is acclItnu!ated 111 Ihe brine pockets

throughoUl the summer by absorbing 17 'k of the incident slliar radiation lMaykul '"

Untersteiner. 1971). The heat accumulation is arbitrarily linuted to .,0 cc' clr Ihe heal required III

melt the ice. In fall. the heat reservoir is l'ully exhausted prior to the recommencement or ke

growth.

Introducing brine pockets into the icc reduces the average ice thickness by abou'l 20 l'I/I

or 10 % (Fig. 2.15). There are comparable decreases in the ice areal cov~.ragl'. compactnl'ss. and

kinetic eriergy. 'Particularlyinteresting is the change in the 'scasonal cycle llr COl1lpaClIless. The

inclusion of brine pockets delays the fall freeze-up by approximately six weeks (sec Fig. 2.15c).

Including the effects of tqe brine ~8cketshasa bigger change than changing the ice specific heat

(expenmentCI4).

Experlrnents CI6and cn: Snow Caver

The presence of a snow caver on the ice surface l'an alter the thennodynamic response

of the ice. The snow does not affect the dynamics of the ice as snow contributes little ta the

mass of an ice Boe and has negligible strength. However. the presence of snow may Iead to

either a decreased or an increased ice melt rate. The higher albedo of the snow causes it 10

reflect more solar radiation than snow-free ice: this leads ta a decreasecl ice melt rate. ln

contrast, snow has a smaller thermal concluctivity than ice, thus leading ta greater insulation of

the atmosphere from the ocean than for snow-free ice. This means a decrease ln bath the icc

melt and growth rates. The monthly snow rates for the Arctic arc taken l'rom Maykut &

Untersteiner (1971) and are given in Table 2.6. The total annual snowfall is about 50 cm/yelJl",

with the greatest snowfall occurring during the l'aIl. The snow accumulares al the prescribed rate

provided the surface temperature is not above the freezing poilll. The values of the snow
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• physical parameters arc (i) conductivity = .3 W/mK Iii) albedo = .70 (iiil density = 330. kg/mi

and (iv) emissivity = .99. In essence. the layer of snow and the layer of ice are treated as a

single layer with an effective thermal conductivity. This effective conductivity IS obtained by

taking a weighted average of the ice and snow thicknesses (Hibler. 1980). l'i:..

(2.13)

•

where hi" and h",ow are respectively the ice and snow thickness. while Ki" and K,,,ow are

respectively the ice and snow thermal conductivities. This treatment means that it is unnecessary

to solve for the interface tempermure between the snow and the ice. It is reasonable to assume

that there is no net divergence of hem t1ux at this ice-snow imerface.

CI6: The desire to include snow coyer in the sea-ice model was motivated by the

interesùng multi-year cycle of ice thickness reponed by Semtner (l976a) in his thermodynamic

model (Fig. 2.16). Semtner found a "natural oscillation" in the sea ice thickness with a period

. of six years. even though the same forcing was applied each yem·. He attributed this behaviour

to the differing conductivities of the snow and ice. He suggested that this may be an imponant

feature leading to multi-year anomalies in the observed ice cover. Washington et al. (1976)

extended the Semtner model to three dimensions and reported finding a similar mulù-year cycle

in the ice thickness. Parkinson & Kellogg (1979). using a three-dimensional dynamic

thermodynamic model. did not find a multi-year cycle. In a one-dimensional thermodynamic sea

ice model, Shine & Crane (1984) reported finding a multi-yem' cycle of ice thickness. However.

they argued that these oscillations are unlikely to be real features of the ice behaviour. Instead

they suggested that the oscillations may be due to the ligid specification of snowfall rates on

particular dates, whereas in nature it is possible the periods of maximum snowfall are related to
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dates of freeze~up. These rates are poorly known and probably undergo large spatial and

interannual variations.

The introduction of snow caver into this sea-ice mode! gives a slightly lhieker ice l'over

from June through ta December. There. is also a notièeable ine.rease in bllth areal l'overage and

compactness between June and October. The presence of the snowcover kad:; to collkr ice

surface temperature tields in March and December. with temperàmres in the central Arl'tie being

approximately 5 oC calder than in the comrol mn. In contras!· to the findings of Semtner. of

Washington et al.• and of Shine & Crane. no such multi-year cycle was observed in this dynamie

thermodynamic mode!. In a funher experiment. dynamics were eliminated l'rom the mode! and

still a multi-year cycle in ice thickness was not detected.

C17: This experiment was motivated by an experiment of Maykut & Untersteiner (1971)

in which the snowfali rate was increased above the 50 cm/yea!' rate specified in Table 2.6. They

found that for an annual snowfaIl rate in excess of about 120 cm/yea!' the mean annllal iee

thickness increased without bound (Fig. 2.17). Semmer (l976a) w~s led to the same resultllsing

his simplified one-dimensional thermodynamic sea-ice mode!.

In this model. increasing the annual snow rate by a factor of 5 (giving an annual total

snowfall of 250 cm/yea!') produces significam changes in the model response (see Fig. 2.1 H).

However, unlike in the Maykut & Untersteiner model, the sea-ice thickness did not increase in

an unbounded manner. The average ice thickness increases by about .5 m. while the areld
•

coverage and compactness are much greater in September compared with the control l'un cases.

Again, a large areal extent of the central Arctic is about 5 oC calder in the presence of this

increased snow coyer. The results indicate that the ice pack is not unstable with respect ta a
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significanr increase In precipitation. Such an increase in precipitation could occur under a ciimate

change scenario.

These results indicate that a dynamic thelmodynamic model is less sensitive ta parameter

changes than a simple thermodynamic mode!. This conciusion has also been noted by Owens
. c

& Lemke (1990). ln a modelling study of the Weddell Sea. they perfOlmed a sensitivity study

in which they concluded that snow cover affects a thelmodynamic sea-ice model more than a

dynamic thermodynamic mode!. They provided an inreresting explanation for this phenomena

in terms of a negative feedback between the dynamics and the thermodynamics of the sea-ice

mode!. In regions where the thermodynarnics reduces the ice thickness, the ice gets weaker and

the dynamics (under favourable conditions, i.e. convergence) can readily increase the ice

thickness (by imponing ice inro the region). ln regions where the dynamics reduce the ice

thickness (divergence), the thermodynarnics (under favourable conditions, i.e. cooling) can easily

increase the sea ice thickness. These interactions provide a negative, i.e. stabilizing feedback

(Owens & Lemke, 1990).

Experiments CIS and C19: Changes in Air Temperature

It is inreresting ta study the response of the sea-ice model ta changes in atmospheric

temperature that have been predicted, for example, from nuclear winrer or from global warming

experimenrs using coupled atmosphere-ocean models with a simple sea-ice component (e.g.

Manabe et al., 1991). It is also important to keep in mind. however, that the simplistic

experiments CIS and C19 can only identify the first Ol'&'(response of sea ice ta a hypothetical

cooler or warmer Arctic. As such, they ignore other changes that would accompany cooler or

warmer temperatures, such as changes in the atmospheric winds and precipitation.

The control l'un was forced with monthly fields of atmospheric temperatures. In the

following experiments uniform spatial changes through each month of the year were made to
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these fields. These changes in utmosphelic temperature directly affect thL' L'aiL"lIlauon 01'

downward longwave radiation. anC1 the sensible and latent heat !luxes, These quantities in uml

feed imo the calculation of the toml aUllospheric heat !lux Q"" IVhiL'h appears in Eqn, (2,·\).

C18: Unifonllly decreasing the aunospheric temperature by 5 Oc pl'llduccs an

approximate 40 cm increase in sea ice thickness. There is also greater arcal extelll and

compactness in the fall associated with the colder temperatures, The ice surfa<:e tcmperatllre

fields show a decrease of about 5 oC in the central Arctic during willler,

C19: Uniformly increasing the aunospheric temperatures by 5 oC pl'llc\uœs the opposite

effect. The reducùon in ice thickness is approximately 40cIII. y"Clhé,'ice ,iliê:i'nl1l <:D1nplelcly
-- -- -- - .. -

disappear at any time during the seasonal cycle (see Fig 2.19), Thus. the ice pack is smble 10

perturbations in air temperature of ± 5 Oc. Using a heat buc\get calculation for a given point in

the central Arctic. Budyko (1966) detel111ined that a positive anomaly of summer temperatures

of only 4 Oc wouId cause ice of 4 m thickness ta melt completely after four years. Using a

dynamic thel1110dynamic model with a more simplistic ice rheology than the one pn:sented here.

Parkinson & Kellogg (1979) found that the ice pack disappeared completely in August and

September but reformed in the central Arctic in mid fall. Semtner (1987) fmmd thal a 2 Oc

increase was sufficient ta cause a dramatic disappearance of the sea ice in lale summer (Fig,

2.20). He used a coupled ice-ocean model for his experiment. However. lhere are differences

in the two sea-ice models with respect ta the rheology fonnulation. the number of layers for

temperature, the coordinate system. and in the computation of nel heat flux. As his integration

was camed out for only a two-year period. it can not be expected that the imposed temperature

increase would aifect the ocean circulation: thus. the only effect is on the therrnodynamic aspects

of the ice. Thus, there is a noticeable difference in air temperature sensitivity belween Sel11tner's
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sea-ice model and the one presented here. It is difficult 10 speculate on the reasons for this

difference: however. the subtle differences between each model's fonnulation of ice

lhermodynamics. dynamics. numerical methods. and atmospheric fields may be enol1.':h 10 accoul1t

for the differencc in results obtaincd.

§ 2.5 Conclusions

This study has demonstrated that the Oberhuber spherical coordinate sea-ice model

produces a reasonable simulation of the seasonal cycle of sea ice in the Arctic. Ali the known

major features of the seasonal cycle of ice thickness. compacmess. and velocity have been

reproduced. Funhermore. a stable time imegration is guaranteed by the appropriate choice of

time step Increment determined by the CFL condition and by the choice of a numerical diffusion

coefficient estimmed by the grid-cell Reynolds number condition. i\S weiL an appropriate value

for the maximum bulk viscosity is given. The use of a predictor-ccmector technique coupied

with a semi-implicit scheme gives l'eliable and efficient convergence for the difficult non-linear

rheology te11llS in the ice equations.

The main aim of this sllldy has been to carry out a thorough sensitivity analysis of a

dynamic the11llodynamic sea-ice mode!. Although several of the sensitivity experiments have

been camed out elsewhere. il is difficult to estimate the relative imponance of various effects

because different models have been used. By conrrast. ail the experiments done here use the

same model and the results are compared against one control run. Also. this sllldy has examined

the effect of cenain processes and parameter variations that have not previously been carried out.

This sensitivity sllldy has shown that the sea-ice model produces a l'obust simulation of

the seasonal coyer of Arctic sea ice. Sensitivity studies have been presented under three different
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investigative themes. name!y. (A) numerical conditions. (8) Daramelcr Yanatillns. and (C)

physical processes. The results or lhese sludies arc s1ll11lnarizcd bckl\l.

The numerical condition cxperimems (theme A) show thc modd 10 hl' cssclluall\'

insensitive to initial conditions. Upon spinning up l'rom ~ motionlcss and Îl'l'-frcc Arctic. llw

model produces a reasonable simulation in the l'ifth year of integration. However. ir was nOlcd

that when spinning up WiÙl lhe unrealistic ice thickness of 10 III everywhere. the model did n')t

reach equilibrium even after ten years of inlegration. t\ second finding was lhal Ihe choice of

boundary condition at the mode! pole. where grid cells converge. is not crudal III lhe simulatioll.

Thus. the use of a spberical coordinate system with convergence at lhe pole does nOl adversely

affect me simulation away l'rom lhe poles. This suggests the presence of lhe mode! coordimne

pole at the Norm Pole in a global simulation using the l'ully coupled Oberhuber ice-ocean model

would not degrade the model' s pelfOlmance.

The parameters investigated (theme B) relate to or include ice rheology. lhellllodynamic

coefficients. diffusion coefficienls. conductivily, albedo, drag coefficiems. turbulent heat transler

coefficients, cloud fraction. emissivity. minimum fraction of leads. mixed layer salinity. ckpth.

and turbulent heat tlux. From this set of parameters, lhe model was found to be panicularly

insensitive to tl.\: mixed layer propenies such as ocean albedo. salinity. and depth. The parameler

that probably contains the greatest uncenainty is the cloud fraction. and changing il has drastic

effects. An experiment with increased cloud cover, relative to the control run. kads 10 a morc

realistic seasonal ice simulation.

The,final set of experiments dealt with the removal or addition of specific dynamic and

,) i
ther;':nodynamic processes (theme Cl. These experiments I1tlil1light the relative imponance of the

different components of the modeL With regard to the heat budget. the latent heating was found

10 be a minor contribulOr 10 the overall budget; thus elaborate parameterizauons of this pmcess
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are unwarranted. Although the atmospheric winds make a greater contribution (70 %) ta the ice

kinetic cnergy than thc ocean cum:nts (30%) (Thol11dike & Colony. 19X2). It is necessary (Q

include both in the surface stress calculations. Using a bulk-viscous rheology. III which shear

stresses have been eliminated. leads ta more energetic ice circulation. The inclusion of the ocean

surface tilt term in the momentum balance was not found to be imponant. Removal of the

Coriolis force l'rom the simulation displaces the iœ velocity vectars about 10 degrees to the left

of those in the control l'un. Completely eliminating the ice dynamics leads to an unrealistic

simulation. Concerning heat storage within the ice. it w;;s found that assigning the ice a realistic

specific heat capacity (ins!ead of zero) does I,ot affect the simulatÎl~. but that the inclusion of

brine pockets has a significant impact by delaying the onset of freezing during the l'ail. Including

snowfalI in the mode! was not felt to be clUcial to the simulation.

Discœpancies have been noted between sensitivity slUdies canied out here and those

calTied out dsewhere. Maykut & Untersteiner (1971) found that in a thelmodynamic-only mode!.

sea-ice thickness would increase uncontrolIably if the snow falI exceeded 120 cm/year: in this

study the sea-ice model was stable ta annual snowfalI rates as high as 250 cmlyear. Semmer

(l976a) reponed that adding snow ta a sea ice model imroduces natural interannual oscillations

in the sea-ice cover with a six year perioc!: no such imerannual variation was found in this study.

Regarding the ice rheology parameters. Hibler (1979) found that increasing the compressive

strength substantially reduces the relative geographical ice thickness variations. Such a sensitivity

was not noted here. Ribler also removed the ice compacmess equation and found that the

.

simulation does not change significantly. [n this model. however. coniplete removal of this

equatioilled to.:a drastic change in the simulation. Concerning cloud cover. Shine & Crane

(1984) concluded that on an annual basis. clouds act to Warin the surface and reduce the ice

thickness. The opposite result \vasfound in this study; cl9uds were.fqnnd ta cool the snrface and
0" • ~._ ~
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to increase ice thickness. It is concluded lhat tk competing effecls of c[ouds on the radiation

budget through longwave and shortwave radiation require further investigallon in a three·

dimensional dynamic thennodynamic sea-ice mode!. Semmer (1%7) obtained an Il'e-free Aretie

during me month of September in an experimenr in which he increased the atlllospheriL"

temperatures by two degrees everywhere. ln the present study. a five lkgrcc increase in

temperature produced a significant decrease in ail ice characteristics. but did not kad to an icc·

free Arctic at any time during the seasonal cycle. Thus we wish to camion the reader against

assuming these issues are settled. Further investigations with coupled aunosphere-ocean lllodds

are required to answer these open questions.

A technical weakness of the sensitivity tests is the absence of fcedbaeks 1O the prescribed

forcing variables. For example. the specification of 5% open water (Exp. 837) would almost

certainly increase the surface air temperatures to values above those now prescribed du ring the

non-summer months, thus leading to a greater impact on the ice than was obtained here.

Similarly, snowfall (Exps. C16, Cl7) will alter ihe surface energy balance and the real world's

surface air temperatures. A final example is Exp. 8Z\, in which a drastic change in the ocean

albedo is buffered in the model by the inability of the air temperature ta change accordingly.

Thus the real world '. or even a coupled model -- may respond quite differentJy than the

artificially constrained model used here.

A major impediment to progress in sea-ice modelling at present is the Jack of sufficient

observations to either validate or ta assimilate into the models. The future increase in satellite

.
observations will be helpful; however, it will not provide ail the measuremenrs needcd. Sca-ice

thickness data. for instance, are scarce over me Arctic and the data that do exist are sporadic in

both space and time. As another example, measurements of upward heat flux l'rom the deep
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ocean. which is of paramount importance 10 a realistic simulation. are virtually non-existent. The

accuracy of simulations cannat progress until this situation is rectified.

This slUdy has implications for atmospheric models that are coupled 10 a dynamic

thermodynamic sea-ice model in which the ocean is represented as a simple mixed layer. Mixed

layer currents contribute significantly 10 the ice drift and cannot be ignored. Specification of

seasonally and spatially varying mixed layer salinity or mixed layer depth is not impOltant:

specification of upward deep ocean heat flux is important. In particular. it is weil known that

it is the spatial and temporal variations in this heat flux that is crucial. It is unsatisfaclOry to

specify this flux as a time and space invariant quantity.
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Iii ··ii<ii •...•. 1
Value

Velocity Diffusion CoeL A'" 2000 III'S"

Eanh's Angular Veloeily. 12
.<7.292 X 10,5 S'l

Gravity. g 9.806 IIIS·'

lee Densily. P,,, 910 kgm· J

Eanh Radius. r 6400 klll

Air Density. P"" 12 kgm"'\

Air Drag coer.. C"" .llO 12

Water Densily. p,,," 1025 kglll··'

Water Drag Caer.. C~" .0055

Yield Curve Eeeentrieily. è 2

lee Strength. p' 10.000 Nil'"

Minimum Strain Rate. E,. 1.0x 10'" s"

lee Strength Deeay Constant. C· 10

Grid Spacing. ÙA. 5 - 140 klll

Grid Spaeing. ù<!l III klll

Sealar Diffusion Coef.. A' 2000 III'S"

Latent heat Fusion. LI 3.34xI0' Jkg"

Specifie Heat Capaeity of lee. '~.,,,. 2090 Jkg"K"

lee Conduetivity. K"., 2. Wm')K '

lee Albedo. Cl", 040

Ocean Albedo. Cl"," .17

Emissivity Ice Surface. f là .97

Emissivîty Ocean Surface. E""n ,97

Stefan-Boltzmann Constant. cr 5.67xlO" IVléK"

Sensible Heat Cocf.. Cu,,, .0015

Latent Heat Caer.. C,"' ,0015

Cloud fraction. CI ,85

Specifie Heul Air. cr"" 1005 Jkg" K"

Surface Air Pressure. P,wl 10' Pa

Latent Heut oCEY!JIJOmtion. L, 2.5x 10' Jkg"

•

•

Table 2.1 Nurncrical values of paramch.::rs anù Clmstants
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• Parameler Value

Culoff Icc Thiekncss. il" .5 fil

Cocf. of Frcczing, Ct,,: 1.

Cod. of Mclting. Cm." 1.

Maximum lec Compaclncss ([".u 100 %

Mixed Layer Deplh. il..," 30 III

Specifie Heal of Ocean Waler. cr.."" 3930 Jkg-'K- '

Time Siep Ineremcm. 0/ 112 day

Tot~ll Integration Timc 10 yeats

Table 2.2 Numerieal Conditions (Theme A)

•

I>L» •• _ 1 .......> ••......... > .............., •••..••••••• p..>.•......• .••.....••....>..•.•
It'id},,:l " ..... >.> '// ••••• /\i~i;; "/.... " .......

».,
...........

AI Timeslep 0/ 2 hauts 12 ilollrs

A2 Timcslep 0/ 1 day 12 hours

A3 Total Integration Timc 100 years 10 years

A4 lnilial lee Compaetness 100 % 0%

A5 Initial lee Thiekness 10111 0111

A6 Initial lee Velocily .50 ms- I oms· j

A7 Initial Mixed Layer Temperalure +5.0 Oc -1.8 Oc

AS Maximum Numbcr of !lerations 50 100t::=:t M"'," Ao,"~, ",",~, 10-"' 10-100

AIO i~ Boundary Condition (Nonh Pole) Free Flow Stick al
over Pole Pole
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Parameler Values (Theme BlTable 0 3-.
cc: )

>.
Expcrinlt:Jlt

S"~'T;'L;
Experiment Ccllltml
Description Value V(\luc

BI lee Strength p' lx 10.1 /\,'1/(:

IOxIO' ,vm'
B2 Icc Strcnglh p' JOxlO\ /".jm-:

B3 lce Strcngth Dccay Constant C* 5
lU

B4 lee Strength Decay Constant C' 20

B5 Yield Curve Eccentricity e 1
2

B6 Yield Curve Eccemricily e 4

B7 Coefficient nf Frcezing Cr", 1/2

B8 Coefficient of Frcezing CI'" 2
1

B9 CocfficicTll of Metting C"'fll 1/2
,

BIO Coefficient of Melting C,",,, 2

B1I Coefficient of Diffusion for lce lxlO3 1/1:,\'-/

Thickness and Compacmess A'

Bl2 Coefficient of Diffusion for Ice 20xlO3 m:s'/

Thickness and Compactness A' 2x 10 1 11/':s 1

BI3 Coeflïcicnt nf Diffusion for lce .2x 103 m':s·/
Momentum Am

Bl4 Coefficient of Diffusion for lee 20x 10' m's"
Morncnlum A'"

BIS Thermal Conductivity of lce K,,, .1 Wm"lK"' 2.Wn"'K"

BI6 Thermal Conductivity of lee K,,, 10 W",.'K·'
B17 lee Surface Albedo rJ.,,, .10

B18 lce Surface Albedo rJ.,,, .90 Al)

B19 lee Surface Albedo rJ.", Dependent on Eqn. X
Atmospheric Surface Temperature .

B20 Ocean Surface Albedo rJ.", .05
.17

B2l Ocean Surface Albedo rJ.", .50

B22 Atmospheric Drag Coefficient CO" .12x Il)"'

B23 Atffiosphcric Drag Cocf1ïcicnl Cill' 12.x Ilr' 1.2>: Ilr'

B24 Atmospheric Drag Coefficient CO" Eqn.9
Dependent on Ice Compactfless "

B25 Oceanic Drag Coefficient C,," .55x Ilr' 5.5>:1l)'

B26 Oceanic Drag Coefficient C"," 55>: 10')

•

•
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Expcriment Expcrimcnt Expcriment Control
Label Descripûon Value Value

B27 Coefficient for Sensible and Latent .15x lO·j

Beat Tr~msfcr C"". anù CI,,, 1.5x W'

B28 Coefficient I()f Sensible and Latent 15.xI0·'
Hcal Trunsfcr CU". and CI,"

B29 Shortwave Cloud Fraction Cf .55

B30 Shorlwave Cloud Fraction Cf 1.00

B31 Monthly Varying Table 6
Shorlwave Cloud Fraction Cf

B32 Monthly Varying Longwave and Table 6
Shorlwave Cloud Fraction Cf .85

B33 Monthly Varying Longwave and Table 6
Shorlwave Cloud Fraction CI
Deereased Uniformly by .20

B34 Monthly Varying Longwave and Table 6
Shortwave Cloud Fraction Cf
Increased Uniformly hy .20

B35 Longwavc Emissivity of .90
.97

!cc f,cr anù Ocean €"en

B36 Maximum Icc Compaculcss qmax .99 . ~
1.00

B37 Maximum Icc Compaclncss q"'LU .95

B38 Mixed Layer Salinity S«" 30 l'Sil Fig. 2.12*

B39 Mixed Layer Salinity S,.," ol'Sil

B40 Mixed Layer Depth il,.," 3m

B41 Mixed Layer Depth il"," 300 III
30 III

B42 Mixed layer Depth il"," Spaûally
Varying

B43 ! Deep Ocean Hem Flux Q"," oW,n"
1·'-

Spatially
B44 Deep Ocean Hem Flux Q.," 2 Wnf~ Varying

B45 Deep Ocean Heat Flux Q.," 10 IV,"':



1

Experiment 1 Experimcnt
Label 1 Description

Cl
1

Downward Shortw:lYC Radiation Elimlllutcü

C2 Upward and Downward Longwayc Radiation Eliminatcd.

C3 Sensible Hem Tmnsfer Eliminated

C4 Latent Hem Tmnsfer Eliminated

CS lee Compactness Equmion Eliminmed

C6 Atmospheric Winds Eliminated

C7 Oceanic Currellls Eliminated

C8 Cavitaung Fluid Rheology Illlroduccd

C9 lce Rheology Eliminated

CIO Ocean Surface Tilt EliminaLed

Cl! fCplane Approximation

Cl2 Coriolis Force Eliminatcd

CI3 lce Dynamics Eliminaled

Cl4 Specifie Hem Capacity Introduccd

Cl5 Internai Brine Pockcts lntroduccd

Cl6 Monthly Snowfall Introduccd

Cl7 Monthly Snowfall (Rate increased by factor of 5)

Cl8 Atmospheric Air Temperatures Decreased Uniformly hy 5 oC

Cl9 Atmospheric Air Temperatures Increased Uniformly hy 5 oC

• Table 2.4

Table 2.5

Ph\'sical Proccsscs (Thclllc C)

Monthly Cloud Fractions

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Duc

.50 .50 .50 .55 .70 .75 .75 .SO .SO .70 .al .sO

Table 2.6 Monthly Snowfall Rates (cmlnwlllh)

•
Jan Feb Mar Apr May Jun luI Aug Sep Ocl Nov Dcc

.83 .83 .83 .83 5.0 .0 .0 12.8 12.8 12.8 .83 .83
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Figure 2.1 Time series of effective ice thickness. areal coverage. compactness, and kinetic energy qver a 10

year spin-up period. Ail signais are area averaged over ail grid points in the domain that contain
ice.
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Figure 2.3 Seasonally varying ice thickness fields (in units of m) from the control simulation, The heavy
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Figure 2.4 Seasonally varying ice compactness fields (in units of 10'''') l'rom the control simulation, The

heavy black line indicates the 1/10'" compactness contour.
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Figure 2.5 Seasonally varying icc velocity fields from the control simulation. The largest veetor represents

an iee veloeity of 15 cmls. The main features are the Beaufort Gyre, the Transpolar Drift Stream,
and the East Greenland CltlTent Drift.
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Figure 2.6 Seasonally varying ice or ocean surface temperatures (in degrees C) l'rom [he control simulation,

Where ice exists the temperature given is the weighted average of the ice surface and of the
leads; where there is no ice the temperalllre shown is that of the ocean surface, The hcavy black
line indicates the zero degree contour.
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Figure 2.7 Experiment A10 (boundary condition al pole). Time series of ice thickness, areal coverage, and

kinetic energy over the equilibrium annual cycle. The dashed lines are the results from· the
control run.
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Figure 2.8 Experiment AJü (boundary condition at pole). Seasonally varying ice lhickncss l1e1ds (in unilS

of m) from the simulation. The heavy black line indicates the .5 m lhickncss contour.
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Figure 2.9 Experimem A 10 (boundary condition at pole). Seasonally varying ice velocity fields from the

simulation. The largest vector represents an iee veloeity of 15 cm/s.
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considered as Ihe ice edge.
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Figure 2.16 Multi-year equilibrium cycle of ice thickness. as predicted by the therlllodynamic lllodcl ul
Semtner (1976). Washington el al. Cl 976) extended this model to three dilll<:nsions and ";;'!ain
found such an interannual cycle. No such interannual cycles are found in th,: lllodcl inv<:sl ig"t<:d
here. Note that in the figure the cycle period is 6 years.
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Figure 2.17 Average equilibrium thickne,s of Arctic sea ice as a function of maximal annual snow depth from

the thermodynamic model of Maykut and Untersteiner (1971 ).' Annual snow accumulations in
,excess of 120 C/I1 result in inéomplete melting of the snow cover and tht: equilibrium sea ice

/thickness increases dramatically. No such increase is detected in the model investigared here.
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Figure 2.20 Seasonal cycle of areal ice extem of Semmer (1987). The solid curve indicates the cuse in which

the aUllospheric temperatures have been unifonnly increased by twO degrees everywhere. The
dashed line represents the control mn which includes the fully prognostic ocean mode!. (redrawn
from Semmer. 1987).
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§ 3 A Thermodynamic-Dynamic Sea·lce Model with Snow

* 3.1 Introduction

Recently there have been severall1loddling sludies \\'hich usc c<lllplcd alnlusphL'rc . <)L'l'an

generul circulation modds IGCivls\ to cstimate the global tel1lp<::ralure inLTeasL' duc tu a slu\\'ly

increasing concentration of greenhouse gases in the earlh's atnll1sphcrc l(',g, Manabc ('1 <II., i<Il) i.

Cubasch el al.• 1992). The largest predieted tel1lperaturc inLTcase IS t'uu\l(1 ;n the :\rcllc:

however. it is in this reglon las weil as in the AIllarcllC 1 whcre lhe anlll"phenL' and llL'e:UIIL'

components of these models Ieast represent reaiity when rUll over a dil1latological seasonal cycle.

Also. in the oceanic case there are insuftïcient data tD help l1lake il1lprovel1lellls in thc ucean

GCMs. Fm·ther. in some coupied mDdels le.g. Wasl~ington & ivleehi. iYXYI the sea·ice

component omits a key feature such as ice dynamics (sce Mysak. 1991. for a discussion) or

snow.

As noted earlier in this thesis. ice is an imponant illlermediary between the atmosphere

and ocean at high latitudes. The seasonal cycle of ice thickness and ice extelll inlluences the

transfer of heat and momentum at the air-sea interface. The seasonal cycle uf Ice Illdl and

growth also affects the stratification of the mixed layer. Ouring co Id penods. ice formation e.lects

salt into the mixed layer and contributes ta the production of denser Waler. which l'an Iead tu

convection. Ouring watm periods. ice melt decreases lhe salinity in the l1lixed layer and

therefore leads ta a stabilization of the upper-ocean water eolumn. Snow cover on the ice

modifies the heat t1uxes through the icc and snow layers. Thus. snow has an impact on the

thermodynamics of the iee; by contrast. it has a negligible dynamic impacl since its mass and

streQgth are much less than that of sea ice.
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ln this chaptcr. we presenr a discussion of the snow modèl which is a,ided to the

Obcrhubcr ( 1993a 1 global Icc-ocean GeM. The combined snow - sea Ice moe!ei presel1led is

quite simple, yct physically completc, so that it may be usee! with confidence 111 a coupled global

atmosphcre-ocean gcncral circulation mode!.

Thc outlinc of this chaptcr is as follows. Section 3.2 describes the snow - sea ice mode!.

with an emphasis on thc thcnnoclynamic componel1l since the dynamic paIt of the ice model is

thoroughly describcd in Oberhuber (1993a) and in Hollancl el (//. ()993). Section 3.3 presel1ls

simulation results for both hemispheres l'rom an il1legration of the global mode!. Section 3.4

gives the conclusions of the chapter.

* 3.2 The Snow - Sea Ice Model

I-libler (1979) proposed a rheology for a dynamical sea-ice model which can be used for

a widc rangc of spacc and timc scales. In order to implement spherical coordinates and a tlux

fonn of the mOmCl1lUIll and mass conservation equations, which permit an easier [rcatment of the

ice edge, the Hibler mode! was rewrillen l'rom scratch by Oberhuber (! 993a). In this chapter,

a snow model is added to this ice mode!. The heat content of snow and ice are also included via

two prognostic temperature for the skin temperature at the upper snow and ice surfaces.

* 3.2.1 The Dynamic Equations

The basic equations for the ccII averages of tlle ice momentum (LI/l), the scaled snow

thickness s, the icc thickness il, and the ice concentration if are given by
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•

where L" and L" are the sluface wind stress and the stress al the bottom of the il'e. r i,; the SL'a

surface elevation. Il is a constant diffusion codficient. f IS the Coriolis "el'lLl!'. g is the

acceleration due ta gravity. P" is the density of ice. / represents the internai ice stress for a

viscous-plastic sea-ice rheology. F, is the change of snow mass due to snowfall or snowmdt. 10"

is the conversion rate from snow to ice. FI, is the ice thickness change due to freezing llI' mdting.

and Fq is the change of ice concentration due ta extemal heat !luxes. In the mLlmelllllm

equations. the nonlinear inertial terms have been neglected. The abovl' equa\ions 1.1.1 - .1.4) arc

similar ta those presented in Chapter 2 except that the equation for snow lhickness (3.2) has beell

added as well as the snow forcing terms F, and F".

The quamities il and sare grid cell averaged quamities. and further s is a compressed

snow thiekness such that SP,,!P, would be the uncompressed (grid cell averagedi snow thickness.

The physically measurable snow and ice thickness would be sP,,!III), and li/q respectivdy. The

values of the densities are p,=300 kg/mJ and P,,= 910 kg/nr'.

The ice rheology is defined as viscous-plastic. For main rates E grealer than a small

value E,,, the rheology describes a plastic fluid in which the compressive and shear stresses are
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• IIHlependel1l ill stram !"Utes. The "iSCOUS rheology applies for strall1 rates E less than EThe

",SCilliS pan Ilf the rheolo"y IS used only for numerical convenience and appears to play nLl

physically meaningiul role. Fllllowing Hibler 110791. the cLllnpLlnel1lS of the ice stress ure

- ~] (3.5)

ar av. au P] a[ au av]'1 = -, (( +TJ) - - ((, -TJ ) - .. - + - TJ (- - -)
y ayl ay ax 2 ax ay ax

wherc the bulk viscosity ç and shear viscosity 11 rtredetïned as

13.61

( = TJ (3.7)

and where the iee pressure P and the ice strain rate E are detïned as

P = P' he -c Il - q)

(3.8)

•

The values for the constants used here are P'=lü4 Nlm'. 1'=2. c=20. Ev=lO" S·I. which are the

same values as used in Table 2.\, exeept the minimum strain rate. E o' which was previausly set

ta a much larger value (i.e. 10'" S·I). This large value for E" effectively means that the sea ice

was being described as a viscaus rhealagy (as for an ardinaty tluid such as air or water) and nat

as a viscaus-plastic tluid (Flata. pers. comm.. 1992). The sea-ice madel as used in Chapter 2 did

nat allow E" 10 be decreased belaw 10·1> because the rheology terms (i.e .• Eqns. 3.5 & 3.6) were

not solved for in a completely implicit manner. Oberhuber rewrote the numerical scheme for the

sea-ice equations presented in this chapter such that the rheolagy terms are salved for in a
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completely impiicit manner. Th~ resuit is that" can II\d~c'd he reduc'c'd l,) tlle mure rcallSllc'

vaiue oi 10" ,,"'

§ 3.2.1 The Thermod)'namic Equations

§ 3.2.2.1 The Skin Temperatures T, and Th

The theml0dynamic !luxes of the modei ar~ shown in Fig, -" l, ln the atmosphcre, the

snow, the ice. and th~ ocean the r~sp~ctivc \'~rtieal heat fluxes arc (J", (J" (J,., alld (J", l'hesc'

heat fluxes contrai the ehar,ges in bath the thickn~ss and the heat content or the SIlOW and lhe

ice, Over the fraction ai a grid cell thaL is ice iree, oniy the fluxes (J" and (J,. arc present. The

four heat !luxes are parameterized ta be functions of the aUllospheric temperature T,. the surrace

temperature of the snow T,.. the surface temperature of the ice T", and the surrace temperature or

the ocean Ta (which is at the freezing point of sea water when ice is present), From the pllint

of view of the snow - sea ice mode!. the atmospheric and oCéanil' temperatures T, and T" arc

taken as specified: the snow and ice skin temperatures T, and T" are computed pmgnosticaliy,

The purpose of this section is to describe the computation of these two temp"ratures, Ollce these

temperatures are known, we l'an determine the forcing funcrions F,. F,,, and F" in Eqns, 3,]' -3.4,

It will be seen that (see Eqn, 3,18 below) thm F" is independent or T and T,.,

The hem tlux terrns are defined using the convention that an upward flux is a positive

quantity. We now define the four heat tlux terms in Fig. 3, l, Staning at the top. li,,:

atmospheric heat flux Q" consists of contributions l'rom shonwavc, longwave. sensible. and latent

heat terms.

The shonwave term depends upon the albedo of the sUlface, !-or SIlOW. the albedo is

taken as a,=60%, while for bare ice it is 0.,,=50%. When heat is bcing illput illlO the snow layer
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• and the snow layer is at the lllclting point. T,,,. then the effectIve albedo is decreased b,' an

alllount a,=20 %, This dccrease in albcdo is intended ta model t11e effects of melt ponds. The

sUlfacc albedo also depends upon the thickness of the snow layer. The emplrical fomlulation of

the effective albedo [l., is

(3.9)

where T" is the lllclting temperature of snow.

The longwave. sensible. and latent heat tenns depend upon the atInospheric temperature

T" and the snow skin temperature T,. A detailed description of the Q" term is provided by

Oberhuber (i993a l.

Moving down ta the snow and ice layers, the conductive heat tluxes through the snow and

ice are defined. respectively, as

Q" =
= _ kh q (T

h h
- To ) (3.10)

•

where k, is the thermal conductivity of snow (assigned the value of .33 W/mKl and k" is the

thermal conductivity of ice (assigned the value of 2. W/mK). Note that Q" and Q" have units of

W/1Il2• Effects of salinity and temperature upon the thetmal conductivity of the ice have been

ignored. Finally. at the botlom of the ice the oceanic heat tlux is specified as Q", and it is

provided by the oceanic mode!.

The snow and ice are assigned ta have a non-zero heat content. which is proportional ta

the average temperature in the layer. The heat content of the snow and ice layers are thus

respectively
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where cp is the specific heat of ice (assigned a value of 211lJll J:kgf·:\. :\lHC lhal Ihc lUlUS III Il,

and H" are J/m:. The dependence of the specitïc heat and conductivitics of Ihe il'L' aud sno\\' lll\

salinity and temperature have been ignored as these effects are small (see Maykul & Untersleiner.

1971). Brine pockets are not modelled. The temperature profile within a layer is assumed III he

linear (Fig. 3.2). Between the winter and summer curves shown in Fig. 3:2 a shalled area is

mdicated. Starting at the winter profile (at left). the shaded area (tL) the righll IS pmporllonal III

the amount of heat that must be added ta the snow-ice layer in order 10 reach the summer prnlïie.

Continuing the seasonal cycle. this is al50 the amount of heat that must be removed from the

snow and ice in arder ta retum 10 the winter prame. Thus. beeause of the hem Contelll llr the

snow-ice layer. the latter acts as a heat reservoir. thereby storing and releasing heat that would

otherwise be used in phase changes for the snow and ice. The existcnee of this rcservoir illlplies

a time lag for the onset of phase changes during both the melt and growth seasons.

We are now in a position 10 formulate equ~tions for the two unknowns T, and T". i\tthe

air-snow interface the divergence of heat tlux is zero in the ease when no heat is usecl tLl melt

snow. The case of melting snow is dealt with later. The resulting equation IS

Qa ( Ta' Ts ) - Qs ( Ts ' Th) ; 0 (3.12)

•

At the snow-ice interface the divergence of heat tlux equals the time rate of change of the heat

content of the snow and ice



• (3.13)

ln order to treat the special case of no snow or of no ice and snow. the equations are rewritten

to give 1~,=( or T,=T"=T,, respeCtlvely.

l\ complicaung factor is that Q" is a highly non\inear function of T,. We circumvent this

by approximating Q" as a linear funetion of T, via a Taylor series expansion. This avoids a two-

stream radiation calculation in an atmospheric model when it is coupled to this snow and sea-ice

mode l, and thus reduces computation time. The Taylor expansion is implemented by using the

aUllospheric heat !lux from the previous time step to estimate the heat flux at the present time

step:

(3.14)

where t 'is the average snow/water skin temperature of the previous time step. 1t is made up of

contributions from the temperature of the snow-covered ice T, and of the open water T'" at the

previous time step:

(3.15)

•

The partial derivative of Q" with respect to T, is known from the functional dependence of the

longwave. sensible, and latent components of Qa upon surface temperature T,. The final result

is that we have Q, as a linear function of T, making Eqns. 3.12 - 3.13 easler to solve for T and, ~ ... ~

Another complicating factor wises in that the turbulent transfer coefficients of sensible

and latent hem are functions of the atmospheric stability. The atmospheric stability is of course,
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• a function of the temperature difference T, - T, (Large & \\lIld. 1q~C). l'his is dealt with h"

iterating the solution for T, and T. until ail the eonstraints .Ire S:lllstïcd.

The snow or ice surface temperature L'annot e"L'ccd the fresh-water Illelting IL'lllperature

Tm=273.l6 K. Whenever a nonphysical T, > T,,, is eaiculated. the ellllditilln l', = !'.., is illlpllsed

for the snow surface. The ice surface temperature T" is thcn recaiculated wilh T, sel equal 1O Ihe

melting temperature Tm in Egn. 3.1:;. The reason that wc get T, > T,,, is hecause Eqn..'.1:;

ignores the melting of snow. The rate of snow melt M, (which is al ways a negativc quantity in

units of mis) l'an be diagnosed by imposing T,=7;" in Eqn. 3.12 and by noting [hal the rcsuliing

heat t1ux imbalance at the snow-ice interface gives the rate of snow Illelt as

Qa ( Ta ,Tm) - Qs ( Tm ' Th)

L[Ph
(3.16)

where Lr is the latent heat of fusion of snow (a~signed the value 3.34 x 10' J/kg).

§ 3.2.2.2 The Forcing Functions F" F", FJ,' and F'I

We recall that our goal is ta solve the Eqns. 3.1 - 3.4 for the four unknllwns (t( hi,s, li,

and q. ln arder ta do sa we need ta specify the thermodynamic forclllg functions l'" l'." l',,, and

Fq , which we are now in a posinon ta do,

The forcing term for the rate of change of snow thickness. l'" consists of terrns

represenùng the melting of snow (M,), atmospheric precipitation minus evaporation (R".,). and

loss of snow mass due ta the reduction of ice concentration: thus

occurs, the cell averaged snow thickness s must decrease ta account for the fact that if a fraction

The last term is active only when the ice areal coverage is decreasing, i.e. l'" < 0, When this•
freezing

melting
(3,17 )
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• of the ICC heneath the snow disappears then sa must a fraction of the snow Jisappear. ln the

upposite case in whicll the ice areal coverage is increasing. i.e. Fi > O. there IS no justification

for inereasing the ccII averaged snow thickness s.

The rate of conversion F" of snow ta ice involves two proeesses. The t'irst is snow agll1g.

whieh deseribes the transformation of snow imo ice; it is a process thm is dependent upon the

snow depth s and a time seale y. A value of y of 2xlO" S·I represems an e-folding time of 55

days for the conversion process. The second process arises when the snow has suftïcient weight

to displace the ice surface below the sea sUlface. In sueh an instance. the ice surface is flooded

with sea water and the submerged snow is instamly eonvened to sea ice. The equation for F"

is thus

Fa = [y s 1 (3.18)

where Po is the density of the ocean layer. The second term on the 11ght hand side describes the

growth of ice due ta suppressIOn of the ice surface. It is included only when the condition

•

is satisfied.

s >
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• heat nux over open water at the 'l1r-\\'ater interface anll the lh\'cr~encv ,,1 heal tlux l'\'<'I" l,',' "1

the ice-water iraèti'i.lCè. The resulting forl'ing IS

l.'.20)

The fl'rcing term for the ice eoncentration F" is of the sanle' si~n as Ihe Ihiekness lernl

F". When ice is growing. corresponding 10 F" positive. the ice concelltralion is sinlllhaneously

increasing. and vice versa for when ice is melting. The relation belw"n 1"" and 1", is ~iwn by

[:h Cl - q) ,

F = 1 0q F
h

îh q

freezillg

me/tillg

(.1.2 Il

•

where h" is a free parameter with assigned value of .25 111. The illlerpr,lation of the 1"" terl11

according lO Hibler (1979) is that the areal fraction of open water decreases rapidly und,r

freezing conditions. and increases slowly under melt conditions. The frcezin); t,l1n is Ihe 1110S1

important because it affects the fraction of open water in willler. The mclting term is kss

important because it accounts for only a few percent of the open water found in SUI11\ller.

§ 3.2.3 Thermal Inertia

Since the ice layer is modelied to have a re"listic heat content. we Illay derive an estimate

for the time scale for temperallire changes through the ice layer. Recall that in section 3.2.2.1

expressions for the conductive !lux Q, through the ice and for the heat content 11" of the ice were

presented. We now assume that for thick ice of high concentration (q~ 1), Ihe conduclive tlux

Q" equals the time rate of change of the hem content /-1" of the ice layer: this gives
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• \3.22)

The inverse of the coefficient of IT" - T"J on the nght hand side delïnes a time constant for the

lime rate of change of the tjuantity IT" + T"J. We denote the lime scale by 1:. where

(3.23)

•

We now estill1ate the value of this expression for typieal Arctic conditions. For the case of very

thick Arclic ice. of arder 6 III. a time scale 1: of six months is obtained. For the thin Antarclic

ice, of order 1 III. we obtain a lime constant of only t'ive days. The derivation of the above

expression for 1: is not strictly valid for such thin ice because phase changes would play a

dominant l'ole in the heat balance. Nevertheless. we argue that the thennal inertia due 10 the heat

content is negligible for the Antarctic but it is not ror the Arctic. This means that the Arctic sea

ice contains a thermal memory that may have some influence on interannual variability. This

is to say, the thick Arctic sea ice would remember conditions from the previous winter.

The present mode!. however. is still missing some components that may ultimately be of

significance. Sea ice comains brine pockets which setve to store heat in the ice due to solar

insolation. Another process that is presently ignored is the horizontal advection of heat by the

ice. Since ice moves a significam distance over a time period of one year. it may be important

ta advect the ice heat content with the ice !low to obtain a realistic simulation of ice imerannual

variability. The same comments apply to the salt content of the ice.

§ 3.3 Simulation Results
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The snow - se:! ice Ill0del described in st:Ctll)n .'.2 IS i..'nupkd tl) tlll.' ~Iuhal lh.:~all ~\..'lll'L\l

circulation model of Oberhuber (1993a). The couplcd mode! is forl'ed hy presl'nhed nHllHhl\'

atmospheric fields at the surface. ln panieular. the sno\\'fall is specified hy IIS1n~ the Le~atl's 8:

Willmott (19901 dara set. The horizontal resolution is appro~imately 1de~rce Il\' 1 de~ree 1'1'l(6)

and the vertical is resolved using nine isopycnal layers. The simulation is earried out for -' years.

which is judged to be a sufticient time for the snow and sea ice 10 reach an equilihrium annllal

cycle. The ocean cun'ents and heat !lux are provided to the sea ice by the oœan component of

the mode!. For the Arctic the modelled ocean circulation WIll he discussed III Chapters ·1 and

5; the ocean circulation for the Antarctic is not presented.

It is important to note that a single set of parameter values has heen employed to

simultaneously simulate the Arctic and Amarctic ice regimes. ln modelling only one hemisphere

at a time. it is possible to optimize the simulation by adjusting the snow - sea ice parameters

until a desirable sea-ice simulation is obtained (i.e. one close to that ohservedl. However. sueh

an optimization of parameters for one hemisphere may kad 10 a pOOl' simulation in the other

hemisphere.

Ice growth occurs because of low temperalUres on the Ice surface. Snow insulates the iœ

surface and hence helps ta prevent heat loss l'rom t:le ice. which in turn reduces ice growth. Fig.

3.3 displays the model-predicted surface temperalUre pattern of the snow over the Antarctic sea

ice during the austral winter. There is a Slrong latitudinal gradient with very coId temperatures

of less than -20 oC over much of the Weddell and Ross Seas. Fig 3.4. shows the model­

predicted temperatures at the snow-ice interface. The latitudinal gradient is smaller and the

temperalUres are much warmer (by about 10 oC) than at the snow surface. The resulting iet'

thickness distribution is given in Fig. 3.5. The computed average thickness over the entire

domain is about .6 111; however. in the Weddell sea it is about 2 111. An icc model without a snow
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caver would have a larger iœ growth because the ice surface would be in direct contact with the

cold atmosphere. The ice surface in such a case wauld then feel colder air temperatures. similar

to thase shawn in Fig. 3.3 and not the relatively warmer ones shawn in Fig. 3.4. The resulting

icc thickness wauld thus be much greater and therefare unrealistic. This problem can be

avercame by adjusting. for example. the ice conductivity or the ice surface albedo. These

adjustcd parameter values may then. however. cause difficulties with the simulation in the ather

hemisphere.

There IS a strong asymmetry between the Arctic and the Amat"Ctic regions. This

asymmetry is characterized not only by the profound difference in geography. but also by the

difference in thickness of the sea ice. The Arctic sea ice has an average thickness 3 /11 whereas

the Antarctic has an average thickness of only 1 /11. A furrher asymmetry exists in the snow

cover. The Amarctic receives much more snowfall than the Arctic. The Arctic has a snow l'ail

rate of about 5 cm/mo/lth (except. for example. near the ice edge in the Greenland Sea where

atmospheric eddies can'y more snow omo the ice). whereas the Antarctic snowfall rate is several

times that in the Arctic. ln the summer. the snow almost completely disappears in the Arctic

(Fig. 3.6). whereas in the Antarctic. the snow survives during summer (Fig. 3.7) and in fact only

disappears when the ice beneath it melts. Aiso contributing to the asymmetry is the fact that the

Arctic does not have areas of strong ice divergence or convergence that could lead to large

spatial inhomogeneities in the snow cover. ln the Antarctic. however. strong ice divergence in

the Weddell and Ross Sea leads ta a thin snow cover there: on the other hand the existence of

ice convergence along the ice edge leads ta snow accumulation. The Antarctic snow cover in

spring is shown in Fig. 3.8. The snow-cover pattern indicates that in the Weddell Sea there is

grearer snow cover far l'rom the coast than near the coast. That results in a pronounced Însulation

dfect far away l'rom the Antarctic coast.
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For the Arctic. nonh\\'ard travelling atmosphenc eddies ma)' deposIt large amounts of

sno\\' where they pass over the ice edge. The Arcuc spnng sno\\'-cover pattel1l (Fig..;.9) shows

significant snow cover in Bering Su·ait. the Labrador Sea. Denmark Su·ail. and also te) the

northeast of Spitsbergen. The resulting ice thickness distribution is shown in Fig. 3.10.

The springtime ice thickness distribution in the central Arctic may sœm unreasonable

since it does not reproduce the climatological situation in which there is thiek iee of order () III

along the coast of the Canadian Arctic Archipelago which unifonnly deereases to a thiekness of

2 m along the coast of Siberia (see Bourke & Garret (1987). their Fig. 3.:U. I-1owever. as will

be seen in Chapter 4. a more realistic ice thickness simulation is obtained by ehanging the ice

strength parameter. P'. from its value here of 10.000 NI1II2 to a more realistic value of 30.000

Nlm2 (Flato, pers.comm.. 1992).

An interesting feature simulated by this mode! occurs in tile vicinity of the Weddell Sea.

During spring of 1973-1976 a large area of open water was detected by satellite Just east of the

Weddell Sea at approximately 65 oS and 0 °E. It is referred to as the Weddell Sea polynya.

The simulation of ice concentration for the Antarctic summer (Fig. 3.11) indicates the presence

of a polynya in tile geographical area of the observed polynya. I-1owever. the simulation of ice

concentraùon in Fig. 3.11 is somewhat unrealistic because we know l'rom iee climatologies

(Zwally et al., 1983, their Fig. 4-2) that most of the Antarctic sea ice has melted by January.

The simulated ice does in fact eventually disappear, but not until l'ail (Fig. 3.12). The modclthus

appears to have a phase lag in that the melting cornes too Jate. A possible explanation is that

the cloudiness may be over estimated in that region: hence, the insolation is underestimated.

Nevenheless, the appearance of a low compactness area in the vicinity of the Weeldell polynya
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suggcsts that thcrc is a for"ing mcchanism presem in the model [hat tends ta create open water

in that panicular geog~'lDhic location. This phenomenon will be investigated In future research.

* 3.4 Conclusions

This chapter has described the incorporation of a snow model imo the coupled sea ice ­

mixed layer - isopycnal ocean general circulation model of Oberhuber (1993a). The inclusion

of a snow model is important because the snow modifies the slllface energy budget in two ways:

(i) the shortwave surface albedo is increased when ice is present and (ii) snow, having a smaller

thermal conductivity than ice, reduces the heat flux into the atmosphere.

The results presented highlight the asymmeu'y of the Arctic and the Anw.rctic regions.

The Amarctic has relatively thin ice and is consequently sensitive to snow cover. The sensitivity

of the Antarctic to snow cover is also enhanced by the greater snowfall amount than in the

Arctic. In fact, the snow cover does not disappear during summer in the Antarctic while it does

disappear during the Arctic summer.

The modelling of the snow-ice layer with a realistic heat content allows for a funher

asymmetry between the two hemispheres. TIle thick Arctic ice has a thennal inenia that provides

it with a memory of about six monùls; the thin Antarctic ice has a memory of only 5 days. This

means that the Arctic sea ice may carry forward infonnation on atmospheric variations from

previous years, whereas the Antarctic ice will be sensitive ta the atmospheric forcing of only the

previous weeks. This asymmetry in memory is also obvious from the fact that most of the

Antarctic sea ice melts during summer while the Arctic ice does not.

The inclusion of a snow model in modelling studies of climate change would seem

Imperative based on the following argument. In the real climate system we may expect that
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global wanning may result in more water vapour and more precipitation. l'I\wickd it IS ".,ld

enough. this wouid result in a thicker snow ,'over in polar regions. ln fact. rccelll observaucllls

of snow accumulation over Greenland (Zwally ('1 (/1.. 19~9) suggest that wanning does result 11\

more water vapour and hence more precipitation. In a mode! of the dimate system. the

accumulation of snow insulates the ice. and even if the ice becomes thinner under a wanlling

scenario. the temperatures will not rise as fast as simulated using a mode! withDlIl snow eover.

This is because the snow-cover introduces a negative feedback meehanism illlo the mode\. This

negative feedback may compete WiÙI the ice-albedo positive feedback that is generally invoked

to suppon temperature increases in polar regions under warmin,~ scenarios. Given that bolh

mechanisms are present. it is then unclear how the polar regions will behave under a wanning

scenario.

Since the modelled Arctic snow coyer is only a fraction of that modelkd for the Antarctic.

it could be that ùle negative feedback is too weak to negate a temperature inerease in the Arelie.

The only exception eould be in areas along the ice edge in the Grecnland Sca. Sudl arcas

receive a lot of snow from atmospheric eddies travelling nOlthward l'rom the North Atlantic so

that the thin ice there may become more insulated. Thus. the ice-edge position may not change

as much as has been predicted in earlier global warming scenarios.
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Figure 3.1 Schematic of thermodynamic fluxes through the ocean. ice. snow. and atmosphere. Positive

fluxes are directed upwards by convention. The net heat flux over a model grid cell is a
weighted average of that over the ice-covered and ice-free ocean.
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Figure 3.2

OCEAN

1 1
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TEMPERATURE (OC)

Typical temperature profiles through the snow-ice layer during winter and slimmer. The shadcd
area represents the amollnt of heat stored internally in the snow-ice layer between the winter and
summer seasons.
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Figure 3.3 Antarctic winter snow-surface temperalUre predicted by the mode!. There is a strong latitudinàl
gradient with the coldest temperatures being found in the Weddell and Ross Seas.
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Figure 3.4 Antarctic winter snow-ice interface temperature predi<:ted by the mode!. The lemperatures are
warrner than those of Fig. 3.3 and the latitudinal gradient is not as large as in Fig. 3.3.
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Figure 3.5 Antarctic winter ice thickness predicted by the mode!. The thickest ice occurs along the western
boundaries of the Weddell and Ross Seas. The average ice thickness is much less than that
which is simulated in a model without snow cover.
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Figure 3.6 Arctic summer snow depth predicted by the mode!. Most of the snow in the Arctic mells c1uring
the summer.
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Figure 3.7 Antarctic summer snow depth predicted by the mode!. The Antarctic receives a greater amount
of snow than the Arctic. Funhermore, the Antarctic snow does not ail melt during the sUmmer
season as in the Arctic .
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Figure 3.8 Antarctic spring snow depth predicted by Ihe mode!. There is a considerable buildup of snow
along the marginal ice zone. Divergence of the ice motion result<; in shallow snow depths in lh~

central Weddell and Ross Seas.
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Figure 3.9 Arclic spring snow deplh predicted by the mode!. Excessive snow buildup occurs along the
marginal ice zone. Presumably, nonhward travelling atmospheric eddies produce this snowfall
when they impinge upon the ice cover.
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Figure 3.10 Arctic spring ice thickness predicted by the mode!. The Arctic ice is considcrably thickcr th an
the Antarctic ice. The distribution of ice thickness is somewhat unrealistic as the thickcst ice
should occur nonh of Greenland.
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Figure 3.11 Antarctic summer sea-ice concentration predicted by the mode!. Although the sea-ice extentis
exaggerated. the interesting point is that indications of a polynya occur in the same geographical
location as the observed Weddell polynya.
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Figure 3.12 Antarctic fall sea-ice concentration predicted by the mode!. The sea-icc cxtcnt for this scason
is more realistic than that of the summer season shawn in Fig. 3.11. Law icc concentration is
simulated in bath the Weddell and Ross Seas. consistent with ice divergence in thase locations.

102



•

•

§ 4 General Circulation of the Arctic Ocean

~ 4.1 Introduction

This chapter investigates the general circulation of the Arctic Ocean using the coupled sea

ice - mixed layer - isopycnal ocean general circulation model developed by Oberhuber (1993a).

Much of the research in physical oceanography in the Arctic has concentrated on undersranding

the nature and variability of the sea-ice coyer in the ocean and not on the general circulation of

the ocean itself. Although simulation results of the sea-ice and mixed layer are presented here,

this chapter focuses on the circulation and water-mass properties below the mixed layer. The

observational and modelling slUdies that have been can'ied out on these latter two IOpics are now

briet1y reviewed below.

§ 4.1.1 Observed Features

A review of the large-scale physical oceanography of the Arctic Ocean has been recently

done by Cannack (1990). He discusses in detail the bathymetry, hydrology, ice cover. water

masses, and current systems. The most salient features are highlighted below.

The Arctic Basin (hereafter simply refelTed 10 as the basin) is deep. with an average depth

of about 4000 m (see Fig. 1.1 in Chapter 1). il consists of two basins, the Canadian and the

Eurasian Basins. which are separated by the Lomonosov Ridge. The lidge is at a depth of 1500

m below the surface and extends across the basin from Siberia 10 Greenland. The Arctic

communicates with the Atlantic Ocean via the relatively wide (460 km) and deep (2500 m) Fram

SU'ait; by contrast. communication with the Pacific Ocean occurs through the much nalTower (65

km) and shallower (45 m) Bering Strait. Exchanges also occur with the Canadian Arctic

Archipelago and the Barents Sea.
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The waters enterin!! Via Berin!! SU'ait are much fresher (JO PSU) than those elllerin!!....... . ~

through Fram Strait (.15 psu). Since the typical surface waters of the Arctic Ücean have a salinn)'

of 32 psu. the Bering SU'ait tlow contributes substantially to the fresh\\'ater intlux to the basin

(2000 kllr'/yr). An even greater intlux of freshwater is proe!uced by the nUl1lCl'llUS ri vers IOl'atcd

along the periphery of the basin (3500 kllr'/yr) (see Aagaare! & Call11ack l19X9)).

The net transport of sea water inta the basin via Bering SU'ait is estimated to be (l.X Sr

(Aagaard & Carmack. (989)). This is considerably smaller than the Fram SU'ait tlows which

are composed of an intlux of about 7 SI' of warm. saline water (the West Spitsbergen CUITent

(WSC) and an outtlow of about 7 SI' of relatively cool. fresh water (the East Grcenland Currellt

(EGC)).

The water column (see Fig. 4.1) is considered to be composed of three main layers: a

cold-fresh surface layer (0 to 200 m depth) which is intluenced by the sea-ice f0I111ation and river

runoff, a warrn. saline intetmediate layer (200 m to 900 m) due ta an intlux l'rom the Atlantic via

the WSC. and a deep (900 m lO the bottom) cold, saline layer formel! by convection. The watcr

column in the Canadian Basin is much more stably stratifiee! than in the Euraslan Basin. The

salinity distribution in the sUl1'ace layer (Fig. 4.2) clearly retlects the influx of saline Atlantic

water through Fram Strait. Similarly, the te.mperature distribution in the core of the Atlantic

Layer (Fig, 4.3) shows a tongue of warrn water which indicates the penetration of WW1TI Atlantic

water through Fram Strait.

Inside the basin. the sUlface flow is considered ta consist of the amicyclonic Beauf011

Gyre (BG) in the Canadian Basin and the Transpolar Drift Stream (TDS). directed toward Fram

Strait. in the Eurasian Basin. The flow of sea ice follows this pattern as weil. The Atlantic
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Layer tlow (Fig. 4.41 consists of a cyclonic circulation in each of the Canadian and Eurasian

Basins. The deeper tlow is speculated to be the same as that of the Atlamic Layer (Fig 4.51.

§ 4.1.2 Previous Modelling Results

Galt (1973) carried out the first large-scale modelling study of the Arctic Ocean which

involved solving a barotropic vorticity equation forced by the curl of the wincl stress. The

resulting tlow consisted of an anticyclonic BG and a TDS directed toward Fram Strait (his Fig.

14). This was a wind-driven tlow which ignored the thermohaline circulation and the exchange

of water masses with various straits.

Semmer (l976b) used a baroclinic model which simulated the amicyclonic sUlface tlow.

of the BG (his Fig. 7). He obtained a stable stratification maintained by a halocline. The

Eurasian Basin received both an intermediate layer of warm Atlantic water and botlom water

from the WSC. and it exported sUlface water of low salinity into an intense EGC. However. the

sense of circulation in the Atlantic Layer (his Fig. 10) in the central Arctic was opposite 10 that

inferred from water-mass properties.

The first coupled sea ice - ocean model was presented by Hibler & Btyan (1987).

Although they emphasized the sea-ice simulation. sorne results were presented for the ocean

surface circulation. The modelled tlow showed an anticyclonic BG and a TDS (their Fig. Il).

Results for the deeper circulation were not presented since the model was diagnostically

constrained below the surface layer.

Semmer (1987) presented a coupled sea - ice ocean model in which the diagnostic

constraint of Hibler & Bryan was removed and a simpler ice rheology was employed. The ocean

circulation in the Canadian Basin was anticyclonic at ail depths. but changed 10 cyclonic in the

Eurasian basin below 200 m. He was able 10 sin:ulate the intlow of warm Atlamic water into
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the Arcnc Basin (his Fig. 12): however. the spatial disrribution of temperature across the basIII

did not mimic the observed pattern (see Fig. ·U).

Funher modelling efforts ta study the Arctic Oeean climatology have been eal11ed "ut

using coupled sea iee - ocean models. l'.g. Ranelli & Hibler (199l l. Ries & Hibkr \ 19lJ 1l, Wam­

Varnas et al. (1991): however. the foeus has been on the sea-ice simulation and not on the ocean

circulation and water-mass propenies. To date. almost aIl modelling studies have been based on

a variant of the Bryan-Cox ocean model (Cox. 1984). Part of the motivation for the present work

is the availability of a new type of ocean general circulation mode! that has been deve!oped by

Oberhuber (l993a). This new model differs l'rom the Bryan-Cox mode! in that it uses isopycnal

surfaces as the vertical coordinate. The vertical coordinate is thus Lagrangian rather than

Eulerian. The flow in the horizontal plane is then naturally directed along isopycnal surfaces.

This new mode! is applied to the Arctic Basin with the goal of obtaining an improved simulation

of the water mass and circulation properties. most of which have not been corrcctly simulatcd

in previous studies.

The remainder of this chapter is organized as follows. Section 4.2 brietly describes the

coupled sea ice - mixed layer - isopycnal ocean mode!. The simulation results for the sea-iec,

mixed-Iayer. and deep-ocean isopycnal-Iayer models are presented in section 4.3. Section 4.4

concludes the chapter.

§ 4.2 The Model

The model chosen for this stlldy is that of Oberhuber (1993aJ. The pn:seI1l work is

distinct l'rom that of Oberhuber (l993b) in that he discussed principally thl: circulation of thl:

North Atlantic and not that of the Arctic. The Oberhuber model consists of three coupled
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rheology (see Chaprer 2). rhe mixed layer by a turbulent kineric energy model (based on models

due ra Niiler & Kraus (1977) and Garwood el al. (1985)). and rhe deep ocean by an isopycnaJ-

layer mode!. A schemaric of rhe models is presenred in Fig. 4.6. The 1110dels inreracr via rhe

exchange of momentum. mass. hear. and saiL Forcing occurs via rhe specificarion of monthly

climatological armospheric fields and realisric IOpography is employed. The equarions describing

each model are fully desclibed by Oberhuber (1993a). They are briet1y presented here to

highlight the physical processes that are represented. This section ends by describing the physical

layolll of the mode!.

§ 4.2.1 Sea Ice

For the momentum balance the ice is considered to move in a two-dimensional spherical

plane with forcing fields operating on the ice via simple planetary boundary layers. The

nonlinear inertial rerl11S are neglected. The equarion is

aüh
at

jxüh - ghvr + 'f
a

+ + l (4.1)

•

-
where Il =(11,1') is the horizontal velocity vector. il the ice rhickness. A'" the horizontal diffusion

coefficient for 1110mentum. f the Coriolis vector. g the acceleration due 10 gravity. r the sea

surface dynamic height. 1" the ice sUlface wind su·ess. 1" the ice bOllom CUITent srress. and 1 the

internai ice stress which is based on a viscous-plastic ice rheology.

The snow-cover thickness s and the ice-cover rhickness il are modelIed as continuous

nonnegarive variables. The presence of leads in the ice is modelled using a variable called the

ice cOl11pacmess q and is defined as the fraction of a grid cell area covered by ice; the rest of the

cell is covered by open warel'.
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• The spatial and remparai variations in thickness and L'Oll1paL'lIles> arL' Il1ndded 1" [he

cominuity equations

as - v'(ùs) v'Asvs F, Fu- = + +
ar

ah
- v'(ùh) v'Asvh Fh Fa- = + + +

ar

~q = - v'(ùq) + v'ASvq + Fqar

\4.2)

\4.4)

•

where F" Fa' F", and F" are thermodynamic forcing or source tellllS (see *3,2,2,2). The

numerical diffusion terms for these scalar equations have coeftïcient 11',

§ 4.2.2 Mixed Layer

The sea-ice and deep-ocean models are coupled through an ocean mixed-Iayer mode!. The

mixed layer has vel1ically uniform velocity, density, temperalUre, and salinity. The unifonnity

is produced by both wind-stirring and sUlface buoyancy tluxes, The mixed-Iayer deplh is

comrolled by both local mixing and the horizontal convergence of mass and heat. The mixcd

layer is in fact the uppelmost layer of the deep-ocean mode! and it always has a nonzel'O

thickness and a temporally and spatially varying potemial density, This is in contrast to ail

deeper layers which may have a zero thickness and always have a prescribcd potential densily.

The mixed layer differs from the deeper layers in that it is directly forced by a surface
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• buoyancy tlux due to heat and freshwater tluxes. As a result. the mixed layer depth. h" changes

through the processes of entrainmem and detrainment. The equation for the elmammelll rate H'

is

(4.5)

•

where g' is the reduced gravity, Ri, the critical Richardson number, /:'u' and /:'v' the difference

in velocity componelll between the mixed layer and the layer below it, <1 and b weighting

coefficients, li. the friction velocity, and B the surface buoyancy tlux. The tirst term on the left

hand side of Egn. 4.5 describes the production of mean potential energy due ta the vertical

displacement of isopycnals: the second term desclibes the production of mean kinetic energy due'

to vertical velocily shear. On Ihe righl hand side, the tirsl lerm stands for Ihe production of

turbulent kinelic energy due 10 wind stin'ing; Ihe second term is the buoyancy !lux which is

induced by heat and fresh water tluxes.

§ 4.2.3 Deep Ocean

The representation of the oceanic tlow along isopycnallayers is motivaœd by the assumed

diabatic nature of the subsurface ocean. The use of isopycnal coordinates allows tlow ta occur

naturally along isopycnal surfaces, There are many difficulties in the physical realization of such

a model, such as the intersection of isopycnal surfaces either with the sea surface or with the

balhymetry, the parameterization of cross-isopycnal mixing, and the representation of convection.

The reader is refened to Oberhuber (i993a) for a discussion of these issues.

The model discretizes the water column (below the mixed layer) inta layers of prescIibed

potential density. Both the depth of a layer beneath the sUlface and its thickness vary temporally

and spatially due ta mass tlux divergence, enu'aimnent, and cross-isopycnal mixing. A layer is

permitted to migrate vertically up or down, increase or decrease its thickness, and intersect with
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• the mixed layer or bathymetry. This freedom of movement allll,,"S lh~ mlle!d 10 llptimally

represent a highly stratified water ~olumn by having many Ihin isopycnal lay~rs n~ar Ih~

pycnocline. At the same time the model can represent a weil mixee! water co\umn by a few

relatively thick layers. The benefit of isopycnal coordinares is that as th~ water column changes

its stratification either spatially or temporally. the coordinare system adjusts to adequatdy

represent il.

Within each layer (of depth h say) the mass tlux. the mass content. the heut content. and

the salt content are prognostically computed. The basic equations are fonllulared in flux f0I111

and represent conservation equations for the vertically averaged mass flux 1IIph J. mass content

(ph), heat content (8phJ. and salt content (SphJ :

a (ii ph) = _ v( ii(ii ph)) - h vp - j x (ü ph) ...
at

v'AMv(üph) ... O[pü] ... Of

(4.6)

a(p h)

ar
= - v .(ü p h) ... Q [ p] ... RP-li (4.7)

•

ace p h)
= - V' (ü(e ph)) 1- v'A'v(eph) 1- Q [e p] 1·

Q IA.X)
at cp

a(Sph)
= -v'(ü(Sph) ) ... v'A'v(Sph) ... Q [Sp] + RI (4.9)

at •
-

where u = (u,v) is the horizontal layer velocity, h the thickness, 8 the potcntial tcmperaturc, S

the salinity, p the potential density, p the in silll pressure,fthe Coriolis vcctor. A"'the diffusion

coefficient for momentum, A'the diffusion coefficient for heat and salt, nlYI the cross-isopycnal

transfer of a quantity y, 't the stress between neighbouring layers, Q the heal flux into a layer,
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l',. the specifie heat capacity, RJ'.!' the fresh water tlux clue [0 precipitation minus évaporation, and

R' the fresh wattr tlux clue to the sea ice - ocean coupling.

§ 4.2.4 Modet Layout

The clomain chosen for this stucly inclucles the Arctic Ocean, the GIN Sea, and the North

Atlantic. The motivation for inclucling the Nonh Atlantic is the need to simulate the int1ux of

wann, saline water into the GIN Sea l'rom the North Atlantic as weil as the outt1ow of cold. fresh

water l'rom the Arctic. The model places a solid wall across the southernmost boundary of the

domain, which is located near the equator. A realistic simulation of the interhemispheric

thermohaline circulation is thus not possible as cross-equatorial t10w is a priori blocked..

Possibly of greater consequence to the Arctic circulation is the artificial boundary placed across

the Bering Strait: thus the model does not allow for the int10w of wann, fresh Pacific water via

Bering Strait. The magnitude of the missing t1ux is of order 1 Sv. The Canadian Arctic

Archipelago is open and is represented by a single channel of uniform depth of 100 m; the model

does permit the outtlow of cold, fresh Arctic SUlface water into Baffin Bay via the Canadian

ArCtlC Archipelago.

The model's bathymetry is obtained by interpolating a high resolution (5 min) botlom

topographic data set onto the model' s grid, which is of lower resolution. The main bathymetric

features of the Arctic and GIN Basins are preserved (Fig. 4.7).

A problem with numerical models written in spherical coordinates for the Arctic Ocean

is the convergence of the east-west grid spacing near the North Pole. The small grid spacing

near the Pole requires unrealistically small time step constraints for numerical stability. This is

overcome by rotating the model coordinates by Eulerian angles such that the model coordinates

"converge to a point in the North Pacific, which is outside the delïned model domain. Ali figures
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presemed in this chapter indicate the rOlated latitude and rOlated 111n!!itude COI11\!inales alon!! their

axes. The !!eo!!raphical eoordinares are superimposed as thin lines llll the fl!!ures \l'.g. Fi!! .j.7).

The model resolves the warer column usin!! seven vertical layers of presl'l'ibed potenllal

density. The initially presclibed density and lhickness of each layer is obt'lIned \'ia illlnpolalillii

of the temperature and salinity data of Levitus (19g2). An exampk of the vertical disnetization

of layers is indicared in Fig. 4.8. As the model integrares in time. these layer thicknesses vary

in time and space: however, the densities do not. The tïrst layer. whieh is the mtxed layer. is

allowed to change its potemial density in response to emrainment and surfaœ buoyancy tluxes,

At any instant ail layers may be present. or one or more may be absent as the resull of a mass

flux divergence or of deu'ainment l'rom that layer into neighbouring layers, At a larer ttllle. a

layer may reappear as the result of mass !lux convergence or emrainmem into lhar layer. In this

manner the layers both migrate in the veltical coordinate direction as weil as change their

thickness, This coordinate scheme is particularly relevant for the GIN Sea where convective

overturning occurs. Where the water colllmn is highly stratified. Illore layers arc reljuired \0

resolve the vertical structure than when the water column is weil Illlxed. The vertical coordinare

scheme adopted automarically satisfies this demand.

The model uses spherical coordinates in the horizontal with a resollltion of 2 degrees in

latitude and longitude. Since the model coordinates are rotated by Ellierian angles with respect

to geographical coordinares, the spatial resolution is about 100 km in the Arctie. To adequately

resolve the !low through Frum and Denmark Straits. the modeluses a nested grid in the GIN Sea.

The nested grid has a minimum horizontal resolution of about 20 km. To avoid numerical

problems, the spatial transition from the coarse resolurion grid spacing ta the fine resolution

spacing occurs smoothly. The horizontal resolution. including the nested grid, ean be inferred
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l'rom Fig. 4.9. which shows the wind stress forcing field. Note that only that pan of the model

domalll that IIlciudes the Arcllc Basin and the GIN Sea is shown.

The modcl is rorced using monthly c1imatalogical fields of wind stress. radiation. air

lemperature. humidity, rainfall, and cloud cover. These fields are described by Oberhuber (1988)

and Wright (1988). The model derives the forcing at a panicular time step by linearly

interpolating between c1imatalogical lïelds of neighbouring months,

The spinup of the model is optimized by t'irst integrating the model for 100 years using

a coarse resollllion grid in which the nested grid is not present. The nested grid is then

introduced and the model is integrated for another 100 years. This is an adequate time for the

sea-ice and mixed-Iayer models ta reach an eqlJilibrium: however. the deep-ocean circulation

almost certainly is not in equilibrium al'ter such a shon period, One simulated year requires one

hour of CPU time on a Cray-YMP: consequently, integrations for thousands of years are not

feasible.

The surface boundary condition on salinity is a relaxation ta the observed monthly salinity

IÏeld. 111e time constant with which the actual salinity relaxes ta the observed salinity is

approximately 6 months. Temperature is not directly relaxed to the observed ocean values;

instead, sea surface temperalUre is essentially relaxed ta an apparent surface temperature that is

l'rom a complete surface energy balance that includes longwave, shonwave, sensible, and latent

heat temlS (see Oberhuber (1993a) for details).

Prior ta analyzing the model 's simulation of the general circulation it must be established

that the model has reached a cyclo-stationary equilibrium. Time series for the first 100 years of

the horizontally averaged model-domain temperalUre and salinity were consllucted. Fig 10.a

presents bath the surface and deep-ocean average temperature. The sea-surface temperature

shows a reasonable annual excursion of about 4 degrees. The deep-ocean ternperature has a
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gentle posnive siope which indic31eS th3t the deep ocean" in facl hl':nln)' U!, Ihl"Ou)'houI Ihl'

entire integration period, This heatin)' amoums 10 abOli[ 1 de)'ree over a Illll vear peril',L Fi)'

JO,b presents bOlh the surface and deep-ocean avera)'c salinily. .\gain th,' sca-surfacc sallllitv

indicales a reasonable seasonal cycle while the deep-occan indÏL':ltcs salinilY is gradually

increasing Ihroughout the imegmtion period, The gmdml inereascs in dcep-ocean lemper:tlure

and salinity are not an impedimem to this study as the total integration pcriod is only 20(l years.

Oberhuber (pers, comm., 1993) has modified his code so that this drift will no longer OeCllt·. The

drift occurs because the version of the mode! used here does not properly lreat the SItUatilHl in

which the mixed layer becomes heavier than the deeper layers.

§ 4.3 Simulation Results

The purpose of this section is 10 give an ovemll impression for Ihe l11odc1's simulation

of the sea-ice and ocean circulation of the Arctic Oce3n. Results arc only shown for one

particular day, i.e. January 1". Cenainly, the sea-ice and the mixed-Iayer cio undergo

considerable variation over an annual cycle. This seasonal variation will be discussed ln Ihe

îesults of Chapter 5.

§ 4.3.1 Sea lce

The sea-ice velocity field (Fig. 4.11a) and thickness field (Fig. 4.11 b) represent 'luite

realistie simulations. Oberhuber (pers. comm., 1992) has recently revampecl his numericai sea·

ice code. In panicular, improvements have been made in the trearment of the important sea-ice

rheology terrns, Essentially. these terms are now treated implicitly: previously this was not the

case. The result is that Oberhuber can now use more realistic values for certain ice rheology

parameters than was possible earlier: the strength parameter used was F = 30.000 Mm'. while
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the minimum straln rate used \Vas E, = 1()"' s', This modified code has been used ln the

simulations presented in this chapter. The thickness field of Fig. 4.11 b indicatcs that the thickest

icc occurs along the Nonh Coast of Greenland and along the Canadlan Arctic Archipelago, as

is observed (Bourke & Garrett, 1987).

§ 4.3.2 Mixed Layer

The mixed-Iayer simulation for the Arctic is presented in detail in Chapter 5; however,

that chapter shows the results for a model domain that does not include the North Atlantic. The

results presented in Fig. 4.12 offer the 0ppol1unity ta compare the simulation of the Arctic Ocean

surface features with those of the Nol1h Atlantic.

The sea-surface velocity (Fig. 4,12a) indicates reasonab[e circulation patterns for the

subtropical and subpolar gyres. The high density of grid points in the GIN Sea makes it difficult

to see clearly the circulation pattem of the subpolar gyre. Thus Fig. 4.12b shows a blowup of

the circulation in the GIN Sea, as weil as a strong East Greenland CUITent, and a small Greenland

Sea gyre. The Canadian Basin surface circulation shows a generally anticyclonic gyre, i.e.

motion following the ice drift. There is also a flow l'rom the Canadian Basin through the

Canadian Arctic Archipelago into Baffin Bay.

Consistent \Vith the sea-sUlface velocity field is tlle sea-sUlface elevation field (Fig. 4.12c).

There is an e[evation of about 60 cm over the Gulf SU'eam, and a sea-sulface depression of about

50 cm in the GIN Sea. Over the Canadian basin of the Arctic there is a sea sUlface elevation of

about 50 cm relative ta the elevation at Fram Strait. This is in good agreement with the dynamic

heights for that region as presented by Coachman & Aagaard (1974) (see Fig. 5.l).

The mixed-Iayer depth (Fig. 4. [2d) shows that the greatest values should occur along the

border between the Barents Sea and the Norwegian Sea. [1 was expected that the greatest values
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shouid occur In the Greenland Sea since il is there thal lhe grealesl COIl\'eCll\'e ovenurnlllg takcs

place in reality.

The imponance of the GIN Sea [0 the global thermohalillc L'irculaticlll is evidcnt III Fig.

4.12e which shows the surface potemial dellsilY over the 1lll1del d'Hnaill. l'he high potelltial

density values of the waters over the GIN Sea means that these waters arc easily ovenurned lo

contribute to the production of deep water in the Nonh Atlantic. By ContraSl. the surfaœ waters

of the Arctic are extremely fresh and stable.

§ 4.3.3 Eurasian Basin

Based on data collected over the Eurasian Basin. Coaehman & l3arnes (1962) illdicated.

that there exists a relatively coId pool of subsmface water lO the nonh of the Barents and Kara

Seas (see Fig. 4.13al. They indicated that on the isohaline (i.e. isopycnal) surfaœ of salillity

equal to 33.8 psu. the average wmer temperature is less than -1.7 degrees. which is very close

to the freezing point of water of thm salinity. The modei simulation of potemial temperature at

a depth of 200 m indicates a similar pool of co Id wmer (see Fig. 4.13b).

Coachman & Barnes indicmed thattongues of this cold surface extended imo the Barellts

Sea via the topographic troughs thm extend l'rom the Eurasian Basin inward lOwards the Barems

shelf. They suggested that water traveis along these troughs l'rom the Barents sheif imo the

Eurasian Basin. This would provide a mechanism for creating the cold pool in the EUl'asian

Basin. Surface water over the Barents shelf would cool, cOllvectively ovenurn. alld then si ide

down the trough l'rom the sheif into the subsurface water of the Eurasian Basin. There may be

sorne evidence of this in the model simulation of surface convection. The depth of convection

l'rom the sea surface (see Fig. 4.13c) for the last 100 years of the model l'un indicates the

presence of convection along the continental shelf edge of the Barents Shelf. FulthemlOre, there
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IS an extension of the convecuon onto the Barents sheif. exactiy where the model IOpography

ll1dicates a trough like feature. The model domain IOpography for the ArCliC Ocean only IS

indicated in Fig. 4.l3d.

§ 4.3.4 Atlantic Layer

Warm and salty water penetrates into the Arctic Ocean via Fram SU·alt. This water is

heavier than the sUlface Arctic waters and slowly subducts as it travels north of Fram Strait,

occupying the water column between 300 and 10001/1 below the surface. The model simulation

of the velocities, temperatures, and salinities at the 1000 m level are shown in Fig. 4.14. The

velocity pattern at 1000 1/1 depth indicates that the waters there are basically constrall1ed to follow .

the topography (see Fig. 4.l3d). The modelled circulation in Fig. 4.14a consists of three cyclonic

gyres which simply mimic the pattern of ocean subbasins (again, see Fig. 4.13d). This

circulation can be compared with the circulation infelTed l'rom temperature and salinity

measurernents in Fig. 4.4 which shows only one basin-wide gyre. There is sorne support for a

multi-gyre circulation pattern based on observations taken during the Oden 91 North Pole

Expedition (E.P. Jones, Bedford Institute of Oceanography, pers. COI/1I/1, 1992). During that

expedition the concentration of valious chemical tracers was measured at various locations over

the Eurasian Basin. Anderson el al. are presently preparing this work for publication.

The mode lied fields of ternperature (Fig. 4.14b) and salinity (4.14c) show patterns that

are consistent with the circulation pattern of (Fig. 4.14a). The ternperature field shows the warrn,

saline Atlantic water entering via Fram Strait. The ternperature decreases as the water circulates

cyclonically in the Eurasian Basin. This cooling of the Atlantic layer water is due 10 rnixing and

diffusion of the Atlantic layer water with the waters above and below it. Sirnilarly, the

ternperature field suggests a cyclonic circulation in the Canadian Basin. The Atlantic layer \Vatel'
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enters the Canadian Basin by tlowing over the Lomonosov Ridge near where the ridge intersec·ts

the continental siope. Fm1hermore. the modelled field of temperature \S C'l1nslstent wlth the

observed field (Fig. 4.3).

§ 4.3.5 Deep Layer

Below the surface layer. the Arctic Ocean has very littk stratification (sce Fig. 4.1).

Consequently. the ocean response is expected to be basically barotropic in the dcep ocean. Thc

model simulations ofvelocity. temperature and salinity (Fig. 4.15) indicate similar patterns to that

at 1000 m (see Fig. 4.14). There does exist some measurements of the deep circulation in thc

Canadian Basin due to Hunkins el al. (1969). They used a photographic nephcll1lnt:ter to II1fer

CUITents from light scattering. Their observations suggested a eyclonie decp circulation ln the

Canadian Basin of speeds 4 10 6 cmls with the cun'ents primarily confined to the sloping margins

of the basin. Furthelmore. this pattern of deep circulation is in agreement \Vith ideas and

experiments on deep circulation with aconcentrated source and distributed surface sink (Stommcl

el al.• 1958).

§ 4.3.6 Two-Dimensional Transects

An altemate view of the simulated fields of temperature and saiinity is offcred by taking

two-dimensional transects of the model output. Ali the geographical headings referenccd bclow

refer to that of the model domain coordinates (which arc rotated with respect to geographical

coordinates). The rotated model domain coordinates are labelled along the axes of ail plots.

First. from a vertical slice in a north-south direction positioned at 8 degrees East longitude (sec

Fig. 4.13d for orientation). one can see how the watm and salty Atlantic layer water penetrates

into the Arctic Ocean from the Greenland Sea (see Fig. 4.16a). Secondly. l'rom a vertical slice

in an east-west direction positioned at 59 degre~s North latitude (again, see Fig. 4.13d for
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oriematlon). one can see that the warmest and saltiest of the Atlantic layer water is constrained

to stay in the Eurasian Basin (see Fig. 4.16b). There is evidence of a strong vertical gradiem of

temperalUre and of salinity over the Lomonosov Ridge. The ridge is the major topographic

feature that subdivides the .'\rclic Basin. The Lomonosov Ridge is located at 0 degrees East ln

Fig. 4.l6b.

§ 4.3.7 Barotropic Stream Function

The barotropic stream function represems the vertically averaged flow (see Fig. 4.17).

The stream function indicates amicyclonic flow for the subtropical gyre and cyclonic flow for

the subpolar gyre. For the Arctic Basin. the depth averaged transport is cyclonic for both the.

Canadian and Eurasian Basins. In this model simulation. the generally amicyclonic transport of

the surface waters in the Canadian Basin is dominated by the cyclonic deeper transports

producing an overall net cyclonic transport in that basin.

§ 4.4 Conclusions

The application of Oberhuber's (l993a) coupled sea ice - mixed layer - isopycnal ocean

general circulation model to the Arctic Ocean has proved useful in simulating many of the known

circulation and water-mass properties.

The model simulated realistic cyclonic flows at deep and interrnediate layers in both the

Canadian and Eurasian Basins. The simulated surface flow in the Canadian Basin is questionable

as il does not indicate a large-scale amicyclonic flow over the emire Canadîan Basin as observed.

The simulation showed a tlow through the Canadian Arctic Archipelago. It was noted that the

sea-ice simulation was satisfactory in that it showed a weil developed Beauf011 Gyre and
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Transpolar Drift Stream. This indicates the dominance llf the winds in l'ontrolling the ice dnft

pattern over most of the Arctic.

The int1ux of warm. saline Atlantic water via Fram Sn'ait and the subduction of this watcr

forms a distinctive intennediate layer in the entire Arctic Basin. l-lowever. it is principallv

confined to the Eurasian Basin due to the presence of the Lomonosov Ridge.

One must exercise caution in the interpretation of the simulation results presented here

because of the anificial boundaries along the Bering Strait and of the crude treannent of the

Canadian Arctic Archipelago. These representations of the coastal geol11etry an: not relt to be

crucial to the simulation of the intennediate and deeper layer flow. bUll11ay IIltluence the surface

fiow. A further limitation was the use of only seven discrete isopycnal layers in the vertical.

This choice was dictated by the limited computing resources availablc. Future studies will

involve an increased number of venicallayers. an Îl11proved throughtlow via the Canadian Arctic

Archipelago, and an increased model domain to include pan of the nonhern Pacifie so as ta

include the exchange through Bering Strait. This model will be used to study the interannual

variability of the Arctic.
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Figure 4.1 Temperature and salinity profiles from the Eurasian Basin and the Beaufort Sea (the southern part
of the Canadian Basin) showing the division into (1) the Arctic slltface water (polar mixed layer
plus halocline), (2) Atlantic intermediate water, and (3) Arctic bottom water (after Coachman &.
Aagaard (1974»). The Arctic waters are in fact composed of more than just three Iayers;
however. a simple three-Iayer modei is appropriate ta the study presented here.
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Figure 4.2 Salinity distribution (in psu) ut 5 m depth in the Arctic Ocean (after Coachman & Aagaard
(1974)).
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Figure 4.3 Temperature disrribution (in degrees Cl within the core of the Atlantic layer of the Arctic Basin
(after Treshnikov (1977)) .
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Circulation of Atlantic water in the Arctic Ocean, as inferred from temperature and salinity
profiles supplemented by directly measured currents, indicated by solicl arrows (after Coachman
(1963)).
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Figure 4.5 Abyssal salinities and supposed interbasin exchange in the Arctic Ocean (after Calmack (1990»).
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Figure 4.6 Vertical cross section of the layer thickness distribution. The mixed layer is the uppel1nost layer,
lower layers are the isopycnal layers. Arrows indicate mass transfer rates rcprescming various
mixing parameterizations (from Oberhuber (l993a)) .
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Figure 4.7 Bathymetry of model domain. The bathymetry resolves the Canadian Basin and the Eurasian
Basin by the Lomonosov Ridge which runs from Siberia to Greenland as it passes beneath the
North Pole. The Fram Strait sil! has a depth of about 2500 m. The coordinate axes indicate
latitude and longitude in the rotated coordinate system of the model domain. For reference, the
true geographic coordinates are overlayed on the figure as thin lines.
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Figure 4.8 Discretization of the water column into seven isopycnal layers of varying thickncss. Tlic modd
is initialized with this prescribed distribution of layer thickn:~s~,es and dcnsitics cvclywhcl·c. As
the model integrates in time. the layer thickness distribution evolve frcdy whilc thc rotential
densities remain fixed. Note that the vertical scale only shows the top 3000 111 DI' thc Decan .
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Figure 4.9 The wind stress (Nlm!) on January 1". Only that pan of the model domain covering the Arctic
Ocean and the GIN Sea is shawn. A large-scale anticyclonic gyre is evident over the Arctic
Basin. As weil. there is a strong flow directed across the Eurasian Basin towards Fram Strait.
The density of the nested grid is evident in the GIN Sea.
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Figure 4.10a Time series of two horizontally averaged temperatures for the emire model domain for the lïrst
100 years of the model spinup. The wigly curve indicates the sea surface tel11perature while the
gently sloping line indicates the deep ocean tel11perature.
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Figure 4. lOb Time series of two horizontally averaged sa!inities for the entire mode! domain for the first 100
years of the model spinup. The wigly curve indicates the sea surface salinity while the gently
sloping line indicates the deep ocean salinity.
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Figure 4.11a Sea-ice velacity field for January 1". The greatest velocities are notcd in the East Gr<;cnland
CUITent and just North of Bering Strait, which is also as obselved l'rom buoy data l'rom Colony

(1991).
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Figure 4.11b Sea-ice thickness field for January 1". The ice-edge position in the Greenland Sea is reasonable
as is the occurrence of the thickest ice along the Notth Coast of Greenland and along the
Canadian Arctic Archipelago.
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Figure 4.12a Sea-surface velocity field for January 1". There is an excessive flow through the Canadian Arctic
Archipelago possibly due to a too large artificial channel constructecl thcre.
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Figure 4.12b Sea·surface velocity field for January 1" as in the previous figure; however. this figure shows in
detail the surface circulation in the GIN Sea.
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Figure 4.12c Sea-Surface elevation field for January 1". The while areas represent land. The highcst c!cvation
occurs over the Gulf Stream and the lowest occurs in the GIN Sea. Over the Canadian Basin of
the Arctic there is a slight elevation in the sea surface.
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Figure 4.l2d Mixed-layer depth distribution for January 1". The white areas represent land. The mixed-layer
is deepest along the border between the Barents Sea and}l1e Norwegian Sea.
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Figure 4.13b Sub-surface potential temperature field for January 1". The white areas rcprcscnt land. Thcrc
is a cold pool ut a temperature of -1.5 over the Eurasian Basin.
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Figure 4.l3c Depth of surface convection averaged over a 100 year model run. The white areas represent land.
Convection occurs along the continental shelf edge of the Barents Sea.
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Figure 4.16a
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North-south transect through the Arctic Ocean showing the distributionS- of temperature and
salinity on January l". The black area indicates ocean bouom topography. There are two panels
for each of temperature and salinity. The top panel in each case indicates only the top 500 m of
the ocean in an expanded scale. The transect is taken at 8 longitude degree East (in rotated
coordinates) going in a north-south direction.·' Refer to Fig. 4.13d for orientation.
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§ 5 Simulation of the Mixed-Layer Circulation in the Arctic

§ 5.1 Introduction

This chapter investigates the mixed-Iayer circulation of the Arctic Ocean nsing a coupkd

sea ice - nùxed layer - isopycnal ocean general circulation model lOberhuber. 1l)l)Ja l. ln the

Arctic. the interaction of the allllosphere with the mixed layer is differelll than in other <\l'ean

basins because of the presence of sea iee. The sea ice diminishes the wind-driven ocean

circulation by absorbing the wind stress that would otherwise direetly force motions in the nllxed

layer. Furthermore. ice melt and growth provides a freshwater flux to the surface above and

beyond that of river !Unoff and that of precipitation minus evaporation. This modifies the

buoyancy-driven circulation. Consequently, the Arctic has a mixed-Iayer cin:ulallon in which the

relative importance of the wind-driven and buoyancy-driven componems is diffcrem than in other

basins. The purpose of this chapter is to simulate the mixed-Iayer circulation and ta identify the

relative importance of each component for the total circulation.

Although this slUdy uses a l'ully coupled sea ice - mixecl layer - Isopycnal ocean mode!.

the results presemed emphasize only the mixecl-layer response. Throughout this chapter the

"circulation" refers to that of the mixed layer. The sea-ice modcl above the mixed layer and the

deep-ocean model below are considerecl as providing forcing for the rnixed layer. From the point

of view of the rnixed layer, the sea ice supplies a clrag clue to ice motion, a freshwaler !lux clue

to ice growth and melt, and a reduced heat exchange cluc!o the insulating effect of sea iet:. Also,

it is important to note the following feedback: not only cloes the sea-ice cover affect the mlxcd

layer, but the mixecl layer is equally effective in altering the sea-ice cover. Conet:rning the cleep

ocean (i.e., that part of the ocean beneuth the mixecl layer), the mixecl layer exchanges

momentum, mass, heat, ancl salt with the deep ocean via interfacial stresses, emrailllnent, ancl
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diffusion. Again, feedback processes are present as the deep ocean can produce changes in the

mixed layer and vice-versa.

A brief review of observational studies of the mixecl-layer water-mass properties and

circulation is now presemed. This is followed by a brief review of previous modelling studies.

A complete review of observational and modelling studies can be found in Smith (1990).

§ 5.1.1 Observed Features

The observed features of the mixed layer that are of relevance lo this study include the

temporal and spatial variations of the temperature and salinity distribution. the mixed-layer depth,

and most impol1am of aIl. the circulation. The long-term means of the above quantiùes are not.

weil known. The remoteness of the Arctic has thus far prohibited the collecting of sufficient data

lo determine a satisfactory climatology.

lce-covered regions have a mixed-layer temperature equal lo that of the freezing point of

sea water at the ambient salinity. The ocean waters directly beneath the permanent ice cover thus

show little variation in temperature. The marginal ice zone does show significant variations in

temperature: however, it is the nOl1hward transport of warm North Atlantic waters iOlO the

Norwegian Sea and on iOlo the Barents Sea that provides the '.l'armest mixed-layer water

temperatures and the greatest seasonal valiations (see Parkinson et al., 1987, their Fig. 2.5).

Large spatial variations in salinity are caused by river runoff, ice growth/melt, and to a

lesser extent, evaporation/precipitation. The spatial pattern shows large-scale freshwater lOngues

extending from the mouths of the major livers along both the Siberian and North American

coastlines. Conversely, the inflow of saline water from the Greenland, lceland, and Norwegian

(GIN) ~ea produces a saline tongue iOlO the Arctic just north of Spitsbergen as weIl as iOlO the

Barents Sea. There is a weaker saline lOngue of Pacific water that enters the Arctic via the
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Bering Strait. The seasonal variation (see Parkinson el al.. It)S7. their Fig. 2...l) is the greatest- - .
during the summer months when river runoff is at a maximum.

The mixed-layer depth in the Arctic is between 25 and 50 II/ (Bjlirk. 1<)St) l. The presence

of a strong haiocline \pycnocline) prevents the mixing of the mixed-Iayer waters \Vith the deeper

waters. (We recall that nem freezing temperatures. the use of the tenn halocline or pycnocline

is interchangeable.) ln conu'ast to the relatively shallow mixed-Iayer depths in the ArctÎc. the

GIN Sea has large mixed-layer depths. of order 1000 11/. due to convective ovenurning in thm

region during winter. 111ere is no observational evidence for the seasonal variation of the mixed-

layer depth in the Arctic on the large scale.

The mixed-layer circulation is generally assumed to consist of the anllcyclonic Beaufon

Gyre (BG) in the Canadian Basin and the Transpolar Drift Stream (TDS) in the Eurasian Basin

extending from Siberia towards Fram Strait (Fig. 5.1). Average speeds in the BG are of the order

of 2 - 3 cmls. This view of the mixed-layer circulation is based upon the work of Coachman &

Bames (1961) who deduced the circulation l'rom some 300 oceanographic stations and

constructed a dynamic height tield. They assumed a level of no motion at a depth of 1200 11/.

It is not evident why there should be a level of no motion at such a depth. Funhennore. in tenns

of acttlal CUITent measurements. they mention that in many instances the actual curn:nts were not

measured. but rather that they were inferred l'rom the motion of the sea-ice under the assumption

that the sea-ice and ocean circulation follow one another. This may not be a good assumption.

An apparemly stronger argument. insuppoIt of the ocean circulation following the s~a-icf; f1ow•
.,:. ;;

is that the observed motion of large ice islands with deep drafts (40 Ill) followed an an{idyclonic

BG trajectory and a TDS. The assumption is that the motion of these ice deep-draft islands is

controlled by the ocean circulation. This assumption ignores the important fact that the ice

154



•

•

Islands are not iloating 111 Isolallon but are immersed in a field of sea-ice which is capable cf

transmilling stresses on tlle lce islands that may exceed the stress transmineci by the ocean

currellls. This means that large-scale wind patterns can cause the sea ice ta produce an imernal

stress fielci that may force the motion of an ice islanci independelll of the ocean CUITents.

An upciate tO the circulation pattern of Coaclunan & Bames was made by Newton (1973).

He concluded that tlle general circulation of the Arctic (surface) water in the Canada Basin to

be the same as Coachman & Barnes (1961). He reiterated that the circulation has been confirmed

by the drift tracks of both deep (40-50 III) ice islands and shallow (1-3 III) ice f1oes. He used

data from the Arctic Iee Dynamics Joint Experiment (AlDJEX) from 1970 to 1971 in which

CUITel1l meters were placeci down through IlOles CUl in the ice. The CUITent meters were secured

to the ice which Illoves with respect to the water; thus. the recorded CUITents were relative to the

ice and were conecteci for ice drift to present a true picture of the ClilTents with respect to the

ealth. Furthennore. no error bounds were fOl1nally established on Ihe AIDJEX ClilTent meter

data. Newton notes thm the ClllTent meters were oflen operating below thelr accuracy threshold

of about 1.5 cm/s. In fact many of the CUITents reported were of this magnitude. Interestingly

enough. during the 1971 AIDJEX experimelll. the measured surface ClilTellls at one of the three

camps were opposite to the general circulation piclure of Fig 5.1. This anomalous currelll was

located along the Siberian shelf.

An intriguing repolt of circulation in the southern Beauf011 Sea was made by Aagaard

(19R4) who took ClllTent meter measuremelllS and stati0n data over the continental slope in tha!

area. He reported a large-scale circulation (the Eeaufoll UnderculTent), f1ov:ing in the direction

'.: of Fram Strait (sec Fig. 5.1) and not in thc direction of Bering SU'ait as in Fig 5.1. He suggestcd

that this now is part of the large-scale general circulation ovcr thc basin. As thcse measuremems

probably represent the best mcasurements of f10w in that region. it is :é'ossible to conclude that
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the CUITents in the southem half of the BG are movlng nppl)site l,) thl' I(e l'Irl'ulanl)n,

Furthelmore, sinet: the circulation measured by Aagaard is opposite to that of Fi,~ 5.1. then Ille

question must be raised of the validity of an anticyclonie mixed layer cirClllation nver the cn',('t'

Canadian Basin as suggested by Fig. 5.l.

A large-scale view near the surface of the An:tic Ocean is to consider it as a svstenl Ill', .

three overlying geophysical tluids. The top layer of air is the atmlJspheric planctarv boundary

layer of thickness of order 1 km. The surface winds that arc associated with the mean

atmospheric pressure field (Fig. 5.3) would show a pattern similar to that of the occan circulation

(Fig. 5.1). The second layer of sea ice is of thickness of order 3 m. 'l'hl' mean pattern of ice

drift (Fig. 5.4) shows a pattern that is consistent with the aunospheric circulation. The bllllllm

layer is the ocean mixed-Iayer of thickness of order 40 m. Observational evidence clllkctcd over

the las! ten years clearly shows that the mean atmospheric circulation ,pattcrn and the mean sea-

ice circulation pattern are weil known and similar to one another (Colony et </.. 1991). The

question posed here is whether or not the mixed-Iayer of the ocean follows the same circulation

pattern. The point of view taken is that the winds control the sea-ice circulation but not the

rnixed-Iayer circulation. The mixed-Iayer may not feelthe aunospheric wind stress and thc stress

provided by the slowly rotating pack-ice may be 100 small 10 drag the entire mixed layer with

il. The mixed layer may then have a signif:cant buoyancy-driven componen!.

§ 5.1.2 Previous Modelling Results

A concrete hydraulic model of the Arctic Basin was constructcd by Gudkovlch &

Nikiforov (1965); however. their model did not rotate nor did it have a sea-icc bve!". The

surface' circulation was forced by infiow/outfiow in both Fram ancl l3ering Straits. ln one

experiment (their Fig. 3) they obtained a circulation pattern similar to the traditional one (Fig.
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5.1 J. In another expenment Itheir Fig. 41 they obtamed a reversai ot the BG (i.e. a cyclonic

llow) and a TOS that no longer extended ail the WaY trom Siberia to l'l'am Su·ait. The difterence

lJ<:tw<:<:n the two experim<:nts was in the manner in which the intlow/outtlow waS specified. They

disn:garded the laner circulation as meaningless because it did not agree with obselvations.

The t'irst computer simulation of the Arctic I3asin circulation waS carried out by Campbell

(1965) who produced a steady-state circulmion of a wind-driven. baroclinic. ice-covered Arctic

Ocean. His solution showed an anticyclonic BG (his Fig. 7) over the Canadian Basin in

agreement with Fig. 5.1. Galt (1973) carried out a large-scale modelling stlldy of the Arctic

which presented a solution of the barotropic vorticity equation fOl'ced by the curl of the wind

stress. The resulting tlow consisted of an anticyclonic BG and a TOS directed toward l'l'am

Strait (his Fig. 14). Both of these studies involved wind-driven flows in which the thermohaline

circulation and the exchange of water masses with various straits was ignored. Semmer (1976b)

used a baroclinic ocean model which simulated the anticyclonic tlow of the BG (his Fig. 7) and

the TOS. However. his study did not include an ice coYer. The t'irst 3-D coupled sea ice - ocean

model was presented by Hibler & Bryan (1987). Although they emphasized the sea-ice

simulation. some results were presented for the ocean sUlface circulation. Theil' tlow showed an

anticyclonic I3G and a TOS (their Fig. II). Semmer (1987) presented a coupled sea - ice ocean

mode! similar ta that of Hibler & Bryan (with a simplified sea-ice rheology) and obtained the

same circulmion pattem (Fig 5.5).

Nearly ail previous general circulation modelling studies have been based on the Bryan-

Cox ocean model (Cox. 1984). Pan of the motivation for the presenr.work is the availability of

a new type of ocean general circulation model developed by Oberhuber (1993a). This model

diffcrs l'rom the Bryan-Cox model in thm it uses isopycnal sUi'faces aS the vertical coordinate.

The vertical coordinate is thus Lagrangian rather than Eulerian. The tlow in the horizontal plane
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is then naturally directed along isopycnal surfaces. This ne\\' model is applied tl"' the ArCtll' Ba':l11

\Vith the goal of invesrigating the Water-mass propenies and clInilarioll III thc 11lIxed layer. In

Oberhuber (l993b) the mode! WOlS u:;ed to sllldy the circulation ill the North :\tlalltic Oceall.

The remainder of this eilaoter is organized as follows. Secrilltl 5.2 brietly describes the

layout of the coupled sea ice - mixed layer - isopycnal ocean mode!. The simulated mixed-Iayer

water-mass properties and circulation are presented in section 5.3. Section 5A presents the \\'ater­

mass propert.ies and surface circnlation for six sensitivity experiments in \\'hic:1 li) the sea-tee

model is rt'11oved. (ii) the wind-forcing is tlImed oft: (iii) the surface freshwater tlux is modilïed.

and (iv) the model is spunup without Levitlls initializarion data. LV) the exchange with the GIN

Sea Is eliminated. and (vi) the botlom topography is replaced \Vith a deep basin of lUllfortll depth.

Section 5.5 concludes the chapter.

§ 5.2 The Model

The model used for this study is that of Oberhuber (1993a); Il eonsists of tluee coupled

submodels. The sea ice is represented by adynamie thermoclynamic moclel with viscolls-plastic

rheology (Hibler. 1979). the mixed layer by a turbulent kinetic energy mode!. and the c1eep ocean

by an isopycnal-Iayer mode!. The models interact via the exchange of momentum. mass. hem.

and salt. Foreing occurs via the specification of monthly dimatological aunosphcric l1elcls and

realistic topography is employed. The equations describing each moclel arc l'ully describecl by

Oberhuber (l993a). They are briefly presented in ~ 4.2 of the previous chapter. The macle!

layoUl is now described.

The domain l'hosen for this study includes the Arctic Ocean and the GIN Sea. The moclel

places a soHd wall across the Beting Strait. the Canadian Arctic Archipelago. the Denmark Su·ait.
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and the passage 11ctwccn icclanej anel Europe. Consequently. the model does not allow for the

mf/ow of warm-fresh Pacific water via Bering Strait. nor the outtlux of coki. fresh f\rctIc Surface

water via the Canadian f\rctlc Archipelago, nor the interactIon wlth the watln. saline Northem

Atlantic.

The model's bathymetry is obtained by interpolating a 1 degree resolution topographic

data set omo the mociel's grid of 2 degree resolution. The main bathymetric features of the

Arctic and GIN basms are preserved (Fig. 5.6).

A prablem with numerical models written in spherical coordinates for the Arctic Ocean

is the convergence of meridians of longitude near the Nonh Pole. The resulting small east-west

grid spacing n-::ar the Pole leads 10 unrealistically small time step constraints. This is ove:rcome

by rotating the model coordinates by Eulerian angles such that the model coordinates converge

ta a poim in nonheri1 Siberia, which is oUlside the defined model domain. Ali figures presented

in this chapter indicate the rotated latitude and rotated longitude coordinates along their axes.

The tnle geographica l coordinates are superimposed on the figures as thin lines le.g. Fig 5.6).

The model resolves the water column using l'ive vertical layers of prescribed potential

density. The initial prescribed density and thici.:ness of each layer is obtained via lI1terpolation

of the temperature and salinity data of Levitus (1982). As the model integrates in time, these

layer thicknesses vary in time and space; however, the densities do not. The first layer, which

is the mixed layer. is allowed to develop a temporaily and spatially varying potential density

because of entrainment and sUlface buoyancy tluxes.

The model uses spherical coordinates in the horizontal with a resolution of 2 degrees in

latitude and longitude. As the model coordinates are rotated by Eulerian angles with respect to

geographical coordinates, the result is a spatial resolution of ab,Çlut lOO km in the Arctic.

--r
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The model spinup is for 1(I0 years with a time step l)f twn days. This i, :,n :lllequate IIllle

for the sea-ice and mixed-layer mndels tl) reach an equl1ibrium: hn\\'ever. thc deep-lll'l'an

circulation almost cenainly is not in equilibrium after such a shon Dcrind. Unc simulated vear

requires two hours of CPU time 011 an IBM RlSC \\'orkstation: c·nnsequelllly. illlegralillns l'nI'

thousands of years are not feasible.

The surface boundary conditions on salinity and temperature are esselllially llf Ne\\'tonian

type. The observed salinity tÏeld ta which the mode! salinity is rdaxed is giwn in Fig. 5.7. The

surface temperature is not directly relaxed ta observed values: instead. sea surface lemperature

is relaxed ta an apparent sea surface temperature. The apparent temperature IS compllted as the

result of a complete surface energy balance that includes longwave. shortwave. sensible. and

latent heat terms (see Oberhuber (1993a) for details).

The model is forced using monthly climatological fields of wind stress. radiation. air

temperature. humidity. rainfall. and cloud caver. These fields are described by Oberhuber (19XX)

and Wright (1988). The mode! derives the forcing at a panicular time step by illlerpolating

between climarological fields of neighbouring months. The seasonal variation in wind stress IS

shawn in Fig. 5.8. which serves ta illustrate the nature of the seasonal eycle in the Arctic.

§ 5.3 Control Run Simulation
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bounllary layer between the sea ice and the surface waters. IS not simulated. To mdicate the

seasonal variation in I1llxcd layer prooerties. the simulation results frol1l the month of Apnl \Vere

chosen to represent conditions at the end of winter: on the other hand. the month of October was

choscn to rcprcscnt conditions at tlle end of summer. For qualHities in which linle or LO seasona!

variation was ')bserved to OCClII" only the simulation results l'rom the end of winter are presented.

The ll1ixed-layer depth over the centml Arctic basin has an average value of about 40 m

(Fig. 5.9), whereas the depth increases drastically in the GIN Sea and in the Barents Sea, which

is consistent with the presence of convective ovenurning in that region. There IS linle seasonal

variation of the mixed layer depth over the central Arctic !i.e. over the Canadian and Euraslan

Basins): however, the average mixed-Iayer depth was noted to be slightly greater at the end of

winter than at the end of summer. The deeper mixed-layer during wilHer is consistent with the

increased elHrainment into the mixed layer durÎng winter. In ice-covered areas this increased

entrainl11ent is principally due to salt-injection into the l11ixed layer during ice fOlmation. In ice-

free rcgions. the Increased mlxed layer depth in winter is due to vlgorous wind stilTing and also

duc to convective overturning caused by the increased heat loss l'rom the ocean sUlface.

The mixed-Iayer temperature equals the freezing point of sea water whele ice exists in

the domain (Fig. 5.10). There is thus little variation in this quantity throughout the year as most

of the dOl11ain is ice covered. and the "'-'aters in that pan of the domain corresponding to the

marginal ice zone do not significantly increase their te:nperature much above freezing during the

ice free months. The remperaure field (Fig. 5.10) does show elevated values in the Arctic where

the Siberian river':.tlush relativelv wmm freshwater into the Arctic. This is simply the effect of
'. -

/". ,:

an elevated freezin'g point due to a lower salir,/ity.

The nllxed-layer salinity is artificially relaxed to remain near the monthly observed value

(Fig 5.7) and thus is not shown.
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Of pamcular interest is the simulatIon of the mixeej-laver currel\ts 1hg. '.1 b.b). !lit'

pattern for either season is relariveiy consistent \Vith that of the observatInns 1Fig. :;.1) and nthcl

models (l'.g. Fig. 5.5). Aagaard (1984). ho\Vever. rc-assessed tl'.e subsurfaec l'ircuialinn in thc

Arctic ta include a strong coastal jet travelling Opposile in direction 10 the o\'erlying iee cover

(see Fig. 5.2). This is refen'ed to as the Beaufort Undercurrent. Such a t'calure does not show

up in the simulation here and may be a result of either having the l3ering Strait cle)sed or nen

having high enough grid celi resolution. Also. recent modeliing work based on a slOchasttc

model indicates that this current may also be due to a tapography-eddy interaction (G. Holloway.

pers. comm.. 1993). The TOS is evident and extends frvm the Sibenan coast th1'l1ugh to Fram

Strait. The general circulation in the Eurasian Basin is that of a convergent Ilow directed towanls

Fram Strait. In the Barents Sea there is both an intlow of water from the Norwegian Sea and

a southward coastal tlow of water l'rom the Eurasian Basin. In the GIN Sea the circulation shows

the traditional cyclonic gyre. The circulations in Baftin Bay and Hudson Bay are likewise

cyclonic. The seasonal variation of currents is minimal except over the Barents Sea (compare

Fig 5.11a & 5.11b). This is not surprising as the waters in the Barents Sea arc shallow and arc

directly exposed ta the variable wind forcing in that region (compare Figs. 5.8'1 & 5.gb).

The sea surface elevation (Fig. 5.12) associated with this circulation is similar to the

dynamic height field presented by Coachman & Aagaard (Fig. 5.1). The SL'a surracL' L'kvation

in this model shows liule seasonal variation.

Though not of primary interest in the present study, the fields of sea-ice motion are shown

in Fig. 5.Ba,b. It is apparent that the winter ice simulation !fig. 5.13aJ is consistent with

observations (Fig. 5.3). The pattet:.l consists of a large BG in the western Arctic and a TOS

joining with a strong southward tlow along the east Greenland coast. This demonstrates the

dominance of the winds in driving the sea-ice circulation (Fig. 5.13a) during the strong)iwinter
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winds. I-1owever. 10 late summer. when the winds are much lighter. the sea-tce circulation

<:hangcs signitïcantly (Fig. 5.13b). Observational evidence does exist for the oc<:asional reversai

of the sea-iœ <:ir<:ulation over the Canadian Basin in late summer (Sen'eze el al.. 1989). They

found that the rcversals <:orrcspond dosely ta anomalous (illlerannual) <:hangcs in the atmospheri<:

pressure distribution. I-1owevcr. under dimatological forcing there is no reversai of the BG.

The driving mechanism of the mixed-laycr circulation in the Arctic is not obvious. The

prescnœ of an icc-covcr rcduœs thc ability of the wind ta transmit momentum into the mixed­

layer. Thc extcllt ta which it does this is not known. The cycle of growth and melt of sca ice

creates a varying saltnux which drives buoyancy CUtTents. as does the frcshwater tlux l'rom liver

runoff. Other possibilities include a large-seale now drivcn by the intluxes l'rom the various

straits connecting the Arctie to other basins. Also. topography-eddy interactions can generate

strong boundary nows. ln an atlempt ta elucidate the nature of the driving force behind the

mixed-layer CUtTents simulated. a series of sensitivity expeliments is caITied out ta illustrate how

the circulation responds ta various changes in the forcing.

§ 5.4 Sensitivity Experiments

The mixed-Ia~lcrcirculation pattern is investigatcd with respect to its sensitivity ta (i) ice­

coyer, (ii) atmosphelic winds, (iii) frcshwater tlux, (iv) initialization without LevilUs data, (v) no

exchangc with the GlN Sea, and (vi) botlom tapography. Though each experiment generally

presents a physically unrealistic situation. it does allow one ta cleaI'ly identify the contribution

that each of the components (i) through (vi) makes ta the maintcnance of the mixed-layer

circulation. In particular. we wish to detetmine whether the mixed-Iayer CilGulation is mainly

wind driven or buoyancy driven. A couplcd sea ice - mixed layer - deep ocean general
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circulation model as used here comains numerous parameters and parametenZ~IlI11ns. lt ,,"nld

be an enormous, yet wonhwhile task to invesugate the sensitivilY llÎ the mixed-\ayt'r c:rc'lll:I!:'lIl

to changes in these parameters and parametellzations. for instance, changes in the d:-:Ig

coefficients between atmosphere and ice, between ice and ocean, the hlll'lzollla\ and vertical

diffusion coefficients between layers of the isopycnal mode!. the parameterization nI' salt injection

into the ocean during the ice growth process are but a few llf the itcms that may signilïcantly

alter the model's simulation of the mixed-Iayer circulation. Neverthdess. these parameters have

been tuned by Oberhuber (l993b) to obtain a reasonable simulation of the North Atlantic and

consequently the same parameter values were employed here. The goal of this sensitivity stuÜy

is to identify the dominant mechanism dllving the mixed-layer circulation in the Arctic rather

than te cmTY out a thorough sensitivity study of the mixed-Iayer mode!. NOie thm in eaeh

experiment, only a single change has been madp. with respect to the control l'un selup, and that

each experiment was integrated for 100 years.

§ 5.4.1 Removal of Sea-Ice Coyer

When the sea-ice model is removed, the mixed layer is directly forced by the aUllosphere.

As a consequence of the removal of its insulating coyer of sea-ice, the l11i,xed-layer loses more

heat to the atmosphé;e and thereby reaches physically impossibly low temperatures of -20°C

during winter. Nevertheless, this does allow one to simulate the circulation under direct wind

forcing. The resulting circulation (Fig. 5.14a) is similar to the traditional anticydonic BG and

the 'l'OS which tlows from Siberia te Fram Strait. The sea-surface elevation is too large. with

the dynamic height range between the central Canadian Basin and the GIN Sea ui urder 150 CIII

(see Fig. 5.14b); in reality, it is onl~ about half this amount. The circulation in the iee-free

regions such as the Barents Sea and the GIN Sea have not changed significantly l'rom the control
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l'un (fig 5.11 J. This is expected as the shallow water in this reglon of the domain usually has

only a lhin lce cover or no ice cover at ail. There is little difference in the atmosphenc

momentum !lux or buoyancy !lux over the Barents Sea between the control l'un and thls

sensitivily l'un. It cannOl immediately be concluded that il is the direct transfer of momentum

l'rom the annosphere to the ocean that is responsible for the ciramatic change in circulation

pattern. One must keep in mind that an ice cover alters the ocean-atmosphere interaction by not

only inhibiting the transfer of momentum but also by modifying the surface freshwater t1ux.

Over the Arctic Basin there is an aver"ge of 50 C/Il of ice growth eacil ye.ar (Maykut &

Untersteiner. 1971). This freshwmer !lux is an especially imponant contributor tO the mixed

layer density stru.:ture in regions of high ice production such as along the Siberian shelves.

§ 5.4.2 Removal of Wind Stress

[n this experiment. only the mmospheric wind stress is removed. The goal is to observe

the circulation pattern in a situation in which the sea ice does not impart momentum to the mixed

layer. but does impan a freshwater !lux. The expeliment is unrea[istic in the sense that the wind

is important in produeing Ekman divergence and convergence whieh in turn sets up s[oping

isopycnals thm have associmed geostrophic currents. In this experiment we continue to relax to

the mode! salinity to the observed salinity which in reality, however. is partially setup from the

wind. Nevertheless. the faet that there is little change in the circulation between this experiment

(Fig. 5.15) and that of the controllUn (Fig. s.lla) suggests thm the drag between ice and water

is not of first order importance. This is a surprising result and suggests that the buoyancy forcing

is very important.

§ 5.4.3 Modification of Freshwater Flux
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Ta keep the model's eyclo-stationary stute near dilllatology. the surface salillllY 111 the

conu'ol run, is relaxed ta that of c1imatology (Fig 5.7). The model t'cels the large freshwatel

impact of the peripheral rivers of the Aretie Basin. This relaxation is analogons to the model

maintaining these low sai inities by the addition a surface freshwater tlux. ln this <'xperilllelll, the

annual c1imatologlcal sUlface salinity field is replaeed by a constant tïeld of 32 l'Sil everywhere.

!'his value was chosen as an intermediare value between the low salinities near river motllhs and

the high salinities found in the GIN Sea. The result is that the near-surfacc isopycnal surfaces

across the Arctic Basin become much more hOlizontal (Fig. 5.16b). In the cOlllrol l'lill, the

presence of large surface gradients of surface salinity produees strong slopes in the Isopyenic

surfaces, even in the mixed layer (Fig. 5.16a). These sloping isopyenals give rise ;0 baroelinic

currents which conuibute to the total circulation. Note that in this experimelll the wind is

allowed to exert a drag force on the ice; however, it is not pennitted ta setup sloping isopycnals

via Ekman convergence or divergence.

The impact of unifonn surface salinity on the circulation is that it is now basically

cyclonic everywhere in the domain (Fig. 5.17). The tlow along the Siberian shdf has changed

from an eastward flow ta a westward fla\\'. A similar reversai is found 111 the vleinity of the

Bering Strait. The general strength of the flow has increased everywhere.:· .A dramatic change

in flow is noted over the Eurasian Basin, where the current dla'lges frolT ,.\ tlow directed l'rom

the Siberian Coast towards the pole (Eg. 5.11) to a cyclonic gyre which esselllially follows the

pattemof the bottom tapography. In fact, the general outline of the tlow in this experiment is

that of one following the contours of bottom topography (compare ta Fig. 5.6). There is basically

a eyclonic flow in each of the Eurasian anrbCanada Basins.
il

The conclusion is that the obseryâl surface salinity spatial pattern, which is caused by ice.
growth, river runoff. and Ekman convergence of the mixed layer. has a major impact on the
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simulation of the lnlxed-Iayer currents. The freshwater tluxes and Ekman convergence Introduce

sloping isopycnals and stratification (hat reduces the extent lO which the mixed-Iayer circulation

feels the bottom lOpography.

§ 5.4.4 Initialization wîthout Levitus Data

Ordinarily. the model's isopycnal surfaces are initialized based on the temperature and

salinity data set of Levitus (19X2). This data set is spotty in the Arctic Ocean where there are

an inadequate number of observations ta specify the temperature and salinity fields in a

smisfactory manner. Thus as an experiment. the model was spunup using leve! isopycnals. Il

is important ta note that the surface boundary conditions on temperature and salinity bath relax.

back ta observed monthly temperatures and so.!;;}ities even in this expeIiment. The idea is ta test

how the deep circulation affects the surface circulation. The deep circulation is of course velY

much affected by the Levitus data. The surface circulation pattern shawn in Fig. 5.18 shows

little qualitative difference l'rom that of the control run (Fig. 5.110.). There is in fact little

difference (not shawn) in the deep circulation in this experiment l'rom that of the conu'ol !Un.

§ 5.4.5 No Excnange with GIN Sea

Ta detennine the importance of the int10w of wmm. saline Atlantic water and the outt10w

of coId. fresh Arctic water. a ban'ier was placed sa at ta cUlOff ail exchange between the Arctic

and the GIN Seo.. The resulting circulation (Fig. 5.19) does not differ significantly l'rom the

control run (Fig. 5.11). except of course in the vicinity of the artificial banier. The conclusion

is that the tlow through Fram Strait does not control the large-scale mixed-layer circulatic>n.

§ 5.4.6 Removal of Bottom Topography

The extent ta which mixed layer circulation is int1uenced by the shelves. the various

basins. and the ridges in the model domain is investigated by setting the depth lO a uniform value
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of 5000 III every\\'here. The isopycnals are set ever\"\\'herc to bc IWIlWlllal at tlle' h"~\Il11l11~ 111

the integrationlO be cons,steIll \\'ith the tlat-botlom topography. Thc rcsultl11~ ,',rculatllln ,FI~.

5.20) is very different [han the comrol case ,Fig. 5.11). This nc\\' circulatll"! slw\\'s a surla,'c

circulation tlowing in some places perpendicuhlr to the LL1Inonosov Ridgc rathcr that paralld to

the ridge as in the control l'lin. This is assumed to be due to thc dimination of thc Lomonosov

Ridge. Thus. bottom IOpography plays an important role in the simulation or mixcd-Iaycr CUITcms

in this mode\.

§ 5.5 Conclusions

The application of a recently developed coupled sea ice - mixed layer - isopycnal ocean

general circulation model (Oberhuber. 1993a) to the Arctic Ocean has produccd sL1lne ncw results

for the mixed-layer circulation and water-mass propenies. ln comparing the circulation simulated

here with other circulation patterns. either observed or modelled. the depth at which the currems

are being refe'Ted 10 must be made clear. Ali results presented here are venically averaged over

the mixed-layer depth of approximately 40 r11. In the one-to-two meters or water below the ice

there exits a boundary layer in which the ocean surface may indeed rollow the large-scale Ilow

pattern of the sea ice. However. the flux of momentum berween the sea-iœ and the mixed-Iayer

will be determined not by the CUITents in this thin boundary layer but rather by sllmewhal dceper

currents. The positIon talœn here is that it is the vertically averaged mixed-Iayer cUlTents which

best indicate the contribution of the ocean to the stress at the bottom of the sea ,ce.

An important result of this study is that the sea-ice simulation was satisractory in that it

showed a weIl developed anticyclonic BG and 'l'OS exœnding from the Siberian coast [() Fram

Strait. This was achieved despite an ocean circulation which did not mimic the sea-iœ flow .
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This 1I1dicates the domll1ance of the winds 1I1 colltrolling the icT dntl pattern ""er m",t ,,1' thL'

Arctic.

The six sensitivity experiments proved llSeflll in c111cidating the c'''lltrihllti"n made 111'

vuriOllS processes or featllres to the mixed-Iayer circulation. The remol'al ,,1' the sea-iL'e L',)I'er

demonstrated that in the absence of a sea-ice coyer the mixed-Iayer cirL'lllation would he wind­

driven and would very c10sely follow the traditional circulation pattel'll, The removal Lll' wind

stress gave a circulation pattern that differed l'rom the control run only in regions 01' thin ice­

coyer located over large continental shelves li,e, Siberian Shelf and Barents Seal, This indicates

that the circulation over shelves may be wind-driven in the mixed-Iayer. The moditïcation of thc

freshwater tlux diminished the horizontal density gradients in the mixed layer and accordingly

weakened the buoyancy driven component of the circulation, As a result, the Arctic Ocean

essentially becomes a barotropic tluid and the surface circulation follows along with that of the

deep circulation. i,e, is cyclonic, Initializing the mode! without using Lcvitus data did not

produce a significant change in the surface circulation, Eliminating the exchange with the GIN

Sea produced a very different circulation near the Fram Su'ait and over the Barents shelf:

however. it did not cause a significant change in the Iarge-scale circulation. The final sensitivity

experiment. in which continental shelves and ridges were removed by making the depth

everywhere constant at 5000 m showed surface waters that in some places Ilowed perpendicular

to the Lomonosov Ridge rather that parallel ta the ridge as in the control run. This is assumed

to be due ta the elimination of the Lomonosov Ridge.

A limitation of the present study is the discretization of the vertical into only l'ive layers

and the use of a horizontal resolution of only 2 degrees. Further studies arc in progress involving

an increased number of vertical layers and a higher horizontal resolution as weil as a larger

domain that will include the North Atlar.tic and North Pacifie Oceans,
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Figure 5.1 Composite surface circulation inferred from dynamic topography, station drifts, and temperature
and salinity distributions (after Coaehman & Aagaard, 1974). Dynamie topographie is based on
a level of no motion at 1200 db.
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Figure 5.2 Re-assesed sUbsult'ace circulation in [he Arctic Ocean (1'1'0111 Aagaarcl. IlJXXI.
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Figure 5.3 Mean atmospheric pressure field (mb) over the Arctic during the period 1979-1990. The contour
interval is 1 mb. A high pressure ccli over the Canadian Basin produces an al1licyclonic
atmospheric sUlt'ace tlow. Also present is a tlow pattern over most of the Eurasian Basin directed
l'rom the Sibenan coast lOwards Fram SU'ait (l'rom Colony el al.. 1991).
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Figure 5.4 Mean field of ice motion interpolated spatially and temporally frolll manne" ice sLaliuns :!IHI
autûmated data buoys (from Colony et al.. 1991).
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Figure 5.5 Streamlines of January currents at the surface l'rom Semtner's (1987) couplcd ice-ocean model.
The tlow shows an anticvclonic BG and a TDS extending from Siberia ta Fram Su·ait. The- -.
pattern at 40 III depth is similar.
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Figure 5.6 Bathymetry and mode! domain_ The domain includes the Arctic Ocean and the GfN Sea. The
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connection with any other paIt of the domain .
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Figure 5.7a The observed Aplil surface salinity distribution based on data from Levitus (1982). The model
relaxes its slllfacc salinity 10 this field al every timestep. Note the low salinity values along the
peripheral of the Arctic cOITesponding to river freshwaler input. Also evident is the salinity of
the Bering Strait intlow of 31 psu. The highest salinity is associated with the int10w 10 the Arctic
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Figure 5.7b The observed October surface salinity distribution based on data frol11 Levitlls (1 ')X2). The
freshwater tongues along the Siberian and Canadian coasts arc 11111ch more evidelll than in April.
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Figure 5.8a The wind stress (Nlm') for April. A large-scale anticyclonic gyre is evident over the Arctic Basin
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Figure 5.8b The wind stress (Nlm') for October. There is a change in the wincl patterns as col11parecl wilh
April. most nOlably over the Barents Sea.
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Figure 5.9 Mixed-Iayer depth \111) for April. The depth is no! shawn for Oetober.
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Figure 5.17 Mixed-layer velocities (cmls) for April for the experiment with modifi~d surfac~ fr~shwal~r !lux.
The wind forcing, however. is the same as in the control mn.
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§ 6 Conclusions

lce .md ocean circulation. The couplcd ,ea ice - ncean mode! used in this ,tudy is that ,,l'

Oberhuber \1993a). This IS the first application of the Oberhuber model 10 the :\rctlc re!,ion.

Overall. this study has validated the usefulnes> of the model for simuhllin!, thc !,cneral L'irclliatinn

of the sea ice and ocean in the Arctic.

There are limitations of the model which prevcnt a dircct appliL',lliun uf the results

presented here ta that of the global c1imate sYSlem First. only in Chapter _, was a !,Iobal mudel

domain used. other chapters presented limited domain models. <'.g. the ArCllC Ocean ami the

North Atlantic Ocean. In reality the Arctie Ocean is imricately eonnected ln the global ocean.

Variations in the global thelmohaline circulation couId have impacts on the Arctic Ocean and

vice versa. Such variations are not simulated in lhis work. Linliled cOinpullng puwcr IS cned as

the reason for the limited model domain; future studies will allow for a global ncean model III

produce a more realistic simulation of the connection between the Arctic and the other oceans.

Secondly. a major limitation of the model is that it consists only c~· a cuupled icc-Dcean

mode! with the atmosphere specified. ln reality. the polar c1imate syslem includes three l'l'cely

interacting systems. namely the allnosphere. sea ice. and ocean. with various feedback processes.

Only the sea ice and ocean were modeled here while the aunosphere was speeilïed; eonsequeJ1lly.

there was not a feedback operating between the atmosphere and the sea ice or Decan. Again. lhis

limitation will be overcome with the availability of increased computing power; howevcr, il is

important ta first carry out studies such as the present one, in which some cnmponenls of the

system are taken as specified. so that we l'an isolate the sea-ice and ocean componeJ1ls ln belter

understand their behaviour.
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Thirdly, the sensitlvity experiments that \Vere conducted througllout the thests have a

limitecl validity because they were carried om by varying one parameter or parameterizmion at

il time, while holding ail others in the model tïxed. The main difficult with this approach is that

in nature, when one thing is altered it almost certainly affects other things; consequently, such

"feedbacks" arc not addrcssed in this \Vork.

Thc main conclusions of cach of the four studics is now rcviewed. First. the sensitivity

sludy using thc uncoupled sca-ice model showed thm the Oberhuber formulation in spherical

coordinates produccd a very robust and reasonable simulation of the sea ice in the Arctic. The

numcrous sensitivity studics showed that the mode! can be easily tuned tO produee a simulation

very close tO today's sea-iee c1imate. Secondly, the incorporation of a snow model into the

Oberhuber dynamic-thennodynamic sea-iee model was found to be important. paniculary in

regions of thin ice-cover that have significant snow coYer. This study was performed using the

coupled sea ice - ocean mode! in a global domain. Il demonstrated that a reasonablc simulation

of sea-ice coyer could be obtained in both hemisphere using the same set of parameter values for

cach hemisphere. Thirdly. the simulation of the general circulation of the Arctic Ocean. in a

modcl domain that included the Arctic Ocean and the North Atlantic. produeed realistic patterns

for the Atlantic layer and the deeper layer. The circulation in the Eurasian Basin was found tO

be very much controlled by the -,pntours of bottom tOpography. The venically il1legrated fiow

in the Canadian Basin was found tO have a cyclonic sense. Founhly. the sensitivity study of the

mixed-Iayer circulation in the Arctic showed that both the wind stress and buoyancy forcing are

thc dominant mechanisms that drive the mixed-Iayer circulation. Other effects, such as open and

c10sed boundaries, had only second-order effects.

The results of this thesis indicate that funher studies of the polar regions can be profitably

catTied out using the Oberhuber mode!. Funher work will involve simulating the general
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circulation l1f the .-\rctle Ocean and lts Cl)nneCtll1n w the ~ll)bal clrClllatll)ll. Tite llll1dd \\lil

likewlse be llsed to investig:.lte the cin.:ulatioll in the- :\lllarctll' W makl' ù)tllparisolls \\'lth

observations and l1tlter ll10ddling studies. .-\s l1riginally Il1tended. stuelles ,)1' the lI11crannual

variability of the sea-ice and l1eean circulatil1n in the ;\retie will be llndenaken IIsing

imerannually varYlllg aUl10spheric forclllg fields as wdl as llllerannually varYlllg river runl1l!'.
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