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Abstract 

The production of the final states K+K- and 7]' ~ 7r+7r-, in 'Y,,{ collisions has been 

measured using the ARGUS detector. The product r -y-y( 7]')Br( 7]' ~ p,) has been de­

termined. The topological cross o:;ection for the production of charged kaon pairs in 

two-photon collisions has been measured and the ,,-widths and interference parame­

ters for the tcnsor mesons f2(1270), a2(1320) and f~(1525) have been extracted. The 

helicity structure assumed for the K+I\- continuum contribution has a significant ef­

feet on the result. Upper limits have been obtained for the ,,-widths of the glueball 

candidate states f2(1720) and X(2230). 

Sommaire 

Le production des états finaux K+I\- et rI' ~ 7r+7r-,lors de collisions" a été mesurée à 

l'aide du détecteur ARGUS. Le produit r")''')'(7J')Br(7J' ~ {J'Y) a été déterminé. La section 

efficace topologique pour la production de paire~ de kaons chargés lors de collisions à 
deux photons a été mesurée et la largeur TI ainsi que les paramètres d'interférence des 

mésons tensorIels f2(1270), a2(1320). et 1~(1525) en ont été déduits. Les paramètres 

d'hélicité présumés pour la contribution du continuum de K+K- ont un effet significatif 

sur les résultats. Des limites supérieures ont été obtenues pour les largeurs IÎ' des états 

possibles de "glueball": f2 (1720) et X(2230). 

Kurzfassung 

Die Produktion von Endzustiinden K+K- und 7]' ~ 7r+7r-, in 'I-Kollissionen ist mit 

dem Detcktor ARGUS gemessen worden. Das Produkt r ")''')'( 7J')Br( 7]' ~ P'Y) wurde dabei 

bestimmt. Der topologische Wirkungsquerschnitt für geladene K-Mesonen-Paarproduktion 

ist gemessen worden, wobei die ,,-Breiten und die Interferenzparametern für d1e Ten­

sormesonen f2(1270), a2(1320) und f~(1525) bestimmt worden sind. Es wurdc aueh fest­

gestellt, daJ3 die angenornmene Helizitatsstruktur des K+I\- -Kontinuumbeitrags einen 

signifikanten Einfluss auf das Ergebnis üat. Zum Schluss sind obere Grenzen für die 

ÎÎ-Breiten von den Glueballkandidaten f2(1720) und X(2230) extrahiert worden. 
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PREFACE 

This work describes the results of a study of the production of reSolHUlt final ht ait'­

in Il collisions. These measurements were made using the ARGUS dct,ertor. Thf' tin,! 

chapter is an introduction to parti de physIcs and a ~ummary of current PX!H'fllllt'l1 

tal and theoretical knowledge ùf hght meson production in II collislOw... The ~t'l Ulld 

chapter describes the ARG US detector and sorne of the general analysl~ soft Will t' TI\f' 

calculation of the detector acceptance and trigger efficlency Ü, debcnbed In the t lm li 

chapter, along with (.. Jetailed dIScussion of the systematic erron, lllvolw'd in eXlractlll~ 

absolute cross sections. The last two chapters describe the analysis of the excl\l~I"t-' 

channels 'Y'Y - rI' - 7r+7r- 1 and li - f2, a2, f~ - 1\+1\-, respectvely, 

The first appendix is a li st of the ARGUS collaboration, integrated over the penod 

of the author's membership. The second appendIx bsts the papers pnblished uy th(' 

collaboration during this time, The QED denvations of the II luminoslty and klIH'­

maties are included in appendix 3 The next two appendIces re\'iew the t('cllIllqlH'<" uf 

Monte Carlo simulation and maximum-likelihood parameter estimation, The lemalillIlg 

appendices document programs developed for the analysis described in the hod~' of tlic 

thesis: the ARGUS tligger analysis program, and the II eveut gcnerator. 

This document is intended to fulfill the requirements for a Doctoral ThesÎs at McGIll 

University. The work described here was carried out between September 1984 and 

February 1990. 

VIl 
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Chapter 1 

Introduction 

Modern experimental phys!cs possesses two distinct aspects: the study of complex sys­

tems in which the fundamental interactions involved are thought to be undcrstood, and 

the study of simple systems at extreme scales in search of unknown int{'radJOus aml 

st: lctnre. The physics of high enel'gy collisions lS dominated by tbis spcond asp('ct 

current expenments probe distance 3cales as small as 10- 18 m. which corrf>spolld t () 

energies of 100 GeV in the center of mass. This inverse relatlOIl betwecn ('nergy aIld 

distance scale mak,;s intuitive sense, given wavejparticle duality, in that partIc!es with 

a sm aller wavel~ngth (higher frequency, E = nw) ar~ sensItIve to sm aller st.ructures 

This can aiso be ullderstood as an applicatIOn of the HeIsenberg uncertainty princlple. 

!::.P 6.X 2: h, which implies that the larger the momentum transfer in an expenment 

the sm aller the sc:tle resolvaLle. 

In practice, nothing is simple, and high energy physics is not an exception ('ven in 

the attempt to set up the "simple systems" mentioned above. Quantum field tllf'Ory 

implies that even the vacuum has an illfinite number of degrees of freedom. A spectrlltn 

of virtual particle-antiparticle pairs contmuously mat.erialize - and almost immedlcltf'ly 

annihilate to satisfy the requirement of conservatIOn of cnergy, wl11('h is temporarily set. 

aside by the uncertajnty principle. If one introduces a partIcle mto this complex vacuum 

any type of charge on it will interaet with some of these virtual pairs lndeed, one cannol 

distinguisp between the particle and the virtual pairs from the vacuum surroundinp; 11, 

but can only make statements about the total mass and charge within a given vO]1lrrH' 

'l'his pro duces a scale dependence for both quantities. 

2 
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e+ • • 

11 (a) 
e- • ~ • 

1 r= • 

0 (c) (d) 

• • 

• bTe . 
(e) 

• • 

1 
pI~ ... 

(g) 
• 

Figure 1.1: Sorne Feynman è.iagrams for e+e- -+ e+e-, Diagrams (a) and (b) are second 
order in the coupling constant while the other diagrams are of fourth or der , Diagrams 
(e) and (f) cause part of the scale dependence of the effective charge in the theory while 
diagrams (g) and (h) contribute to the seale dependence of the effective mass, 

In the current theoretical paradigm, the duality of matter and radin.tion, charge and 

force, particJe and field, has bpen reduced to a èistinction between quantized fields with 

spin 2nr Ti (fermions) and spin n;~ (bosons), where n is an integer1 , This restriction 

follows naturally on construeting theories invariant under Lorentz transformations, As 

an immediate consequence of this, bosonic wave functions must be symmetric under 

the exchange of two iclentical particles, while fermionic fields must be antisymmetric, 

Tills last requirement prevents two fermions from occupying the same state - the Pauli 

exclusion pl inclple In this framework, matter is constructed of fermionic fields and 

held together by forces transmitted by bosonic fields. This idea arose from successful 

attellll)ts to quantize the electromagnetic field [IJ, which led to the theory of Quantum 

Electrodynamics (QED). In this picture, the interaction between two electrically charged 

particles is descnbed as a combmation of many pro cesses of emission and absorption of 

,'ector bosons (figurf' 1.1). The probability of each process i5 dctermined by the strength 

of the coupling between the charge (fermion) and the field. The Feynman diagrams of 

1 Followmg the commOll usage In the sl!bJect, umts are defined so that h = 1 for the rest of this 
document. 
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--
Force Carrier Mass Coupling "'pin Strength Rail 

[GeV] Constant -- [Ill 
-

strong 8 gluons(g) 0 (Xs 1 0.243 ± 0.020 Il ( 
--- -

electromagnetic photonC,) 0 a 1 1/137 ,).. 

-- ---- --

weak Z 91.2 GF 1 1.17 ·lü- S jGeV2 10-

w± 80.5 1 10-
-

gravitational graviton 0 GN 2 6.7 ·1O-39j(GeV/r2)2 

Table 1.1: The forces of nature (as is evaluated at Q2 = 2.2GcV2jc2 , [11]). 

figure 1.1 correspond to terms in a series expansion in this paramcter whlch conver!!,t's 

if Q ~ 1. It is only the convergence of this series that allows the effect of the field t.o 

be treated as an exchange of particles. 

As far as is known, there are only four types of exchange bosons, wi th their corr('­

sponding forces and charges C table 1.1). Generalized versions of QED have suc("cssfully 

described all these interactions except gravitation, which remains a major theorctirnl 

challenge. In these theones the fermIOn fields are constructed wJth additlOual lllteIIlal 

degrees of freedom a:-ld the t.heories are required to be invannnt under rotatIOns (gaup;t' 

transformations) III these internaI spaces. As the internaI space at each space-time poillt 

is independent, It would be quite artificial If a theory were only invanant under IdcntJea! 

gauge transformations at all space-time points (global gauge symmetry). ExtenslOn of 

the theory so t.hat it is symmetric un der local gauge transformatIOns leads natur ally 

to the introduction of fields 1.. q; to the fermions. If the gauge symmetry group J'-, 

noncommutative the fields will also have self-couplings - the vector bosonf> WIll CéiIry 

the same charge that they couple to. 

The currently known or suspected fermions are shown in table 1.2 [2,3]. Tbe'-,(' 

particles are arranged in three generations (e-,ve,u,d), (fl-,lIll ,S,c), and (r-,IIT.t.iJl 

The quarks are consistently heavier than the leptons and form a multitude of LOlllirl 

states known a.s hadrons. It was this multitude that onginally msplred the quark TTlf/(H 

[4] originated by Gell-Mann [5] and Zweig [6]. In this theory quarks can only éll'l)(,hT :1' 

bosonic qq pairs (mesons), or fermionic qqq triplets (baryons). Initially, the quark illOr]( J 
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Name Symbol Mass Electric 

[GeV /c2
] Charge [el 

up u 0.006 ± 0.001 2/3 

down d 0.010 ± 0.001 -1/3 

quarks charm c 1.35 ± 0.05 2/3 

strange s 0.199 ± 0.033 -1/3 

truth t > 50 2/3 

beauty b -5 -1/3 

electron e 0.000511 -1 

neutrino Ve < 4.6.10-5 0 

leptons muon tt 0.106 -1 

neutrino V/J < 2.5.10-4 0 

tau T 1.784 -1 

neutrino v., < 3.5.10-2 0 

Table 1.2: Quarks and leptons (the quark masses are the weak current masses). 

was considered only a system of organizing or labeling the hadrons, but deep-inelastic 

scattering of electrons on protons at the Stanford Linear Accelerat.0r Center (SLAC) [7] 

demonstrated the existence of pointlike structures (partons) within the proton. This 

experiment was analogous to Rutherford's demonstration of the existence of the charged 

atomic nucleus by examining the angular distribution of lX particles scattered from a 

beam incident on a gold foil target. 

This left a slight problem: if the proton is a bound state of 3 quarks (uud) - the 

two identical fermions (uu) cannot be in the same state. For the proton, one can 

escape this problem if the uu spins are antiparallel. The problem worsened for baryons 

like the n- (sss) astate that was predicted by the quark model. This suggested the 

introduction of a ne\\' type of charge: quarks could have 3 different "wlours". Three 

differently coloured quarks could then combine t.o make a colourless baryon. Extension 

of this new quantum number to the charge of a gauge field theory produced quantum 

chromodynarnics (QCD) 2 This had a clearly observable consequence i:l the hadronic 

2The symmetry group used, SU(3), was alreddy famlhar to physiclsts as the approXlmate symmetry 
l11dllCed b} the near degeneracy of the u, d, and s quark masses - the "Elghtfold Way" [8] 
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cross section in e+ e- annihilation [2]: 

R-y 
u(e+e- ~ Hadrons) 

u(e+e- ~ J.1+p-) 

- Ne I: e;, 
quarks 

6 

where the el are the quark charges and Ne the number of colours. To lowest ()l'(lPr ill 

a, the cross sections for these pro cesses differ only in the electromagnetic coup11l1~ nt 

the production vertex. The colour degree of freedom triples the number of final st.nt(':-, 

available. Ancther confirmation of the theory was the discovery of t.h(' gluon t.hrough t})(' 

observation of t.hree-jet events in e+e- collisions at PETRA [9J. The proccss t'+('- --t qq 

pro duces a two-jet final state when the quarks hadronize. é c- ~ qijg events wt'r(' 

predicted by QCD, and the angular distributions observed confirmed the vect.or nature 

of the gluons. The strength of three-jet production has been used to determine t.he 

QCD coupling constant [2]: 

G 3 (34 GeV /e) = 0.14 ± 0.02 

Additional evidence for the gluon has been provided by the measurement of structure' 

functions in deep inelastic scattering of leptons (e, p, 1IJ1.) on nuclei These describe 

the probability of a probe colliding with a given type of parton, as a function of the 

parton 's momentum fraction and the probe's Q2. It was found [10] that less than half 

the momentum of the proton was carried by charged partons (quarks). 

At present no free quarks have been observed due to the sclf-coupling of the colour 

field. As the presence of a colour charge in the vacuum poJarizes both the virtllal 

quarks and gluons, there is a drastic effeet on the seale (Q2) dependence of the couplmg 

constant: 

where: 

/30 - 1l - 2Nf /3 

/31 - 102 - 38]\7j /3. 

Nf is the Ilumber of quark flavours (u,d,s ... ) kinematically accessible and AM'> 1" 1}w 

strong interaction scale, 142 ± 31 MeV [1l]. This expression becomes larg(' \\,})('11 
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Q2 < 1 (GeV jc)2, the typical scale of light-hadron masses. On attempting to sepa­

rate the qI g2 pair in a meson, the coupling increases. This creates a flux tube of colour 

field which polarizes virtual quark pairs in the vacuum. Eventually, the energy in the 

flux tube is sufficient to cause a virtual ihq3 pair ta materialize. The flux tube then 

cxperiences dielectric breakdown, and one is left with two mesons: qI g::1, q3g2 - and 

no free quarks. The hadronization of a qq final state can be understood in a similar 

manner - as successive breakings III a stretching string of colour field. The range of the 

monopole component of the strong force has no clear definition as it is impossible to 

set up an experiment that would test this at distances mu ch greater than the size of a 

hadron (10- 15 m). The strong forces bctween colour neutral hadrons have ranges of the 

same arder of magmtude. These forces ean be undcrstood as QCD analogs of the Van 

der \Vaal's forces of electromagnetism. 

On the scalE' of hadronic masses, the strong coupling of QCD prevents quant.it.ative 

solutions to many problems from being found. So far as the solution of a theory implies 

the calculat.ion of it.s spectrt!m, QCD has not been fully successful, despite intense 

t.heoretical effort 

The weak interaction enables transitions between the different generations of quarks 

and leptons, and mixes the different types of quarks. This mixing follows from the 

difference between the weak-int.eractl0n quark eigemtates and t.he mass eigenst.ates due 

to the influence of the strong interaction on the lat.ter. The two sets of eigenstates are 

related by a complex rotation matrix [12]. The leptons are not subject to the strong 

mteraction. but arf' restricted in their decays by conservation of the number of leptons 

in each generation - a muon can only decay into an electron and a Del/Il pair. 

The theory of weak interactions is complicated by the short range of the interaction­

which require!:. the bosons transmit.ting it to have very high masses. Simply introducing 

a mass term for the weak fields in thE. Lagrangian spûlis gauge invariance. This problem 

was soh'ed in a gauge theory based on SU(2)xU(1) developed by Glashow, Weinberg, 

and Salam [13]. The introduction of extra fields, known as Higgs particles, introduces 

extra degrees of freedom that supply the scalar helicities needed for the vector bosons 
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to become massive. Couplings to the Higgs also supply mass terms for the qU8l'k é\Jld 

lepton fields. The Z and W bosons predicted in this model were observed nt t he Pli 

collider at CERN in 1982 [14]. Though every other predIction of this theory, knowll "" 

the standard model, :3 successful, the Higgs particles have not yet been observed. 

As described in table 1.2, the standard model of particle physics needs G fermic11I" 

and leptons. One can argue the existence of the tau neutrino, Vn from th(' prinClph­

of conservation of energy applied to T decay; however, as opposed to the lIr and 1'" 

there are no observatIOns of inverse tau clecay (e.g. V-r + nucleus --+ T + X). Tlll~ 

type of reaction was originally used to demonstrate tha.t the Ve and 1/1' were, in fad. 

different particles As the masses accessible to experiment increase, the t quark ha~ 

proved annoyingly elusive. This is more problematic, but one can argue that va.rions 

experimental effects (e.g. BË mixing, [15]) can only be explained, within the standa.rd 

model, if they are mediated by a heavy offshell t quark. 

Normal matter is made up of protons (uud). neutrons (ddd) and electrons. Renee 

the appearance of two extra generations of quarks and leptons is somewhat curious 

The existence of these three generations is actually fortuitous, in that it providef- a 

mechanism for breaking charge parity (CP) symmetry in the standard model [12]. This, 

when combined with sorne level of proton decay as expected from grand unified theories 

[16], is sufficient ta explain the current matter-antimatter asymmetry in the universe[1 ï] 

The standard view of physics, with four forces and twelve fermions, describes él~ 

much of reahty as humanity has been able to perccive. Grand unified theories ("Th('orie'i 

of Everything") are theoretical attempts to unify the:le four forces, whIle providmp; aIl 

explanation for the diversity of the fermions and mechanisms for generating thclr mas<,(", 

(or lack thereof). Experimentally, no evidence for sub-structure of the leptoIl!'. alJd 

quarks or the existence of additional vector bosons has been observed. These searchef-, 

represent the forefront of particle physics. 
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1.1 e+ e- Annihilation 

Experiments with e+ e- colliding beam machines have contributed a great deal to our 

understanding of the fundamental interactions. These studies are dominated by the 

analysis of hard-scattering event topologies: e+ e- annihilation producing a highly vir­

tuaI time-like photon which decays into a quark/antiquark pair (figure l.Ib with a qij 

pair ~ubstituted for the e+ e- in the final state). The simplicity of the initial-state kine­

matIcs m t+e- collisions, the weIl understood QED couplmg. and the elementary nature 

of the incident particles are a distinct improvement over fixed target or hadronic col­

lider experiments for study of low energy standard model physics. On the other hand, 

typical e+ e- annihilation cross sections are on the order of nanobarns, while pp and pp 

cross sections are four orders of magnitude higher at comparable energies[I8] due to the 

strong hadronic coupling. This difference in cross sections is less of a drawback than 

it appears to be. The parton (quark/gluon) spectrum inside a hadron is soft. At high 

momentum transfer (small distances), where the application of QCD is understood best 

and the physics is the most interesting, the hard parton luminosities inside hadrons 

decrease as more of the virtual parton cloud inside the proton is resolved. Effectivel~., 

the momentum distribution of the partons, the structure function, is shifted to lower 

momenta. Most of the pp cross section involves low momentum-transfer reactions while 

only a relatively small portion contributes to high Q2 collisions between the partons. 

Due to the dominance of the virtual photon propagator ("" 1 / 4E2 where E is the é 

beam energy) the e+ e- annihilation channel cross section is: 

where Q J is the charge of the final-state particles and f3 is the velocity. A major limita­

tion of experiments with colliding beams is the machine luminosity - an electron bunch 

is necessarily somewhat less dense than a solid target. For reference, sorne luminosi­

ties and energies achieved or planned at colliding beam facilities are listed in Table 1.3 

[2,9,18,19]. 
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e+ e- Colliders l 
Facility Starting Energy Luminosity InteractlOll 

Date [GeV] cm- 2s- 1 ReglOlls 

ADONE(Frascati) 1963 2.4 2 - 4.1029 2 

VEPP2(N ovosibirsk) 1970 ,,-,1.4 1028 2 

SPEAR(SLAC) 1972 3-8 1031 2 

DORIS(DESY) 1974 3-10.5 3.5.1030 2 

PETRA(DESY) 1978 10-45 1.7.1031 4 

CESR( Cornell) 1979 8-16 1032 2 

PEP(SLAC) 1979 10-30 5 - 8.1031 1 

TRISTAN(Japan) 1987 60 1031 4 

SLC(SLAC) 1988 100 1030 1 

BEPC(China) 1988 5.6 1.7.1031 2 

VEPP(Novosibirsk) 1989 12 5 . 1031 1 

LEP(CERN) 1989 80-200 3.8. 1031 4 

VLEPP(Serpukhov) ? 1000 1032 5 

Hadronic Colliders 

Facility Starting Energy Luminosity Interaction 

Date [GeV] cm- 2s- 1 Regions 

ISR( CERN, pp, pp) 1972 6-60 1.4 .1032 6 

SPS(CERN, pp) 1981 900 3. 1030 2 

TEVATRON(FNAL,pp, pp) 1987 2000 1030 4 

HERA(DESY ep) 1991 26+820 15 . 1032 4 

UNK( Serpukhoy, pp) ? 6000 4. 1032 4 

LHC(CERN, pp) ? 16000 1.46. 1033 7 

LHC(CERN, ep) ? 50+8000 2.1032 3 

SSC(USA, pp) ? 40000 1033 ? 
---

Table 1.3: Particle colliders. 
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Figure 1.2: Feynman diagrams for Q4 inelastic pr )cesses. Diagram Ca) is the standard 
two-photon or multiperipheral diagram. Diagrams (b) and (c) are suppressed by the 
photon propagators which must carry the full mass of the final state. 

1.2 'Y, Collisions 

Phenomena analogous to soft hadronic reactions are also accessible in e+ e- collisions. 

These reactions arise from collisions between virtual particles in the structure of the 

colliding leptons. To lowest order in QED perturbation theory, these can be interpreted 

as photon-photon collisions (figure 1.2), sinee the dominant part of the electron structure 

IS the elertrom 1,gnetic field. In effect, each lepton beam in an e+ e- storage ring emits 

a contmuous spectrum of photons, which collide to pro duce a concentration of energy. 

The im'cstigation of the production of mesons in this type of collision is the subject of 

this thesis. 

In classical electrodynamics, the photon and electron are struétureless particles -
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Figure 1.3: The Feynman box diagram for 'Y'Y --t 'Y'Y, this pro duces a smallllOnlitH'Rllty 
in Maxwell's equations. 

this is implicit in the linearity of Maxwell's equations. However, QED predicts a small 

nonlinearity due to the presence of virtual particle/antiparticle pairs in the photon 

structure. The scattering of light in a background electric field was predicted III 1933 [20] 

and measured in 1953 [21] , while more recently a similar effect has been demonstratl'd 

for the magnetic field [22]. The cross section for elastic Il scattering (figure 1 3) cali 

be estimated quite sim ply from elementary field theory and dlmenslOnal reqUln'l!Wllt" 

The effective Lagrangian is L eff l'V a 2 F~lJm-4, where m is the rnass of of the f(,rIlllOlI 

appearing in the box diagram (figure 1.3) and F/JIJ is the electromagnetlc field t<'TlSOI 

The only other parameter in the problem is the photon energy, w, lcadmg to thf' rf'fo,ult 

O'h, --t ,'Y) = J{ . Q'4""'.6m -8. This calculation \Vas first done in full about fifty ycars ago 

[23] \Vith the result: 

{jl/2 - (973/101257l')a4(n/mc)2(w/mc2)6 
m 2 

- 129-2 (v ... /m)6nb, 
me 

{jo - (119/101257l')a4(n/mc)2(w/mc2)6 
m2 

- 16-
2 

(w/m)6 nb, 
me 

where the subscript of 0' refers to the spin of the particle in the loop of the box dlagraIlI 

For visible light, this corresponds to a cross section of approxirnately 10- 29 nb· an 

€'ffect that would take twice the current age of the uni verse to measure ta thr('e st alldm d 

deviations, given current laser technology [39]. 

The origin of modern two-photon physics is the 1960 paper by Low [24] whi('IJ ~1If' 

gested that the lifetime of the 7l'0 meson be measured in e- e- collisions via the fo,ubpro('(oO , 

.-
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-,,,( -t ?TO 
-t ". Using a double equivalent-photon approximation, an extension of the 

Weizsacker-Williams method for calculating radiative processes [25], Low calculated the 

cross section to be: 

'" 15a2Zog(E/me)2 f(~R/2E) (2J + ;)r TI, 

mR 
(1.1) 

f(x) (2 + x 2)2Zog(1/x) - (1 - x2)(3 + x2), 

where E is the energy of the colliding beams, me the electron mass, mR the resonance 

mass, and J the resonance spin. The two-photon wldth of the ?To has only recently been 

measured in this channel [26]. The log(E/me) factors appear because the process can 

be considered as ~ collision of bremsstrahlung photons with spectra 1/ E-y. Due to this 

contribution, the total " cross section exceeds that of e+ e- annihilation at center of 

mass enprgies of a few Ge V. ev en though the coupling is suppressed by an addItional 

factor of (12 "-' 0(10-4 ). Bremsstrahlung also tends to be emitteci at small angles \VIth 

respect to the dIrection of the parent partlcle, restrictmg the transverse momentum of 

the final state in two-photon collisions to small values. Soon after Low's paper was 

published, Calogero and Zemach [27] discussed the production of charged pion pairs 

\'Ia the same mechanism. Some more approximate results, derived using the double 

equi\"alent-photon approximation (DEPA), are given below: 

QED Fermion pairs [28J : (J = 2:40: In2(2E)ln(2E), 
211rmf me mf 

QED Pion pairs [44J : (J = 160: In2 ( ~) ln( E ). 
9?Tm1l' me m1l' 

These DEPA results are lisually reliable to within 20%, depending on the kinematic lim­

itations of the final state. Modern two-photon production calculatlOns are usually dor.e 

"ia detailed computer calculations using exact QED matrix elements (see appendices 

and [29]). 

The "'fT production cross section can always be split up into the production of the 

ÎÎ system - a pure QED process (e+e- -+ ée-T*'*) and the decay of the TT system. 

The QED part can be subsumed intû a ""luminosity"3, which is actually the e+ e- -+-

3The deriVatlon of thlS quantity is presented in appendix C together with a descriptIOn of the notation 
used 

1 
i 

1 
'l 
j . 
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e+ e-" -t e+ e- X differential cross section for a constant a(" -+ X). The most not abk 

aspect of the luminosity distribution is the steep decrease of luminosity as the' rolhdlll~~ 

photons beco~e more virtual and the mass of the " syst.em increases. The form<'r i:-; cl 

consequence of the photon prophgq,tor, w hich is proportional ta 1/ q2: 

- -2E,· E:(1- cosB,) - Q;,mm + O(m!)/E; + O(m;B;) 

- - El . E: B; at smali angles, 

where p" p: are the four-ycdors of the beam particles before and after scattering (}II = 

(E"i,)), the BI are the angles ofthe scattered leptons, and q;,mm = m;(E,-E:)2/(E,.E:) 

The photon propagator behaviour is aiso responsible for the steeply decreasing angular 

distribution of the scattered é. Scattered beam leptons from l'Y reactions are rar("ly 

observed - most investigations must be done in what is known as the "no-t.ag mode". 

The final-state mass is given by the equation: 

On neglecting terms of order m~ this becomes: 

liV;-y - 4E2 
- 4E(E1 + E2) + 2E1E2(l - cos B12 ) 

- 4E-ylE-y2 - 2E1E2(1 + cos B12 ) 

where B12 is the angle between the scattered é. These particles are ant.icollinear to 11 

good approximation. The decrease in the "luminosity wit.h increasing fina1-state ma," 

can be understood as the product of the two bremsstrahlung spectra, 1/ E"I" Wb en t}J(' 

photons are nearly reaI, most of the growth in the " total cross section is conÎf'Iltra!ed 

either in the prodigious production of 10"'" invariant mass final states (the' rna~c, ~p('Ît 111111 

for the channel" -+ e+ e-, f-L+ f-L- peaks at s = 8m 2
) or states with a hlgh LOl('lltz 1 JI )()"! 

Experimentally, the observation of two-photon final states is restricted by the rdj\)(j'I'. 
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distribution of the final state: 

where: 

The rapidity distribution is fiat to a first approximation, but the limit:; of the distri­

bution increase logarithmically with energy. For two particle production the rapidity 

acceptance of the detector is limited to 1171 < ~ log [(1 - cos fJ)/(l + cos fJ)], where fJ is 

the minimum polar angle observable. 

One expects the cross section for the process 'Y'Y --t X to have 34 = 81 independent 

components (thlS is related to the Imaginary part of the elastic scattering amplitude 

'YT ~ 'n' via the optical theorem, each virtual photon having three independent helicity 

states), but this number IS reduced to 8 by considerations of syrnmetry under time­

revt:.rsal, parity, and rotation. The cross section for any pro cess e+ e- ~ e+ e- X can be 

(xpressed as: 

d(J' = 

where: 

x - (qlq2)2 - qiq~ ~ W';-y/4, 

2pj+ pill Rjjll = X-1(4Ew2 - q~ - qlq2)2 + 1 + 4m~/q~, 
p~o _ p'tQiQr = X-1(4Ew2 - q~ - qlq2)2 -1, 

IpjOI - J(p~O + 1 )Ipj-I, 

Ipj-I pj+ - 1. 

The p's can be treated as photon intensities. Two of the eight amplitudes mentioned 

abo\'e are not shown in the equation as they only contribute to processes with polar­

lzed e+ e- beams. The ï amplitudes can only be measured if both the scattered beam 
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particles are measured or tagged - otherwise the angle hetween the scattering plane~ 

must be integrated over. The amplitudes involving collisions of snùar photon~ are abo 

suppressed by factors proportional to the photon mass (e.g. (1 S8 ,....., q; q~), as t hey 1111l!'.1 

vanish for l'eal photons. This leaves only one amplitude, (JTT, measurabk in the acc('''''I­

ble no-tag mode where neither scattered beam partlcle is detected (q'2 for both phot nn 

are limited to be less than a maximum determined by the minimum f>catteriup; Hu,!!,l(' 

measurable by t.he detector). In addition to the two-photon or multlpenpheral Fc)'umall 

diagram (figure 1.2a), which pro duces final states \Vith positive charge parity, th('!'(, at'(' 

smaU contributions from several other 0:4 processes. These correspond 1.0 the lowcst 

or der Bhabha scattering graphs (figure 1.2b,c) with additional offshell photons radiat­

ing from the é lines. These decay to final states with negative charge panty. Though 

these processes are of the same order in the QED coupling, 0:, they are supprcssed by 

the value of the photon propagator for final-state masses comparable t.o those studif'd 

in "'ri collisions 

The study of two-photon collisions has yielded results on many aspects of part.id(' 

physics, particuJarly QCD. Measurements of the photon structure function were inspirf'd 

by the expectation that it would he complet el y calculable in QCD Measurements of n. 

have been made in Il multi-jet production. Hadron production at sufficiently hip;h Pl­

is calculable in QCD. As there are rnany excellent experimental and theoretical revicw& 

of these subjects ([30]-[61]) they will not be discussed further here 
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1.3 Production of Resonances in " Collisions 

The production of resonances in Il collisions is one of the simplest pro cesses involving 

the strong interaction. Unlike the production of resonances in e+e- annihilation, which 

must have JFC = 1--, any state with positive charge parity is accessible in Il collisions. 

Acc::>rding to Yang's law [62], J = 1 resonance production in collisions of real photons is 

ImpOSSIble. However, for sufficiently high photon q2, obtained experimentally by tagging 

one of the scattered beam particles 80 that 1011gitudinal photon degrees of freedom are 

signirlcant, the production of vector resonances has been observed [63]-[68]. The q2 

evolution of resonance production in Il collisions immediately identified the X(1420) 

as a vector state alter years of inconcIusive partial wave analyses of its production 

in hadronic collisions [49]. Il collisions have all the advantages of e+ e- annihilation 

with the single drawback of low final-state energy. It is particularly interesting to 

study Il resonance production as ~t is an exclusive process. There is less comhinatoric 

background to confuse the analysis. Otherwise, most states wIth even charge parity 

can only be studiE:d as inclusive phenomena, which makes detailed analyses exceedingly 

difficult , especially for complex final states. 

As the photon can only couple directly to electric charge, the Il coupling of mes ons 

probes the quark content of their wave functions: 

1·\1) = L cq Iqq) 
q 

The coupling of two photons to a meson lS then [47]: 

r TI = 1611"(2J 1+ 1 )MR ~ IMab l
2 

<X m 3 (MI'I)2 

0:: m3(e~)2 

where eq is the charge of each quark contributing, MR the meson mass, and Mab the 

matrix element for collisions of photons with helicities a and b. The Il width of the 1r
0 

can be calculated theorcticallv ta high accuracy [61]: 

m; 2a
2 

2( 2)2 
f')'Î' = --3 f2 Ne eq ". = 7.63 eV 

64r. ". 
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This calculation is in good agreement with the world average, shown in table 1.4, aIld 

is one of the three direct measurements of the number of colours in QCD (the others 

are the total e+e- cross-section measuremeut and the width of the ZO meson). 

SU(3) flavour symmetry [4,8] is useful in describing the properties of th(' stRndard 

mesons. RadIcal departures from SU(3) expectations may be indications of exotic (noll 

qq, q = u, d, s) contributions to a meson's structure. The SU(3) quark welve functlOn~ 

for the pseudoscalars are: 

71"0 

7]8 

7]1 

-

-

-

(dd - uü)/h, 

(dd + uü - 288);.../6, 

(dd + uü + 88)/3../3. 

The physical meson wavefunctions are actually mixtures of these: 

7] - cos Op7]8 - sin OP7]I, 

7]' - sinOp7]s+ COSOp7]l' 

The two-photon widths of the pseudoscalar nonet can then be described as: 

1 r;;. • 2 m'l N 
- -(cos Op - r 2 v2smOp) (-) , 

3 m~o 

1 r;;. 2 m'l' N - - ( sin Op + r 2 v 2 cos B p) (-) , 
3 mr,O 

where, for the pseudoscalar nonet, N = 3. The parameter r describes the difference 

between the SU(3) octet and singlet wavefunctions. This formalism can be appllC'd to 

the tensor meson nonet with the substitution 71",7],7]' ~ a2,f~,f2, although the vahw for 

N is less certain in this case [47]. 

The existing measurements of the 'Y'Y couplings of the pseudoscalar and tensor meSOIl~ 

are listed in tables 1.4-1.8. The most recent measurements of each collaboration 11<1\,1' 

been used in the averages. The experimental production of resonances in ~I'Y "Olllf,j()TJ', 

is reviewed in reference [42], while possible exotic contributions are discllssed 111 [-'ln] 

Reference [47] is an excellent theoretical review. 
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r "t'Y 1 keV] Date Experiment 
7.25 ± 0.18 ± 0.14 1985 lifetime [70] 

7.74 ± 0.61 < 1988 old average [2J 
7.7 ± 0.5 ± 0.5 1988 Crystal Ball/DORIS [26J 

7.72 ± 0.46 average 

77(549) -t Il 
r 'Y'Y [ keV] Date Experiment 

1.00 ± 0.22a 1967 DESY Primakoff [71] 
0.324 ± 0.046a 1974 Cornell Primakoff [72] 

0.56 ± 0.12 ± 0.10 1983 Crystal Ball/SPEAR [73J 
0.53 ± 0.04 ± 0.04 1985 JADE [74J 
0.64 ± 0.14 ± 0.13 1986 TPC/TY [75] 

0.514 ± 0.017 ± 0.035 1988 Crystal Ball/DORIS [26] 
0.490 ± 0.010 ± 0.048 1990 ASP [76] 

7](549) -t 7(+7(-7(0 

0.54 ± 0 05 ± 0.10 1988 Crystal BalI/DORIS [77] 
0.516 ± 0.026 average 

Table 1.4: Measurements of the 'Y'Y widths of ?r
0 and 7] mesons from experiments at e± 

st orage rings. a Not included in the average following common usage [2]. 
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7]'(958) 

r"Y"Y [keV] Decay Channel Date Experimen t 1 

5.9 ± 1.6 ± 1.2c p, 1979 ~-.'!ark II/SPEAR [78J 1 
5.0 ± 0.5 ± 0.9a p, 1982 JADE [79J 
5.8 ± 1 1 ± 1.2 p, 1982 Mark II/SPEAR [7S] 
6.2 ± 1.1 ± 1.2b p, 1984 CELLO [80J 

3.80 ± 0.26 ± 0.43 p, 1984 PLUTO [81J 
5.1 ± 0.4 ± 0.7 p, 1984 TASSO [82] 

3.8 ± 0.5c p, 1985 Mark II/PEP [83] (prel.) 
3.76 ± 0.13 ± 0.47c p, 1986 ARGUS [84J 

4.5 ± 0.3 ± 0.7 p, 1987 TPCh, [85] 
4.6 ± 1.1 ± 0.9 p, 1987 MDI [80J (pre!.) 

4.16 ± 0.09 ± 0.42 p, 1990 ARGUS [thlS work] 
4.30 ± 0.32 p, average 
3.6 ± 1.OC 7r+1r-7], 7] -+ 1r+1r-1r0 1985 Mark II/PEP [83J (pre! ) 

4.7 ± 0.6 ± 0.9 1r+r.-ry, 17 -+ Î', 1986 Mark II/PEP [87] 
4.6 ± 0.4 ± 0.6 1r

0
r.

0
ry, ry -+ " 1987 Crystal BalI/DORIS [88J 

3.80 ± 0.13 ± 0.50 1r+1r-ry, ry -+ " 1988 JAD.8 [89J (pre!.) 
3.8 ± 0.7 ± 0.6 + -1r r. 7], ry -+ " 1988 TPC/~ y [~)OJ 

4.7 ± 0.2 ± 1.0 1r+r.-7], ry -+ " 1988 CELLO [05] (prel ) 
4.16 ± 0.36 1rr.7] average 

3.4 ± 0.8±?C " 1985 JADE [91J 
4.0 ± 0.4 ± 0.4 " 1988 Crystal BaIl/DORIS [26J 

4.80 ± 0.22 ± 0.70 " 1988 ASP [76] 
4.29 ± 0.51 " average 

4.25 ± 0.22 aU average 

Table 1.5: Measurements of the " width of the 17' meson from experiments at (± stor­
age rings a \Vhen the acceptance calculation \Vas made wIthout takmg into (j(,COlmt 

the dipole character of the 7]' --t p, clecay, the systcmatlc error \Vas 0.8 ke V. To (\(,(,()ullt 

for the dipole clecay this has been extended to the val ue ~hown b Calnda t (·cl \,;1 t hn\! t 
a dipole matrix element, not used in the average. C Not used in the nverag{' IJ{-'('ilU'-,(' 

ofnewer results available from the same experiment (also inc1udecl in the table) or tlw 

preliminary nature of the analysis. So far as possible the values shown have ])('('11 ('O!­

rected for the rnost recent values of the relevant branching rntios, B( p,) = 0.301 :Hl (J H 
B( ~fI) = 0.0223 ± 0.0018, B( 7]1rr.) = 0.649 ± 0.020 (assumiug B( T/r.+1r- ) = 2B( 11r.f)7~() )) 

------------------~ 
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L 
r 'Y'Y Assumptions Date Experiment 

[ keV] Helicity Continuum 
2.3 ± 0.5 ± 0.35a 2 incoherent 1980 PLUTO [92] 
3.6 ± 0.3 ± 0.5 2 Born term 1981 Mark II/SPEAR [93] 
3.2 ± 0.2 ± 0.6a 2 incoherent 1981 TASSO [94] 
2.3 ± 0.2 ± 0.5a 2 incohercnt 1983 JADE [95] (prel.) 

2.52 ± 0.13 ± 0.38 2 Born term 1984 Mark II/PEP [96] 
2.7 ± 0.05 ± 0.20a 2 Born term 1984 DELCO [97] 
3.25 ± 0.25 ± 0.50a 2 Born term 1984 PLUTO [98] 
2.85 ± 0.25 ± 0.50 2 Menessier 1984 PLUTO [98] 

2.5 ± 0.1 ± 0.5 2 Menessier 1984 CELLO [99] 
3.2 ± 0.1 ± 0.4 2 Born term 1986 TPC/" [100] 

2.93 ± 0.30 2 Menessier 1986 DELCO [101] 
3.34 ± 0.35a 2 Lyth 1986 DELCO [101] 
3.42 ± 0.37a free Lyth 1986 DELCO [101] 
3.0 ± O.l a 1988 CELLO [65] (pre!.) 

3.21 ± 0.09 ± 0.40 free Born term 1988 Mark II/PEP [102] (pre!.) 
2.27 ± 0 47 ± 0 11 2 Born term 1989 TOPAZ/KEK [103] 

f2(12ïO) -+ ,,°71° 
r 'Y'Y Assumptions Date Experiment 

[ keV] Helicity Continuum 
2.9~~~ ± 0.6 free in coherent 1982 Crystéd BalljSPEAR [104] 

2.7 ± 0.2 ± 0.6a 2 in coherent 1982 Crystal BalljSPEAR [104J 
3.26 ± 0.16 ± 0.28 free incoherent 1986 Crystal BaU/DORIS [105] 
3.09 ± 0.1 ± 0.38 2 incoherent 1988 JADE [89] (prel.) 

f2(1270) -+ K+K 
r~n Assumptions Date Experiment 

[ keV] Helicity Continuum 
2.5 ± 0.2 ± 1.7 2 coherent 1989 ARGUS [this work],[106] 

2.97 ± 0.14 2 average 

Table 1.6: I\·feasurements of the " width of the f 2 (1270) meson from experiments at 
c± storage rings. For the average only values from the neutral pion channel and Born 
tcnu or Ivlenessier model fits [107] to the charged pion channel are used. a Not used in 
the average because of newer results available from the same experiment (also included 
in the table) or the preliminary nature of the analysis. 

. .• L 
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a2(1320) î 
~====~=======r~====~==~7===~~~======~========;==-~-~ , 

f "Y"Y Decay Helicity Date Expt'rimeIlt 1 
1 

[ ke V] Channel Assumption ! 
0.77 ± 0.18 ± 0.27 7r0 7] 2 1982 Crystal Ball/SPEAR [H) in 
1.14 ± 0.20 ± 0.26 7r

0
7] 2 1986 Crystal Ball/DORIS [lOf)] 1 

1--1._0_9 _±_0_.1_4_±--:-0 ._2_5 -+-_7r°;;-,7]'---t-__ 2 __ -,--1_9_88--L __ ,L_A.D_E [89] (pre 1 ) 1 

1.01 ± 0.19 7r0 7] average 
0.81 ± 0.19~~ ~t p± 7r =F 2 1983 CELLO [S01 l 

0.84 ± 0.07 ± 0.15a p±7r =F 2 1983 JADE [95] (plel ) 
1.06 ± 0.18 ± 0.19 P±7(=F free 1984 PLlTTO [lOS] 
0.90 ± 0.27 ± 0.16 p±7r =F 2 1986 TASSO [109] 
0.90 ± 0.09 ± 0.22 p±7r ':f free 1987 TPCh, [110] (prd ) 
0.97 ± 0.10 ± 0.22a p±7r ':f 2 1987 TPCh', [110] (pn'l.) 
1.05 ± 0.24 ± 0.23 p±7r ':f 2 1987 MDI [86] (prd ) 
1.00 ± 0.07 ± 0.15 p±7r ':f 2 1989 ! CELLO [111] 

average 
1.7 ± 0.1 ± 0.6 ](+ J( 2 1989 ARGUS [thlS work],[10G] 

1.00 ± 0.09 all average J 
Table 1.7: Measurements of the " width of the a2(1320) meson from experiment:-, at 
e± storage rings. a Not used in the average because of newer r~sults availahle from t hl' 
sarne experiment (also included in the table) or the preliminary nature of the arlilly~h 

f~(1525 ) 

f"Y"Y Decay AssumptlOns Date ExpC'rim('nt 
[ keV] Channel Helicity Continuum 

0.11 ± 0.02 ± 0.04 J(+J(- 2 incoherent 1983 TASSO [112] 
0.12 ± 0.07 ± 0.04 ]{+]{- 2 in coherent H)S6 TPCh, [113] 

0.07 ± 0.015 ± 0.035 J{+J{- 2 in coherent 1986 DELCO [101] 
0.031 ± 0.005 ± 0.008 I{+ J{- 2 coherent 1989 ARGeS [lOG] 
0.067 ± 0.008 ± 0.015 J{+J{- 2 incoherent 1989 AHGUS [lOG] 

0.10 ± 0.04 yoyo \.s \.s 2 incoherent 1986 ~lark II/PEP [114] 
a 10+0 OHO 03 . -003-002 yoyo 

\.S \.s free , incoherent 1988 PLUTO [110] 
O.l1~g g~ ± .02 yoyo 2 1 incoherent 1989 CELLO [11C] \s \s 

- -0 

0.083 ± 0.012 all 1 average of mcoherent contmUUI1l meaStl[('Ill('Jlt..., J 
Table 1.8: Measurernents of the " width of the f~( 1525) rneson from (,XpCI lIl)('Ilt ... id (1 

storage rings. 
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1.4 Two-Photon Experiments 

The critical properties of II collisions, from the point of view of an experimenter, 

are their relatively low energy and high Lorentz boost. TheE:; properties combine ta 

make triggering and event reconstruction difficult, especially for low-mass states. As a 

consequence, the final state is focussed on the worst areas for detector acceptance - the 

endcaps and beampipe. The standard response to this problem is to install specialized 

forward spectrometers a short distance from the central detector down the beamline. 

A major compromlse often has to be made between the solid angle coverage of these 

detecto1 s and the posi tioning of the focussing quadrupoles that are essential for useful 

machine luminosities. For the study of exclusive final states in the resonance region 

« 4 GeV) tnggers sensitive to small transverse momenta and total energies much less 

than the beam energy are essential. 

Triggering lS made much easier if measurements are done in the "tagging" mode~ 

where one or both of the scattered beam particles are detected, yielding information 

on the Q2 of the colbding photons. In the "double-tag" mode one can reconstruct 

the mass of the Tf final state by the missing-mass technique. Unfortunately, unless 

0° tagging 1S possible, event rates are reduced by an or der of magnitude or more for 

each required tag, depending on the acceptance of the forward spectrometer (tagger) 

A proposaI [117] for 0° tagging submitted by ARGUS suggested the utilization of the 

\'ertlcal ben ding magnets of the DORIS-II storage ring to separate the finai-state e+ e­

in Il collisions from the beams. Unfortunately, this was never implemented because 

of difficulties with background rates and operation of detectors close to the beamline 

[118] :MD-1 at Novosibirsk has been more successful. This experiment uses a dipole 

f~ld instead of a solenoidal field for the detector [86,119J - it functions as one of the 

bending magnets of the storage ring! 0° tagging was also possible with the DM1 detector 

\\'11ich used the bending magnets of the double storage ring DCI to separate electrons 

\\'i th an en('rgy 10S5 between 20% and 50% of the 1 Ge V beam energy. 

In general, machine effects limit tagging in ,'Y collisions to angles greater than 

20 nu-ad. This kinematic range is interesting as the effects of QCD on structure func-
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tions and meson form factors are more easily interpreted at high Ql. A good C'xé\mplc \ ,1' 

a standard tagging system is that of the TASSO detector that operated at PETRA 'l'Ill" 

tagger consisted of lead glass blocks covering angles from 24 to GO mracl The PU '1\ \ 

and TPC detectors both installed rather more elaborate tagglIlg systC'IllS PIXT ( } ... 

forward spectrometers consisted of septum magnets (with a dlpolf' field parallt'] I,) dli 

beam) that allowed measurement of charged partIcle moment a at small émp,k~ i1l ,', ,TlI 

bination \Vith drift chambers: a large angle tagger (LAT, ïO-2GO mrad), COllc,trllcll'l! ,,1 

lead and propOïtional tubes, and a small angle tagger (SAT, ~3-ïO mrad) of }('(I<I /.:,];1", 

iron muon filters, and muon detectors. The TPC/" detector had a simtlar arraIlgmwIlt 

but used Na! for the SAT and lead-scintillator counters for the LAT. 

Though almost every experiment at e+e- storage rings has pubhshed rf'sl1lt~ 011 two· 

photon physics, very few were actually designed for the purpose. ARGUS 1<" not Ol)(' 

of the exceptions to this rule, but has still managed to make a major contrihutlOll tn 

the field (appendlx B). The beam energies of Y expenments are lllsufficicnt to ~t1tdy 

processes like high Pol. hadron or jet production, and the study of hlgh Q2 procf'SSf''> Of 

structure functions IS prevented by both the low beam energy and the absence of tilp.;g('rc, 

However, ARGUS 15 exemplary in its ability to study exclusive final-state prodllrtioll 

in " collisions. In addition to the results presented in this thesis, the collahoratlOl1 hnc, 

made first observations of the final states wp, J{*o I{-o, ww, and J{*+ J{--, the final ~tat(':'> 

papa, p+ p- have been analyzed in detail, baryon pair production has been olN'[\'('d, 

and upper limits for wrjJ and f/if/i production have been measured. The two-photOIl <lat Cl 

sample at ARGUS has by no means been exhausted. 

The CLEO detector shares many of the physics goals of the ARGUS collabOlatiolJ 

but has only managed to pro duce ,1 results reccntly [120]. The practical rcabOii for t lll~, 

is that the ToF and shower system of the original CLEO detcctor were Illstalleo OUhlrlf" 

the magnet solenoid, resulting in higher trigger thresholds and r('cl urcd efficJ('Jl( \' ft)l 

lowenergy photons. The design of the CLEO-II detector solves these prol>ll'Il1:'> illJd '.\ ;1; 

have the additional advantage of a significant increase in machine lumiiloc,lty ('(J~b i, l' 

like LEP and the SLC will be able to study the photon structure fUllctlOll~ (If ]JwJ'(': 

Q2, but the "luminosity will still be restrictecl to low ma'3ses. It is not expec!l'd 1 J.,,1 
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the TJb region ('" 10 Ge V) will be accessible, though charmonium production should be 

observable. In the near future~ the most interesting prospect for the study of exclusive 

pro cesses in two-photon collisions are the B factory proposals [121]. The event rate at 

these facihties is expected to be three orders of magnitude higher than that currently 

available. As the rate of data taking (approximately 100 Hz of e+ e- annihilation events 

from a raw 100 kHz rate) at these experiments is a criticallimitation, it is realistic to 

cxpect that the triggers for two-photon collisions might have to be scaled by an order 

of magnitude - this would still represent a large increase in the available luminosity. In 

the long term one can imagine dedicated colliding photon facilities becoming available. 

In Compton back scattering one bounces low energy laser photons off a high energy é 

beam, resulting in a beam of high energy photons. Calculations [122~123] suggest that 

this would result in a hundred-fold increase in "'f'Y luminosities at invariant masses close 

to that of the colliding e+ e-. The principle limitation on this sort of collider would be 

the available laser power. 
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Chapter 2 

The ARG US Experiment 

The first section of this chapter discusses the physics motivation behind the design of the 

ARGUS detector. The second section describes the DESY accelerator system, which 

is an essential part of the experiment. The rest of the chapter describes, necessarily 

III rather coarse detail, the individual components of the ARGUS detector, the data 

acquisition, the omine data processing, and the initial event selection. 

2.1 The ARGUS Detector 

ARGUS 1 \\'as designed as an advanced second generation detector to replace the Double 

Arm Spectrometer (DASP), the original proposaI was submitted in October 1978 [124]. 

The detector was assembled in the south illteraction region of the DORIS-II (Doppel 

Ring Speicher) storage ring at DESY. The other mlhslOn region was occupied until1987 

by a non-magnetic detector. the Crystal BalI. The ne\\' detector was dedicated to the 

study of the physics of ée- collisions in the energy region around la GeV, principally 

because of the discovery of the Y states in 1977 [125]. 

The first indication of the existence of the Y resonances was seen [125] in fixed target 

C'xperiments (protons on copper or platinum) as an enhancement, with a mass of 9.450 

Ge \ .. in the production of muon pairs. Fixed target experiments have the advantage of 

a high e"cnt j:ate (a 0.7 mm thick copper sheet making an easier target than a bunch 

of 1012 electrons). However, this advantage carries with it a high background rate; only 

1 The acronym orJg1l1all~ stood for uA Russlan German United States Swedish CollaboratIOn" - subse­
quently groups from Canada (1982) and Yugoslavia (1984) jomed the collaboratIOn suggesting a change 
111 definltlOn to "A Rather Good Upsilon Spectrometer" 
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Figure 2.1: The hadronic cross section in the mass region of the T resonancE'S [2.12G] 

a tiny fraction of collisions produced Y resonances, and in these events the T was onl" 

part of a complex final state. This complication was overcome by searching for (k('ay~ 

to muon pairs. Muons are highly penet.rating particles, and can easily be s<.'para tt·c! 

from other particles by absorbers. More detailed studies of the T resonances aWaIj('d 

their produ' tion in e+ e- collisions, nearly the inverse of the process through which t}wy 

were discovered. 

The T resonances are flavourless bound states of bottom (beauty) quarks and their 

antiparticles. The spectrum of these states is ar!alogous to that of positronium and th(' 

bound states are labelled accordingly: n 2S+1 L J , with n being the radial quantum num­

ber, S the total spin of thE' two quarks, L = S, P, D, F ... the orbital angular momentum 

state, and J the total angular momentum. There:s one sigmficant dlffercnce - t be 

binding force of the Y resonapces IS provided by the strong interaction At present. the 

first six n3 SI resonances have been observed [2,126J as peaks in the total cross section 

for e+e- -+ hadrons (see figure 2.1). As the other possible resonances do not have the 

quantum numbers of the photon, J PC = 1-- (where P = -( _1)L, and C = (-1 )S+L ), 

they cannot be produced directly in e+ e- collisions. At present, only the ~ix (1 PJ 

and 23 PJ states have been seen [127], having been produced in radiativE' decay:'> of t 1 If' 

S-channel resonances. 
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The first three n3 5 1 resonances are quite narrow, ranging in width from 52 ± 3 keV 

fOl the Y(l5), to 26 ± 6 keV for the Y(3S). Hadronic decays of JPe = r- states 

can proceed only through the production of three gluons; a single gluon (which has the 

correct J?c. the same as the photon) 1S not a1lowed as the final state mus. '-le colour 

lI(>utral. The T( 45) (10580 ± 0.0035 GeV /('2) resonance is much wider. 14 ± 5 MeV, 

llldlcatIllg the presence of additional decay channels - final states composed of BË 

meson p<urs (bound states of bü or bd quarks). These new mesons provide a complex 

!'let of clecay channels to study. 

Investigations of Y specuoscopy and B meson decays are significant for much of 

particle physics. They provide information on heavy quark potentials, corrections to 

weak decays from Quantum Chromodynamics (QCD), \veak interaction universality for 

the third quark/lepton generation, and the Kobayashi-Maskawa parametrization (12] of 

the weak mteractions of quarks. The dedicatlOn of the detector to b-quark physics has 

proyed profitable wlth the observatIOn of mixIllg between Band B mesons, transitions 

between b and li quarks, and studles of many exclusive decays (the ARGUS publicô+,lons 

list is included as Append1x B) The study of charrned mesons and tau lepton production 

in the continuum was also considered in t.he design of the detedor. These studies have 

also proved frUltful, and many results on t.he product.ion and decay of charmed mes ons 

have been pubh:.hed. These inelucle lifetime measurements and first observations of 

several new cxcitcd charm states. Lower limits on the mass of the V'T have also been 

published. 

Tbls type of physics requires a detector able to resolve high multiplicity events while 

maintaining sensitivity to secondary particles \Vith 10,\' cnergies (in or der to reconst.ruct 

the complex clecay chaius provlded by the the cascade of quark flavours: b -+ c -+ s). 

As a consequence of the high multiplicities (011 the average eight charged particles per 

('\'cnt [128]). good charged partiele identification at lo\\' momenta is essential to control 

combinatoric backgrounds To reconstruct neutral particles \Vith slmilar efficiency it is 

neccssary to haye a highly segmented detcctor \vith good energy resolution. In brief, 

the detector \\'as designed to hm'e high segmentation, maximal angular coverage. high 

resolution.lo\\' kinematic thresholds. and good prtrtide identificat.ion for momenta below 
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1 GeV. 

These properties also allow the study of two-photon interactions at ARGlTS. al 

though the detector was not explicitly designed for this type of physics (unfortulltlt('ly. 

a common feature of most detectors used for two-photon analyses). Most eXIWrmlf'llt" 

studying two-photon collisions were designed for the higher center of mass ('n('r.[!,i('~ 11\'<111· 

able at the PETRA and PEP st orage rings. Though experiments at tlwse 111p;h .'m'I.L';~ 

rings have the advantage of increased two-photon lummosity, this is offset by (kCn'aSf'c\ 

iicceptance and limited detector performance at the low final-state energies associatpc\ 

with two-photon resonance production. 

ARGUS started running in October 1982 and the first useful data were collected in 

February 1983 Between February 1983 and November 1989 ARGUS collected a total 

of 445.2 pb-lof luminosity, divided between the Y resonances and nearby COlltIll\lUIll 

(Table 2.1). The ARGUS luminosIty and energy histories are shown in Flguref> 2.2 and 

2.3 respectively. The analyses prescnted in this thesis use data collected befme February 

2nd 1989, though the experiment continues to operate. For this period only data wlth 

optimal trigger logic settings and hardware condItIOns \Vere used. Short (kscnptIon~ 

of the storage ring and detector subsystems follow (a more detailed description of the 

detector can be found in reference [129]). A schematic view of the detector is shown m 

figure 2.5. 
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Run Type Energy 1 Luminosity [pb-ll 

Y(lS) 9.460 47.0 

Y(2S) 10.023 38.3 

Y(4S) 10.560 220.4 

Y(1S) Scan n.a. 11.9 

Y(2S) Scan n.a. 2.3 

Y(4S) Scan n.a. 31.7 

Continuum 9.36-9.39 9.0 

Continuum 9.98-10.00 3.0 

Continuum 10.43 8.5 

1 

Continuum 10.46 58.3 

Continuum 10.49-10.54 14.9 J 

Table 2.1: Luminosity distribution of ARGUS data collection. 

1 

~ 
1 

Experiment Date Luminosity [pb-ll 

Total Selected 

2 1983-1984 65.7 46.0 

3 1984 22.5 0 

4 1985 73.1 66.1 

5 1986 104.5 98.5 

6 1988 7ï.4 70.9 

7 1989 59.0 0 .-
S 1989 43.1 0 

Table 2.2: Luminosity distribution for different running periods. 

l 
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Figure 2.2: Luminosity history of the ARGUS experiment. 
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Figure 2.3: Energy history of the ARGUS experiment (each point representc; an e;:p"l­
imental run). 
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Figure 2.4: Part of the Deutsches Elektronen-Synchrotron accelerator network. 

2.2 DESY and DORIS 

33 

The DORIS storage ring (Table 2.2) is part of a larger accelerator facility known as 

DESY (Deutsches Elektronen-Synchrotron) which is funded jointly by the City of Ham­

burg and the Federal Republic of Germany. The central components of the accelerator 

complex are the two synchrotrons which accelerate electrons, positrons, and protons 

for the other machines. Those parts of the accelerator network relevant to ARGUS are 

shown in Figure 2.4. 

The first step in the acceleration chain is the creation of é e- pairs by the bom­

bardment of a tungsten foil target with an electron beam from LINAC-II. The positrons 

are magnetically separated and then stored by the Positron Intermediate Accumulator 

(PIA) until sufficient current has been accumulated to make accelcration in the central 

synchrotron (DESY) worthwhile. Electrons from a separate source are accelerated to 

0.050 GeV by LINAC-I and then transferred to DESY, which accelerates them to the 
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Circumference 288 m 

Radius of curvature 27.5 m 

Length of straight sections 58 III 

Number of bunches/beam 1 

Bunch length (az) 25 mm 

B unch cross section (a X ) 480llm 

Bunch cross sectIOn (a}' ) 85 pm 

Maximum center of mass energy 11.2 GeV 

Average luminosity 1031 CIll- 2ç l 

Maximum daily luminosity 1.5 pb- 1 

Vacuum pressure 4 - 8 . 10-12 bar 

Typical current 20-50 mA 

Time to fill 2-10' 

Time between fills 30-120' 

Radio frequency 500 11Hz 

Table 2.3: DORIS II machine parameters. 

storage ring's energy and injects. DORIS-II is capable of storing 30-50 mA in colliding 

beam operation with lifetimes of two to three hours at the lower current and 30 minutf's 

at the maximum current. The bearn current i5 limited by the aperture of the vacuum 

chambers, the bearn-beam interaction, and the available radio-frequency power 

The DORIS-I ring was operational in 1973 but was extensively altered betwecu 

1979 and 1982 [130]. The original DORIS design was optimized for beam energicf> of 

3.5 GeV and employed separate e+ and e- beam lines to mmlmize beam-beam f->pacl' 

charge effects which Emit luminosities in multi-bunch operation. In orcier to lwv(' a 

sm aller magnet pole separation and a higher magnetic field, the new DORIS has ()JJly 

one vacuum pipe and the e- and e+ bunches follow the same orbit. These rnodificatlOm, 

were designed to improve machine operation at the energies required for Y mp<;on plJy~J('c 

and to recluce power consumption. As an artifact of its original double nng ù('sl11;IJ t IH' 

storage ring is not planar - the collision point is 20 cm lower than the arcs. Syn,hro! 1 ()Jl 

light from the vertical bending magnets (14 m from the interaction pomt) ran ('hl)<'::(' 
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sorne problems for detector elements placed close to the beam. 

At present DORIS-II can be operated at beam energies up to 5.6 GeV, limited by 

iron saturation in the di pole magnets and the amount of radio-frequency power available 

(1.1 M'V/) to replace the synchrotron radiation 10ss [131]: 

t::..E = 

p = 

where t::..E is the energy 10ss per turn per ë, Eo is the beam energy (both in Ge V), 

p the radius of curvature of the storage ring (in meters), and P is the total radiated 

power CVlatts). Radio-frequency cavities and klystrons can be located at three positions 

around the ring. DORIS-II operates in single bunch mode with an interval of 1 J..lS 

between collisions. The storage ring's 1uminosity is given by the expression: 

1+1-
L= , 

47re2 fCTxCTy 

whcre 1+, 1- are the positron and electron beam currents in amperes, e is the electron 

charge in coulombs, f the collision frequency, and the CT'S are the bunch sizes. At one 

standard deyiation, these sizes are 85 J1.m in the vertical direction (Y), 480 J..lm in the 

radial direction eX), and 2.5 cm in the direction2 tangent to the beam path (Z) [132]. 

The large horizontal beam size is the result of synchrotron radiation, while the bunch 

length is limi ted by the propel ties of the synchrotron and the frequency of the power 

source. The beams have an energy dispersion of approximate1y 8 MeV. 

2.3 The ARGUS Magnet System 

Threc elements of the storage ring's magnetic lattice intrude into the detector itself. 

The most important of these are two strong focusing ("mini-,B") quadrupoles of 1 m 

focallength set at distances of 1.23 m from the interaction point (c.f. figure 2.5). These 

2The positrons traverse the rmg in a clockwlse sense as viewed from above, defining the +Z direction 
al the mteractlOn pomt The sphencal coordinates: R = VX2 + Y2, <p = tan- 1 Y/X and cotO = Z/R, 
are oflen used 

1 
j 
1 , 
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focus the beams on the collision point and allow DORIS-II to reach luminosities as lllr.,h 

as 2.1031 crn- 2s-I . The focusing effect of the quadrupoles introduces heam diver~eJll't'~ 

of approxirnately 0.9 mrad and 0.4 rnrad in the X and Y dIrections resp('d l\'cly [J 1 ~1 

In addition to the mini-,B quadrupoles there arc two sets of compcnsatlOll coil.., Olll' 

of these shields the quadrupoles from the detector's 0.755 T solenOldal field. ",luk il 

second set, located in front of the quadrupoles, ensures that the DORIS heam trajer(nry 

has zero field integral through the detector, as is necessary for a symmetry of forces Ol! 

the e+ and e- beams. 

The main ARGUS magnet is composed of 13 solenoidal copper coils, 3 min diarnd(>r, 

that surround the central detector. The gaps between the coils allow the passage of hp;ht 

guides that enable the time-of-flight and shower counters to be placed inside the COll. 

while their photomultipliers operate outside in a regIOn of low magnE'tic field The coll" 

can carry a maximum current of 4500 A, which pro duces a field of 0.8 T. In norlllal 

running conditions a field of 0.755 T is used. The rnagnetic field was mea .... ured hcfOlt' 

the central components of the detector were installed [133] and parametnzC'd to an 

accuracy of 0.2% for use in the reconstruction software. The cOll iE- enclost:d by an Iroll 

flux return yoke (325 metric tons) that also serves as a muon filter. 

During experiment 3 (1984) th~ ARGUS Vertex DetectIOn Chamber was installed. 

To free sufficient volume in the interaction region necessitated the truncation of tlH' 

inner compensation coils. Unfortunately, moisture contamination mtroduced dUl1I11!; 

the machining produced electrical shorts in sorne of the coils which fore, cl the redurtlOIl 

of the central detector field to 0.48-0.54 T for the duration of that experiment. Tl)('~(' 

data are not normally used for analysis. 

2.4 The Bearn Pipe 

The aluminum beam pipe is 4 cm in radius, 1 mm thick, and is lined with lend paillt III 

order to reduce synchrotron radiation: this corresponds to 1.13% of a radiation j,'lJ):',t lJ 

To enhance the conversion of photons to e+e- pairs, copper converters can 1)(' p\l~î( rl 

into the interaction region with thicknesses of 100, 500, or 600 /-Lm. 
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2.5 The Main Drift Chamber 

The central component of the ARGUS detector is a cylindrically symmetric drift chmll­

ber [134]. The purpose of the chamber is to detect ionization tra.ils ldt by t he pd',~é\g., 

of charged particles through the gas. This information can be used tn Il}(,H~\1I(, t 11<' 

geometry of the track and thereby determine the particle's momentum. 01 t,(l dl't('lllllIW 

the specifie ionization (energy 10ss per unit 1ength) which yieldf, mformat IOll Oll t lI<' 

paxticle's mass. The active eomponents of the drift chamber consis!. of 5.940 ~('ll!->!' \\"11 l''' 

(30flm gold-p1ated tungsten) and 24,588 field wires (76pm eopper-beryllium) arrallp;!'d 

in 36 1ayers. 

The electrons from the ionization trails 1eft by charged particles are swept 1.0 t.h(' 

sense wires by a strong electric field - the potential wires are grounded and surr011lld 

the sense wires which are held at (2930.0 ± 0.5) V. The timing of this signal If, USf'd to 

determine a surface of constant drift time (isochrone) for each \Vire hit. The tra.1ectory 

of the particle is tangent ta these isochrones. The shape of the drift ,('lh, is almo~t 

rectangular, 18x18.8 mm2 , 50 as ta make the isochrones nearly clrcular. 

The ability ta reconstruct tracks in three-dirnensions is pro\'Ided by twisting ('\'cry 

second sense wire layer by a small angle, ±o:, 50 that these Q-layers form hyperbolOlcls. 

The angle Q varies as VR, ranging fI' am 40 rnrad for the innermost a-layer to 80 mnHl 

at the outside of the chamber. A low-momentum charged track in thf~ chamher will 

leave a noticeably eurved set of hits in the laycrs parallel 1,0 the Z -axis: 

Pl. 
P = B. 2.9979GeVT/c 

cm 

where p is the radius of eurvature in centimeters, Pl. the transveu,e rnomelltllrtl III 

MeV je, and B the magnetie field in Tesla. If the track makes a 90° angle with tlw 

Z-axis the a-layer hits (as viewed from the endcaps of the chamher) will élpp('(jr 'J.., 

two similax curves rotated in <p by the angle ±a(R). As the polar angle of tlH' tn\c!. 

decreases, the outer ends of the a-layer and Z-layer tracks will approach ('adl ot IWI 

and eventually coincide, if the traek reaches the endeap. 

The drift, chamber information is reconstructed by a complex system of pil t t r ) )) 
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recognition and track fitting programs based on those of the MARK II detector [135]. 

The pattern recognition is initially done in two dimensions, r and <P, by mat ching circular 

trajectories to the drift chamber hits. This is possible because of the homogeneity of the 

magnetic field and the low density of the chamber gas. As the minimal requirement for 

the definition of a circle is the measurement of three points, aU combinations of triplets 

of drift chamber hIts are tried initially and their curvature determined. Attempts are 

made ta ext.end each of these triplets through the introduction of additional hits that, 

on forming tnplets with two of the initial hits, do not change the curvature significantly. 

The pracess is then iterated and various refinements are introduccd. As the drift time 

information is used from the beginning of the analysis, a minimum of four hits is required 

for a track in or der to resolve the leftjright ambiguity inherent in drawing a circle 

tangent ta a triplet of isochrones. In the three dimensional pattern recognition the Q 

layer hits are extrapolated ta each cylinder defined by an reP track. The Œ layer hits form 

lines ii1 the sZ plane (8 = path length of the track in the T</> plane). The parameters 

estimated from these procedures are then refined by a least-squares fit.. 

The minimal track fit requires 4 hits in the axial layers and 3 hits in the Œ layers, 

resulting in an angular acceptance of 1 cos BI < 0.96. The track reconstruction is efficient 

[136] within the kinematic limits PJ. > 50 MeV jc, 1 cos BI < 0.92. On requiring the 

track ta traverse alllayers of the drift chamber, the polar angle is further restricted ta 

1 cos 81 < 0.ï6. A rather atypical multi-hadron event [15], which nevertheless is typical 

of the drift chamber's performance, is shown in figure 2.6. 

Physically. the drift chamber is a hollow gas-filled cylinder, 2 m long with inner and 

outer radii of 15 cm and 86 cm, respectively. The outer wall, which supports the wire 

tension (1.1 N' for the field , .... ires, and 0.7 K for the sense wires), is composed of 6 mm 

of aluminum. while the endcaps are 30 mm thick. To minimize multiple scattering in 

low momentum tracks the inner wall of the chamber is a carbon-fiber epoxy composite 

3.3 mm thick (1 24% of a radiation length) coated with silver paint. 

The choice of chamber gas is constrained by the required accuracy of the drift 

time a.nd specifie ionizatiün measurements. If the electric field accelerates the elec-
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Figure 2.6: A reconstructed BE mixing event. The area of the rectangles Wlt b ;,rdJcl 
outlines is proportional to energy deposited in the calorimeter, while the ~hhded rr·( t -

angles with dotted outlines represent ToF counters set by the event. The radlj of t lJI 
circles in the drift chamber are the drift distances from the wires hit in the event 
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trous enough between colhsions with gas molecules to cause secondary ionizations, an 

avalanche develops, amplifying the origmal signal. The choice of gas is critical as gases 

(or impunties) with a high electron-capture cross section may attac:h electrons. The 

ARGUS chamber ran mitially with a mixture of 97% propane (C3 Hs)and 3% methy­

laI (CH2(OCH3 )z) at a slrght })t)sitive pr<:>ssure (1035 mbar). Propane has the rcquired 

advantages of a small diffusion coefficient, and a large radiation length (the active 

material in the chamber represents only 0.55% of a radIation length). Whell the poly­

atomic rad1cals producf'd in the gas ionization process neutralize they either dlssocmte 

or polymerize [137]. The polymers will condense on th:~ cathode W1f12S causing chamber 

agmg. The presence of methylal, which does not polymerize and has a lowcr ioniza­

tion potential than propane, suppresses polymerizabon by neutralizing the propane ions 

through charge transfer. The chamber gas is changed every 22 minutes at a fiow rate 

of 12 m3 jhour to maintain homogeneity. Howevcr, most (99.8%) of this is gas that has 

been recycled and filtered. The gas quality is tested wh en gas enters anà leaves the 

chamber by measuring the ionization from four 55Fe sources. 

After approximately 20 months of data-taking a small amount, 0.2%, of water vapour 

had to be added to cure damage resulting from contamination in the chamber. This 

contamination caused the current drawn by one quadrant of the chamber to increase 

approximately 1000 times beyond the normal value of 1 nA. This phenomenon was 

eventually attributed to the Malter effect [138]. Non-conductive deposits on field wires 

accumula te positive charge llntil the deposit short circuits. The electrons then released 

from the field \V1re produce more positive ions establishing a feedback loop, causing 

the deposlt to grow. and creating a permanent discharge. The addition of water to 

the chamber gas coats the insulating deposits with a conducting layer, solving the 

dlscharge problem. The amount of water in the chamber must be carefully controlled -

at concentrations of a fe\\' percent, electron capture by watcr molecules can significantly 

alter the wire efficiency [139]. 

The sense wire signaIs are processed by pre-amplifiers mounted on the chamber end­

plates. The integratf'd charges are then digitized by an ADe (analog-digital converter), 

",hile a discriminator starts a TDC (time-digital converter) operating in corn mon stop 
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mode. The stop signal is defined by the time-delayed bunch-crossing signal gated wJl h 

the first level trigger signal. The TDC discriminators also set bit registen, mH'd f(ll 

fast drift chamber pattern recognition in the second Ievel trigger pro('c,>sor. The ( 1111111)2. 

information from the TDC is converted into a drift distance usmg CI drift (.lJ1lt' spaCt' 

relation (TSR) determined from samples of at least 1,000 Bhabha events (e+ e- -+ f+ (-) 

An approximate TSR is used to fit each calibration sample and is then itcrnted ant JI the 

mean residual ((dmea3ured - d TSR )) ceases to change slgnificantly. The st.andard c!('\'iatH li) 

of the residuals approaches a limiting value of 190 pm for Bhabha events ami 220 IlJll 

for multi-hadron events, resulting in a momentum resolution of: 

a(p.l) = )0.0001 + (0.009. p.l[GeV jC])2, 
PJ. 

where P.l is the transverse mOffientum of the particle The constant term represent!- dl(' 

contribution of multiple scattering which dommates the resolution below 0.8 GeV Ic 
The angular resolutions are a(cotB) = 0.004 and a(cjJ) = 0.001. The overall rnOIllcntll1ll 

scale has been refined through the analysis of decays of I\~ and A wIth separatf'd 

vertices. This results in a systematic error of less than 0 1 % for the mass bcaie [140J. 

limited by the statistics of the secondary vertex analysis and the accuracy with wInch 

inhomogeneities in the magnetic field have been measured. 

The drift cell size was chosen to optimize the sampling of the ionization energy Ios~ 

(dEjdX). As the average value of the dEjdX is determined by the physical properti('~ 

of the gas as a function of particle mass and momentum, this is a usefui quantity fOI 

particle identification. The relation is given to a good approximation hy [2]' 

where D=0.3071 MeV cm2 g-l; p, A, and Z, are the density of the chamber gus, the 

average mass number, and the nuclear charge; Q is the charge of the l\.mizin~ part)(']f'. 

"Y = Ejm, and f3 = PIE. One reason for using propane as a chamb('r gas 1<, that Jt Il;\'­

a narrower Landau distribution (which describes the sampling variance of t IH' dEI cl.\: 

[l41]) than standard chamber gases like argon, improving the separatioIl of dJ!!f'lf'JJI 

particle types at low momenta. 
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The energy 1055 in each drift ceIl is determined from the integrated charge measured 

by the ADC's, which are calibrated with daily pulser runs. The raw pulse height is 

5caled by calIbration constants determined from Bhabha events, and lS corrected for 

space charge saturation effects (significant only for polar angles approaching 90°), and 

a small effect due to finite ADC Integration times which pr ,)duce charge loss at long 

drift distances. After these corrections, the dEjdX resolution varies between 4.4% and 

5.5o/t during different run periods [142J. 

The dIstribution of dEj dX samples has a long high energy taU due to the contribution 

of infrequent collisions with large energy transfers. Because of this, a truncated average 

of the dEjdX for each track i5 u5ed to estimate the most likely energy 10ss (30% of 

the samples with the largest dEjdX and 10% of those with the lowest are discarded), 

resulting in an approximately Gaussian distribution. This allows the definition ofaX2 

for any rnass hypothesis: 

2 (LlET(m, p) - .6.E)2 

X ::::: (a(p). a~E~~m,p))2 + (a <dE/dX> . .6.X)2 

where .6.E is the average expenmental ener~y loss pel' dnft ceU, .6.ET(m, p) the theoreti­

cal median energy 10ss for a given mass hypothesis and expenmental momentum, ~X is 

the average track length per celI, and O<dE/dX> is the dE/dX l'esolution. In ATlGUS this 

measurement can be used to separate pions from kaons up to momenta of 0.7 GeV je, 

and kaons from protons up to 1.2 CeV je. Figure 2.7 shows the dEI dX distribution from 

a large sample of multi-hadron events, with the various particle types clearly separat.ed 

in sorne momentum ranges. 

Fmally, the presence of approximately 10 kilolitres of propane in a thin pressure 

"essel necessitates œrtain safety measures. To this end, the entire inner detector is 

maintained in a nitrogen atmosphere. 

2.6 The Vertex Detection Chamber 

The Vertex Detection Chamber [143], installed in 1984, is the newest eomponent of the 

detector. Structurally, the chamber is a. hollow double cylinder 1 m long with an inner 
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Figure 2.7: Distribution of drift chamber specifie energy 10ss as a function of momentulll 
for a typical multi-hadron event sample. 

radius of 5 cm and an outer radius of 14 cm. The two cylinders are construeted of a car­

bon fibre/epoxy composite material, 0.9 mm and 1.5 mm thick, respcC'tively. The cnd­

caps of the chamber are constructed of 2 cm thlck fibreglass. The active components of 

the chamber consist of 594 signal wires (20 !lm diameter gold-p1at.ed t.ungsten-rhenlurn). 

surrounded by 1412 potential wires (127 !lm dinmeter copper beryllium alloy), arranp,('fl 

in a close-packed hexagonal geometry. This is an unusual geometry for il drift cllÜm\wr 

but has the adv~ 1tages of maxin11zing the number of drift cells/truck (8) v.;}111e Tllllll­

mizing the ratio of field to sense wires. The mner radius of a ceIl is 4.5 mm and t}l(' 

potentia1 wires are maintained at -3500 V. This avoids the necessity of couplJll)!; Ill!' 

readout electroDIcs to the sense wires via large capacitors (the case in the rnniu dnft 

chamber). AIl sense wires run pal"allel to the Z axis. The gas used is CO 2 at a pl('~<"l11( 

of 1.5 bar. Following the experience with the large drift chamber, 0.3% \Vate[ \'apllr \" ;1'­

added to the VDC gas, The chamber electromcs are read out by TDC's and ('ahln :1 1 (d 

by daily pulser runs. 

-
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The chamber timing information is used in a manner similar to that of the main 

clwmber but only after the main drift charrLber pattern recognition and track fit is 

complete. The pattern recognition 1S denved from main cham ber tracks traced back 

mto tbe VDC. The track parameter fit uses the resuHs of the main chamber fit as 

(onstraints, allowmg for multiple scattering effects which are estlmated using the most 

likely mass hypothesis from comhined dEI dX and time-of-flight particle identification. 

There IS no attcmpt to lIlcrease the reconstruction efficiency for very low momentum 

tracks by a pattern recognition analysis employing the information from both chambers. 

The int.roduction of the VDC in the track fit improves the resolution (a(Pl..)/ p.L) for 5 

GeV je muons from 0.9%· Pl. to 0.6%· Pl.' 

The average value of the drift time space relation residuals over most oÎ the drift cell 

is 50?lm A bet.ter measure of the resolution [132] is the separation of Bhabha tracks at 

the origin, 135 ?lm. corresponding to 100 pm vertex resolution in the .\"T plane. In more 

complex events the combmed effects of multiple scattering and improperly assigned hits 

leads to a 40% increase in vert.ex resolutlon. The intr r uction of the VDC resulted in 

a 50% increase in the number of K? reconstructed from secondary vertices. 

2.7 The Time-of-Flight Counters 

The time-of-flight or ToF system [144} of the ARGUS detector serves three purposes: 

• it. is one of the main sources of partlcle mass information, 

• the barrel counters are used in both the first and second level triggers, 

• the endcap counters are used in the on li ne luminoslty monitor. 

The system is situated directly outside the drift chamber and is divided into three 

sections. the barrel and two endcaps. The barrel section covers 75% of 471 and consists 

of 64 rectangular scintillation eounters arranged axially on a cylinder 95.1 cm in radius. 

_Each barrel counter is a bloek of 2 cm thick scmtillator material 1.8 m long. :md is 

\'j{'\\"cd by t\\"o phototubes The two endcap sections contain 96 wedge-shaped counters 

which are \'iewed by single phototubes. The endcap coun+"rc: are 2 cm thick and 48 cm 
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long, ranging from 5.1 cm to 11.4 cm in width. The endcaps cover 17% of 47l' (0.78 <: 

1 cos el < 0.95). The ToF counters are connected to the phototubes by hght gUIdes wInch 

pass through slots III the ARGUS rnagnet coil The phototubes arc locaJt'd out~id(' the 

magnet so they can operate in reglOns relatively free from magnetll fields. They Hl (' 

shielded from any remaining field by soft iron and Il metal cylmders. 

The ToF counter TDCs are started in common by the bunch-crossing sIgnaL alld 

stopped indivldually by discriminator signals with a cable delay of 200 ns Eacl! lb:--­

criminator uses 80% of the appropriate phototube signal as input and also scnds slg11ab 

to the fast trigger logic and "Little Track F'mder" (the second level trigger proc('ssOI ) 

The remaining 20% of the phototube signal is digitlzed and used ta correct fOI tlllllllp, 

jitter caused by the amplitude dependence of the discnminat.or t.hreshold crosf-tmg 

The ToF counters were aIl pre-calibrated in an electlon bearn from DESY. TlIlle 

variations of the calibratIon pararncters are determmed from Bhabha event.s (( + (- -+ 

e+ e-) by a simultaneous fit with the time of flight constrained to that calculat.ed [rom 

drift chamber information (using the ë mass). The TDC slope paramet.er (llano~ec­

onds / count) is determined daily by a laser system using a cali bratell delay line as 1 ('[('1-

ence [145]. The hmiting resolution of the ToF counters \Vas determmed by Monte-Carlo 

analysis [144] to be 170 ps, due principally to sampling statistlCS. The practical re~olu­

tion is somewhat larger, 210 ps for Bhabha events. and 230 ps in multl-hadron eVf'nt!->. 

This is due to the combined effeds of drift L1 phototubc amphficatlOn, un,ertainty in 

the bunch-crossing signal (50 ps). i '1accuracies in the parametnzatioll of t he pulse hf'lght 

correction, and multiple hits in hadronic events Surprisingly, the resolutlOn of tlH' elld­

cap counters is not much \Vorse (approximately 260 ps). even though the hght [rom tbe 

barrel counters is sampled twice. This is due to the wedge shape of the end,ap cOllnkr ~ 

which pro duces a "negative" attenuation length, more light from the narrm\' (ch,,! 'l1lt 1 

end of the wedge is focused on the guide. 

In multi-hadron events, approximately 80% of tracks with P..l. > 0 120 Gl'\' / r lJd" 
-

a clear time-of-flight measurement. Tracks with smaller transverse morncntum t~'lJd II, 

spiral in the dnft chamber and ma)' not be properly traced to the counters, ('\'('ll J{ 1 L,·:, 
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eventually reach an endcap. Additional confusion is produced by events with multiple 

hüs in a counter. However, for the two charge particle topologies relevant ta this thesis 

at least two ToF hits are required to set the trigger - so there is little incremental 

efficiency 10ss on ..requiring ToF information for particle identification. 

To extract mass information, the measurements of path length and momentum from 

the drift chamber analysis are combined with the time-of-fiight measurement. The 

particle Identification abllity is limited by the Lorentz boost and mass differences of the 

particles in question (figure 2.8). The different partIcle species are separated to three 

standard deviations over the following momentum ranges: 

• e/1i separation for p < 180 MeV le, 

• 1'( IF.. separation for p < 750 MeV le, 

• K/p separation for p < 1150 MeV le, 

providing the particle has a transverse momentum of at least 110 MeV le sa that it 

reaches the barrel The masses of muons and pions are too close for separation with 

ToF measurements. Smce the time resolution is of the same order of magnitude as 

the differences in fiight time expected for normal particles, the ToF information is best 

expressed statistically. One defines a X2 to measure the likelihood of a particular mass 

hypothesis' 

[ 1 1] 2 
2 ïJ;;;-7h;; 

X=[2 2]' 
(JToF + (J Ilyp 

where Pl.yp = pl Jp2 + m~yp is the velocity calculated for the mass hypothesis, given 

the drift chamber momentum measurement, and !3ToF = XI CTToF where X is the path 

1ength determined from the drift charnber fit, and TToF the measured time of flight. The 

(JToF and (JhllP are the corresponding error estimates. The X2 is simp1y the difference 

between measurement and theory expressed in units of the experimental error. 

2.8 The ARGUS Electromagnetic Calorimeter 

The ARGUS sho\\'er counter system [146] has several functions: 
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Figure 2.8: Distribution of particle masses determined from the time-of-flight analysis 
for a typical multi-hadron event sample. 

• the first level trigger uses energy sums fr0m various regions of the calorimetcr, 

• the online luminosity monitor requires angular correlations in calorimeter enerp;y, 

• photons and other neutral partic1es can only be detected as energy deposits 111 t h(' 

calorimeter, 

• photon showers in the calorimeter can be used to reconstruct 7r°s. 

• shower energy and shape can be used to separate electrons, muons, and hadron" 

The calorimeter is composed of 1760 indh-idual shower counters covering aü%, of 4r. 

The barrel counters are arranged in 20 rings of 64, while each endcap 1S ('Olll}!O"Pr! 

of 240 counters arranged in 5 rings with 32 + 1*8 (0 ::; 1 ::; 4) coun!('r::, III (',II L 

The barrel counters alternate (in cp) between wedge shaped modules aIlCl !('('t;llJ![lll.l: 

modules. Each counter is composed of alternating layers of lead (64 1.0 mm hl:"'l' III 

the barrel, 45 1.5 mm layers in the endcap) and scÎntillator (5.0 mm) Botl! ]wrre] (1).': 
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endcap counters represent 12.5 radiation lengths of material. The segmentation of the 

calorimeter corresponds approximately to one Moliere radius [147], the average lateral 

size of an electromagnetic shower. 

The light from each shower counter's scintillator (wrapped in aluminized mylar) is 

reflected internally until it reaches a 3 mm thick bar of wavelength shifter running the 

length of the counter. The wavelength shifter absorbs the scintillation light and emits 

light at lower wavelengths, effectively turning sorne of the light through a right angle. 

Two nylon threads separate the wavelength shifter from the counter to cnsure internaI 

reflection. The light from the wavelength shifter is then transported to a photomultiplier 

by a light gUlde. The shower counters are mounted inside the magnet coil to allow 

detection oflo,\' energy photons. There are only 0.16 (0.52) radiation lengths in front of 

the barrel (endcap) modules. This allows detection of 30 Me'/ photons with an efficiency 

of approximately 85%. In the standard analysis a threshold of 50 MeV is used, resulting 

in n detection cfficlency of ~ 98% for photons. 

The principal application of the calorimeter in analysis is the detection of energy 

deposited by neutral particles, principally photons, which leave no signal in the other 

detcctor components. As most photons in hadronic events come from 7r0 decays, good 

energy resolution is required to suppress combinatoric back:::;round. '\iVïth as many as 

ten photons in each hadronic event there are often ninety possible combinations for a 

iiO! The energy resolutlOn obtained in the barrel part of the calorimeter is: 

C7(E) _ 
E - O 0

_')2 0.0652 Ge V 
. I~ + E (barrel), 

where the energy, E, is in units of GeV. The individual contributions to each term are 

gi\'en in table 2.3 [148]. In the endcap calorimeter the resolution lS given by: 

O 0
'"'5')2 0.0762 Ge V 

• 1 ~ + E (endcap) . 

The resolution at high energies is determined from barrel Bhabhas and e+e- -+ Il 

e\·ents. The resolution for low energy photons is determined from the study of 7r0 

decays where one photon converts to an e+ e- pair in the rnaterial of the detector [149]. 

Tlus allo\\'s a high precision measurernent of the converted p~oton's energy in the drift 
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Contribution Endcap Barrel 

photon statistics 0.058 GeVl / 2 0.051 GeVl/2 

shower leakage 0049 GeV l / 2 0.041 GeVI/2 

shower leakage 0.021 

optics (light guides) 0.020 

calibration and pedestal 0.010 

subtraction 

support structure 0.059 
--

Table 2.4: Contributions to shower counter energy resolution. 

chamber; the width of the reconstructed '/T'0 mass distribution is then a measuremf'Ilt 

of the resolution for the unconverted photon. At low energies there is a biaf, ln the 

energy scale due to the threshold for individual counters, 6 Me V, WlllCh SUppf(>SS(>~ 

the contribution from the edge of a shower (up to 20% of the shower enerp;y 1" lost ) 

This correction is also determ~r-::,c1 from '/T'0 decays wi th one converted photon PllOt Oll 

energies are shifted by the average change in the unconverted photon euergy zeqUJred 

to make the experimental '/T'0 mass match the world average value [2J. 

In order to separate photons from high momentum 7:"°S, who se photon showers meq!;f' 

together, high spatial resolution is also needed. At high energies the angular resolution 

is approximately 13 mrad (10 mrad) for barrel (endcap) counters. This is derived hy 

reconstructing the center of energy of the shower' 

for a shO\ver spread over n counters, with cent ers r., and energies El' At low enelp;w'> 

the angular resolution decreases until it is limited by counter size (98 rnrad). 

The energy scale of each shower counter is determined from sampk~ of appIOXI­

mately 105 Bhabha events (approximately 7 pb- 1 ) A laser system [145] pIO\'](lp<, d;'ll:. 

calibration runs that are used to compensate for short-term Yanatlon,> III t!l(' l (''-,l'( JI)' (' 

of the photomultipliers and electronics. The counters were originally cali bra tcd III il t,,, t 

beam in order to determine the effects of shower leakage and hght collectJOn dfi('J( }.( :' 
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A Monte Carlo simulation using the EGS code [150] determined the factors for conver­

sion of energy in scintillator to deposited energy, and the correction for absorption in 

the support structure. The effects of these corrections during normal detector operation 

were verified using Bhabha events. 

The cdonmeter can also be used for particle identification. At high momenta. 

electrons mteract with the calorimeter material through radiation and to a sm aller 

C'xtent through ionization. The bremsstrahlung photons then produce e+ e- pairs on 

scattermg off the heavy lead nuclei. These secondary leptons then pro duce secondary 

photons, resulting in a cascade. The bremsstrahlung component of the shower of a 

relatlvely heavy particle like a muon is suppressed by a factor (me/mh?' For these 

mznzmum wnzzzng particles only the ionization component of the interaction contributes 

slgnificantly to the energy loss. These particles can be separated from electrons by their 

small, momentum independent, shower energies. When the heavier particle is a hadron 

it may a1so interact strongly with the nuclei in the shower counters, causing fission, pion 

productIOn. or spallation reactIOns. This effect leads to a hadronic i!1teraction cascade. 

which normally has a much wider latera1 spread than an electromagnetic shower. On 

the basis of this difference in shape one can obtain sorne separation between hadronic 

and electromagnetic showers. One defines a parameter describing the width of a shower 

with N counters (N > 3) as: 

{ Elateral 
Jlateral = E E E' 

'-'Iateral + 1 + 2 

N (r: - rl El 
Elateral = L 2' 

1.=3 < T> 
\\"here < T > is the average distance between counters and the counters are numbered in 

order of decreasing energy deposition. Few electromagnetic showers have an flateral > 0.6 

\\"hile approximately half of hadronic showers do. 

2.9 The Muon Chambers 

There are three layers of muon chambers in ARGUS with a total of 1744 proportional 

counters. The inner layer, inside the iron yoke, relies on the coiI as a muon filter. Vlith 

the sho\\"er counters this amounts to about 3.3 absorption lengths of material, resulting 
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in a momentum threshold of 700 MeV je. The yoke represents 1.8 absorption lenp;th:-­

produeing a momentum threshold of 1100 MeV jc for the outer layers. The mner loyeI 

covers 43% of 47l', while each of the outer layers covers 87%. 

Each proportional counter consists of a square cross-section <ùuminull1 tube G 1'111 

wide with 2 mm thick walls. A 50 flm gold plated tungsten wire, at a potentinl of 2350\', 

runs the length of eaeh counter. The signals from the chambers are amplified and f('d to 

a discriminator. Only the addresses of muon chambers that register a hit an' Iead O\lt 

by the data acquisition system. The efficiency of the chambers 'Nas detcrminecl tu lH.' 

0.978±0.001 through the analysis of cosmic-ray events [151]. An event: ('+(- -t 1'+ l' "'\ 

is shown in figure 2.9. 

The muon information can be used to calculate X2 s for particle identification [152]. 

This is rather more difficult than the ToF and drift chamber analyses as the drift 

chamber tracks must be extrapolated through the shower counters, coil, and yoke alld 

an estimate of the error of the extrapolation made. Provision is made for the map;nctl' 

field. energy loss, and Coulomb scattering. 
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FI,g,ure 2.9: The upper part of the figure shows the muon chamber display for an event 
( + f - -+ l' + ,,- Î w here t he phot on converts ta an e + e - pair in the inner wall of the drift 
chamber. The inner detector display is shawn in the lower part of the figure in rcP and 
/'2 projection. 
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2.10 The ARGUS Trigger 

The collision rate at DORIS allows only 1 JJ.s between bunch crossings for th(' deCl:-.J()1l 

to read out an event. This restricts the information available for a first 1(,\"(,1 t 1 i.1!,I~t'1 

to that from the time-of-fiight and shower counters. This is ayrulahle wlthin :20() Il~ of 

the bunch crossing. A successful first level trigger [153,154J initillte~ the dlp;itlzatJ'lll 

of the detector signals and suppresses further triggers until tlm. ('()Il(htlOll l~ clt'Ctlt'rl 

by either the second level trigger veto or the completion of data transfer to t Il(' olllllJ( 

computer system. The second level trigger [155J combines drift chambcr and tlllw·qf­

flight information in a fast two-dimensional track search requiring approximately 20 Ilh 

This processor reduces the event rate from 100-400 Hz to 5-20 Hz. A flow-cha.rt of tlH' 

data acquisition system is shown in figure 2.10 [153]. 

The shower counter information used in the first level trigger is formed From tJJ(' 

raw analog pulse heights. These are combined by SDS (Split/Delay /Sum) unib iIlto 

groups consisting of 22 counters (2 counters wide in <D, and 11 rings long) which are 

then combined into larger analog sums and sent to discriminators The SDS Ulllt~ Hl 

tpe barrel region are limited to one hemisphere in Z and mclude countf'rc; from the 

outer ring of the endcap, which has the sarne segmentation in 4> as the barrel part of 

the calorimeter. The remaining 176 counters in an endcap are dividcd into 8 SDS \Inits. 

each occupying a range in 4> of approximately 45°. 

The total energy trigger (ETOT) is the only trigger to use shower count('r mfnr­

mation from both the barrel and endcap. The shower counter energy from an ('utlr,. 

±Z hemisphere is summed and sent to a discriminator. To set an ETOT trig,c;('r hot h 

hemispheres must have a total energy above threshold. At this }evel the !'>ip;nal prcf,('IlI('d 

to the discriminator is proportional to the visible energy so it is impos~ihle lu defiw' llli 

exact threshold in terms of total deposited energy, sinee the fraction of ('D('q:çy vi"l1)!, 

in the scintillator is different in the barrel (37%) and endcap (27%) v\'lJ('Il all t 1)1' ('I! 

ergy is deposited in the barrel of the detector, the ETOT threshold raIlf!;Cf, l)('tW('('ll G:\(I 

MeV per hemisphere and 907 MeV per hemisphere for different trigger perio(h" wltil ;',) 

average value of 740 MeV. 

----. --------------------------
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The high energy shower trigger (HESH) is sensitive to local concentrations of energy. 

The shower energy from five barrel SDS units (110 counters) is summed and sent to a 

ch':>cnmmat.or. The average threshold setting is approximately 1350 MeV. For different 

tllgger penods this setting varies between 950 MeV and 2070 MeV. Each HESH element 

overlaps the neighboring element by one SDS unit and is confined to one Z hemisphere. 

There are a total of 16 "OR"ed elements, 8 in each hemisphere, corresponding to a 

segmentatIOn of 56.25° in cP (including the 11.25° overlap between elements). 

The last two data triggers use both time-of-fiight and shower counter information. 

Only barrel ToF counters are used in these triggers and a coincidence is reqmred between 

the two photomulti plier signais from each time-of-fiight counter. The signals from grot!ps 

of 4 ToF counters (22.5° wide in <p) are "OR" ed into a charged particle pre-trigger 

(CP PT) ToF element. For a cPPT pre-trigger element to be set. the cPPT ToF 

element must be in coincidence with one of the two corresponding CPPT shower counter 

elements (±Z). These are composed of 3 SDS uuits in one hemlsphere of the detector. 

Each CPPT shower element has an SDS unit in common \Vith the element adjacent 

in 9. The discriminators on the CP PT shower elements are set at approximately ï5 

MeV in or der to ensure a high efficiency for minimum ionizing particles, whlch deposit 

160-200 MeV in the barrel shower counters. This setting has varied over the histor.,' 

of the detector between 62 MeV and 105 MeV. In order to reach a CPPT element a 

charged track must have a transverse momentum of at least 110 MeV je. 

The charged particle pre-trigger requires one CPPT element set in each Z hemisphere 

with no 0 restriction. The CP PT elements are also used in the coincidence matrix 

trig,ger (CI\IATRIX). This trigger replaces the cPPT trigger's approximate requirement 

of long.itudinal momentum balance by approximate transverse momentum balance. This 

IS accomphshed by requiring that at least two CPPT elements be set, irrespective of 

hCTIllSphere. but separated by at least 90° in cP. This geornetric requirement raises the 

dTecti\"(' trans\'erse momentum threshold for individual tracks in charge balanced two­

prong events to 250 :"leVjc, as two oppositely signed tracks with 110 MeV je Pl. will 

lut the same CPPT element (forming two halves of the same circle). This trigger is of 

cruC'lal importance in detecting events produced by two-photon collisions which rarely 

, 
i 
~ , 
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leave large energy deposits in the calorimeter and are often Lorentz boosted along; the 

detector axis. 

In addition to the triggers discussed above, which are designed to accept most of 1 he 

interesting physics events, there are two triggers used to monitor detector perfortlwl\('t' 

The cosmic trigge.L is used to collect ~osmic ray data when the storage ring is lllOP('1 atl\'(' 

and requires a coincidence between two CPPT-ToF elements opposite in cP. Thel(' J" 

also a random tngger rum.L:ng at a rate of 0 1 Hz that is used to determinf' t h{' ('Xl ('111 

of calorimeter and drift chamber background noise. 

The pre-trigger rate varies between 100-400 Hz; as it takes over a millisc('ol\(l jo 

read out an event, this rate is unacceptable. To suppress this rate a second lcvel tnp,/1,tT 

is installed. This is derived from drift charnber and time-of-flight informat.ion. TIlt' 

second level trigger is based on a microprocessor and is known as the "Litt lc Tréld\ 

Finder" or LTF [155,156]. The LTF provides a fast two-dimenslOnal drift clmml)(,l 

pattern recognition. 

The LTF processor recognizes a track if a sufficient numher of drift chambcr alld 

ToF hits coincide with a predefined geometric mask. In the standard configuration. cocl! 

celI in the second innermost axial layer of the drift chamber (layer 17) 1S matdH'd to 

an arc of 21 barrel ToF counters, centered on the cP angle of the layer 1 ï dnft ('cU. OYH' 

layer 17 celI/ToF counter combination defines an LTF mask. There arf' a total of 1512 

LTF masks. Each LTF mask corresponds to a particular rP and Pl.. rang;(' III t.he drift 

chamber. The 21 masks corresponding to one layer 1 ï eeH define an LTF "mu~llI()()llI" 

The DC information is provided by the TDC hit registers The rcmammg aXlal Wlle'> 

inside each mask are "OR" ed in triplets of layers to minirnize scnsitivity tu chambel 

efficiency. An LTF track is defined by the coincidence of 

• each of the superlayers (layer triplets). 

• the "OR" of the two 0' layer drift chamber ceUs closest to the layer li cdl, 

• the signal from the layer 17 ceU, 

• and the coincidence of the two photomultiplier signals from the ToF count('r. 
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The information from the Q layers restricts the vertex to be within 30 cm of the origin 

in the Z direction. The dominant contribu6on to the LTF pattern recognition efficiency 

(85-97%) is the requirement of a hit in layer 17. This limits the LTP efficiency to the 

drift chamber single-hit efficiency. The ToF coincidence efficiency is better than 0.998 

[157J. 

The LTF was extended into the VDC in 1986 through the definition of VDc ex­

tensions of the LTF mushrooms in the online VAX fiIter (discussed below). As it was 

decided that this information unduly restricted the event vertex, event reJection on this 

basis was ne ver enabled. 

In standard running conditions at least two LTF rnasks are required for the CP PT 

and CMATRIX triggers, one mask is required for the HESH, and none are required 

for the ETOT trigger. These requirernents result in a second level trigg,er rate of 10-

20 Hz. In early ARGUS running high background conditions led to an increase of the 

LTF threshold to as many as four masks for the tnggers based on the CPPT. It was 

also cornmon to require a coincidence between the CPPT and CMATRIX triggers. The 

average time required by the LTF to process an event is 20 ps, resulting in a contribution 

of 0.2% to the dead time for a first level trigger rate of 100 Hz. 
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2.11 Data Acquisition 

The transformation of the raw detector pulse heights ta a form suitahlf' for ofthlH' 

analysis is accompli shed by a chain of computer systems. The varions analo!!, ~lpHlJ ... 

are digitized by modules that. are part of a CAMAC system. The digltal infOlIllatloll 

is then read out by a CAB (CAMAC booster [156]) microproccssor WhlCh fOIl11a1'-. the 

event and inibates data transfer ta a DEC PDP 11/45. TIns. in turn. trallsff-'n tht' d"t li 

ta a DEC VAX 11/780 on li ne computer. The average amount of d:gitizecllllfOlll\;lli()1l 

per event is approximate1y 2 Kbytes. Originally, the CAMAC system WH::. 1<'ad OU! 

directly by the PDP, requiring about 40 ms. The Introduction of the CAB n,(lll('('d t lm 

to 3 ms. The delay i8 dominated by the data transfer rate of the onlme comput.ers 1Hld 

relat-?d protocols. The CAB allowed ARGUS ta maintain stable tnggcr conditlOm \\'Jth 

a threshold of only two LTF masks for the CPPT based triggers. Previously, éUl (,WIlt 

rate h;gher than 10 Hz \Vould result in a dead time of more than 40% \Vith the currcnt 

configuration the dead time is less than 5%. 

The PDP computer is able ta store events on its own disk, transfer data dir('ctly 

ta the DESY IBM, or, in normal operation, transfer data ta the VAX. The PDP jVAX 

link can sustain an event rate of 300 Hz, weIl above that of normal data taking The 

PDP also contraIs the data taking, experiment parameters, calibratIOn proc('dure~, and 

trigger logic tester. The LTF masks are also loaded into the mlcroprocessOI from tfw 

PDP. 

The VAX system runs several diffcrent tasks. The first transfcrs data from the PDP 

into a global sectIOn (essentially a Fortran COMlvIO;.J acces&ible from s("\'cral prorf'''"'f'",) 

formatted as a ring buffer. ThIS first buffer IS able to accumulat(' data for ~('Vt ril] 

hours before filling. A second process transfers data froITl tlus buffcr to il :-,(·wnd. Ifl 

the process a software event fil ter (described belo-w) rejects approxnnatcly 20(!i, ()f t])(' 

events. The data from the second buffer are transferred to the DESY IBM hy fi t lu! d 

process. As the IBM operates in a time f;haring mode. simultan<:>ollsly ilCccptllll-Ç <1:11,. 

from several other experiments and providing computmg services to ov('r a ll\Jl,' lJ / ( 

users, the buffering system on the VAX is essentiùl for continuous data tcd\Jlll!, '1 Il 
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VAX also runs an online monitoring task that uses any spare cydes If'ft hy the data 

transfer routines to accumulate statistics on as large a fraction of the data a~ pos"lbk 

This program keeps statistics on hIt frequency for all det.ector anù t11,11;,11;('1 COlllpOlll'l1h 

enablmg the experiment's operators to detect most system fallures ADC plll,,(' ht'll.!,ltt<, 

are also monitored for the shower counters, drift chamber, and ,'DC The IllOl\ltOllllL!, 

task also maintains a run history display and a status display, showing th(' statll"!lf tllI' 

data transfer tasks, and the total trigger and ETOT 1 ates for th(' last day (If 111IllJII1~~ 

An online event display is also available. 

On the IBM, data from the VAX are stored on disk by a resident. OIlllIlC' p1'Oe(· ... .., 

which ini tiaies batch jobs to copy data to tapes as necessary, These job~ in t UrI! im t léll<' 

lower priority jobs to concatenate these data sets to tapes which are saved pt'rmal1('ntl~ 

(EXDATA). 

2.12 Online Filter 

The online event filter \Vas mtroriuced in 1985 in order to rcduce the num}wr of EXDATA 

tapes. Essentially,' ~!e filter requires that the LTF masks match CPPT f'lemeIlh alld 

that events \Vith t\Vo LTF masks have zero total charge. The follO\ving t'vent da~s('f, arc' 

passed by the filter with no further requirements: 

1. ETOT triggers, 

2. HESH triggers, 

3. COS:tvIIC triggers, 

4. RANDO!'vi triggers, 

5. CPPT or ClvIATRIX triggers \Vith more than three LTF tracb, 

6. CPPT or CMATRIX triggers with a single ETOT helT'isphere abo\"l' tbIl·"IJflld 

7. any events with ambiguous or corrupted tligger or LTF information 

For the remaining event classes the following requirements apply: 
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1 There must be at least two LTF tracks matched to CPPT elements (i.e. the ToF 

counter defining the LTF mask must also belong to that of a set CPPT element). 

') A mmimum of two CPPT-matched LTF tracks must be separated by at least 95° 

m <p. 

3 Events with two CPPT-matched LTF masks are required to have approximate 

charge balance. This is determined from the range of track curvatures allowed in 

the LTF masks set in the event. 

To verify the effect of the filter algorithm, 10% of the events that would otherwise be 

f('jected by the filter are accepted and flagged. 

2.13 Reconstruction Software and Preliminary Data 
Selection 

The ARGL"S reconstruction program is the first level of offline analysis. The program 

1S di\'ided into sever al sections which run in the following sequence. 

10: Event mputjoutput, verification of bank structure, extraction of appropriate cali­

bration constants from auxiliary data sets. 

FA: Fast recognition of é e- -+ e+ e- and e+ e- -+ Il events. Implementation of thp 

'"AX e\'ent filter omine. This step is frequently used to extract events from EX­

DATA tapes to determine approximate calibration constants before reconstruction 

is done on the entire data sample. 

DT: T\\'o dimenslOnal drIft chamber pattern recognition. For each track first approx­

imations for /'\ = IjP.l., do (TcjJ component of the closest approach of track to the 

orig,m). and 0 are determmed. 

D3: Three dimensional dnft chamber pattern recognition. For each track initial values 

for the parameters cot () and Zo (Z-component of the distance of closest approach) 

are determined. 
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DF: Track fit. Refinement of track parameters and calculation of error matrix. :\:-, 

energy loss is no longer ignored, this step must run in parallel \Vith the DA stcp 

DA: dEI dX Analysis. 

VD: Vertex chamber reconstruction. 

VX: Vertex-finding algorithm. A mutual point of closest approach 15 o('t('rnlll1t·d f()1 

all drift chamber tracks. Tracks with poor fits to this point art" dISCélJ,!t·d ,([]I! 

the pro cess iterated to determine a main event \'ertex. The d1scarded tracL arl' 

searched for secondary vt::,tices (J{~ -+ 71'+ 71'- , A -+ pr.- , or Î -+ (+ t - (COIlVI'I "HIll) ) 

A last attempt is made to form vertices by combining tracb not a,:"SiP;Il(',1 t () 

primary or secondary vertices with primary vertex tracks. 

TF: Time-of-fhght reconstruction. 

SH: Sho\ver counter recon" truction. 

MU: Muon chamber reconstructioI'i. 

\\~hen the above sequence is complete a call is made to a standard routine (PH!\lAl\') 

to allow physics analysis of the event. The reconstruction of charged tracks tah ... !IIo ... t 

(90%) of the computer time required for event reconstruction The program <"('p;fl1('lIh 

after the vertex algonthm can be repeated independently as calibratIOn COIl<;t ant" an' 

fine tuned. Initlally, events from the EXDATA tapes are used as mput and étll ('VCllt-. 

with at least two tracks reconstructed with do < 1.5 cm (closest apprné}rh tn t llf' origlll 

in the XY plane) and Zo < 6.0 cm (closest approach to the origm in Z) are WII tt ('II t (1 

an EXPDST output tape, the first level of reconstructed data. 

The events on the EXP DST tapes are dommated by Bhabha ('vent.:; (('+ (- -+ (+ ( - 1 

which are essential for calibration. For physics anrtlysis. two types of data ..,(.t-. \-,jtll 

these events excluded are available: multi-hadron tapes (EX:l\fUHA), and tWf)-jll (,'Il' 

tapes (EXT\VOP). The EXMUHA events are selected as fo11ows 

1. Any events with more tha.î 2 tracks from a reconstructed vertex wlth J', ,'. 

1.5 cm and IZtJertexl < 6.0 cm are accepted. 
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2 Any events with no fitted vertex, at least 1.7 GeV in the shower counters, and 

wlth more than 2 tracks that intersect a cylinder about the origin defined by 

Idol < 1.0 cm and IZol < 5.0 cm are accepted. 

The criteria for the EXTWOP tapes were developed by H. D. Schultz and are somewhat 

lllOle complicated. The following event classes are accepted: 

1 :--1 uon paIrs. Exactly t.wo opposltely charged tracks \Vith either a fitted vertex 

\\"Ith 7'vertlI' < 1.5 cm and 1 Zvertex 1 < 6.0 cm. or Idol < 1.0 cm and IZol < 5.0 cm. 

Each track must have a hit in at least one muon chamber layer, shower energy 

less than 0.6 Ge\" jc, 1 cot 01 < 1.127, and a momentum between 2 and 7 GeV jc. 

The two tracks must also be collinear to within 11.5°. 

') -, Î events and T pairs. Exactly two oppositely charged tracks with the same vertex 

requirernent as in the previous class. The total shower energy must be less tnan 

2.5 Ge\". 

3. AlI events without a fitted vertex but with at least three tracks with Idol < 2.0 cm 

and IZol < 6.0 cm, excluding those in EXMUHA category 2. 

-1. Events \nth two opposite sign tracks fitted to a vertex within rvertex < 1.5 cm 

and IZvertex 1 < 6.0 cm, except those excluded by anti-Bhabha cuts or accepted in 

EXTWOP category 1 or 2. Any number of tracks not fitted to the main vertex 

are allowed. 

5. Events without a fitted vertex but with exact!y two tracks with Idol < 2.0 cm 

and IZol < 6.0 cm. except those excluded by anti-Bhabha cuts or accepted in 

EXT\YOP category 1 or 2. 

lt should be noted that. although there is no overlap between the EXMUHA and 

EXT\YOP data sets. the latter also contain sorne classes of mu1ti-hadron events (se­

l(>ction catep:ones 3 and 4). This complicates the analysis of low multiplicity processesi 

in part Icular. events from the process ')'')' ~ J{~]{~ are divided between both types 

of tapes. In arder not to be rejected as Bhabha candidates, events from EXTWOP 
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categories 4 and 5 must have 1 cos BI < 0.866 for at least one of the tracks hl addI­

tion, the tracks assigned to the vertex region must satisfy at least one of the follo\\'llI).', 

requirements: 

1. At least one track has a shower counter en erg y less than 1.5 Ge\". 

2. At least one track has a momentum less than 3 Ge Vie and a shower CHer)!;y 1p,,:-, 

than 4 Ge\'. 

3. The acollinearity of the two traeks is greater than 15°. 

4. At least one track has a specifie energy 10ss outside the range 2.0 -+ 4.4 ke\' Inn 

To facilitate physics analysis the EXTWOP and EXMUHA tapes are converted mto 

a compressed format (minidst) that exclu des rnost of the raw detector informatIOn. TIn:-, 

format was developed for use with the ARGUS KinernatlC'al Analyslf, Prop;ram (KA L) 

[158]. Physics analysis can be done either "ia FORTRA~6G subroutirlf's in the ARGCS 

reconstruction program or by using the KAL language. KAL simplIfies a great <.1('(\} of 

the software work involved in analysis 

2.14 Selection of ')'')' Events 

The general properties of the TT events found at ARGUS have been discussed in n>f('f­

ence [118]. In the analyses presented in this thesls only "no-tag" ('vents are stmI!ed III 

these events both of the bearn particles miss the detector, which thcrcforC' n'('orl"tI 11 cf<, 

only the outcome of the ,1 collision ltself. As dlscussed in the intlUductlOn, tlH' Y, 

luminosi ty is a steeply falling function of S = 11';.., These propertif's rc" ul t III t h(' IlJalll 

restriction for 1'~( event selection: 

L 1P1 + L E < 4 Ge V 
charged neurral 
track! clu!ter! 

The eharged tracks and shower counter signaIs used are selected con"e[\-ati\'C'ly ('Tlf'l Il,:' 

in isolated (single) shower counters is ignored in the surn, and only char~('d trad:.., fI( 'Ill 

a reconstructed vertex or with Idol < 1 5 cm, and lZI < 6.0 cm and Illt~ ln (1)(' JfllJf') 

drift chamber layers are used. 
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At this point, possible candidates for beam-gas collisions and cosmic ray events are 

Idelltified. To separate bearn-gas events, all events with proton candidates. as deter-

1Il1Iwd from dE/dX, are ftagged. Proton candidates must have at least 5 dE/dX samples 

\\"1 th a mean of at least 4.3 ke VI cm in addition to satisfying at least one of the following 

lt'qU1rements: \~rotcm < 3, IPl > 0.8 GeV je, or the minimum X2 must be that of the pro­

tOll hypothebis As it takes approximately 6 ns for a 8 = 1 transit of the drift chamber. 

any ("harge balanced two-prong events with a difference between the two time-of-flight 

Illea~ur(,ll1E'nts of more than 5 ns are flagged as cosmic event candidates, providing the 

tracks are collinear to within 26° (cos 8x + x- < -0.9.). 

2.15 Luminosity 

The experimentalluminosity (L) is defined as: 

whcre .r...:e+,,-_x and CT;+e-_X are the number of events and visible cross section for the 

plocess e+ é - -+ X. An accurate determination of the luminosity is essential. as this 

determincs the scaie for the measurement of a11 absolute rates. In e+ e- collisions the 

luminoslty 1S usually determined from Bhabha scattering, as the cross section for this 

plO cess 15 detennllled to high accuracy by QED alone. 

In the AR G es online system. luminosity i8 deterrnined from endcap CPPT elernents 

(11 ~h()\\'cr C'ounters in coincidence with the "OR" of 3 ToF counters in a <p range of 

22 . .)°) At lea~t t\\'o of these. opposite in 9 and Z. must have at least 1 GeV energy 

d(,pO~l t ed. In the offiir.e analysis [159] strict Bhabha selection requirernents can be made 

to Illiniullze sy5tematlc error On hmiting the soliè angle to the barrel of the detector, 

t h(' Bhabha cross section 1S: 

100Gcl,-;: 
O'Bhabha = 11.38 nb 2 • 

4EBeam 

The ~ystematic error using this Bhabha selection is less than 2%. The analyses presented 

in thi~ thesis use oider luminosity determination algorithms with systematic errors of 

3-::iS\ [160]. 

l 
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2.16 Particle Identification 

As described above, there are several sources of information on partide identlty dEI l t\ 

ToF, muon chambers, and shower counters. The muon chamber and shower ('UllU!.'! 

information is useful in specialized analyses, but the ToF and dE/rlX mform:ltlOll j'.I" 

a wider range of application. The standard ARGUS part.icle idcntificatioll tl',c:-- dE/d\. 

and ToF information translated into X2 values. From this a likclihoocl rat Hl for 11 lUa! '-­

hypothesis for a particular track is defined as' 

P(X) = fx exp( -x~/2) 
LI fi exp( -x; /2) 

(i, X C e, Il, K, P, 7r), 

where the ft are the relative abundances of the different particle types and \ ~ = \ jE/dX + 
X}oF' Normally, the abundances used are only estimates. In the most common tyP(' of 

analysis one wlshes only to eliminate background from mlsldentificatlOn 50 af, to IIIlPlO\'(' 

the sIgnal to noise ratio. A track is associated with a partlcular muf,f, hypl)tlj(':-'!~ !f !I 

has a likelihood of more than 5%. The abihty to separat~ different type~ of pm t!(·l~,.., 

is only weakly dependent on the abundances The acceptance of tll1~ techmqw> !f, w('l] 

reproduced by lvlonte Carlol so long as the resolution used in the data \ 2 cclk1l1at!()ll 

is correct. Contamination from misldentification does not u5ua11y prf'sf'l1 t a problf'I11 

It either pro duces a smooth background under a signal which can Of' fitted OI, a" !~ 

often the case in charm physics, reflections of dlfferent signaIs (e f!,. D+ -> r;+ ,,+ ,,­

being identified as D-; -+ I\+ I\-rr+). The latter complicate the anaIy:-.ic; but ('c\JI "tdll)(, 

understood. In inclusive production [128] one can determinc t h~ rclat! \'(' almndarj('"'' of 

different particle types by maximizing the likelihood as a function of the~(' paramel ('1:-' l t 

is important to include the exact resolution, which often i~ only approXlIlIiltdy GilU"C,ldll 

-
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Chapter 3 

Acceptance Calculation 

This chapter discusses investigations common to the analyses present cd in tll{' 1 t'::-t of 

the thesis. As two-photon collisions produce final states with low energles aIlcl multl 

plicities they are particularly sensitive to details of detector performance In 01 dCI to 

calculate the reconstruction efficiency, the behaviour of the detector i5 slmulat(·cl hy il 

program called SIMARG, which is described in the first section. One of the most en t)­

cal contributions to the acceptance is the trigger efficiency. This has bt>en im'cstip;nt('c! 

in detail, and the results presented in the second section hav~ been used to calculat(· 

trigger efficiencies for several ARGUS analyses. The next two sections discuss Irnprove­

ments made in the shower counter simulation. For the trigger simulatIOn th(' ongmal 

Monte Carlo shower simulation has been replaced by a pararnetrization denved from 

experimental data. Finally, in the last section a check of the acceptance calr\llatlOIl 

technology developed in the body of the chapter is made using the produrticn of QED 

final states. 

3.1 Computer Simulation Of The Detector 

110st of the ARGUS acceptance calculations are made using the SI:-vlARG ~lOI1t{' Cmlo 

simulation [161]. This program has as its goal the simulation of aIl mterlietlOIl<' hetwf'('Jj 

the material of the detector and the particles produced in an é (. - colh<,JOII A.., 1IIP111 

data the program is given a list ofthese particles produced by a Monte Carl() g('lJl 1,,:('; 

along with their moment a, masses, and interaction vertex. SIMARG thcIl tr ac( " (';1(:, 

of these tracks through the detector material in short steps with provision lI},.,I( 1." 

68 
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decay, absorption, energy 10ss, scattering, and the production of secondary particles 

(c.g. b-electrons, photon conversion, shower counter albedo). For muons and hadrons 

th(' mteractions with the detector materials are simulated according to the GHEISHA 

)'1onte Carlo code [162], while for electrons and photons the ECS Monte Carlo program 

IS uscd [150]. 

During particle tracing the energy deposited in each shower and ToF coullter is 

recorded 'When the tracing is complete the tracks are checked for i nt "'rsections with 

the other detector components (drift, vertex, and muon chambers) using the GEANT 

[163] software package. At this point a drift time-space relation determined from exper­

Imental data is used to calculate drift times for each hit in the drift chamber and VDC. 

ThE' energy loss for each drift cell is also generated independently aiter tracking (the en­

ergy 10ss from the tracking algorithm is not used as the steps are not clearly associated 

with iIldlvidual drift ceIls). The entrgy loss is derived from measurements made with 

a prototype drift chamber in a test beam. The results are then digitized and arranged 

in Cl bank format similar to that of experimental data. These banks also include infor­

mation OIl t.he gE"nerated Monte Carlo tracks and secondaries. Finally, the output event 

IS processecl by the ARGUS reconstruction program which also adjusts the SIMARG 

data for experimental effects like ToF resolution and wire efficiency. At Lhis point, the 

SU\IARG output can be passed through the same analysis cuts as experÏmental data in 

order to calcula te the effects of geometric acceptance and resolution. 

3.2 Trigger Simulation 

It IS obnous that for certain event topologies, particularly those with lo\V charged multi­

plicity, lo\\' total energy. or a non-spherical shape (e.g. T pair production or two-photon 

collisions). the true acceptance for the ARGUS detector is not determined completely by 

the geometry, trackmg, and reconstruction efficiencies that the SIMARG program was 

designed to reproduce. ln brief, one has to worry about trigger efficiency when calculat­

ing the acceptance. The simplest \Vay to accomplish this is to make severe cuts on the 

kmematlcs of each event to ensure that all relevant thresholds have been exceeded and 

accept the lower efficiency of such an analysis. In sorne situations one can cancel trigger 
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acceptances between different channels and measure a ratio of cross sectIOns 11lsteRd of 

an absolute value. Infrequently, one can deterrnine the acceptance for a particular tiual 

state if it is also found as a subset of an event type with high trigger dtici(>l1Q' 01w 

can then determine the trigger efficiency by examining that subset of the hip;b tI i)'?;!!,Cl 

efficiency events where the interesting part of the event lS not essent.1ùl for the t n~!!,(,l 

This technique was applied in the ARGUS analysis of 1'(15) -+ not}/1719 l'l81!Jh 1. S\lell 

approaches can be very useful as they cancel systemat1c uncert.aintles Howe\'cr,!Il \lI d('1 

to measure absolute cross sections one must, in general, have sorne way of detf'rIlllllllll!, 

the trigger probability of a SIMARG event in order to convoh:te the trig!!:cr cfficwncy 

with the geometric acceptance. A program (TRIGGR) to simulate the tngger ha~ h(>('Il 

developed and is described in appendix F. The extraction of the trigger cfficiellClC1-> used 

therein is described in the next two sections. 

3.2.1 Determination of First Level Trigger Efficiencies 

As discussed in the previous chapter, the first level trigger is clerived from mformatJOll 

from the shower and time of fiight rounter sys ~ems. Providing a track actually inter~('ct f, 

a counter. the ToF system responds with an efficiency better than 99 S%. The tnp,p,<.'l 

electronics efficiency also exceeds this value [157]. The principal restrictions on the fil 1->1 

level trigger efficlency are the discriminator thresholds requin'cl for the calorirnetf'r pul,,(· 

heights. In order ta reproduce this efficiency in Monte Carlo these thresholdc; haV<' l)('ell 

derived in terms of the energy deposited in the calorimeter. This procedure is descrilwd 

in the following paragraphs and the results are used to cletermine the efficieney for 

minimum ionizing particles and related systematic errors. 

In the calorimeter component of the trigger, pulses from various groups of CotlIlter c
, 

are analog summed and sent to a discriminator which is set once the total pulse ('xu·pd,,­

a fixed amplitude. The information available to reconstruct the trigger threshold~ nft('I 

the fact consists solely of time-integrated ADe pulse heights, so the rda tiOll lH't W(,I'Il t) li' 

signal originally sent to the discrirninator and the energy depositecl l~ cornpllCfitf'd L;. 

lThlS analvsls searches for "f' - 7r+ 7r- "f events .,·here the "f clecay'> to uncletectable part Irl(·~ (1"1 (>1 

exotlCs) The~e prOces&es woulcl be observable III exclUSive 7r+ 7r- events as enhancerrwntb 111 tl)(' rt" ')11 

mass spectrum [164] 
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fluctuations in shower development and the type of shower (electromagnetic, hadronic, 

or minimum ioninng;). These effects determine the time evolution of the shower and 

the shape of the pulse seen by the discriminator. This will smear the threshold shape 

when expressed a~; a function of the raw ADe pulse height. On neglecting these effects 

one would expect the trigger threshold to be a step function in terms of raw ADC pulse 

height: 

P Hraw = L ADC, 
trtgger 

element 

No information on the time development of the showers is available in Monte Carlo so 

the integrated pulse heights must also he used there. These correspond to the c<llibrated 

pulse height in data: 

PHcal = L C.· ADel 

trtgger 
elements 

50 the threshold relevant to Monte Carlo events, expressed in terms of visible energy 

(energy in scintillator), will never be a simple step function. 

To determine the first level trigger efficiency, one examines the probahility for each 

type of trigger element ta be set as a function of visible energy deposited. This can be 

convoluted \Vith the appropriate Monte Carlo pulse height Jistribution ta obtain the 

efficiency. These threshold shapes are derived from events where the trigger element in 

qllestIOn i5 not essential for the event t.rigger For this purpose the entlre multi-hadron 

(EXMUHA) data sample lS used in a hlghly compressed format which includes informa­

tion on caer event's trigger logic, the calibratE'd ADe pube height in each clement, and 

informatlOn on whether electromaglletic or minimum ionizmg particles are tracked to 

cach trigger element. Representati,'e threshold shapes are shown in figures 3.1 t.hrough 

33. 

The trigger efficiency distributions have been determined for the entire history of the 

ARGUS detector through N("wember 1988. This history has been divided into 38 trigger 

periods which are distinguished hy changes in trigger logic, calorimeter or drift chamber 

threshald settings, or cumulat.ive det.ector aging effects (principally 10ss of phototube 

gain) These periods can be distinguished by studyil' g the visible cross sections (figures 

~, -1 3.8) for the trigger sensitive pro cesses ée- -+ f.1-+ JL- and ée- -+ ée-X+ X-, where 
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Figure 3.1: CPPT threshold shape, the solid line is the fit used in simulation, whil(=' the 
dotted line is the experimental distribution. 

x = e,J.l,7r,K,p and the e+e- in the final state are not observed. For each of tl1f'sf' 

trigger periods the threshold shapes of the shower counter trigger clements have IH'cn 

parametrized. These rcsults are used to célkulélte trigger efficiencies for Monte Carlo 

events using the simulation program described in appendix F. 

The systematics of this procedure can be studied thIOugh the use of minimum iOll­

izing signaIs from muon pair events: e+ e- -t p+ p-. Dividing the muon CPPT f'1f'lrll'111 

line shape (figure 3.9) from these events by the CPPT thresho1d curve shou1(1 P;IVf' the 

untriggered muon line shape. The ratio of areas ~rields the minimum ioni;'iIl~ diicj"lIf'~ 

One can reverse this proc(.ss by using a CP PT li ne shape for muon pair <,vf'nb, i!,PI!( 1 ;Jt (.,j 

by the SIMARG program. Multiplication by the threshold function shou1d th"Il Ylf'Jd 

the experimental line shape. This has been done for ARGUS experimf'nts 2 t hfll\i!' li 
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Figure 3.2: ETOT threshold shape, the solid line is the fit used in simulation, while the 
dotted lme is the experimental distribution. 

G and the results are shown in table 3.1. In determining the CPPT efficiency from 

expenmental data, the extrapolatIOn of the line shape to low pulse heights results in a 

larger error and systematically lower efficiency. At low pulse heights calorimeter noise 

contributes false signaIs. and the trigger threshold behaviour is distorted by the ADC 

t hresholds. The two rnethods of determining the efficiency for minimum ionizing parti­

des are consIstent. and the difference, 0.7% (excluding experiment 3), is a conservative 

cstllnate of the systematic error involved in using the threshold functions extracted 

fI om t he da ta l t also includes systema tic effects from the simulation of muon showers 

in SU\IARG. which are actually expected to dominate, given the differen::e in data and 

SDIARG minimum lOHlzmg hne shapes evident in figure 3.9. 

A number of other systematic effects contribute. The threshold smearing, as dis-
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Figure 3.3: HESH threshold shape, the solid Hne is the fit used ln SImulation, whl1(> tht· 
dotted line is the experimental distribution. 

cussed above, arises from using calibrated integral pulse heights. ThIs smearmg 1" 

essential. as the Monte Carlo efficiency must be calculated from visible energy Most of 

the pro cesses that smear the visible energy are reproduced ln Monte Carlo. samplJll~ 

of shower fi uctuations in scintillators, photon countil~g statIstlcs, et c Ther(' (lI e. !J()\\­

ever, sorne additional contributIons ta the experimental resol1ltlOn that only (h~t()rt tb, 

experimental visible energy. These arise from calibration error. IH'c!ec, t nI ~ 11 l)t r ;wt )()JJ 

and light guide optics. As the raw (untriggered) pulse height blwctrum ib st(,f'ply de· 

creasing ('" 1/ P H) this contribution, approxlmately 2<iél, can cause ;1 "yC,t(,flWt,}(· ~.lllfl 

of visible energies to higher values. This effect slllÎts the thresholch, by 'l'!r . IC'ad lJll!, 1 (1 ;\ 

decrease in the minimum ionizing efficiency of 0 Go/c Usmg thresholcl f>hap,H, r\1'!n lJJ!lJf'<l 

from trigger elements hit by only electromagnctic or mimmum ionizing partlr}"c 1'" 1" 

sorne indication of the importance of shower development on the t hrc<"bold ~lwp(' Tl 1(' ,1 
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Figure 3.4: Visib.'" cross section for Il -+ X+ X- events, Experiment 2. 
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thresholds change the minimum ionizing particle efficienc.'l by approximately 0.5%. The 

measured threshold shapes are distorted at extreme values[157) by the ADC thresholds, 

electromcs noise, and sho\ver development. It is estimated that these hardware effects 

Ploduce an addltional 1 % uncertainty. 

Thls analysis suggests a total systematic error of 1.6% for the Monte Carlo calcula­

tian of the CPPT efficiency for minimum ionizing particles (table 3.2). As this type of 

partlc1e lS the most sensitive ta trigger inefficiency this value is taken as a conservative 

estimate of the systematic error involved in calculating the trigger efficiency for particles 

mducing electromagnetic or hadronic showers. 

la...-_________ ~ -------
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3.2.2 Determination of Second Level Trigger Efficiencies 

7G 

14000 
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The second level trigger is provided by the Little Track Fmder (LTF) cI('~cnl)('d III 

the pre,-ious chapter. This processor uses mformatlOn From both clnft ChaIllbeI' alld 

ToF TDC's. As dlscussed above the ToF are highly efficIent sa thp LTF lllCffirlPllC\ 1" 

dominated br the drift chamber contribution (figure 3 10) 

To measure this effic\ency and study its variatlOns over the ARG"CS }Jl..,t()J~ 1311<111}1;1 

scattering events (e+e- -+ e+e-) haVI" been used. These trigp;er inck]>endf'lltly \1,1 

the total e~ergy trigger (ETOT) which requires no LTF track" Th(-' DlJ;lhh;t f \'f'U/<" 

are selected from the lowest level of reconstructed data (EXPDST) by t}l(' foll! .'.\ lUté 

requirements: 

• each event must have exactly two tracks with opposite chargf's: 
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• the HESH pre-trigger must be set in addition to the ETOT to ensure that the 

LTF bank is read out by the data acquisition; 

• both tracks must have at least 3 GeV in the shower counters; 

• cos8(+e- < -097 (collineanty); 

• Pl. > 0.125 GeVjc and 1 cot 8! < 1.125 (detector barrel). 

for the events selected the infoL"mation from the LTF trigger bank, ToF bank, and drift 

,hamber layer 17 are written to compressed data sets for further analysis. This has 

Iwcn done for the entllT multi-hadron data sample to st.udy systernatic effects An LTF 

trndi: 15 matched to a drift chamber track if: 

• there 15 at most one intervening ToF counter bet.ween the LTF mask's and the ToF 

counter assigned to the drift chamber track by the track fit and ToF reconstruction 



CHAPTER 3. ACCEPTA?\-CE CALCULATIOX 

Nanobarns 

, 

60 

50 

40 

30 

20 

1 0 

00 

1 

1 

Il i 

1 

1 

00 10000 20000 30000 40000 

Run 

Figure 3. Î: Visible cross section for 'Y'Y -t X+ X- events. Experim('nt 5 

(14.1° in dl); 

• there is at most a 12.5° difference (2.5 layer 1 Î cells) betwecn the wirf> étf;~lglJf>d 

to the LTF mask and the cP of the reconstructed track ût layer 1 ï of t IH' cl Il ft 

chamber. 

These reqU1rement sare sufficlCntly loose to ensure tha t any LTF t rark III au ('\'('111 \', 

matched to the appropriate drift chamber track (this has been t-tudied VIa ~'lollt(' C(ll Jo 

analysis:. The efficiency is defined as the probabihty for hannp; at k,,~t (JI\(' L'TF Ilil( L 

matched ta a reconstructed track in the drift chamber The nmatlOllS of 1 Ille, (jlldul 11\ 

o\'er the ARG1JS history are shawn in figures 3.11-3 15 

The LTF inefficiency is used in the tngger simulatJOll program to di..,c'lrd : IJI • .l" 

fraction of Monte Carlo LTF tracks (these are originally generated \\·]th l,il)"; ,1. 

chamber efficiency). Initially, the Bhabha effic~ency was used directly. for (';lI lJ ': 
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period a dIstribution of efficiencies was accumu1ated l parametrized. and used to gen­

erate LTF efficiencies for the simulation. The error on the Bhabha LTF efficiency was 

f'btimated to Le 1 %. due principally to the requirement of a reconstructed drift chamber 

trnck and the statistical error on the efficiency determination. 

ThIS method Ignored the effect on the LTF efficlency of energy 1088 and path 1ength 

\,Iliations in the drIft ,hamLer, in other words l the cffect of the TDC start discriminator 

tlll('~hold From fig,mc 3.16, wh1ch 8hO\YS the Bhabha LTF efficiency for various trigger 

pCl'lod::- a" a f,ll1etlOn of cot e, it 1S clcar that there is a change in LTF efficiency over the 

dckctOl harrcl For t11(' carly ARGUS experiments thlS 40% vanation in the path length 

rc::,ultcclm a challge in LTF efficiency of less than 4%. The corresponding cbange in the 

101lizatioll per drift cell is the same order as that expected from n· ~pecific ionjzation 

(dEI dX) for different particle types in the transverse momentum r,mge accessible to the 
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Expenment Efficiency 

Number Monte Carlo Data Ayerage 

2 94.0 ± 0.6 92.7 ± a 6 ± a 7 93.3 ± 07 

3 92.5 ± 0.6 90.5 ± 0.9 ± 0.7 91.5 ± 1 () 

4 96.3 ± 0.7 95 8 ± 0.5 ± 0.7 9G 1 ± 04 

5 97.5 ± 0 Î 975 ± 0 4 ± 0 7 97.3±02 

6 96.7 ± O.ï 96.0 ± 0.5 ± 0.7 9G -1 ± Cl 4 

Table 3.1: CPPT efficlencies for 5 Ge Y lIluun~ 

Minimum Ionizing Studies Comparison with data O. ïo/r 

CalibratlOn threshold shift O.G<;( 

Partiele type effects O.[)<;( 

Threshold Determination Shower fluctuations, dectronics nOIse 101<-

Statistical error O.G<;( 

Parametrization of t hresholds 0.37< 

Smoothmg of distnbutlons (u CJc 

Total 1G% 

Table 3.2' Systematic uncertainties in determming CP PT effi.Clency 

LTF (Pol> 0.111 GeV je). A systematic error of 2% was attributed to the nep,kcl of 

both these effects. 

In experiment 6 a period of low drift chamber effieiency increased tlw chanp;(' 1Il 

Bhabha LTF efficiency over the barrel of the detector to 12%. At tlus pom: Il "'dC, 

decided to use a fixcd Bhabha LTF efficiency for each trigger pcriod. a t>IIIlphncat )Oll t hat 

had negligible effect on the calculated trigger efficiency l\lore impor tallt Jy, t Jl<' \',11 lat 1011 

of the LTF efficiency with dE/dX and path length \\'a:o lllcluded Hl the c,IIll,!IatIO!l 1111' 

was extrapolated from the angular variation of the Bhabha LTF effi(,)(,IlCY· 

-{3 x2 

f/LTF - f/ToF' a(1 - t . ) 

X _ !:lE(m,p,8) 
!::"E( me, 5Ge V / c, 0° ) , 

where ~E(m,p, 8) is the energy 10ss per drIft ceH as a function of mass. 1ll00lJI'IlTlllll dlJ-l 

polar angle. At this point a ToF inefficiency, T/ToF, was introduced due to phot ()lJIlllt)] ,h,,; 
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FIgure 3.9: CPPT muon line shapes from ée- - 1-'+ fL- events. The dashed curve is 
the result of SIMARG simulation, without trigger efficiency, while the solid curve is 
experimental data Both curves are normalized to unit area. 

malfunctions during the experiment. The systematic error in the improved description 

was again estimated to be 2%. 

The systematlcs of this LTF simulation were verified through the analysis of multi­

hadron data taken with the ETOT trigger. To limIt ambiguous LTF mask assignments, 

only tracks that \Vere lsdated in the dnft chamber were used in the multi-hadron LTF 

dficicncy calculation. The data 'were a1so dividcd into low and high multiplicity sam­

pk~ to check possible contamination from ambiguous assignments. The gcometric ac­

l'eptance of the LTF \ras found to be weIl described by the simulation program as a 

fUllction of transyerse momentum and polar angle. 'Vithin this acceptance (cot e < 1.15, 

J'.l > 0,111 Ge Y / c) the efficiency distribution was also found to be satisfactory. The 
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efficiency increased by 1.6-2.0% as the transverse momentum decreased to 0.125 GeY le 

(figure 3.17) This effect can be attributed to the rise in drift chamber dE/dX at [0\" 

rnomenta. 

As discuRsed in the last section ofthis chaptpr, there are som~' probl('m~ ill siultlla t 1I1~, 

low momentum track efficiency. One of these problems was the creation of ton Ill.!!l.' 

drift chamber hits in the SIMARG simulation. This caused multiple LTF tl a('k~ t li 

be assigned to single charged tracks, effectively cancelhng the contributioll of tJw L'1'F 

inefficiency. This is particularly difficult to simulate as the efEclency for a tracl~ tll krl\'(' 

two hits when it passes through two drift cells in a layer is not siwply the squar(> of tlH' 

single hit efficiency. To estimate the sensitivity to this effect, a second LTF snnulat.Ioli 

..vas developed. This uses only the drift chamber track fit, drift chamber layer 2 TDC 

information, and ToF TDC hit informatlOn ta c:alculate the most likely LTF IllilSl~ fOI 

each Monte Carlo track. As only one LTF mask is assigned ta each Jnft C'hambcI II ;1(']. 

this simulation is an underestirnate of the eificiency. In a standard analysi~ the ;\\"('1 ,tg/' 

of the two calculations is used with the difference quoted as the sysl ~matIc C!TOI fI():ll 

LTF simulation (this varies from 20% near threshold to 1% at high momentum) 
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Process Signal Vlidths Fraction in Numhrr of 

aA [MeV] 1 aB [MeV] Gaussian A [%1 Evrnt~ 
- -, 

5.0 ± 0.8 11.2 ± 0.3 56± 2 273065 ± 11-17 
---

1.75±0.O 6 4.2 ± 0.2 69 ± 7 18221 ± 2-10 
---

4.1 ± 0.2 11 ±2 67 ± 6 14769 ± 103 
-----

Table 3.3: Information from the fits shown in figure 3 18 

3.3 Simulation of Shower Energy Deposition 

The interaction of charged particles with matter proceeds through several pn)('('sf,(>S: 

ionization, bremsstrahlung, pair production, and hadronic mteractlOns. The siIllula bou 

ofthesC' pro cesses for an acceptance calculation is quite difficdt, c:spccially in majrrial a~ 

dense a,s the ARGUS shower counters, and great effort has been spent writing f'lahoratC' 

software for this purpose [150,162] The simulation of a hadromc cascade is ('~I)('(')(tlly 

difficult, given the limitations of current knowledge of nuc1ear interaction cross srctlOll" 

for exclusive final states. As any such attemp1. must b - an approximation, it i.-; ckm 

that it is best to base the simulation of these pro cesses directly on cxperimental data 

To simulate the calorimeter contribution to the tngger efficlency, kaons aIld piouf, 

produced in the decôys of A, K~, and <p particles are used2 These events are takC'n from 

multi-hadron data sets to minimize trigger bias. The signaIs for the t hree deray channC'b, 

are shown in figure 3.18. The fits shown are described in table 3.3. Only signaIs from 

the barrel calorimeter are used, so each decay must have at least on(' partide wi t hm 

1 cos BI < 0.7. The standard ARGUS particle identificatIOn oas(-'d on dEI dX and ToF 

(described in the previous chapter) is used with a likehhood cut of 5S1L 

To fully describe the showers of pions and kaons, one nceds to know the dif:>trilJ1lti()lJ~ 

of shower energies, ciuster Slzes, and energy distribution within cach cluster as funetiolJl, 

of momentum and angle. Optimally, one should also separate the f:>howcrs of po<,itJ\'(' 

and negative tracks. Given the size of the data sample availahle, this is far t (JO HlW!J 

to ask. In the trigger simulation only the dIstnbutIOD of s}wwer cncrgJCS éif. cl fUll( t l()J) 

2ThlS analysis was clone ln collaboratlOn with Air N!lsson (DESY) 
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of momentum is \;sed. For each track traced to a shower counter, un t'Il('r~y lS plckt'd 

randomly from this distribution and assigned to the count.er correspollclmp; to the SllO\\"('1 

maximum of the original SIMARG shower -- no attempt is made to indudt' d\l~t ('1 

size or shower shape effects As the calonmeter trigger dcmenü, ha\'(' a Ycry laI !~(' 

granularity (the energy is summed over groups of a mmimurn of GG showt'l ('O\lntcI~' 

these approximatIOns have a a very small effect on the tngp;er efficJ('I1ry for aIl (>\'('Ilt 

(0.3-0.8% ). 

It was originally intended that the background contributions apparent !Il figmc 3 1 S 

be eliminateo by subtracting ap;>ropriately normalized distributions taken from t hl> "Id(' 

bands of the signals (table 3.4). However, these distributions were irHh~tillgll1~hélbk 

from those taken from the signal regions The difference between the hvo dl::.trihutlOTI" 

corresponds to a X2 /nd f (d.j. =degrees of freedom) of 1.3 for t.he plon ~ampl('~ ilud 

1.5 for the kaon sarnple. The trigger efficiencies calculated usmg chst ributioI1~ t akt'll 

from the different regions differed by 0.2%. ThIS i& easlly understood the lo\\' IllOllH ,1 

most critical for the t.rigger are also those deanly separated by ToF and dEI dX partlel!' 

identification. The side bands are themselves clean samples of pIOns élnd kaons. 

The average shO\ver energies generated From the distn bu tlOIlS used 111 the trip;p/'l 

simulation agu::e well with those extracted from the channels studied in the follO'.vm)!, 

chapters (figures 3.19,3.20). SIMARG reproduced these d1stnbutlOnc;; well for plOnc;; hut 

for kaons the discrepancy bet.ween the SIMARG result and that obsprV('d in the ditt;1 

was sufficicnt to motlvate this analysis. For the kaon sample the showcr (hstnhl1tlon~ fOI 

positi'\'e and negative tracks are combined as there is no slgmficant differeIlre \)('tW('('11 

them (x2/nd! = 1). As this produced a change in the calculated tflR,~er pffiri(,Il('Y f{Jt 

K+1(- pairs of less than 0.1%, it seems that the smaller slze of tbe (/J -t 1\.+1\- d,tld 

sample 1S not a problem. As can be seen from figure 3 19. the r.-I and /T- (hstnhlltJ()lI'­

are different at low moment a, so the trigger simulation uses the sepawtcd di"t Il Lut!( >.1" 

For final states composed of piom, the introduction of thesc shower di'îtnl>utww III 

the simulation produced a change 1Il acceptance of less than 1%, as expert('d ']; { 

situation for kaons was rather worse. with the acceptance for K+K- palr& incTl'a~;JI~~ L, 
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1 Particle 1 Signal Region [GeV} Sideband [GeV} 

rO \.3 0.475-0.525 0.45-0.4 7 ,0.53-0.55 

.l\ 1.113-1.119 1.141-1.166 

cP 1.00-1.04 1.04-1.118 

Table 3.4: Mass cuts (GeV /c2
). 

approximately 10%. 

3.4 Calorimeter Backgrounds and Topology Deple­
tion 

As described in the previous chapter, the ARGUS shower counters can detect photon 

energies as low as 30 MeV. Since backgrounds in the shower counters increase signifi­

cantly at low energies, a threshold of 50 MeV is used in the analyses discussed in this 

thesis. Despite this restriction, background noise in the calorimeter must still be treated 

with sorne care in the analysis of exclusive topologies. 

The largest source of calorimeter noise arises from physical malfunctions in a shower 

counter's readout electronics, resuiting in intermittent faise signaIs. In the standard 

calorimeter reconstruction software, most counters that show an excessively high hit 

rate in a group of runs are fiagged as bad and ignored (approximately 0.05%) This 

has been done in a conseryative manner in order to maintain a maximal coverage of 

solid angle - in t.he reconstruction of compl("x events this is more critical than a small 

increase in the large combinat.onc background. However, from the point of view of 

extracting well-defined topologies, any background that changes the topology must be 

well understood and. if possible, suppressed. 

To this end aIl remaining shower counters with anomalous hit rates are e1iminated 

in this analysis. Any shower counters \\-~th occupation rates more than five standard 

deviations from the average of the ten neighboring countcrs (neglecbng any dead coun­

ters. and ignoring those with the two highest rates) are excluded from the analysis. On 

the average (2.1 ± 0.1)% of single-counter photon candidates and (0.6 ± 0.1)% of cluster 
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phot.on cand.dates are rejected by this restriction. 

1.0 

GeV/( 

A second source of fake photons is shower splitting. This effect 1S caused by a 

combination of natural fluctuations in shower development and small inefficiencies in 

the cluster finding algorithm - deposited energy that should be assigned to an existing 

c1u~ter is assigned ta a new one. For charged particle showers this background is easily 

reduced by ignoring any calorimeter signaIs that have small opening angles with charged 

tl acks in an event - a cut of cos B X±-y < 0.9 is sufficient. Unfortunately, this restriction 

~uppresses sensitivity to events with photons, as it eliminates 21 % of the available solid 

angle in an e\'ent with two charged particles. Shower splitting pro duces a smallioss of 

signal e\'ents to topologies with too many reconstructed photons. Application of the 

opcning-angle restriction would eliminate the contamination from topologies with fewer 

. 
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photons, but would allow topologies with more photons to migrate into tlH' data sample, 

a situation difficult to model reliably 

AIl relevant contamination rates can be extracted from the data III a strmghtf()! '-'"al (1 

manner. Cosmic muons will trigger the detector if they pass throup;h t Ilf' lH'IlIll jll}'" 

in coincidence with the bunch-crossing signal. These can be cl{·arly ~cparn kt! fW1I1 

normal muon pair events, r pair production, and ÎÎ collislOllS. a~ th(' !wo tIack" III 

a cosmic event are highly collinear and the time of fhght nH'élSUn'llH'Ilt ~ HI (' il t Je;," t 

six nanoseconds apart (the mimmum time reqUlred ta traverse t.h<- ('t'utml d('t\'c! (lI ' 

From this analysis it was determined that the photon rejectlOn algonthm ft'duc('<, tilt' 

contamination rate from (21.6 ± 0.2)% ta (4.5 ± 0.1)% for smglf' COHllteI!>, alld fIOlll 

(4.5 ± 0.1)% ta (3.5 ± 0.2)% for clusters of counters. To determinf' the amount of ~h()\\'1 '1 

splitting one simply plots the photon frequency after the restnctlOn cos Bx ±.., < C, Vf'I '-,ll" 

the parameter C - the events with shO\ver splittmg show up as an ex('('~" (t'-, C -+ 1 

For cosmic muons these rates were determincd ta be '2 9 ± 0 17r for slllgk ('OUll! ('1 '-, illId 

2.Î ± 0.1% for clusters. For kaons the rates were detC'rmined from exclusive 1\+1\- + rq 

final states. These were found ta be 10.7 ± 1.1 % and 5. ï ± 2.3% for ! he ~phttlllP; away of 

single counters and clusters respectively. One can suppress hoth nOl~(, f,OUI c(':-- to ~0IJl(' 

extent by considering only clusters of shower counters as photon candIdate::.. 

3.5 Sorne Acceptance Tests 

The PT."UTO collaboration [165] has determined the total rate of hadron paIr productlOll 

for vT'''Y-' above 2 Ge V / c2 to be: 

ah, -+ hh) = 0.042 ± 0.013 ± 0.008 
ah, -+ J1+ J1-) 

The main difficulty in this type of analysis is the ehmination of background from t Il,. 

two dominant QED processes: ,,-+ e+e-, 11+J1-. For high masses (> 1 G (;('\;(''2) 

this can be achieved through the use of muon chamber and calorimetf'[ lIlform;JtJ()ll 

At low masses the situation is much more difficult. particularly in the Gl~(' of l' / ~ 

separation. The PLUTO group has also managed to mea'5ure the 7l'+7l'- cro~s <'f'ctloll 1 ,) 

final-state masses as low as 0.5 GeV /c2 ;98]. This was a(,~omplished by stWlyllll' 1 \\', , 
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prong I.'roàuction at extreme l a}Jitlüle~, and was possi ble only because of the speeially 

de~lgned for ward spectrometers which allowed positive Identification of electrons and 

rnuom to angles as smal1 as 70 mrad. In the intermediate mass region the cross section 

1~ dominated by the production of the f2( 1270) mes on in the reactlOn 'Y'Y -+ f2 -+ 11'+11'-. 

The analysis of this channel is complicated by the calculation of the QED contribution 

élnd interference with the 11'+7r- continuum [99,107]. 

Ta verify the mechanics of the aeceptance calculation described in the first part of 

this chapter. the production of exclusive two-prong final states in l'Y collisions has been 

investigated Events with two oppositely charged particles were selected from the Il 

data sets described in the previous chapter. To reject T+ T- events and incompletely 

reconstructed final states with higher mu1tiplicities, the total transverse momentum of 

t.he events 15 requin-d ta be less than 0.1 GeV je. Events with additional neutral particles 

are re,iected by requiring that there be no isolated clusters in the calorimeter with an 

ener/!:y of more than 0.05 GeV. Bath eharged tracks must be within the tiducial region 

of the CPPT trigger elements, sa the transverse momentum of each track is required to 

be greater than 0.l1 GeV je, and a polar angle requin:>ment of 1 cos el < 0.75 is made. 

After assigningeach track a pion mass (no attempt at particle identification i8 made) the 

spectrum shown in figure 3.22 is observed. The curve shown is a Monte Carlo simulation 

using event generators developed by P. H. Daverveldt [29] for the production of e+e­

and 11+ 11- pairs, and the SIMARG/TRIGGR acceptar..::e caleulation. At masses below 

1 5 GeV jc2 there is a dear signal for production of the f2(1270) resonance acs expected. 

For masses a bove 2.0 Ge V /cz the ratio of the observed spectrum to that for QED pair 

produrtion is: 

- 1.048 ± 0.027 ± 0.051 (ARGUS) 

- 1.021 ± 0.007 ± 0.004 (PLUTO), 

whcre the statistical uncertainty is dominated by the relatively small number (1725) of 

!\Ionte Carlo events generatecl in this mass range, compared to the 9440 events observed 

experimentally The systematic uncertainty can be broken clown as follows: pre-trigger 

simulation, 1.6% per track; LTF efficiency determination, 2.4% per track; LTF simu­

lation, 1.1%; luminosity, 3%; and photon noise correction, 1.1%. The value attributed 
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The curve shown is a fit to the Monte Carlo simulation. The statistical uncert é1mty 1" 

4 tirnes that of the data for Mx +x - > 1 GeV and 10 times that of the datl1 at !ow('r 
masses). 

to PLUTO has been calculated using the result [165] discussed above. after llotlllg tlwt 

the visible cross section for TT QED production of €+e- and p+ 11- pairs 15 alm()~t 

equal (Ne+e- = 0.96· N/i+/J-) in this mass region. The t\\'o rneasurcm(>Ilt~ ar(' III j!,()or! 

agreement. 

At low masses the situation is not as good. The Monte Carlo QED spectruIll ('X(·(·(·d·, 

that of the data below invariant masses (mx+ x-) of 0.6 GeV /c 2 by (20 ± 3 ± D )<;.. \\'lll( Il 

includes a large (8%) contribution to the systematic errar from tlw LTF '>;l:l1l:;11]()]1 

In this mass range 7r+7l'- events are also expected to contributc an ad<1!tÎolJitl ,j ] (i' ' 

[98] of the experimental cross section. As rnentioned prcviously. tlw LTF '0111.\,1;\'1' , 

has been studied in this regiof1 and seems to be reproduced weIL Th(' sarrw ;IJ'])~I' . 
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the simulation of the calorimeter efficiency - the Monte Carlo reproduces the observed 

calonmeter energy for e±, p±, J{±, and r.± (figures 3.19-3.21). The observed excess 

of ('vents in the Monte Carlo simulation at low masses seems to be due to é e- final 

states wluch contrihute 50% more than p+ p - pairs. This suggests a possible culprit ln 

1 hat the Monte Carlo event generator simulatc~ ~~ly the multlperipheral ('Y'Y collisifm) 

dHl~rams for c+t- -+ éé- X+ X-. The contributlOn of Bhabha scattering with an 

off-shell radmted photon decaying ta a lepton pair is not included m the simulation. 

For large final-state masses this contribution )g propagator suppressed, but the low 

ma~f, reglOn ID question corresponds to Q2 around 0.17 (Ge V 1 C2 )2. In addition, the 

Identical partlcles iIl the e+ e- e+ e- final state are Ilot properly symmetrized, as the 

photon propagator suppresses this contribution in most kinematic regions. There are 

event geIlcrators that include these effects [29], but the computer time required to 

repeat the simulation \Vith these models is prohibitive. In practice, analyses are checked 

for sensiti\'ity to the threshold region by varying the minimum transverse momentum 

reqUlred for the charged tracks setting the trigger. 

One can limit the observed spectrum to the pro cess 'Y'Y --+ /1+ J-l- using information 

from the ARGUS muon chambers. If one makes the additional restriction that there 

must be at least one lut in any layer of the muon chambers in each event, the spectrum 

in figure 3.23 is observed. For masses above 1.6 GeV le2 the ratie of the observed rate of 

n~uon production to that predicted by the combination of the Daverveldt event generator 

and the SIMARGjTRIGGR acceptance calculation is: 

l'y" (--+ + -) 
• exp.er/mental ,1 +/1 f1 = 1.032 ± 0.029 ± 0.053, 

!\'theorll( '''n ~ f-l /1-) 

where the systematic errors are the same as in the analysis of the X+ X- topology, except 

for a small additional unccrtainty frorn the muon chamber acceptance. The somewhat 

antlquated muon chamber simulation 3 used does not reproduce the threshold efficiency 

part jClllarly wcll. The systematic uncertainty from this source is estimated to be ap­

plOXll11éltely 1 6%. e\'en after elifY!inating the threshold region, ml'+/J- < 1.6 GeV/c2 , 

fIom t Ilf' analysis . 

. \ Although an Impro\'ed version of thlS program exists, a repetItlon of the sImulatIOn would reqUlre 
t OL) much computer tJme te be worthwhllE' 
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The trigger simulation has also been used 4 in the analysis ofT(lS) ..... Tlothmg l'187bl( 

[164]. The acceptance for 1'(2S) ~ 7i+7i-1'(lS) ~ ?T+7i- + nothzng vIsIble was d(·t('r­

mined from the pro cess 1'(28) ~ ?T+7l'-T(lS) ..... 7i+?T-e+e-, where the e 1-(;- pair hit the 

endcaps of the detector, but still deposited sufficient ener~y in each hemispheH' (0.4G/2 

Ge V) to guarantee a total encrgy trigger. The tngger effiL.ienc.r" fur the 7l' L 71- paIr ('ould 

then be measured dirertly from the data. The ~csults of a IvIonte Carlo cakuléttioll ll~JIlP; 

the trigger simulation were in good agreement. In conclusion, the dctector élC('('pt aIl ('1' 

for the topologies relevant to this thesis is weIl understood. 

4This tngger analysis was done in collaboratlOn Wlth Air NIlsson (DESY) 
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Chapter 4 

Analysis of 'Y~ ~ rl ~ 7r+7r 'Y 

This chapter des~ribes, in considerably greater detail, the analysis of rI' prod\lction 

in 'Y'Y collisions originally published in refGrence [84). Since that time the lumillosity 

available at ARGUS has increased by 250%. This extended data sample is the largest 

in existence and has been used, in conjunction wIth new verSIOns of the lummoslty 

and trigger acceptance calculations, to improve upon the origmnl re~l1lts. Th€' tir~t 

section re\"iews the histor~r and propertIes of the 7]' rneson. The 8econcl section of 

the chapter discusses the theoretical matrix element and describes sorne details of the 

acceptance calculation. The extraction and fitting of the signal for " --t 7]' --t ,,+ 71"- Î 

is described in the tl1ird and fourth sections, respectively. In the final section the valu€' 

of f-Y'"r(q')· Br(7]' --t 71"+71"-,) is cakulated, and several systematic checks are presented. 

The data sample used for thi,> analysis represents an integrated luminosity of (112 1 ± 

3.4) pb-I for the published data sample (experiments 2 and 4) and (281.5 ± 8.4) pb- 1 

for the extended data sample (experiments 2, 4, 5, and 6). The data \Vere colled('d élt 

center of mass energies bet\':een 9.4 GeV and 10.6 GeV, includmg data taken on t lH" 

1(15), 1(2S). and Y( 4S) resonances, in the nearby continuum, and ûunng rc<;oIîann 

scans. Only data taken \Vith the main drift chamber, time of fiight counters, calorim('t('I 

and magnet system in good operating condition have been used. 

99 
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4.1 The 7]'(958) 

The 71'(958) (IG(JP)C = 0+(0-)+) was the first resonance [78] to be observed in 'Y'Y 

collisions. This measurement was made by the Mark II collaboration aL SPEAR using 

the cleray mode r/ -+ p0'Y -+ r.+7/"-'Y which has a branching ratio [2,166] of (30.1 ± 1.4)%. 

Thi~ channel is also used in the ARGUS analysis. The only other decay chain with a 

comparable branching ratio, (17.2 ± 0.6)%, that is accessible to a solenoidal detector is 

7]' -+ 7]7/"+ r. - -t 'YÎ ,,+ ,,- In th1s channel the photons are marginally more energetic. 

but the pions have significantly sm aller momenta - near the trigger thresholds for most 

experiments. At ARGUS these thresholds correspond to m(7],,+7f-) = 0.9 GeVjc2 for 

events taken with the CPPT trigger and 1.1 GeV Ic2 for CMATRIX triggers. Though 

the 7]' -+ TJ'iT+'/I'- final state has been observed by ARGUS in both the 17 -t Il and 

7] -t '/1'+,,-71"°[167] decay modes, an analysis of these channels would have much lal:ger 

statistical and systematic errors than one using the 7r+7r-'Y final state. 

4.2 Matrix Element and Acceptance Calculation 

To extract a value for the radiative width from the 77' signal, one must calculate the 

acceptance for the process and the in~egrfl of the product of the 'Y'Y luminosüy and cross 

section. This integral cannot be solved analytically. unless a series of approximations is 

used. To calculate the integral a Monte Carlo program has been developed (appendix 

G), ",h1ch employs expressions for the 'Y'Y luminosity derived by Budnev et al.[45]. This 

technique has the advantage that it also generates the kinematical distributions for the 

final state which are used to calculate the acceptance. The acceptance caIculation is 

actually a convolution of cletector resolutions \Vith an integration of the Il luminosity 

and (lOSS section over a complicated region den.ncd by the hardware. In addition to the 

general purpose Î''Y Monte Carlo event generator written by the author, an independent 

program using a rather different algorithm l, de\'eloped specin.cally for 7]' production in 

Î r collislOns, has becIl uscd to verify the simulation. The two programs ag:-ec weIl in aU 

aspects. The exprèS~IOIl for the IÎ' cross section used in the ARGTJS simulation [168] 

1 Till!' slmulatlOn \\ a.s rrovlded by l\l1chael Femdt of the PL UTO collaboratlOn and is used ID that 
group 's anal;.sls[81] 
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lS: 

0' (s q2 q2) _ _ 1_(V2 _ m 2Q-2)F2( 2 2) v'Sr 
TI , l' 2 - 4VX ql,q2 (s _ m2)2 + Pm2' 

2 2 2 - -where X = (ql . q2) - ql q2' Q = (ql - q2)/2, P = ql + Q2, // = P . Q, m and r a.re t.he 

central mass and width of the r/, and Vs is the mass of the final state. The phot.on fOrIU 

factor has the normalization, F 2(0,0) = 6471"r-y...,/m3, and the photon q2 dept.>ndellce hels 

been parametrized according to the GVDM model (p.110 lU [39]). In the limit q; ~ o. 
the expression for t.he cross section reduces to: 

( ) Vs r·r')'')' 
O'')'-y s, 0, a = 87!"- ( 2)2 fZ 2' 

m s-m + m 

In the narrow resonance limit this equation in turn reduces to: 

As the .,,' is a narrow resonance (approximately 200 keV), the analysis is insensitive to 

the details of the expression used for the cross section. 

After 153,760 Monte Carlo events were generated, the strength of rI' prOcll1ct.loll, 

before introducing acceptance, was calculated to be: 

0'( e+ e- -+ e+ e- .,,') 

f')',,(7]') 
_ jO",),'Y-ry,(W-y-y,Qi,QD L (E A. a)dlVdLIPS 

f,,-y(7]') 'Y'Y ,,<P., 1 3 

- 0.1823 ± 0.0006 nb/keV. (4 1) 

The error is a combination of the statistlcal error in the MC calculation (0.0002), tlw 

difference between the PLUTO and ARGUS generators (0.0001), the precision of thC' 

ARGUS " luminosity algoritl « 0.0002) and sensitivity to the TT cross-sC'ctlOIJ 

expression (0.0005). This value, l be compared wIth that calculated usinp; Low'f, 

formula [24] 'which ylelds 0.2072 nb/keV. The result has an addition al uncertamty of 

approximately 2% due to radiative corrections [85]. 

The acceptance is dependent on the dynamics of the 7]' decay. The final st.atf· 1" 

initially generated according to three-particle (71"+ 71"- T) phase space in the l'Y ('(,Ilt ('1 (Jf 

mass system. These events are converted into p, final states by importance sfHnplm!! 

(cJ. appendix D) using the matrix element described below. The final state 1" t1J( 1. 
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Lorentz boosted to the laboratory frame using the " center of mass kinematics gener­

atcd by the luminosity calculation. Finally, the e+e-7I"+7I'-, four-vectors are passed to 

the SIMARG and TRIGGR programs for the detector simulation and trigger efficiency 

calculation. 

The matrix element, which includes the effects of the magnetic dipole transition and 

p propagator, is given by: 

2 P;E;sin2(B)m;+"._ 
/M(mr+.".-,E-y,B)/ ex (2 2 )2 2f2( r (4.2) 

mp - m".+"._ + mp m".+".-

This expression is similar to that used in the TASSO [82J and TPC/'Î' analyses [85J. 

E-y and P". are, respectively, t~e energy of the photon and pion in the prest frame while 

B is the 71" /, angle. The 71"+ 1ï- system is polarized, since the absence of a photon mass 

limits the helicity of the system recoiling against lt to be ±1, given that the helicity 

of the 1]' must be zero. The p width is parametrized, following Jackson [169.170], as 

r(m) = fa' 2P3/(Po' (P5 + P2)). where P is the 71 momentum in the 71'+71"- rest frame, 

Po is the 1ï momentum for m1!'+1!'- = m p , 711 p is the nass of the p pole, and m".+".- is 

the mass of the two pion system. The standard partide data book values [2] for mp 

and fa have been used in the simulation. The rate for production of the final state as 

a function of m1!'+ 7':- is then: 

where the simple relation: 

E-y:".+".- - ,(1 + j3)E-Y:T/' 

- (E"'+"'-:T/' + /P"'+"'-'T/,/)E-Y:T/,/m".+".-

has been used (Eu is the energy of a in the rest frame of x). The generator used 

in the PLUTO analysis is slightly different. If one translates their cascaded two-body 

decay algorithm [81] int,o a three-body phase space formalism, the matrix element has 

an additional factor of (m".". /m p )(2PJ /(PJ + P2)). 

Th~ E; dependence is due to the magnetic di pole nature of the 1]' decay which was 

originally observed by Rittenberg [171]. This type of coupling can also be derived from 
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basic symmetry principles [168]. There exist only two dynamical four-vectors that. CéUl 

be used in the matrix element: 

Ps - CEp, -E.." 0, 0) (p), 

Q" - (E.." E.." 0, 0) (photon). 

The Lorentz invariant matrix element is then: 

T ab _ À~(p )À~(, )T/lV
, 

T++ - -T-- ex im'1,E"!, 

where the following polarization vectors have been used: 

ÀO(p) - (E.." -Ep, 0, O)/mp, 

À±(p) - (0, 0, ±1, -i)/h, 

À±({) - (0, 0, =fI, -i)/h. 

The T+- matrix element is identically zero. In the quark model view of the cleray, 

the 77' is initially composed of two quarks with spins antiparallel, one of which emitf> a 

photon. The resultant spin fiip allows the formation of a p meson in which the quark~ 

have parallel spins. 

To maximize computer efficiency, only 39,166 of the generated 77' events (25%) afe 

passed to the SIMARG program for processing. These events have Pol. ( 7l'±) > 0.1 and 

Icot8(7l'±)1 < 1.33, which ensures that there is a reasonable chance of setting the tng­

ger. On requirirg that a trigger be set, the acceptance is found to be 11.0%2. TIl(' 

trigger calculation produces a probability for each Monte Carlo t'vent which i!-> u:-,(·d 

in subsequent calculations; only those events with zero trigger probability ('" 10,0(0) 

are actually discarded. As th~ events were generated with a 5 GeV bcam ('Ilef!!;}'. ;1 

correction (±5%) is made to the Il luminosity to account fOf the disuihmoI\ of hp,ml 

energies in the data. The expression of Low [24] is used fOf this purpose (cqual JOli 1 l! 

The average increase in I,luminosity is (1.83 ± 0.05)%). The error i8 due to the d01J Ll/· 

equivalent-photon approximation used to derive Low's formula. 

2This nurnber, and subsequent efficlencies, refer to the 1989 calcu)atlOns for the cxtcnded d,ita fi ))111'1, 

-------~-
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4.3 Separation of the Signal 

From a data sarnple of auout 3 . 107 reconstructed events on the EXPDST tapes, ap­

proximately ].5 . lOG are selected as candidates for charge balanced X+ X- events from 

'Y'Y collisions. ApproxlITmtely 1.3 . 106 events remain roter removing cosmic rays and 

cvents from beam-gas collisions. A pion mass is assigned to both charged tracks in each 

event. No particle identification is used, as a clean separation of the rt' signal can be 

achieved with kinematic cuts alone. Studies of the vertex distributions indicate that 

the contribution from beam-gas or bearn-wall events is consistent with zero. 

The charge balanced two-prong topologies with additional photons are divided into 

three classes: 

Al : events contaiuing a single shower counter with no other energy in the calorimeter 

(except that assigned to charged particle interactions); 

Ac: events containing a neutral cluster with no unassigned energy in the calorimeter; 

B : events \vith one independent shower counter cluster with additional single counter 

hits. The single counter hits in this data sample are treated as noise and ignored 

in the analysis. 

Only calorimeter signaIs with a deposited energy of 50 MeV or more are considered. The 

ratio of populations in samples A and B (table 4.1) is consistent with that expected 

from the calorimeter noise remaining after the hot-counter rejection described in the 

pre\'ious chapter. This division is motivated by an attempt to minimize signalloss due 

to calorimeter noise - the only events lost are those with (a) a noise cluster in the 

calorimeter or (b) events where the photon deposits energy in a single shower counter 

in coincidence with shower counter noise. 

The major background for 7]' production cornes from ,')' - /+Z-')' (l = e,l1) events. 

These are ÎÎ QED pro cesses with final-state bremsstrahlung or incompletely recon­

structed calorimeter interactions. Bremsstrahlung from the incident e± beams is more 

abundant due to the Lorentz boost, but this contribution is focus~ed along the beam 

pIpe. FIgure 4.1 shows the cosine of the minimum opening angle between the photon 

, 
1 
! 
-1 
l 
1 
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Data sample noise 

Experiments 2,4 1986a 64586 9616 0.168 o 12 ± 0.04 

Experiments 2,4 1989 61103 9295 0.1ï1 0.083 ± o.ooe; 
Experiments 2,4,5,6 1989 1747.59 25613 0.166 0090 ± 0 flOG 

Table 4.1: Initial event samples. nA = nAl + nAc' The noise 1('\'e1 IS the Stllll of 
that determined from cosmic events and the expected rate for charged partiel!' ~h()w(,J 
splitting. The ratio, nB/CnAc + nB), is consistently larger than this, as there arc vahd 
x+ X- + nJ events with n > 1 included in data samp1e B. a These numheJ'" dIfI'cl 
slightly from those published [84]; events failing the data quality cut5 have bt'E'I! l Plll(l\'("] 

Previously, this was only done after all other cuts had been made. 

and the charged tracks in the event. The character of the distribution chanp;e:-. dln"­

tically around cos(8x ±.;) ,..., 0.9. If one requires cos(8x ±')') to be less than 0,8 mo:-.t of 

these QED events are removed and an rI' signal is clearly visible (figure 4.2). 

To ensure that the events arise from completely reconstructed "l'Y collisions. a eut on 

the coplanarity of the events is made, cos (<Px+x- - dJ-v) < -0.8. This is a geomc>tnc ('X­

pression oftransverse momentum balance (figure 4.3). To reinforee tins, the components 

of the final-state transverse momentum normal and paralle1 to the plane contcllnlll':; t.he 

beam axis and photon momentum (figure 4.4) are required to be less than 0,05 G('Vjc 

and 0.1 GeV!e. respectively. These requirements aIso Emit the photon Q2 contributmp; 

to the collisions to values on the order of Pl (1 - ~i) j. 

As the final-state mass resolution is dominated by the photon energy r('solution. (lI!(' 

can, following earlier work [78,81,85], compensate for this by 5calmg the photon ('nerp;y 

so that its trans\erse momentum and that of the){+ X- system are equal in magnitude 

..... [PJ..(X+ X-)] 
P')' PJ..('Y) , 

X
2 -
tumng -

(E')' - E~)2 

(J2( E')') 

The rationale behind this energy tuning is that the final-state transverse momrIlt mn 1" 

expected to be very small, sinee the events are collisions of virtual bremsstralIhm,f.; fI (l1lJ 

the incident e+ e-. This can be seen (figure 4.4) in the comparison of the comporwTJt,' oJ 

final-state transverse momentum with respect to the plane containing dl!' phot()), :tlJt j 
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Figure 4.1: The maximu'll value of cos Bx*ry in each eventj this is required to be less 
thall 0.8 in the analysis. 

e± vectors. These two distributions would be identical if the photon energy resolntion 

\Vere negligible. The '17' line shape deviates slightly from a Gaussian due to the energy 

dependent detector resolution (figure 4.5). The energy tuning further distorts the line 

shape, as the transverse moment a of the event.s are not identically zero. In an alternative 

energy tuning, one scales the photon energy so that the final-state transverse momentum 

component parallel to the X+X- transverse momentum is zero: 

... __ ... [CPx+ x- 1\ Z) . (Fry 1\ Z)] 
P-y - P-y Plb) . 

This weaker requirement do es not appreciably change the shape of the distribution. 

\\ïth the standard energy tuning, an 71' signal is visible with only the topology require­

ments ~figure 4.0). The xtuntng distribution (figure 4.7) from the scaling of the photon 

cnerg,les is concentrated at values near zero as expected. The photon energy distribu­

tions before and after tuning are shown in figure 4.8. One should note that, although 

this technique is not essential to the analysis, it is useful for studying systematic effects 

arismg from background underneath the rI' signal (section 4.4). 
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tion. Only events surviving all other cuts, with 0.87 GeV < m(7r+7r-,,) < 1.03 GeV, 
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Figure 4.5: 7]' line shapes from Monte Carlo events, before and after the 1 energy tUlllIl)!; 
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Figure 4.9: PJ.(X+ X-) distribution from data (points with error bm ... ) 
and Monte Carlo (histogram). Only events surviving aU other Cllt~. \\'Hl! 

0.87 Ge V < m( 7l'+ ;;-,) < 1.03 Ge V, have 1:>een used The excess of eV('Il ts at 1o\\' 
values of PJ.(X+ X-) is background. 

In exclusive two charged particle topologies from " processes, the transverse fiO­

mentum will also balance. To reject any of these events appearing in the X+X-, datil 

sample because of calorimeter noise, t'le x+ X-- system was required to ha\'e a t.ran..,­

verse momentum of at least 0.1 GeV Je (figure 4.9 J. This also rcstnct<:d th(' f'nerg:y 

tuning so that no photon energies were scaled into rcgions where there is poor pffi(,)(,I1ïY 

or resolution. Finally, the charged tracks were reCJ.uired to have 1 Pol 1 > 0.1 Ge\,/c alid 

1 cot BI < 1.33, as the Monte Carlo events used to calculate the acccptanLc wcre .'!/,llf'r­

ated with these cuts. 5,969 events survive. The combined mass spectra frorn all d;lIil 

are shO\vn in figures 4.10-4.11. This signal is exceptionally clean, espeClally ,IItI'r ,1 ('l1t 

has been made on the 7l'+7l'- rnass. 
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4.4 Fitting the Signal 

A~ discussed above, the main backglound for the 7r+71"-/ final state cornes from QED 

cvents. ThIS contribution is almost eliminated by the kinematic cuts described, and 

the remainder is confined to masses below that of the r/. At higher masses events from 

T'Y -t a2(1320) -t p=f1'\± -t 1'\+1'\-1'\0 with one photon lost (sarnple A) or ignored (sample 

B) are clearly seen in figures 4.10-4.11. The first observation of the a2 resonance in 

Tt collisions [80] was actually made in this incompletely reconstruct.ed channel. This 

resonance has also been observed, with a much st ronger signal, in the full y reconstructed 

mode at ARGUS, but has not yet been quantitatively analyzed. These two contributions 

suggest a physically motivated background param~trization of the form: 

where H" = m(X+ X-1l The logarithmic term is inspired by the functional form of 

the QED cross sections in the DEPA approximation and fits the raw l'Y -t X+ X­

distribution reasonably YJeH. The first term, a relati"istic Breit-'~hgner form. describes 

the a2 production. In practice, the remnant of the QED contribution is better described 

by a Gaussian. The 1]' line shape 18 adequately described by a sum of two Gaussians 3: 

To extract the number of 1]' mesons produced, the mass spectrum is fitted using a least 

squares method (appendix E). The results of these fits are shown in figures 4.10-4.11 

and haye a \ 2 per degree of freedom close to unity. 

The largest contribution to the systematic error on the number of rl' mesons is taken 

as the standard de"iation of the results from fits to four different spectra: with and 

\\'ithout the energy tuning, with two binmngs in each case. As the signal-to-noise ratio 

increases as t.he line shape narrows, the companson of the tuned and untuned spectra 

is a 1.1sefu1 estimate of the sensitivity of the signal to the b<lckground parametrization. 

Thls rontnbution i5 typically on the order of 4 - 6%. 

3Tht> 7)' mass resolutlOn IS actually a convolutIOn of an energy dependent resolution functJOn and the 
photon en erg) spectrurn - a ratller comphcated mathematlcal expre'lSlOn 

. 
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One t:an test the quality of the background parametrization by st.udying, l"'l)('ct ra 

produced by rnixing Monte Carlo rl' events \vith background from the data. This back 

ground 11"+ 11"-1 rnass spectrurn is selected by excludmg all events \\"1 th a 11+ r. - ma"" 

between 0.63 and 0.83 GeV /c2 
- the region corresponding to p neson productlOll Tbe 

remaining '1]' contribution ('"'-' 17%) lS rernoved by subtracting, after appropriat (' 1Iot­

rnalization. the 7r+1i-1 rnass spectrurn selected by requzrzng 0.63 GeV < m(r.-i rr -)..::-

0.83 GeV. After this subtraction, the rernaming 77' contributioJlls consIstent \\'lth t't'Ill 

The rI' line shape generated in Monte Carlo is then added to the background dlstnl>ll' 

tion to produce a synthetic spectrum. Fits to these synthetJc dIstrIbutions USIllp, t}l(' 

Breit-Wignel plus Gaussian background pararnetrization (figures 4.12-4.13) Illl'asUI e t}1(' 

Monte Carlo 17' contnbution to within 1%. When fitting with the background f-op('ctltlIll 

of equation 4.4, the number of Monte Carlo 1]' rnesons lS underestimated by ahout 15% 

This parametrization does not reproduce the curvature of the background undf'r!H'(\ t 11 

the 1]' peak. On raising the Pl. threshold for the pions tlus underestnnate dC('fe:\<;('<.,. 

as the background is reduced. The sarne quantitatIve behavlOur is seeH on l('p(,iltlll)l, 

these studies \Vith the experirnental 11+11-, spectrum. This agreemeut sugp;('f,t.~ th,,! 

the synthetir spectrum rnethod is a good test of the background paranwtnzéltioI1 -

pararnetrizations which underestimate the nurnber of Monte Carlo ('vents proJuc(' the 

same underestimate when used in fitting the experimental spectrum. If the bRC'kp;rOllIld 

shape used in the synthetic spectrum was incorrect one would not expert this lwhRviour. 

The total systernatic error in deterrnining the number of 1]'S is taken as the sumo lU 

quadrature, of: 

.l. the standard deviation of the fits with different energy tunings and hinIllll1!,~ 

(O"( fits)); 

2. the averaged MINUIT error (appendix E). in excess of that expected from t}w 

statistics of the 77' signal (6(MINU~T)); 

3. the error estimated by rnixing Monte Carlo events with backgrounds takf'1I fi (I]l) 

experimental data (1%), 

This is a consen'ative estirnate. 



116 

N 
10 MeV/cz 

800 

80.0 

400 

20.0 

00 
300 

N 

1 1 1 1 1 

10 MeV /c2 

20.0 

10.0 

00 

- 1 -

'/ 

11 v. r-

rt t ~ li ~ t 1-

1/ 

j r~ r 
. 

1 1 1 1 

0.6 0.8 1.0 1.2 GeV Ic2 1 4 
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\\'ithout the i'-.Ionte Cado. 
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The averaged results of the fits are shown in table 4.2. The number of events gained 

by including experiments 5 and 6 is more than one would expect from the extra lu­

minosity. The trigger conditions during the later experiments were optimal, while in 

cxpenment 2, 22% of the luminosity used was taken with a coincidence required be­

tweell the CPPT and CMATRIX triggers. The difference between the 1986 analysis of 

cxperiments 2 and 4 and the re-analysis in 1989 is due to several factors. The low level 

(EXPDST) data sample used in the 1986 analysis was originally reconstructed with 

the software verSlOn and calibration constants current when the data were being taken. 

Newer reconstruction versions were used to reprocess data selected as rr event candi­

dates (chapter 2). In 1987 the reconstruction and selection of the entire low level data 

sample was repeated from raw data tapes. In addition to this, run quality requirements 

were reassessed; in particular, runs with visible multi-hadron cross sections inconsistent 

\Vith that expected from data taken concurrently were excluded. 

The only difficulty with the fits described in table 1.3 is the high value for the tuned 

rI' mass. This has no significant effect on the analysis. ARGUS has done weIl. as 

other experiments have missed by up to 30 MeV! A similar mass shift is seen in Monte 

Carlo (the fits described are to the pure line shape - not the background/MC mixture) 

but. is only 30% as strong. Kinematically, this is related to the cut on the transverse 

momentum of the 7r+7r-, which allows photons with energies less than 100 MeV to be 

scaled to higher energies but prevents scaling in the opposite direction. As the photon 

spectrum and energy resolution are not symmetric about 100 MeV, the cut results in a 

mass shift. The difference between the shift in Monte Carlo and data could arise from 

a 1.1 % uncertainty in the calorimeter energy scale, ,\\'hich is not unreasonable. 

To determine the true number of rl' mesons one must correct for topology loss due to 

noise photons. This was determined directly from the 7]' data and found to be consistent 

\\'ith the calorimeter noise determined from cosmic ray events. Using the same fitting 

mcthod as described above, the 17' populations of the three subsets of the data (1986 

analysis) were found to be: 

N(A1 ) - 201.9 ± 14.2 ± 39.5 (sample Ad 

• 
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1 Data sample/analvsis date 1 . n( 7]') 100(fits) 1 ù(i\'IINUIT) 

Experiments 2,4 1986 830 ± 29 ± 37 14 33 

Experiments 2,4 1989 804 ± 28 ± 48 20 43 

Experiments 2,4,5,6 1989 2291 ± 48 ± 108 75 74 

Table 4.2: Fitted number of 7]' mesons (the errors are explained on page llS). 

~ Spectrum m(7]') (1"1 0"2 cos2 
\ <a> 

Type [MeV] [MeV] [MeV] [%] [MeV] 

untuned/ data 955.3 ± 1.6 51.9 ± 1.8 12.5 ± 0.8 97.7±2.6 51.0 ± 1.8 

tunedjdata 961.0 ± 0.5 44.7 ± 3.9 12.7±0.9 51.4 ± 4.0 29.1 ± 2 1 

untunedjMC 955.0 ± 1.8 58.1±0.7 32.2 ± 0.5 51.6 ± 22.7 45 G ± G g 

tunedjMC 957.0 ± 0.8 56.4 ± 2.9 13.5 ± 0.8 33.8 ± 3.7 280 ± 1.1 

Table 4.3: rI' fit parameters (for functional form see page 114). 

N(Ac) 560.4 ± 23.7 ± 38.8 (sample Ac) 

N(Bc) - 86.0 ± 9.3 ± 8.7 (sarnple B) 

where N(A.C') and N(Bc) are determined from a fit to both spectra, using the same line 

shape parameters (X, 0"1, 0"2). The parameters required to correct for topology loss are 

then: 

PIC N(A1 ) _ 0 ')65 ± 0 O·') 
- N(A

1
) + N(B) -.- . û_ 

N(B) _ ') 
- N(E) + N(Ac) - 0.133 ± 0.0_3 

The probability of finding cluster noise (Pclu5ter nOISe = 0.042 ± 0.009 for cxpel inwllh 

2 and 4: 0.035 ± 0.002 for the full data sample) in the calorimeter is deternlllJ('d flOII) 

cosmic ray events. Finally, the correction for topology loss is found to be 

c = 1 . 1 = 1.099 ± 0.017 (Exp. 2.4 18SG) 
1 - PIC' PIC noue 1 - Pc/U5ter noue 
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- 1.073 ± 0.007 (Exp. 2,4 1985') 

- 1.085 ± 0.007 (Exp. 2,4,5,6 1989) 

This includes a small addition al correction of 1.5~3.5% for dead counters and counters 

H'I11oved from the analysis by the hot~counte:r rejection algorithms. The newer analyses 

have a shghtly stronger hot-counter rejection algorithm. 

4.5 Calculation of r IÎ'( rI') and Systematic Checks 

In section 4.2, the efficiency of the trigger and fiducial regioIl cuts was found to be 11.0%. 

Of the Monte Carlo events whlch passed the trigger simulation, 26.2% are eliminated 

on requiring that they survive the reconstruction and data selection algorithms used to 

select the three preliminary data samples (Al, Ac, and B). This 1055 is due to sever al 

effects: 

1. loss of photons due to detector geometry ( ~ 7%) i 

2. three-prong events corresponding to é tags ('" 7%, assuming GVDM)j 

3. additional charged tracks apT)earing in the event because of decays in flight, drift 

chamher fit over-efficiencies or albedo from the scattered é interacting in the 

compensation coils or quadrupoles ('"" 7%)j 

4. two-prong events corresponding to e± tags ('" 4%); 

5. adclitional photons appearing in the event because of shower splitting or albedo 

from the scattered e± interacting in the compensation coils or quadrupoles (t'V 5%). 

The number of tags expected in the generalized vector dominance model model (GVDM) 

is actually an overestimate [85] but, as the final~state transverse momentum restrictions 

limit the Q2'S of the colliding photons ta small values, the result is insensitive ta the 

ansarz used for the form factor. A1though the total sensitivity (equation 4.1) decreases 

by G.G% on substituting a VDM form factor, the measured Ir' width changes by only 

OA4%, as the extrapolation to Q2 = 0 for those events used is relatively small. 

ft 

, 
, 
l 
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Of the Monte Carlo events selected, 47.1% survive the cuts deslgned to separatt· 

the signal from the backgrounds: 40% are lost from the three ruts on the t rallWt'!..,(, 

momentum ofthe final state 4, 4:/0 from the anti-bremsstrahlung cut. and 11 % ft onl fi Olll 

the cut on the 71"+ 71"- transverse momentum 5. The total efficienry for t h(' t l J e;1-'.(,llll,L~ 

reconstruction, and selection of rl mesons is then 3.8% in t~e ne\\" (lllaly~l" wlth tll!' 

extended data sample and 4.2% for the old analysis. This diffcrcnce is due t 0 t hl' Il!'\\ 

LTF alg,orithm discussed m chapter 3. 

Combining these results with those from the previous section yields t 11(' follo\\'IIJ,L!, 

values for the product of two-photon width and n+r.-1 branching ratio 

r "1"1 ( 7]') . Br( 7]' --t 7r+ 7r-,) = 1.13 ± 0.04 ± 0.13 ke V 

= 1.16 ± 0.04 ± 0.10 keV 

= 1.25 ± 0.03 ± 0.11 keY 

(UlSG Exp.2&-1) 

(1989 Exp. 2 & -1) 

(1980 Exp 2,4, G.\: Gl 

The new results also include a 1.2% correction for the shape of the deray matrix eklllf'llt 

(described below). The three values are reasonably consistent and the thinl CUlly 

represents the highest precision measurement a"ailable The only measurel1lCllt Wlt h 

comparable systematic uncertainty is that of the Crystal Bali collaboration 111 t 11f' ('la..,t H' 

two-photon scattering channel [26], which is based on a much smaller da t Cl ~ilInpl(' 

U sing the current [2] value of the branching ratio Br( 77' --; 71"+ 71"- ~r) = 0 301 ± 0 Q] 4. tllP 

two-photon width of the 7]' is found to be: 

r "'("1(7]') = 4.16 ± 0.09 ± 0.42 keV 

where the error in the 7r+71"-, branching ratio has been added in quadrature. Thf' c!etilll" 

of the systematic error calculation are shown in table 4.4. K ote that t he error~ él~'ilg;nl'd 

to photon and charged particle reconstruction (table 4.4) are conservative estiméltp~ (1" 

they are as large as the inefficiencies. 

Figures 4.14-4.15 show evidence for p production in the 7]' clecay. The r(,"11It of Ill!' 

Monte Carlo, also shown in figure 4.15, appears to underestimatc th(' llumber of 7/:-' \\ il 1 l 

4TlllS vahle IS, agam, dependent on the ansatz made for the photon propagator lt var!""> 111\1 TC! 1\ 
wlth the total sensltlVlty 

5These fractIOns do not exactly reproduce the 471% cut re]ectlOn, as they are calculated lTldhl,II/"II\ 
wlth the other cuts m place, i.e , they are calculated m parallel rather than ln 5crw<; 
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Fig,Ule 4.14: m(X+X-) vs. m(X+X-i) with aIl cuts and photon energy tuning. 
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Figure 4.15: The m(X+ X-) distribution after applying aH cuts and requiring 
0.S7 GeY < m(77+;;--,) < 1.03 GeV. The dotted line shown is the di<;tribution 
t'xpected from three-partIcle phase space alone. The dashed line is the Monte Carlo 
clistribution discussed lU section 4.3, while the solid and dash-dotted lines are the re­
~tllts of the fits with p/ .... : mterference and a free p shape, respectively. 
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Systematic error [%] 

Type Source 1 1986 analysis 11989 analysls 

e+ e- luminosity 3.0 3.0 

Ti luminosity integration 0.3 0.3 

radiative corrections 2.0 2.0 

energy scaling 0.1 0.1 

trigger efficiency pre-trig-ger 2.3 23 

shower simulation 1.3 1.3 

LTF efficiency 1.4 1.4 

LTF simulation 6.1 4.6 

acceptance calorimeter 2.0 2.0 

drif~ chamber 2.0 20 

MC statistics 1.0 1.0 

noise correction 1.5 O.ï 

fitting standard deviation 4.0 4.3 

MC studies 1.2 1.2 

tuning/binning 1.6 1.6 

p shape 3.3 2.1 

Total 10.8 8.9 ~ 
Table 4.4: Systematic error of the 7]' analysis. 

m(7i+7i-) in the region of the w mass (0.782 GeVjc2
). A goodnes~-of-fit test ywld:-, él 

X2 of 55.6 for 15 degrees of freedom, using the interval 0.5 < m( /7+/7-) < 0.82 G('V /('2 

Contributions of higher magnetic multipoles to the matrix element \Vould only wor'><>l! 

the situation. If one frees the parameters of the rho line shape. an excellent fit (\Vitb él 

X2 of 8.5/13 d.f.) is found for the values: 

m(p) - (776 ± 4) MeV 

r(p) - (140 ± 6) MeV 

which should be compared to the standard values [2]: 

m(p) - (770 ± 4) MeV 

r(p) (l53±2) MeV. 
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Whcn the acceptance calculation is repeated using the fitted values there is a (1.1±0.1)% 

It ha:; been suggested [172] that the discrepancy in the 7r+ 7r- mass spectrum is the 

result of interference with the channel 7]' --+ w, --+ 7r+7r-,. As this branching ratio is 

very small, (0.051 ± 0.01)%, the interference terrn (ex: JBnBw-y) dominates the effect. 

The effect is also enhanced by a factor of approximately Jr p/r w, as it is concentrated 

il! a narrow rnass interval. The interference between the p and w matrix elements was 

descnbed by: 

where: 

c2 Br(ry' --+ w,)· Br(w --+ 71"+7r-'Y) . lp 
- Br(ry' --+ p,) . Br(w -+ 71"+71"-,) lw 

- 0.027 ± 0.005 
rm(I)') 

Il - J E~'I)'P1'"±·7I"+1I'-11I1112. 
2m(".±) 

This expression fits the experimental data with a X2 of 7.7 for 13 degrees of freedom. 

The parameters frorn the pjw interference fit are: 

Br(7]' --+ w,)· Br(w --+ 7r+7r-,) = 0.0007 ± 0.0005 

= (28 ± 13t, 

111 reasonable ûgreement with a measurement of pw interference in J /'Ij; --+ wry, pry [173], 

where r:b = (46 ± 15)°. The strength of w production is consistent with that expected 

\\'ithin the large errors. The acceptance decreases by (1.3 ± 0.1)% on repeating the 

calcJlation \Vith this matrix element. This implies a correction to the two-photon width 

of (+1.2 ± 0.3)%, taking the average of the correction using a free p shape, and that 

calculated with the plw interference. An additional systematic error of 2.1 % is estimated 

by compari.~~ dle acceptance calculated with our matrix element (equation 4.2) with 

that. calculated using the matrix ~lement of the PLUTO analysis [81J. 

To check the estimate of the systematiè error presented above, the sensitivity of 

the result to \'ariations of the selection cuts, trigger requirements, experimental history, 

, 
l . 
l 
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Figure 4.16: The P.i('Jr±) distribution for data (points \Vith error bars) and 
Monte Carlo (histogram). Ouly events surviving aU analysis eut!':>, with 
0.87 GeV < m(rr+'Jr-"r) < 1.03 GeV, have been used. 
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Figure 4.17: The E-y distribution for data (pomts with error bal") ,,!)I! 

~vIont.e Carlo (histog.am). Only events survi\'ing aIl analysis euh 'Jt), 

0.87 GeV < m(7l"+7i-~j) < 1.03 GeV, have been used. 
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Figure 4.18. The distribution of the 1l':I:; angle in the lr+7r- center of mass system. This 
distribution is background subtracted (unlike 4.16-17) which is only possible because 
the background shape is independent of the final-state mass. 

and fiducial region has been studied (tables 4.4-6). The r "Y"Y measurement is reason­

ab1r stable with respect to these variations. The most serious systematic shifts occur 

on strengthening the restrictions that affect the m(1l'+1l'-) distribution1 i.e" cuts on 

m(ii+iï-), Pl.(1l'±) and the exclusive CPPT trigger subset which ls populated by events 

below the C?\IATRIX Pl. threshold. This effect is dt'e to the discrepancy between the 

theoretical and experimental matrix elements, which also leads ta disagreement lU the 

E.., and Pl. (1i±) distributions (figures 4.16-4.17). The theoretical matrix element over­

estimates the contribution of the the tails of the 7r+1l'- mass distribution, so that the 

acceptance of the cut is underestimated, and the result shifted ta greater values. This 

sluft is the principal rcason why no restriction has been placed on the m( 1l'+ r.-) distri­

bution in the analysis. Finally, figure 4.18 shows the distribution of the 1l'±, decay angle 

in the r.+r.- center of mass system; this is in good agreement with the sin2 
() matrix 

f'lement expected if the rI' meson is a pseudoscalar . 

• 
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In conclusion, the production of 17' mesons in -;''')' collisions and t.he dynamic~ of 

their decay have been studied with high precision. Theoretical implications of t hi~, 

measurement will be discussed in chapter 6. 

Subset n( 17') 

Experiment 2 240 ± 15 ± 31 

Experiment 4 535 ± 23 ± 69 

Experiment 5 975 ± 31 ± 80 

Experiment 6 494 ± 22 ± 42 

CP PT only 138 ± 12 ± 31 

CMATRIX only 1113 ± 33 ± 61 

CP PT and CMATRIX 965 ± 31 ± 58 

average ± standard deviation 

0.99 ± 0.06 ± 0.16 

1.20 ± 0.05 ± 0 19 

1.31 ± 0.04 ± O.lG 

1.26 ± 0.06 ± 0.16 

0.94 ± 0.08 ± 0.22 

1.25 ± 0.04 ± 0.12 

1.24 ± 0.04 ± 0.12 

Table 4.5: The results of systematic studies for the 17' analysis are 5hoW11 The datü 
have been divided into subsets defined by experiment or tngger requirement 

n (7]') 

1.333 0.100 2291 ± 48 ± 109 1 25 ± 0.03 ± 0.11 

1.125 0.100 2218 ± 47 ± 129 1.23 ± 0.03 ± 0.12 

1.000 0.100 1965 ± 44 ± 102 1.25 ± 003 ± 0.11 

0.900 0.100 1708±41±76 1.27 ± 0.03 ± 0.11 

1.333 0.10G 2291 ± 48 ± 109 1.25 ± 0.03 ± 0.11 

1.333 0.150 2377 ± 49 ± 8G 1.32 ± 0.03 ± 0.11 

1.333 0.200 2232 ± 47 ± 6G 1.35 ± 0.03 ± 0.11 

1.333 0.250 1706 ± 41 ± 80 1.40 ± 003 ± a 12 

1.333 0.300 724 ± 27 ± 53 1.30 ± 0.0:5 ± 0.14 

average ± standard deyiation 1.30 ± 0.05 

Table 4.6: The results of systematic studies for the 17' analysis are shown. The fiducléIl 
region used for the analysis has been varied. 
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eut type value n( T)') 1 r TI . Br( 71"+ 7r-1') [ke V] 
-

p mass range 0.00-4.00 2291 ± 48 ± 109 1.25 ± 0.03 ± 0.11 

[GeV] 0.59-0.86 2437 ± 49 ± 63 1.46 ± 0.03 ± 0.12 

0.63-0.86 2241 ± 47 ± 53 1.47 ± 0.03 ± 0.12 

0.00-0.83 2334 ± 48 ± 248 1.29 ± 0.03 ± 0.17 

P.L( 7I"+7r-) 0.025 2762 ± 53 ± 200 1.33 ± 0.03 ± 0.14 
"" 

[GeV le] 0.050 2062 ± 45 ± 93 1.01 ± 0.02 ± 0.09 

0.075 2272 ± 48 ± 286 1.15 ± 0.02 ± 0.17 

0.100 2291 ± 48 ± 109 1.25 ± 0.03 ± 0.11 

0.150 2334 ± 48 ± 248 1.20 ± 0.03 ± 0.10 

P.L (II , ) 0.050 1639 ± 40 ± 47 1.17 ± 0.03 ± 0.09 

[GeV le] 0.100 2291 ± 48 ± 109 1.25 ± 0.03 ± 0.11 

0.150 24~4 ± 49 ± 201 1.24 ± 0.03 ± O. JA 

0.200 2453 ± 50 ± 310 1.23 ± 0.l3 ± 0.18 

P.l(l. ,) 0.025 1862 ± 43 ± 63 1.23 ± 0.03 ± 0.10 

[GeV le] 0.050 2291 ± 48 ± 109 1.25 ± 0.03 ± 0.11 

0.100 2485 ± 50 ± 195 1.20 ± 0.02 ± 0.13 

0.150 2605 ± 51 ± 198 1.22 ± 0.02 ± 0.13 

cos8x"Y 0.7 2086 ± 46 ± 114 1.20 ± 0.03 ± 0.11 

0.8 2291 ± 48 ± 109 1.25 ± 0.03 ± 0.11 

0.9 2459 ± 50 ± 168 1.30 ± 0.03 ± 0.13 

E"Y 0.050 2291 ± 48 ± 109 1.25 ± 0.03 ± 0.11 

[GeV] 0.075 2330 ± 48 ± 72 1.28 ± 0.03 ± 0.10 

0.100 2320 ± 48 ± 102 1.29 ± 0.03 ± 0.11 

0.150 2003 ± 45 ± 162 1.25 ± 0.03 ± 0.10 

average ± standard deviation 1.25 ± 0.10 

Table 4.7: The results of systematic studies for the T)' analysis are shown. The specified 
eut i3 varied while aU other cuts are maintained at their standard values. The main 
cause of v'â.riation in the systematic error is the quality of the fits used; this is strongly 
dependent on the quantity of background introduced or rejectcd br changing the various 
cuts. 

, 
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Chapter 5 

Analysis of T'Y ~ K+K-

This chapter describes the ARGUS analysis of the K+K- final state produced in two­

photon collisions1• The first three sections of the chapter describe the separation of the 

signal, acceptance calculation, and systematic checks. The measurement of the topolog­

ical cross section for Il - 1\:+1(- is discussed in the fourth section. This measurement 

males the single assumption that the angular momentum of the intermediate state is 

less than three. Results obtained with the reqmrement of helicity two dominance of the 

J =2 partial wave, a more restrictive assumption, are also presented. The production 

of the standard tensor (JPc = 2++) mesons f2(1270), a2(1320) and f~(1525) contributes 

to the final state. As each of these mesons has three two-photon widths (including the 

hehcity one contribution which can be observed only at high values of P .L(K+K-) or 

q'2), which can interfere with each other and the continuum contribution to each helicity 

wave, the analysis is quite complex. Thus simplifying assumptions must be introduced. 

The ARGUS data sample is the largest currently available and the resonance analysis, 

described in the fifth section of the chapter, is more general than its predecessors [112]­

[l1G]. The effect of interference with the K+K- continuum is included for the first time, 

and the resonance interference parameters are also determined for the first time in the 

charged I\I~ final state. The final sections of the chapter describe upper limits obtained 

for production of the 8/f2(1 ï20) and X(2230) mesons and evidence for a small helicity 

one contribution to the total cross section. 

1 A paper [106] descnbmg thls analysis has been accepted for publication III Zeitschnft fùr Physik C. 
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5.1 Selection of ')Ir --t K+K- Events 

The data sample used for this analysis represents an integrated luminosit.y of (281 ;> t 

8.4) pb-1 and is identical to the extended data sample used in the TI' analysis (leSt'nlwd 

in the previous chapter. The preliminary selection algorithm used to separatp ') ') {'\"t'nt:-­

with charged two-prong topologies, including the rejection of beam-gas and CO"llllC r,IY 

events, is also the same. AU events containing two opposltely charp;ed traà" wlthlll tll!' 

solid angle -1.2 < cot (J < 1.2, and with P.L > 0.15 GeV Ic are considered ae; 1\+1\- Cilll­

didates. These restrictions are slightly stronger than those used in the gcncratroll of tll/' 

Monte Carlo events used in the acceptance calculation and correspond approximat,dy 

to the fiducial region of the trigger. In this respect, the cot (J requirement is partl\ulm ly 

weak, 80 as to maximize sensitivity to the helicity structure of the final state Tbl'~(, 

events are analyzed with a kaon mass hypothesis for both tracks. No additlOual chaI/.;ed 

tracks in the the detector are allowed unless they are consistent wIth decays in fhp;ht Ol 

artifacts from imperfect drift chamber reconstruction. No photon signais anSlIl)!, rIOIll 

clusters of shower counters are allowed with energies of more than 50 Me V Photon ca11-

didates from isolated single sbower counter hits are treated as noise. Excludmp; tlw'-,(' 

events from the analysis, after the appropriate correction for topology deplctlOll from 

calorimeter noise and iné:fficiencies in the calorimeter reconstruction, does Ilot dmnp;e 

the results significantly. The combination of cluster noise in the calorimeter and dus­

ter calorimeter signaIs from charged particles unmatched to their drift chamber trad~!-> 

pro duces a topology depletion of (9.2 ± 2.3)%. 

The most critical element in extracting a signal for K+K- production i!:> the rejl'c­

tion of misidentified events from two-photon production of e+e-, p+ le, and 7i+7i- flllal 

states. The first two of these processes contribute 1.6.106 events to the two-prong data 

sample, while the K't"l(- channel contributes 0(103
) evcnts. Particlc identlfiratlOll le, 

therefore critical. The tails of the resolution functions involved must be well uIlder~t()()d 

if one is to control these backgrounds. Particle identification \vas dcri\"cd from t 1)(' ~l)('­

cific ionization measurement (dEI dx) in the drift chamber and r' \(' tlme of fllght (ToF) 

cletermination from the scintillation counters. For each chrlr~cd particlc, the partj('Je 

.. 
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ld~ntlfication information from these detector elements is used to calculate X2 values 

for several different mass hypotheses. The average of these individual X2 distributions, 

calculated for independently identified data samples (e.g. pions from cleanly separated 

K~ vertices), has been normalized to unit y to compensate for imperfections in the treat­

ment of the detector resolution in the X2 calculation. The dEfdx X2 values from both 

particles in an event, are summed and used to calculate a lr1-.ellhood ratio: 

f e-x~/2 
P Q ( /.J + - + - + - I/"+I(- -) 

Q = 2/2' a, fJ = e e ,J-l Ji, ,7r 7r , :\. ,pp . 
Lf:/ f{3 e-xfJ 

(5.1 ) 

This likelihood ratio applies to the the entire event, as opposed to that used in the 

standard particle identification (chapter 2), where likelihood ratios are calculated for 

single tracks. The difference between this result and a simple product of indi'\'idual track 

likelihood ratios rests on the assumption that no mixed-fiavour final states contribute. 

This assumption is impossible to make in any type of inclusive analysis and is equi'\'alent 

to assuming, that. any backgrounds from incompletely reconstructed two-photon, e+e­
annihilation, or e+ e- -+ r+ r- events are small. The relative abundances, fQ , used in 

tbe calculation of the likelihood ratio were: fe+e- = 5.0, fj,l+j,I- = 5.0. f7!'+1f- = 1.0, 

fl\+K- = 0.04. fpp = 0.01. These \Vere estimated from previous results in two-photon 

interactions. The analysls i5 insensitive to the exact values of these abundances. 

As a preliminary step in the identification process, it was required that the K+I\­

hkelihood ratlO, calculated using dEfdx information only, be in excess of 0.1 %. At 

this pomt the signal \Vas still swamped by background from the two-photon QED final 

states e+e- and u+ Ji,- As discussed in chapter 3, these processes have been simulated 

using the c\'ent generator of Daverveldt [29], the ARGUS detector simulation [161], 

and the author's trigger simulatlOn. The QED contribution that survived the dEjàX 

likelihood requirement represented a rejection power of 40:1. For final-state masses 

abow' Li Ge\jc2 (with both particles in each event assigned a kaon mass), where no 

si~ll1ficant contnbution from misidentified Il -+ 7\+7r- events is expected, the data were 

wcll described by the QED simulation alone. 

The remaining QED background Wa5 rejected by making restrictions on the par­

t ide masses as deri'l'ed from the ToF information. A scatter plot of the two rnioF 
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(GeV /C2)2 

Figure 5.1: The signal in the ToF mass2 plane after requiring a dEJdx K+1\:- hkelihnod 
l'atio of at least 0.1 %. The axes are the masses2 for each of the two particles ln aIl ('V('lIt 

as Jetermined from momentum and ToP measurements. Enhancemcnt~ are seCII Ilem 

the origin (two-photon production of e+e-, 11+/1-. and r.+7l'- pairs) and m the l'P1!,101l 

expected to be populated by kaon pair production. 

from each event is shown in figure 5.1. Enhancements are vislble around the' points 

C++ = (mf<+, mk-) and (0,0) corresponding to signaIs for K+K- productIOn <Illd 

QED background, respectively. The 1,556 events within a circlc of radill~ r, .. " ~.:: 

((m~oFX+ - mf(+)2 + (m~oFX- - mf<_)2)1/2 < 0.15 (GeVjc2 )2 about 'he point C++ 

\Vere selected as K+K- candidates. As the ToF m 2 resolutiOll is symmf'tric, tlw barL­

ground from pairs of lighter particles can be e~timated from regions of the <,nrne ~JZf' 

around the three symmetric points: C+_ = (+mf(+, -mf(-), C __ = (-mf,+. -mr\-) ;Illd 

C_+ = (-mf(+, +mf(-). These regions should contain approximatdy t'quaI (,Ollt 1 Il !lI­

tions from the two-photon production of e+c-, p+ /1- and r.+iT- pairs. Slllcr t lw ToF 7//2 

resolution, 0.07 (GeV je2)2 for a momentum of 0.7 GeV je, IS larger th;m the 111'/.'" of 1 JI! 

particles contributing to the background (less than 0.02 (GeV j(2 )2) Tl1f' ('vente, lI! t 1lf" (. 

regions are a useful background sample. The average of the thrce populatÎom l~ 12 -1_:' 
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FIgure 5.2: The transverse momentum distribution for K+K- data (points with error 
bars). The curve shown is the Monte Carlo dlstribution weighted with the cross section 
fI 0111 resonance fit 1 B. 

events for final-state masses less than 1.8 Ge VI c2• The corresponding estimate from the 

Monte Carlo simulation is 16±4, in good agreement. On rejecting any events with high 

transverse momentum or hits in the muon chambers, 7 ± 2 events remain in the back­

grounù samples, and 13±7 events survive in the QED Monte Carlo sample. As the muon 

chamber threshold for a misidentified muon pair corresponds to m(K+K-) > 1.7 GeV le, 
muons flOm kaon decays in the material of the shower counters or flux return yoke do 

not apprcciably affect the analysis, No significant contribution is expected from 1'+1'­

production. ",hich is suppressed by particle identification and the kinemat.ics of the l' 

ùecay. The presence of 111lsidentified events from 7+1'- -+ K=Fl±vTVTM± where l := e, Il, 

or 1'+1'- ---4 I\=fïi'±VTv,., would produce an excess of events in regions C_+ and C+_, 

whi('h has not bcen observed. An alternate particle identificati.:m method. requiring 

a likelihood ratio of at least 10%, as calculated using the sum of dE/dx and ToF X2 

,'aInes. yields consistent results and has been used in the estimation of the systematic 

t'rror. 

• 
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The é in the reaction e+e- -+ e+e-K+K- are scattered at very sméÙl angles. The 

polar angles of these leptons were restricted to be less than 20° by rejectmg a11 e\'(,lIts III 

which they were observed (anti-tagging); this is implicit. in the combinatioll of the two 

prong topology and K+ K- identification requirements. The transverse' IllOIlH'll t \llll of 

the K+K- pair was required to be less than 0.2 GeV /c to ensure that the ph(lt(lIl~ \\,(,1<' 

nearly real. The average photon q2 with these cuts is 0.004 (GeVjc)2 and 1<; in~pnsltl\,(, 

to details of the q2 dependence of the cross section. The sltuatlOl1 i1' equivalcnt to thn1 

described in the Tt' analysis, where the transverse momentum requirernen( ",UppI(,~N'C 

any sensitivity to the q2 evolution of the meson form factor. These reqmrenH'Il1s ,tlc,o 

ensure that only the contribut.ions of helicities zero or two need be ('0118i<1C1"(,(} III 11)(' 

analysis. The helicity one contribution is suppressed by a factor rv q2 /m2(1\: J:) Flp;ur(' 

5.2 shows the transverse momentum distribution of t.he selected events. compared to Cl 

l\Ionte Carlo estimate using a GVDM propagator [39]; they are in excellent ap;ref'lll<'Il t 

After the transverse momentum eut. 1,262 events remain. 

The resulting K+K- invariant mass distribution is shown in figure 5.3. The f2 and 

a2 mesons appear as a combined peak and there is a dear signal for the f~ Abo ShOWll 

is the QED background distribution estimated from the populatIons of the the rcglolls 

C±_ and C_+ m the ToF plane. The QED background lS significant only for I\:+I\:­

invariant masses larger than 1.8 GeV /c2 , well above the region of interest. 

5.2 Acceptance Calculation 

In order to calculate the acceptance. a Monte Carlo program was used to Slmlliate 

the reaction e+e- --+ e+e-1(+K-. The program used the exact luminosity functlOllc, fOl 

transverse photons [45], a constant dlfferential Il cross section. and wa" correcte!! fOI 

the beam energy distribution of the data using the formula of Low [24], n" d('~cril)('d !Il 

the previous chapter. 361,032 Monte Carlo events were generat<>d \Vith 1\+1\- mil"',p" 

between 1.0 and 2.5 GeV/c2 • The convolution of the two-photon lurninosity \\"1111 ;1 

constant cross section of one nanobarn was calculated to be 5.9GO ± 0.12 pb /\ X/ 

estimate of the effect of radiative correction& has been mcluded in the ('rIO! il1 cl 1 JCdf\L,'. 

to the 17' calculation [85]. Ofthese events, 24.1 % were passed to Sn.·L<\RG after Tf'fj1)JrlJJf· 
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Figure 5.3: The 1\:+1\:- spectrum after requiring a dEjdx K+K- likelihood ratio of at 
ledst 0.1% and a distance ofless than 0.15 (GeV jc2)2 from the (mk+,mf{-) point in the 
ToF plane. The shaded histogram is the background from two-photon QED channels, 
as estimated from similar cuts centered on the points: (mf<+, -mf<_), (-mf{+, mf<_) and 
(-m;.;+, -m; ... _ ). 

that the K+K- vectors be close to the fiducial region necessary for the trigger (P.L > 

0.1 Ge\' jc, and 1 cot 01 < 1.333). In turn, 97.5% of these events were successfully 

reconstructed, survived the lowest level of data selection (EXPDST), and were processed 

by the TRIGGR simulation. The average efficiency of reconstruction, fiducial region 

cuts, anJ tnggermg was found to be 11.2%. The acceptance at various steps in the 

calculations is shown in figure 5.4. 

In the analysis of two-photon collisions, knowledge of the acceptance for a final state 

only allows one to extract a cross section for e+e- -4 ée-X. A more useful quantity is 

the sel1si tiVlty, the convolution of the acceptance and 'f luminosity normalized so that 

it represents the number of events expected in a given W'"'I'Y and final-sta.te pha.se-space 

region per unit of " cross section. This quantity, corrected for topology depletion, is 

. 
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Figure 5.4: The acceptance for a K+K- final state wIth {JM} {OO} is shown as li 

function of the invariant mass of the final state. The top three curves represent the élppll­

cation of the following requirements in series: preliminary fiducial region 1 cot el < 1 33. 
P J..(K±) > 0.1 GeV jc; geometric trigger acceptance; trigger and reconstruct.IOll cffi­
ciency. The lower two curves represent the additional requirement of a dEjdX + ToF 
X2 likelihood ratio of more than 10% (dot-dashed), and a dEjdX :x 2 likehhood ratio of 
0.1% in addition to a ToF rKK eut of less than 0.15 (GeV /c 2? (dashed) 

plotted in figure 5.5 as a function of mass and the angle between the e+e- colhsioll (lXI" 

and K+I\:- decay a.xis in the Il center of mass system. 
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FIgure 5.5: Sensitiyity for the K+r{- fincJ state as a function of (a) TF.,."I' and (b) cose 
fOl caell partial \\'<1\'e, {J~1} = f22L {20}, and {OO}. 
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Figure 5.6: ToF distribution for all " two-prong events. The double Gaussian fit ShO,,"Il 

is limited to the region TToF > 0.2 ns. 

5.3 Systematic Error 

The systematic error in the normalization of the acceptance is 8.4%. Most ("ont.-ihutioIlC, 

to this uncertainty are similar to those of the 1]' analysis. The systerr atlc error ('(Ill 

be broken down into contributions due to uncertainties in the partJcle identifkat IOll 

efficiency (±5.0%); trigger simulation, ,', luminosity calculation, ('vent r('("on~trtlctJ()!1 

and Monte Carlo simulation (±5.7%); contributions from QED ('vpnts (±2.0%), aIHl 

luminosity measurement (±3.0%). For K+K- invariant masses above 1.8 GeV/(2. tll('!(' 

is an addltIonal uncertainty of ±10% from subtractlOn of the backgroulld froIll qr:D 

two-photon processes. The uncertainty assoclated \Vith the LTF effiClency calcu];tt 11)J1 

(3.0%) is less than that of the 77' analysis because the kaom ha\"(' higher t 1<111<"\', '! "1 

momenta than the pions from the 1]' decay. Systematic variations of the P 1. amI 1 (JI fi 

restrictions produce ,'ariati6ns within the systemati r ('rror calculated. 

The systematic uncertainty associated with the particle identification j" ('stl!l!(:; 1 ,J 
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Figure 5.7: Distribution of rKK = ((m~oFX+ - mk+)2 + (m~oF.X- - m?<_)2)1/2 for events 
\Vith the 0.1 % dE/dX likelihood eut. The eurves shown are n.ts to the distribution using 
line shapes consisting of double Gaussians multiplied by rKK. 

from studies of thE' dEjdX and ToF resolutions. The inefficiency and related error from 

reCLuiring the presence of particle identification information (i.e. a ToF counter hit and 

enough drift chamber energy loss signaIs to calculate a truncated mean) lS smaU because 

of the trigger requirements. The efficiency of the dEjdX cut is better than 99% ovel' 

most of the mass region, so this r:ontribution to the systematic error should be less than 

the inefficiency. The use of X2 parameters in particle identification cuts has the benen.t 

that the efficiency calculated is quite robust so long as the XZ values are weIl normalized. 

The disad\'antage is that any contamination of the signal is difficult to estimate if the 

shape of the resolution distribution i~ not studied in detail. This is the reason the time 

of flight restrictions \Vere made on the rKK parameter instead ofaX2 . 

The time of fiight l'esolution used initially by the SIMARG simulation was an un­

derestimate. Ta determine this ToF l'esolution directly from the data sample used in 

t h,:, analysis, the time of fiight was calculated, assuming m = 0, for aU Il -+ X+X-

. 
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Figure 5.8: ToF m(K±) distribution for events with the 0.1% dE/dX likelihood eut. 
The fits shown consist of two double Gaussians. 

events passing the topological restrictions required for the K+I\- sample hut with llO 

identification requirement. The contribution of muon and pion pairs skews this cli~tll­

bution slightly to negative values so only the peak and positive part of the distrihut 1011 

(TToF > -200 ps) could be used to calculate the resolution. The reliahility of tlll~ ap­

proximation was checked with the Monte Carlo Tf ~ 1+ 1- sample (1 = f;, l') TIH' ToF 

distribution was fitted with a double Gaussian with resolution paramC'ters: 

(80 ± 1)% (220 ± 2) ps 

(20 ± 1)% (388 ± 6) ps 

This fit and the T'oF 0istribution are shown in figure 5.6. \\Then tL' .,c "alu('~ (tJ(~ ('Ol 

rected for the contribution of error from the drift chamber measurement and tlH' Ilj2 

approximation, the true ToF resolution is found to be: 

. ", 
f' - ..... 

(80 ± 1)% (209 ± 2) ps 

(20 ± 1)% (309 ± 6) ps 
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TIll: average of these two contributions is the standard 230 ps resolution quoted in the 

ARGUS detector paper [129J. It lS the departure from a single Gaussian that is relevant 

to this analysis because of the eut made on the ToF mass mformation. vV"hen the 

measured resolution is used in the Monte Carlo simulations for 1(+1(-- and the various 

backgrounds, the rKK dIstribution seen in the data is reproduced rather weIl. Similar 

studles of the dEI dX resolution for cosmic ray muons did not affect the acceptance 

calculated for the K+K- signal, but resulted in a (40± 10)% reduction in the contribution 

of 11llsidcntIfied QED event!3 as estlmated by Monte Carlo simulation. 

The distribution of rKI\:. the distance of the measured ToF masses from the (mK+ 1 mK- ) 

point in the ToF plane, is shawn in figure 5.7 with eurves superimposed showing the 

fitted K+I\.- and QED contrIbutions. These are practically indlstinguishable from fits 

to the Monte Carlo distributions themselves. The cffielelley of the fIm cut.s made on the 

fitted 1\.+1\.- contribution (89.9%) is comparable to that calculated using Monte Carlo 

data (90.7 ± 1.4%) weighted with the cross section measured as described below. This 

agreement, and the derived cross sections, are stable for reasonable \'ariations of the 

1hl< eut (between 0.1 and 0.2 (GeVjc2)2) The value of 0.15 (GeV/c2)2 was chosen as 

it is the mmimum of the dIstribution between rKK = 0 (\ .lere the 1\:+I:- contribution 

dominates) and 0.387 (Ge \/ C2 )2 (where the QED contribution i8 concentrated). Fits 

ha"e also beell made to the two dimenslOnal (mf(+, mf<-) distribu~ion and its projec­

tions (figure 5.8), with similar results. The mass of the I\.± in these fits is shifted to 

siightIy highcr values (0.513-0.526 GeV /c2
); this is consistent with the accuracy of the 

ToF seale [15i]. The rlŒ seale used in the Monte Carlo calculation has been corrected 

fOl tlus effect. Translatmg thlS uncertainty in the mass scale mto an 11.6% uncertainty 

III the scaie of rh.\\. leads to an additional contributIon of 3% to the systematie error. An 

lllclcpendent c~timate of the sensitivity ta the particle identification algorithm can be 

made by comparing the calculated cross sections using the two ldentlfication methods: 

1 requiring, at least a 10% likelihood ratio using equation 5.: with X2 = XâE/dX'I<+ + 

\~C/dX \\.- + \~oF K+ + À?oF.K-; 

() requiring at least a 0.1 % likelihood using equation 5.1 with X2 
- XâE/dX:l<+ + 

\aC/dX K- \Vith a eut on rKK < 0.15 GeV /c2
. 
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The difference between these methods ranges between 3-6%. The variation is dependent 

on the strength of the cuts and has been traced to the change in the cont.ributioll of 

QED contamination in the sample identified using only À 2 derivecl cuts. On wmhllllIlf: 

the various effects discussed, the systematic error in the acceptance of the part lck 

identification algorithm is estimated to be 5%. 
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Figure 5.9: The cross section for ir - K+K-, assuming only J < 3. 

5.4 Measurement of the Topological Cross Section 

Assuming that contributions from angular moment a higher than 2 are negligible, the 

full angular distribution can be described as: 

The (7 JM are cross sections for the ;:Jartial waves involved while ( is the relative phase of 

the 00 and 20 partial waves. As the distributions involved are not linearly independent 

(Il' 201 = v'5IYool - J6IY 221) one cannot determine aU four parameters unambiguously. 

Howe\'er, one can still extract the total cross section using a three parameter fit - fixing 

any one of the four parameters does not restrict the shape of the angular distribution 

used in the ac, ~ tance calculation. 

To calcula te the topological cross section, the K+K- spectrum of figure 5.3 is divided 

iuto bins. containing at least 50 events, with a minimum size of 50 MeV Jc2• As the 
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Figure 5.10: The cross section for Il - K+K-, assuming only IJ AI) 
IJ 111) = 100) contribute. 

2.5 

122) and 

q2 of each colliding photon is small, one can recon8truct the angle, a, between the Î'Î 

collision axis and the K+K- decay axis by assuming that the photons are collinear with 

the colliding beams (thi8 has a resolution of 0.007 in cos 8). The angular distribution for 

the events of each bin is then fitted using equation 5.2 with ( = 7r /2 and the likelihood 

function: 
do( cos B,) T 

log L = L log dn - 02'2 \\T 22 - 0"20 Vv 20 - 000\\100 • 

data 

The \V JM are the IY JM 12 moments of the Monte Carlo sensltivity (hstrihutlOn~ in ('é!rl! 

bin. The BI are the measured decay angles for each event ln the bill. Tllls method aVOld:-. 

the loss of information inherent in fitting binned distnbutions. The results of t}1(' fil <­

are shown in figure 5.9. The errors shown are statistical only (these are t he ~: ddilH,d 

in appendix E). If one sets 0"20 to zero, as expected from helicity two Jornlll1111(,(>. 11w 

cross section in figure 5.10 is obtained. This distribution has slightly ~l.laller ('rrr Ir <, 
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5.5 Extraction of Resonance Parameters 

The reaction If --! 1(+1{- is dominated hy the production of the f2(1270), a2(1320) 

and f~( 1525) mesons. In this analysis the contribution of the helicity one Il width is 

ignored, as it is suppressed by the restriction on the transverse momentum of the final 

state. Despit~ this, each of the three mesons still has an independent complex coupling 

to the Il system for helicities zero and two, so there are, in principle, ten parameters 

(~ix Il widths and four relative phases) for the resonant contributions to the final 

state aloue. To complicate matters further, there is no guarantee that the continuum 

contribution is confined to the helicity zero partial wave. The resonance contribution 

to the helicity two partial wave may not be added to the continuum incoherently. The 

matrix element for each helicity contribution to the continuum should then have a free 

magnitude and phase as a function of the invariant mass of the final state. 

The helicity structure and relative phases of the production amplitudes of the ten­

sor rnesons are not weIl known experimentally. However, one expects a ratio between 

the helicity two to helicity zero components of at least 6:1, simply by comparing the 

Clebsch-Gordan coefficients for (J 1111'\1).2) = (22111) and (2011-1) (where the '\1 are the 

helicities of the colhding photons). Theoretical arguments based on a variety of models 

[39,47] show that this is a reliable assumption, with pure helicity two being favoured. It 

is natural to expect interference hetwcen the resonance amplitudes and K+K- contin­

uum, as significant helicity two contributions are expected in both the Born term and 

QCD limits [39,174]. Interference effects have been shown to be significant in the 7r+7r­

final state [99,107]. In charged kaon Pélir production, the relative phases of the three 

rcsonances are expeded to be zero, while in the production of neutral kaon pairs the 

f2:a2 phase is cxpected to he 180°. These results require only the weak assumptions of 

approximate SU( 3) fiavour symmetry and OZ1 suppression [175]. 

Previous analyses of the 1(+1\- channel [112,113] assumed an incoherer l continuum, 

while analyses of the neutral channel assumed the absence of continuum. It has been 

suggested that the agreement between the results of the neutral channel analyses, free 

of the complicatIOns of continuum production of !{+K- pairs, and the charged channel. 
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confirm the in coherent continuum assumption in the latter analyses. Howt.'vcr. at th(' 

level of statistics of the neutral channel analyses (l'v 8 events in the f~ regioll in [11:J l. 
and 18 in [116]) a significant continuum contribution cannot be ruled out A cOlltinulIlll 

cross section which is 10% of the resonant cross section can alter th(, paral1ldl'r~ of tilt' 

latter at the 30% level! 

The assumption of the absence of a continuum contribution to t.he ÎÎ pIOductJ(l1l "j 

neutral kaon pairs, the Born approximation, rests on the fact that t.helc is HO el('('tll( 

charge for the photons to couple to. However, if this reasoning \Vere correct 011(' \\'01l1d 

expect the Born approximation to describe quantitatively the cOTlt.inuum produ,t JOU Hl 

the charged final state. This approximation does not work well even for r.+r.- jllO<!UC­

tion, where final-state re-scattering and other strong interaction effeds are PXlw('kd (0 

be less important [39]. lndeed, the Crystal BalI [104,105] and JADE collabornt,J()ll<" lS~)l 

have both measured significant r.07l'0 production. 

In view of these complications, to extl'act the resonance parameters from thf' data. 

we parametrized the cross section as described below. The production. hy two 1('al 

photons. of a single tensor meson with subsequent decay to a K+I\- pai: can be written 

[39] as: 
dO'..."...,,_R_K+K-(W"Y"f,cosB) = 407l' (lA 12 lA 12) 

dn Vv·2 ° + 2 , 
"Y"Y 

where W TI is the mass of the kaon pair. The helicity amphtudes are: 

Ao BW(W"Y"f)' (VV"Y"Y/m)2. (f~~)1/2. Y2o(cosB,<f>L 

BvV\ W"Y"f) . (r~(~ )1/2. Y 22( cos f), <p). 

The relativistic Breit-Wigner amplitude is given by: 

Here m is the mass of the tensor meson and f(\V"Y"f) its mass-depcndent width 

where k*(vV"f"f) is the kaon momentum in the tensor meson l'est frame aIld h( \\"-r,; le 

the decay form factor [170], h(\"'''Y''Y) ex (9 + 3(k-r)2 + (k-r)4)-1. This factor le., denvec] f,~ 
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treating the decay as non-relativistic quantum mechanical tunnelling from a square-well 

potential. The effective interaction radius, r, is taken as 1 fm. A 10% variation of this 

parameter affects the values of the two-photon widths at the 2% level. The product 

f('k') . Br(R ~ K+K-) represents the partial width into K+K-, and does not have 

the same mhS5 dependence as the f(vV) ln the denominator of the Breit-Wigner, which 

represcnts the total width. Introducing the appropriate mass dependences in the total 

widths affects the results at the 5% level. 

A5 the I\.+1\:- mass reg10n under investigation is expected ta have contributions from 

three tenS0r mesons, fz(1270), a2(1320), and fH1525), interference between them must 

be included. The continuum K+K- amplitudes (GM ) are also expected ta interfere. 

This leads to a total amplitude TM for " ~ K+K- for helicity M (zero or two) of: 

The two phases 4>f2 "2 and rPf
2 

f~ represent the interference between the resonances, while 

the <PM are the overall phase differences between the resonances and continuuin. As the 

sensiti\'ity ta the {lAI} = {20} partial wave is poor, no attempt has been made ta 

measure the- AI = 0 resonance phases. 

A complete partial wave analysis would involve the parametrization of both the 

magnitude and phasf' of each helicity contribution to the contir.uum by a series of poly­

nomia.ls. As the data sample is too limited for a complete analysis, certain assumptions 

hac! to be made. The most critical of these involves the continuum contribution, the 

functional form of \\'h1Ch lS unknown. The results presented below are averag,es of the 

results of several fits usmg d1fferent continuum parametrizations: 

\r~-r J IG M I2dD - o(m - md20(1 + ,(m - mt) + 8(m - md2 + e(m - mtf) 

- o(log m/mt/3(m/mt)--r 

- a(m - mt)2!3exp(-y(m - mt) + 8(m - mt)2 + e(m - mt)3) 

- 0 J BM(m, cos(), <p)dn, 

where mt is the production threshold and GM represents the continuum contribution. 
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BM refers to the Born term contribution for helicity AI [39]. Several other paranwtl1Ja­

tions \Vere tried in the fits, including an interpolation of Born term and QCD pr('c!JetlOll" 

based on that used in [93], but these consistently yielded likelihoods llluch \\'01 ~(' t hi! \ 1 

fits \Vith the expressions listed above. For each calculation, only thosp parumt'tlllatlllll" 

that yield reasonable likelihoods (within 15 units of the fit with th<' mnxilllulll \'"hw) 

are used. The systematic error for each result is the SUl1l 111 qUél(hat\I1\' ()f the ~t;11l 

dard deviation of the results from these 4'good" continuum paramctnz,ntitlIl", tl\(' ('111\1 

from correlations (.6.~orr, as described in appendix E) and the ~yst ('Ill a tiC ('11 01 fInI Il 

normalization. The continuum phase was assumed to be constant 

To further simplify the analysis it was assumed that the continuum is <'ltllf'1 ('ntm,l;. 

coherent ({JM} = {22}) or in coherent ({JM} = {OO}) except in th(' case of fit" U<"lIlp, 

a modified Born term. In this parametrization the Born term wntnlmt]Oll fOl (',)( li 

helicity was scaled by a complex constant. Ho\Vever. the magIllt ude of !lI(' }J<'lInty 

zero contributlOn in these fits \Vas consistently less t han 5<;( Olle ~h()llJd BOf<' t h;1f 

this is the first analysis to be even this general. The incoherent contHllllIIlI byp(lt } \(",] " 

has a smaller likelihood and was included principally to demonstIél te ('OllSlst eilcy \\'] t II 

previous analyses that made this assumption For thls reason. the lwhClty z('[o rp<"OIlilIJt 

contribution \Vas also added incoherently to the contmuum in t1w {J Ji!} = {OO} fi t ~ 

The masses and widths of the resonances involved were COllstrained to the worlel H\'('I li).',!' 

values [2]. 

To study the eight remaining parameters describing the amplitudes Tr.I. t 1)(' ('fO<'<;­

section parametrization discussed above \Vas fitted to the dat a 5('t tIsecl fOI fip;tlI (, ;) 3 

The maximum-likelihood method described in appendix E was uc,pcl The J(·<.,ult'-o of t lu 

coherent fits are shown lU tables 5.1 and 5.2. while the results of the Jll('oh"[('nt nt ... dl" 

shown in tables 5.3 and 54. These tables also hst the assumptIOllc, made III (',If 1\ fit 

In fit lA, the f2 and a2 contributions are free and the rcsults élIC detelmilJ('d 11<"111).', d 

coherent continuum: 

r-y.,;(f2) . Br(f2 -+ KK) - (0.104 ± 0.007 ± 0.072) keV, 

r-y-y(a2)·Br(a2~KI{) - (0.081±0.006±O.027)keV, 
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Fit r-y-y • Br(Ki<:) [eV] 

f2 a2 f~, JM == 22 f~, JM = 20 

lA 1040 ± 7.0 ± 72.0 81.0 ± 6.0 ± 27.0 35.7 ± 5.5 ± 9.6 0 

lB (130.0~~! g) (48.0 ± 10.0) 31.4 ± 5.0 ± 7.7 0 

1C (130.0~~: g) (48.0 ± 10.0) 32.2 ± 4.9 ± 8.8 0 

ID (130.0~~! g) (48.0 ± 10.0) 33.4 ± 5.6 ± 11.3 0 

lE (130 0+34 °) -240 (48.0 ± 10.0) 27.7 ± 7.6 ± 9.3 45.0 ± 6.8 ± 43.8 

IF (130.0~~: g) (48.0 ± 10.0) 26.2 ± 7.3 ± 8.7 48.5 ± 7.0 ± 42.7 

lG 161 7 ± 9.1 ± 49.9 81.5 ± 6.1 ± 31.5 50.5 ± 6.9 ± 13.8 0.0 

1H ( l30.0~~: g) (48.0 ± 10.0) 44.7 ± 6.6 ± 9.6 0.0 

Table 5.1: Two-photon widths from fits with a coherent continuum. Entries without 
en ors are fixed in the corresponding fits, while values in parentheses are used as con­
straints. More information on the fits is given below. 

Fit Relative Phases [degrees] Log 

tPf2 A2 cPc2 g 1>2 Likelihood 

lA 0 0 -122 ± 7 ± 14 66.9 

lB 0 0 -116 ± 9 ± 14 65.8 

lC 0° -5 ± 5 ± 15 -91 ± 14 ± 27 66.1 

ID 30 ± 12 ± 24 32 ± 13 ± 26 -126±8±14 66.3 

lE 0 0 -108 ± 8 ± 17 66.0 

IF 0 -2 ± 5 ± 22 -121±14±28 66.3 

lG 0 0 0 61.0 

lH 0 0 0 57.0 

Table 5.2: Phases from fits with a coherent continuum. Entries without errors are fixed 
in the corresponding fits 

. 
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Fit r '"l'Y • Br(Ki{) [eV] ---
f2 a2 f' JM -?? 2' --- f~, .11'-1 =: 20 

2A 91 0 ± 7.0 ± 27.0 126.0 ± 7.0 ± 28.0 
-l 

74.9 ± 8.5 ± 14.8 0 
------- \ 

2B (130.0~~! g) (48.0 ± 10.0) 67.3 ± 8.1 ± 15.1 0 ___ -1 

2C (130.0~~!·g) (48.0 ± 10.0) 57.5 ± 6.7 ± 12.7 0 
-------

2D (130.0~~! g) (48.0 ± 10.0) 57.9 ± 7.4 ± 12.1 0 

2E (130 0+Q4 0) . -24.0 (48.0 ± 10.0) 28.7 ± 9.0 ± 10.2 121.0 ± 13.1 ± 31 G 1 

2F (130.0~~! g) (48.0 ± 10.0) 35.7 ± 8.7 ± 11.7 80.1±9.1±3S2 

Table 5.3: Two-photon widths from fits with an in coherent continuum. Entries ,\'lt h­
out errors are fixed in the corresponding fits, while values in parentheses alC l1~('d il'­

constraints. More information on the fits is given below. 

Fit Relative Phases [degrees] Log 

4Yf2'112 1Jf2 f~ Likelihood 

2A 0 0 5G.G 

2B 0 0 54.G 

2C 0 27 ± G ± 11 5G 4 

2D 16 ± la ± 10 40 ± la ± 17 5G 4 

2E 0 a 57 1 

2F a 22± 10± 15 57.5 

Table 5.4: Phases from fits with an incoherent continuum. Entries without ('flore, iI!(' 

fixed in the corresponding fits. 
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where the phase differences between the resonances were fixed at zero and hdicity two 

dominance \Vas assumed. The result Îs consistent with the world average values, aiso 

derived with the assumption of helicity two dominance [2,42): 

r",(f2 )· Br(f2 -+ KK) = (0.130~~·~~:) keV, 

r",(a2)·Br(a2-+KK) = (0.048±0.010)keV. 

This is aiso demonstrated by the decrease of 1.1 in the likelihood when these world 

a\"erages are introduced as constraints in fit lB. The values for the " widths from 

reference [42] were used instead of those of 12] as they include sorne newer results and 

exclude one that has remained unpublished [95]. The unconstrained results in the 

incoherent case (fit 2A) are 

r ",,(f2) . Br(f2 -+ KI~) - (0.091 ± 0.007 ± 0.027) keV, 

r'Y"y(a2)' Br(a2 -+ KK) - (0.126 ± O.OOï± 0.028) keV. 

There is a likelihood decrease of 2.0 on imposing the wodd average values as constraints 

(fit 2B), dcmonstratmg that the incoherent continuum ansatz is less consistent with 

the known r,"y values for the f2 and a2 than a coherent continuum. Together with a 

hkelihood difference of more than 10 between the coherent and incoherent fits with the 

[2 and a2 widths constrained to the worId average, this provides strong evidence of a 

coherent contribution in addition to the resonances. Unfortunately, the quality of the 

results for the f2 and a2 mesons was limited by the difficulty of separating the two 

merg,ed resonances and by the uncertainty in the continuum contribution. Because of 

this. the contributions of the se two resonances \Vere constrained to the world averages 

[2.42] to study the f; \\"ith less uncertainty from the contmuum. 

The mO'3t strikmg dfect of the coherent continuum is a suppression of the ,,-width 

of the f~ of approxlmately 50% with respect ta the in coherent case. The interference 

term is of the form A ('Qs( OH - Q2) where <PR varies from -Ti to 0 111 a counterclockwise 

sense on trayersmg the resonance. However, $2 is determined to be close to -71'/2, so 

the integral of the interference term is positive. The main effect of the interference term 

i~ ta change the resonun('e shape (figures 5.11 and 5.12). In fits E and F an additianal 

" 
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incoherent {JM} = {20} term is allowed. A large change occurs becaus(' of tlH' ah:-,ell(,(' 

of Interference and the lower sensitivity to helicity zero contribut.ions A 51111ilar ('tic,'! 

is responslble for the larger fractional error ln the coherent result~ One> ,,110111<1 Il,1\'' 

that there is only an increase in the fit likelihood of 0.5 on fref'inp, both th(' th(' Il<'h( lt~ 

of the f~ and the f2 : f~ relative phase. The assumptlOns of hf'hClty two d01Jll1WIl(,(' alld 

zero relative phase are consistent with the data. Flts 1G and IR. aSSllllllll!!, a ('OIH'!CI1! 

continuum with cP2 = 0, are included f, ,r reference. 

The preferred value for the strength of f2 production in two·photon intera('tlOll~ I~ 

r1'1'(f~)· Br(f~ --. KK) = (0.0314 ± 0.0050 ± 0.0077) keV. 

with the assumptions ofhelicity two dominance, 0° phase relative 1.0 tllC' f2 (12ïO). (\11<1 il 

coherent continuum contribution (fit lB, shown in figure 5.12). ThIS is to be compared 

to the current world averlige value [42] of (009 ± 0.02) keY AlI thC' {'XI)(,!llll(,llt~ 

contributing to this value assumed the continuum and resonant ('OntrilH1tIOll~ added 

incoherently. If this assumption was made III the ARGUS analysis the result \\'ould hl' 

r1'''Y(f~). Br(f~ -t Ki{) = (0.0673 ± 0.0081 ± 0.0151) keY, 

l:'.gain with helicity two dominance and 0° resonance phase (fit 2B). This value is quite 

consistent (0.90") with the world average. 

The relative phases of the resonances are comistent with zero as expected. Tlll'''t· 

phases in the case of a coherent continuum (fit ID) are: 

cPf2 a2 (30 ± 12 ± 26t 

tPf2.f~ - (32 ± 13 ± 26t 

In this fit the magnitudes of the f2 and 802 contributions are constrainf'd tn tlH'1I WOlld 

ayerages, and helicity two dominance is assumed. If the restrictIOn <Pf2 IlJ = 0 1<' !lJild,' 

<Pf2 .q = (-5 ± 5 ± 15)°. 
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Flgure 3.11: Resonance fits to the K+K- cross section: (a) results of fit lB (coherent 
continuum): (b) rcsults of fit 2B (in coherent continuum). The different contributions 
to the cross section shawn are total (solid !ine), resonant (dashed). interference term 
(dut-clashl'd). and contimmm (dotted). 
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Figure 5.12: The cross sections of figure 5.11. weightccl \VIth expcrimental"('IJ~itnit:, 
are 5ho\yn superimposed on the m(K+K-) distribution. The solid Elle iE> the r('~ult of 
fit lB (coherent continuum) while the clotted Hne 1S the result of fit 213 (ill('OlWl!'llt 

continuum). 
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logarithmic likelihood 
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Figure 5.13: The likelih00d distribution for a coherent continuum fit, as a fun ct ion of 
the "'n width of the BI fz(l720), assuming helicity two. 

5.6 Upper Limits for Exotic Contributions 

The fz (1720) (formerly B( 1690)) is now a weIl established resonance [2] and is considered 

a glueball candidate [176]. Because of this, limits on its II-width are of interest. Current 

theoretlcal estimates [177] suggest that r(f2 (1720) --t Il)' Br(f2(1720) --+ Ki~) should 

he approximately 95 eY, which is close to current experimental sensitivities. Helicity 

two dominance is aiso expected lU f2 (1720) production. To search for any contribution 

from thls resonance, the matrix: element for the f2(1720) ,vas introduced into the cross 

section allowmg interference \Vith the other contributions. The mass and width of the 

fz( 1 720) were constrained [li6] to be (1.707±0.01l) GeV leZ and (0.162±O.025) GeV /e2 

respccti,·ely. In addit.ion to the f2(1720) parameters, onl~' the f~ Ir-width, the relative 

f~:f2( 1 720) phase. and the continuum parameters were free in the fit All other paramet<"rs 

\\'ere as in fit lB. The continuum parameterization that yielded the best likelihood for 

ft 
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Figure 5.14: m(K+K-) distribution used for the X(2230) upper limit. The cune Sl!owlI 
is the extrapolation (from 2 GeV /c2 ) of resonance fit lB. 

a fit \Vith the free 12(1720) contribution was used to analyze the owrall likf'lihood 

distribution. The likelihood was thcn maximized for dIfferent hypothetical yahlP~ of 

f(f2(1720) -+ rr)' Br(f2(1720) ~ Ki~), and the resulting distribution int('grated (fip;UlP 

5.13). This leads to the results: 

r(2) r(O) 1 0 ke V 
O.~~8 + O.;~ < Br(f2(1 ~20) --; KI\:) at 959( d. 

The f2 (1720) helicity zero upper limit is much weaker due ta the reeluced oCCqltêlllf'!' 

(50% of the helicity two acceptance) and the absence of any other heliclty zero (,Ollt 11-

butions. This analysis employed a coherent continuum contributIOn. 

The X(2230) is less weIl established than the f2(1720). hut i5 a150 ('onsidf'!f'd :, 

glueball candidate. No eyents were obseryed in the relevant mass region },et \\'('('11 .2 :2; 
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and 2.25 GeV lez, leading to the result: 

r~~ r!;!j 1.0 keV 
0.019 + 0.043 < Br(X(2230) -+ KK) at 95% c.l. 

assuming that Jpc = 2++ for the X(2230). This is in agreement with a likelihood 

analysis using the mass region between 1.8 and 2.4 GeV (figure 5.14), with the rnass 

and width of the X(2230) constrained to be 2.227 ± 0.008 GeV Ic2 and 0.021 ± 0.018 

Ge\;c2
, respectively. Theoretical expectations [177] are Oll the order of 1 eV if the 

X(2230) is a 2++ glueball state. 
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Figure 5.15: m(K+K-) distribution for events with P .1.(1(+1(-) > 0.2 Ge\" /c 2 Tlw 
shaded histogram is the estimate of the QED background from the symmetnc 1 eg;JOII~ 
of the ToF mass2 plane. 

Recently, the production of the vector particles fI (1285) and fi (1425) hah hpf'n oh:-'('n'/·d 

in tagged two-photon collisions where one photon has high q2 [03J-[67J. ARGCS lIa ... 

confirmed these results qualitatively [68J by studying the production of t!H'hP fillal "Ut !t' .... 

at high final-state transverse momentum. Unfortunately. the ARGCS r(',>ult" ar(' clJHindt 

to express quantitatively as the photon q2's are not rneasured. 

E"en though vector particles with even charge panty cannot c!/'('élY t Cl two P"'/'ll 

doscalars, lt is still interestmg to see whether any {J~1} = {21} cOlltnl>1ltl()ll 1 dU )". 

extracted. On making the inverse of the standard eut, P .L(K+K-) > 0 2 Gr·Y/'·!. • Il' 

mass spectrum in figure 5.15 results. This analysis also has a relaxed IdeIltdH',d JI'11 

requirement: rKI( < 0.2 (GeV / C2)2. Eighteen percent of the total !\+1\- plotin!: II" 



, 

CHAPTER 5. AI\-ALYSIS OF ,1 ~ K+K-

N/a.Ol 
100.0 

80.0 

60.0 

40.0 

20.0 

-

-

1-

-

0.0 
0.0 

1 

1 
l 

+ 

~ 

~ 

0.5 

l 
T 

1 
1 l ....1. 

Q<I .... 

-

-
· 

-
· 
· 

-

.... 

1.0 

coS1!l 

160 

Figure 5.1G: Decay angle distribution for high P .dK+K-) events. The histogram shown 
lS the GVD1\I extrapolation of the fit to the data for P .L(K+K-) < 0.2 GeV je .. while 
the shaded area is the Monte Carlo prediction for {JM} = {21} with a fiat (l'Y"'!' 

SUn"lves. The f2 and a2 contributions appear ta be resolved, which suggests either 

large helicity one couplings with a relative phase different from zero, or a nontrivial q2 

e\"olution of the relative phases of the helicity two contributions. 

The <ingular distributlOu, integrated over the entire mass range. shO'.vs qualitative 

cyideuce for helicity one production. This is shown in figure 5.16 along with an ex­

trapolation of the helicity two contribution using a GVDM propagator and the cross 

~ection From resonance fit lB. This corresponds ta a PM} = {21} contribution of 

(1.i ± 0.5 ± 0.9)% of the total cross section. Unfortunately, these results cannat be 

expressed more quantitati\"ely because of the low statistics, lack of q2 information, and 

C'omplexity of the process. 



101 



Chapter 6 

Conclusions 

The production of rt' rnesons in two-photon collisions has been measured in the 11'"+11'"-1 

final state \Vith a precision exceeding that of all existing measurements. The data sample 

used 111 the 1990 ARGUS analysis is the Iargest in existence (2300 rt's). The strong 

signal. in combination with the resolution and sohd angle coverage of the calo rime ter. 

produces an excellent signal-to-background ratlO. This allows the analysis to forego 

restnctions on the 1.+ ii- invariant mass. Consequently, the result is less affected by 

detmls of the final-state matrix element. The matrix element itself has been measured 

and 15 consistent with the expected coherent contributions of p and w production. The 

product of the two-photon width and 11'"+7r-, branching ratio is 

r.,.,(7]') . Br(r!, -+ 7r+r.-,) = 1.25 ± 0.03 ± 0.11 keV. 

l~slIlg the current [2J "alue of the branchmg ratio Br(7]' - 7r+r.-,) = 0.301 ± 0.014 the 

two-photon width of the rI' is found to be 

r-r-r(1}') = 4.16 ± 0.09 ± 0.42 keV, 

\\"here the error in the 7i+7r-, branching ratio has been added in quadrature. This 

Iesult is the most accurate available (figure 6.1) and is quite conslstent with the old 

\\'odd average of (-1 2ï ± 0.23) keV. lncluding the ARGUS result, the world average 

!)('comes (-1.25 ± 022) keV. Using a combmation of recent rneasurements [42) of the 

-; -; branchmg ratlO of the 17' (Br( ri' - Il) == 0.0223 ± 0.0018). the total width of the 7]' 

meson is found to be (191 ± 18) keV. This is in agreement with the direct measurement 

of [lïS] (280 ± 100) keY 
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Experiment 
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Figure 6.1: Measurements of the two-photon width of the 1/. the soliù vertical IIlH' 

represents the world average while the dotted vertical lines are the 10" (,Olltour:-. Set' 

table 1.5, page 20 for references and numerical values 

The new world average value of r ,..,( 7]') can be combmed w!th the thosc of r "Y-,( ;;-0 ) = 

7,72 ± 0.46 eY and L(')(7]) = 0,516±O.026 keV (the latter from ÎÎ colliSIOn ('xp('riment~ 

only [2],p.119) to obtain the pseudoscalar nonet flavour S"C(3) mlxing pélralll('t('l'~ a" 

defined in reference [39]: 

o 1 ln. 2 mTj 1\' 
r~"Y/r~"Y - -(cosB-r 2 v2sm8) (-), 

3 m~ 

'0 1 ln 2 m'l' ,. 
r~"Y/r~"Y - -(sinB+r 2 v2cos8) (--)" 

3 111,,0 

where. for the pseudoscalar nonet, N = 3. \Ve find the singlet/ortpt 1111XHlI!; ,Ill U,] (' 

e = -17.5° ± 1.1 ° and the nonet symmetry breakmg parameter ]' = 0 al ± () 03. TIll'" 

is in reasonable agreement wlth the results of detaded analyse:; of \'C'ctor h)<"(·lld()"C·.d"J 

production in J / '11' decays: e = ( -19.1 ± 1 4)° [179J, and B = (- If) 2 ± 1 4)° [180) T lll' 

departure from the prediction of the Gell-:-1ann/Okubo mass fonUL.Jét, -( Il 2 ::!:- U ~' l' 

[8,47], can be explained by breaking of the 51;(3) fia\'our symmetry or hlg;lwl (Jr,;() 

effects [181]. One can also introduce a gluolllum component in the rI' Wé1\'(' fuw·tl'>!l Il. 
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étddltlOTl to the SU(3) qij components [182]: 

(6.2) 

The first analysis of this type [183J ignored the contribution of doubly OZ1 suppressed 

(DOZI) diagrams and found that a significant glue contribution to the 7]' wave function 

was pœs1ble. but not essential. The newer analyses [179,180], which allow a DOZ1 

contribution. find that the 7]' wave function is saturated by Iqij). The DM2 experiment 

('~timates that !Z1),1 2 ~ 1%. The suppression of the gluonium content of the 7]' is no 

surprIse as the DOZI coupling ( ....... 10%) implies an effective (97]'lgg) transition. Though 

the 99 are in a colour octet state, there is no clear reason to expect the singlet (7]'19g) 

couplmg to he suppressed. especially given the fact that the transition J l'if! --. ,rI' 
occurs strongly. As one cannot have a coupling to astate without introducing sorne 

d('gree of mixing. lt seems that the theoretical frame work for these analyses may be 

tl\'ersimphfied. 

The reaction Î Î --. 1\.+1(- has also been analyzed in detail. Topological cross sections 

have been determined for this process with minimal assumptions. Production of the 

tensor mesom f2 , az, and f~ has also been observed. Assuming helicity two dominance 

and fixmg, the phases between the resonances to be zero, the strength of f~ production 

was found to be r...,.,y(f~) Br(f~ ..... K1\) = (0.031 ± 0.005 ± 0.008) keV, with a coherent 

continuum hypothes1s or (0.067 ± 0.008 ± 0.015) keV \Vith an incoherent continuum 

hypothesis The lIlcoherent result is in good agreement with the world average of 0.09 ± 

o 02 ke\' [-:12]. The mf'3SUrements contributinp; to tl11s average (figure G 2) either assume 

an absence of contmuum (in the neutral channel) or an incoherent continuum (in the 

chargeù channel). ~either of these assumptions is justified by existing measurements. 

In the ARGCS analysls the continuum contribution has been treated coherently with 

a constant phase. The fits with a coherent continuum are found to have significantly 

het t el' hkchhoods t han the incoherent analyses. The relative phases f2 : a2 and f2 : f~ 

han' lwen determilled for the first time in the charged kaon final state and are found 

to be (30 ± 12 ± 2-:1)C and (32 ± 13 ± 26)0, consistent with zero as expected from SU(3) 

fianmr symmetry and OZI suppression of disconnected ùecay diagrams [175J. 

t 
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Figure 6.2: Measurements of the two-photon width of the f~, the solid vertIcal linf' 
represents the world average while the dotted vertical lines are the la contour~. S('(' 

table 1.8, page 22 for more information. 

There have been many attempts ([184]-[190]) to calculate the t('nsor meSOll r,­
widths. The present measurement, taken together with the world average valuc"i for 

the f2 and a2, and assuming that 50% < Br(f~ ~ KÎ~) < 100%, is conE>istent with ollly 

one model [188]. This agreement is improved if one takes mto account n'CCllt. data ()II 

f~ decays 10 K+K-, r.+ïi-. and f/7] observed in JN' decay~ [191]. wInch YJ('ld a vahH' fOI 

the branching ratio of Br(f~ --t KI\:) = (ï2~i3)%, assummg that 110 other clecay modr'" 

contribute. 

The coherent continuum measurement of Lr')'(f~). assummg Br(f~ -+ I\I~) = 100(;{ 

(f")")(f~) = (0.031 ± 0.005 ± 0.008) keV), can be combined \VIth tllC world él\'f'nl.c,("" fnr 

f"Y',,(a2) = (1.00 ± 0.09) keV and r-,')'(f2) = (2 9î ± 0 14) k('\'. to obtalll tllf' 1('11'-'11 

nonet Bayour SU(3) mlxing parameters. One can use the pSeUdO"( ,dar llllxml!, f( 1111)11;.1 

(equatlOn 6.1) \Vith the substitution ïiO. 71, 7]' ~ a2, f~. f2. ThIs formula. \VIt b X = 3 J('(I<I' 

to values for the singlet/octet mixing angle BT = (22 9 ± 1.1)° anù the Ilorwt <.,: 1I1J1Wl J' 
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bJ(~aking parameter rT = 1.06 ± 0.06. With N = -4 the results are BT = (29.3 ± 1.1)° 

and IT = 0.92 ± 0.06, which is consistent with the value of eT = 28° expected from the 

(jnadratic mass formula [8,2J. 

Ko evidence for production of the glueball candidate states f2 (1720) and X(2230) 

l~ ooscrved. \Vith no assumptions on helicity content and with arbitrary phases be­

t'Veen the states involved, the following upper limits were determined: r 'Y-y(f2(1720)) . 

I3r(f2( 1720) -; I\+I\:-) < 0.24 keV and r -y-y(X(2230) )·Br(X(2230) -+ 1\:+1\-) < 0.043 keY 

\\"Jth 95% confidence. These vaJues are consistent with glueball interpretations of the 

two resonances. The f2 (1720), even if 100% glue, should be measurable in 'Y, collisions 

given data samples a few times the size of those currently availa.ble [177J. FinaJly, a small 

contributIOn to I\+1\:- production with {JM} = {21} has been observed, amounting to 

(l.i ± 0.5 ± 0.9)% of the total K+K- cross section . 

• 
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Appendix C 

Expressions For The Two-Photon 
Luminosity 

This appendix derives the principal formulae describing the kinernatics of 11 collisions 
using procedures outlined by Bonneau[192] and Budnev[45]. Two-photon collisions at 
c+ C storage nngs can also be described as inelastic Bhabha scattering events - it is 
only the weak-coupling of electromagnetic interactions that allows these pro cesses to be 
mtcrpreted as ('oUisions between photons. The general kinematics of the final state are 
dcternuned by QED - the process bemg separable into two distinct steps: the production 
allù ùecay of the Î Î system. The former is exactly calculable while the latter is lar'gely 
unknown except in the case of pure QED processes and resonance production. The full 
matIlx element for the proeess e+e- -; e+e-,·,· -; e+e-X (figure C.I) is then 

2 

T X = ~[ü(p~, O"~ )"'/'U(Ph al )][v(p;, a;)-yl-'v(p2' 0'2 )lA~lJ' 
q1 q2 

(C.I) 

The conventiom used are those of Bjorken and Drell[193] except that fi = 1/lPW The 
notation used is giyen belo'w: 

• P, -; moment a of colliding e+e-, 

• p: -+ ,uomenta of scattered e+ e-, 

• q, = p, - p; - moment a of vlrtual photons, 

• t, -t polanzatlOn "eetors for virtual photons. 

• 8 = Tl';.., = (ql + q2)2 - .. in\'ariant mass squared of the 'Vi system, 

• E; = p:o _ energy of the seattered e+ e- , 

• ..... ', = q~ - cnergy of the virtual photons. 

• 8, ---+ scattering angle of beam particle i, 

• ".1 ---+ moment a of the lh pal ticle in the final state î"'Y - X. 
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The matrix element for TT -+ X depends only on.5, qr, q~ and the hchClty "lat!'.., (If 
the colliding photons. Since the photons are "irtuaL scalar hehC1ty :,tate~ élIe al1()\\,('c! 

but the contributions of these to the cross section are suppressed Squannp; t hl' Ill<! t IlX 

element, averagmg over the spins of colliding particles and summlllg o\'cr the final-~t(!t(' 
spins yields 

.!. (47iQ )2 Tr[ (p; + me h/l(fh + m f' )fl"] . 

4 (q?ç?)2 -lm; 

T [
(p; - me hl/(p2 - mehl/I]. A X * . 4,x 

r 4 2 1-/'1/' - jJl" 
1ne 

- Tr[(p: ± meh/l(PI ± me hl"'] 

The trace was eyaluated u5ing the following formulae 

Tr( âbêd) 

2171; 

4[ta·b)(c·d)+(a d)(b·c)-(a c)(b dl]. 

q; + 2pI . P:· 
Including factors for normalizatlOn of the incident and scattered f± "\'(j\'rfllllct 11l1)", 

final-state phase space, and the relati\'istlc flux factor. the cross !'ertlOIl for (-+ 1 - --~ 

f+ f-~; -Î - ---+ f+ f- X is found to be 

2 6(ql + q2 - L kJ)(2ii)4 l' 1 l , J 
(iiO:) IJ.jJ' 1/11' x- X JEX C pjd "2( r 
-2-2- P1 P2 o4jJll/,o4/l1/ / ' ('"> )"E' E' 
qlq2 V(Pl'P2)2-m~ _7i 1 2-

da 

(7iCl:')2 jJll' 1/11' HTJ.lII/I,/l1/ d3p;d3p; 
- -2-2- P1 P2 / (2 )6 E' E' 

ql q2 V (Pl' P2)2 - m~ 'Fr 1:2 
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wberp 

Kote that the definition of WIl'V',W given ab ove differs from that of Budnev [45] by 
a factor of 1/2 1\-J accounts for the difference in wavefunction normalizations for 
fCr'mions(XJ = m f) and bosons (IV) = ~). The hadronic tensor, nTllv,Il'v'. can be re­
latcd to the Imaginary part of the forward scattermg amplitude m ,*1* -jo '*Î* via the 
optlcal theorem Nalvely, this tensor has 256 = 4 4 independent components. Gauge 
im'ariance reduces this number to 81, since 

JI' 1 1 l , 1 

(J T,TTI" U ,I"U _ q UT/1- U ./1-U _ q WJJ U ,/1-V _ q T·lT/1- U ./1-U - 0 
11.JJ\) - l.un - 2,/1-' - 2.u'V' -. 

If the process is invariant under pari ~,y, rotation, and time-reversal transformations the 
llumber of màependent amplitudes recluces to 8. This is most easily observed when 
aIl tensors are repr<.-sented in the helicity basis. as tl'e parity transformation simply 
changes the slgn of the helicity. In the "(1' system this corresponds ta mterchanging 
the colhdmg photons Rotation invariance forces (in terms of the helicity basis defined 
hclo\\") 0 - 0 ' = b - b'. InvarIance under the exchange of the primed and unprimed 
superscnpts corresponds to ne-reversaI Invariance. The hehcIty basis, e( ±1), e(O) IS 

dcfil1ed as 

\Yi t h 

q;é l •1l = 0, 

e2(±1) = El(=f1), 

el(O) == iQ}, 

e*(a)e(b) = (-l)abab , 

«±l) = -e,(=f1), 

ez(O) = -iQz, 

Tl " 'b 1,1: - Tll a ',ab - -a'-b',-a-I> - Il ab,a'b', 

The QI four yector 18 orthogoDiLl to the 1th photon momentum vector and lts transverse 
hl'bcity \'('etors - it is thèrefore parallel ta the scalar helicity vector. Similarly, one 
l'an dofine a tenSOI. RJ.lu, that projects any ycctor into the two-dimensional subspace 
(JI thog,onal to both the photon and the helicity-O vector::., i e. that subspace generated 
hy tlw hehClty ±1 \'ectors 

RI'" RI'I" = _glW + X-I[(qlq2)(qiq~ + q~qn - qiq~q~ - q~qiq~L 

X = (ql q2)2 - qi <l5. (C.3) 

.. 
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Using R/.I. v and the Q~ one can construct proJectlOn operat.or~ to select t'Hch ~\'lllnH'tn . . 
class of the hadrolllc tensor. These operators project the appropnate hel!etty state f!<lm 
the density matrices: p:lV, The Il cross sections for various conllllllatlOn~ of phot'lll 
polarizations are given below, ass and aTT represent the cross sectlOn~ fOI ~('att(,lll\1!, \li 
scalar, and transversely polarized virtual photons. respectivdy. As tb('~ 1 ('pI<'''t'lll Ill!' 
collisions of off-shell photons these are not, strictly speaking. "physlcal" <T()~" ~f'( 110!l"­

On the other hand, they represent the hadronic matrix element III the pro('es" \\ ltl1<l\1t 
the QED contribution muddying the waters. lt is aiso easier conceptwtlly to \'H'W t Il<' 
process as two-photon collisions with the QED factors absorbed in the "Itlmino<.;lty" r(l] 

the initial state. these are 

TVss 

H'TS 

TV';:s 

H,a 
TS -

lVTT 

nTr 
TT 

nTï'T 

4Vx ass = l-Foo.oo, 

4Vx aTS = n!'"+o,+o = n'-o,-o, 

4VXrTS = ~(H!++.oo + H'o+.-o), 

4VXrTS = ~(Hi++.OO - H-'o+.-o), 

4.JX aTT = ~(lV++.++ + n'+_.+_) = ~(l~'--.-- + n'_+._+ ). 

4.JXrTT = lr++, __ = Hr __ .++, 

4Vx rTT = ~(H;++.++ - W+_.+_). 

(('.1) 

VX is the flux factor for the Il collision given in equation C.3 and the factor of 4 ar 1"(''' 

From the normalizatlOn of boson wavefunctions (I.e. 1 /2E for "ext.ernar boson Imt'~ or 
m / E for external fermion Enes, the E'Yl E"y2 factor from the wavefunctlOn llormahzatlOIl 
is absorbed into the invariant flux factor - Bjorken and Drcll[193], p.1l3). SonH' of tll(' 
corresponding projection operators are 

J.l.'V' ,j..4V 
Rss QiQ( Q~ Q~' = ei (O)e{ (O)t~ (O)e~' (0), (C 0) 

Il 

R it v .It/.' 
TS Rilt' Q~ Q~' = (eiCl )e( (1) + ei( -1 )e( (-1 ))e~(O)e~' (0). 

1 1 , , 1 , 

= RiJ1. R~"' = (ei(1)ei (1) + ei(-l)ei (-1))(t~(I)f~ (1) + t~(-l)(~ (-1)) RJ.l'V',J,..4l/ 

TT 

The T amphtudes correspond to &pin flips for bath photons and do Ilot ('Ollt! Ibl1te If 
the scattering, planes of the beam parttcles are unmcasurpd Th(' T" amplItude'" olJly 
contribute if the bearn particles are polanzed[194], i e . if the R~:.I!,1'1 \\'('l'(' (',t!('u].l1t-d 

expbcitly using equatiollS C.2 and C.5. the result \\'ould cancel to z('ro OIW llIust Ill< J\ld( 
the correct spm projection operators in the trace calculation to <n'oid t his Only t he TT 
terms survive for real photons as the scalar degree of freedom dlc,appeilI:-' JII t hl" llllll! 
The final expression for the cross section - the form that most COl1lIIlOll!Y "P]Will" III 

the literature - 1S then 

da = 
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\\"here 

q; 
')p++ 
- 1 

p~o 

Ipiol 
Ipt-I 

-

-
-
-

-

-4E,E: sin2 (0,/2) - q~tn < 0, q~tn = m~w; /(E . E:), 

pil/ RJlI/ = X-1(4Ew2 - q~ - qlq2)2 + 1 + 4m;/qî, 
"I/Q"QI/ V-

1(4E 2 )2 1 Po 1 1 = .'\ W2 - q2 - ql q2 - , 

j(p?O + 1) Ipt-I, 
pt+ - 1. 

(C.6) 

This expression is not integrable analytically. The various approximations made in 
integrating this expression are generically called DEPA's or double equivalent-photon 
approximations. The first approximation usually made in integrating the "'t'Y lUininosity 
amplitudes is to neglect terms of higher or der in q2. As a natural result of this, only 
transverse photons are considered, and any q2 variation of (j"r"'Y is usually ignored - it is 
assumed that q2 is negligible compared ta any other mass scale in the final integration 
range. ThIs approximation is sufficient for smaU-angle tagging and can be applied. with 
caution. ta 00 tagging. vVith the assumption that q2, m; are negligible except in relation 
ta cach other, the follawing simplifications are possible: 

')(l++ 
- 1 

X 

s 

-

= 

'" 
-

X- 1
( 4E..v2 - q~ - qlq2) + 1 + 4m;/qî 

2E 
(- _1)2 + 1 +4m;/q~, 

.vI 

( )2 2 2 1 H~4 2vV2( 2 2) (2 2)2 ql q2 - ql q2 = 4"' - ql + q2 + ql - q2 , 

(q q )2 '" 4 ,2 ,2 
1 2 - wI(,j,;2 

(ql + q2)2 = 4WIW2 + 4m; - E~E;(l - cos el COS()2 - sinel sin()2 COS(4)l - <P2)) 

'" 4U.'1"':2 

The terms neglected in the approximation for s are higher order in () or me- As small 
q2 implies smaU () (q; ~ - EaE;e; - Q;,man)' these ter ms are llf'gligible. 
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Appendix D 

Monte Carlo Techniques 

A "Monte Carlo" is nothing more than an extravagant numericall11tc~rati()n program 
The basic purpose of this type of computer program. as it is commonly applwd III pal t lck 
physics, is the generation of a set of n-dimensional vectors distrihutt'd accordlllg to il 

given matheIllatical function. For instance, a set of four-ved.ors repr(,~(,lltlllp, pmtl,·lc .... 
whose productlOn is described by a known differential cross sectIOn Oll(' ndYilIlt a)..!;(· 
of this representation. even for a simple distribution that is analytlcéllly inte.c;ral)k. 
is that cuts can be applied that are diffieult to express analytically III tprm~ of t Il(' 
integration variables, and the ,::uts themselves can be "fuzzy" (though tills last type of 
eut can be treated in an analytie, if somewhat painful. way sim ply by mtroclUClnp; aIl 

additional dimension of integration). The Monte Carlo programs descrilwd h('rf' att f'Il1pt 
to calculate the visible cross sections for various pro cesses with the accept ail Ct' lo"f-,(''-, 
introdueeù by detector geometry and tngger arrangements included. It is illlp()~~ihl(' 

to integrate the Î Î' differential cross sections analytically, even for simple fillal-"t at{' 
topologies! 

AIl lvlonte Carlo programs must use sorne sort of random number p;enerator TL(· 
most commonly used program of thi~ type is called a "pseudorandom" g<'l1erator. 
and is a standard part of most computer system hbraries. A psclldora.ndol1l TJ11Tll­

ber generator[195] produces (l weIl defin~d and reproducible sequ('nc(' of nllml)('r~ (,\'t>IlI} 
distributed in the inten'al (0,1). The IIlOSt common algonthm USE'd produ('('~ RII mlt'p;/>! 
sequence - each number bemg produceù by multiplying the prenons 11111111)('1 «,t;lltlIll', 

with a seecl number provided by the user) by a very large numlw! TIl<' OP(>! ,II ln!1 of 
multiplÏcation then produces an integ.'T overflow (i c it rcsulte; Jll a llllllllwl ~1I';1I('1 1 hdll 

the largest integer allowc6. by the CPU word size, 2n
-

1 whcrc 1/ = lG. 3~ 01 GO) \\ lllC li l' 
automatically truncated leaving the least significant digits Iwhind. The tlllllC ;iI ('t! III JIll 

ber is divided by the largest integer allowed to produce a ll11mber III the !(II!l~I' ((J. ] ) 

This procedure results in a nearly uncorrelated sequence. but ~iIlC(, ollly a fillllt' Il Il Il Il )l'y 

of integers are a,'ailable from the (omputer. the ~equence must rqH'nt lj<..,('lf 1'\'('111 IJ,dl: 
For an optimized algorithm the maximum penod of the gcnerator approildw<, ?" - 1 IlllTlJ 

bers - the maximum number of dIfferent positive integers givcn a compllt(,I" WOI d li Il [' r!) 
n. Correlations in inefficlent gener()tor~ often show up a~ a ImeaI <.,trnrtllIt' JlI :,(;1111'1 

plots of \Xn , .\n-m ) \\'here .\n IS the n lh number of the sequence. 
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The simplest Monte Carlo algorithm is known as the "Rit or Miss" method. For a 
Olle dimensional functioll Uüs can be visuahzed qUlte easily. Given a function, x -+ f( x), 
[t'prc!->enting an unnormalized ddferential probability distribution, the extreme values 
of :r and f ( x) define a rectangular area in the (.r, f ( x)) plane. Many (x, y) are then 
generated evellly throughout the rectangle using a pscudorandom number generator. For 
cach :r value generated, f(:r) is calculated. and if the second random number satisfies 
!J :s f(x). the "event" is accepted. 1.e.) the accepted numbers, (.T, y), will have the 
required dIstribution. In other words, the program generates points evenly distributed in 
tlte rectangle defined by the extreme values of dependent and independent variables and 
the fraction of these points that falls in the area un der the function is used to calculate 
the area of the function The normalized value of the function. u'( T) = f( x) / f( x )maXl 

i~ often called a "weight'·. It is apparent that 

1 = l xmar 
f(x')dx' = V· Na;ccpted = l\'~ LW = V . W, 

X mln 1\ N 
(D.1) 

where N is the total number of points in the rectangle, Naccepted is the number of these 
that fall mside the function 's area. and V is the area of the rectangle. There are two 
ways of calculating the result of the integration: one uses the number of accepted events. 
'YawPted, and the other uses the sum of weights. The latter method reduees to a simple 
Ilull1crical mtegratIOn method with the independent variable points chosen randomly. 
It I~ more CPU-time efficient, as extra random numbers, used to decide if an event is 
accepted or not. are not needed. It is also more accurate, as the error of a Ivionte Carlo 
integration 'behaves as V . 0-( w( x)) j -./'N, where 0-( w( x)) is the variance of the function 
weig,hts. 

.1'v.f(w(x)) ., w(x)dnx __ 1 _ l l f( )dn 
- .. dnx - V fmar • . . x x (D.2) 

o-(w(x)) 
Ll(w(x)-M(w(3:»)2dnx 

- J.. J dnx 
(D.3) 

o-(w(x)) = jf'2., w 2 - ('2., w)2 j N)j N. (D.4) 

If one only uses the llumber of accepted "events", the error 1S 1/ J Nacceptcd - only a 
smnll portIon of the available information is used so the error is increased. For an 
~-dimensional integration the "Rit or Miss 11ethod" generalizes very easily: 

1. Gn'en ~-independent variables {(x:nm,x:nax)' 1 5 1 ~ N} and the dependent 
variable 0 S f(.Y) S Ymax, gcnerate a random number within the specified hmits 
fOl eal'h of the N + 1 varIables {x; y}. Count thesc trial events by incrementing 
lia 

2 If il < f( .r) count the "e\"ent" as accepted, l.e. mcrernent na' These accepted 
eH'nts ha\'e weight one. 

3 Calcula te cuts on the function (i.e. m < n dimensional hypersurfaces) If the events 
"un'IW'S then cou nt this as a "detected" event, i.e. increment nd. 
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4, Repeat steps 1-3 as many times as possible, given computer time ('ost, avnilability, 
the patience of one's colleagues etc, 

5, The value of the integral with just the cartesian limits is 

1= J", J f(x)d"x = ~:YmaXnl=-l.N(X~ax - x:nlll ), (D ;») 

while the value with cuts is obtained by substituting 11d -+ na' If ((,r) r{'pre~t'I\h 
a cross section for a physical process, the events passing the cut III th(' :-'f'('Olld 

step can be treated as real events for detector design, backg:-ound, or '\('('('1)1 ml('l' 

calculations, 

One can calculate partially intee;rated distributions by filling hist(}~rams WI! 11 tlll' <'1 \ 
propriate coordinate Xl or with a function of se\èral coordinates, 

For rme-dimensional distributions man)' bet ~er integration met hods exist, The t l al)('­
zoidal rul ~ divides the integration region into sections and takes the vahl<' of the fUIle! 1011 

at the center of each section, approximating the funcLlOn by a set of trt1j)('zoHl" Th\' 
error of this method[196] is ~ 1/n2, The trapezoidal rule int.egnltf's cXé\,tly POlYIlOllll 

als of degree 1 (straight Enes), Higher-order quadrature techmqu('c; eXI:-.t (lIltt'Q,I,i!lIl!' 

exactly polynomials of correspondmgly high degree) but COIlYt'rg,eIK for t IH':-'(, lllctl}()( h 
slows as dimension of mtegration increases, while a Monte Carlo 's ('om"et c,<'!l('(, ril te 1'-0 

independent of dimension, Monte Cado techniques also ha\'(" t.he cOIlceptual (I(h"élllt é1).!,<, 

that they can be used to produce "events of weight one"" The !P!atl\"\:> errors of '-é\J 1011:-. 

integration algorithms[196] are shown m Table D" 

Integration Method 6.: Uncertainty for d.dimensi.ons, î\ events 

!vlontc Carlo - '" 1/ JN 
Trapezoidal Rule -- "-' N- 2/ d 

Simpson's Rule -- '" N-4 / d 

Gauss' Rule (of or der m) _ '" f\;-(2m-l)/d 
-------------------~ 

Table D,l: Uncertainty of various integration :llgonthm." 

lvlore efficient methods of Monte Carlo evcnt generation exist. If fi one-dmWnSlO!lé\l 
distribution is analytically mtegrable and the integrand iIl\'ertible, the dlstnhutlOIJ ('an 

be generated exactly using a fiat random number dIstIlbution as input to the alp;oI ItbIll 

Consider: 

F(x) = fX f(x')dx' 
T m1n 

(D C) 

U 
F(x) (]) ï 1 

- J(X)mar 

dn J(x) Ill" -
dx - J(X)mar 

dn 
dn dx - 1 tll lJ , - =d'"d- , 

du x li 
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The variable, u, therefore has 8 constant distribution. From this one calcula tes .r = 
F-l (F( x max ) . u), If the u 's are generated by a pseudorandom number ~t~ncré1t()r t ht' 
numbers, x, will have the desired frequency distribution, f (x). FOI n muIt idl1lH'Il!:-iClllill 

distribution, e.g, f(x, y) = g(x)h(x, y), this becomes slightly more comphcatcd Ollt' 

must first generate x using Fy(x) = Iy":::.:" f(x, y)dy as the input chstributlOll (1 t' i~l'Il­
erate x for an)' y) and having generated x generate Ji from the full chstnhlltl()1l \\'Ith .r 

fixed - f(x, y) is proportional to the eonditional probabihty of.r f!:IW'll il If the fUllctl(\ll 
ean be written as f(x, y) = g(x)h(y) both distributions can be genemted lIlllcpClldl'Iltly 
When a complir:ated distribution can be separated mto sf'\'cral acldlti\'f' 1)Oslt1\'(' (kfilllll' 
expressions and exact algorithms can be built for eaeh of the se separatdy. t 11(' T'dollle 

Carlo ean be split into "sub-generators". In this case the final cllstnbutioll I!:- ~('IH'I éll<'d 

by giving each additive term a probability defined by lts contnbutlon to tll(' total 1Il­

tegral and branehing to one of the "sub-generators" accordingly (eé1t.:h de('JsÎol1 lWlllp, 
made by generating a new pseudorandom number). 

One can (ombine the "Rit or Miss" and the "Exact" methods to procllH'(' ail a1go­
rithm known as "Importance Sampling", In thi~ technique the complicated cross ~('ctioll 
that is being integrated, j(x), is first approximated by a simpler functlOll. q(.T), which 1" 

amenable to the "Exact" method, and the N dependent vanables arc I!.rllC'l1ürd acc'Ol d· 
ing to this distribution, The generatlOn of these random \'ecto1':-- 1 cpla ,po;, tlH' g,ell('ra t IO!J 
of vectors over the larger volume used in the "Rit or 1\'115s" rnethod - if the approxI­
mation is good, only a small fraction of the "wasted volume" of the slmplc alp;onthn: 
remains. For a given x the probability of an event lying mside t1w (J7\,' + 1 )-\'olulll(' 
defined by f(X) is uo(:r) == f(x)jg(.i) i.e. g(x) replaces f(i)mll:r in the' \\,('Ip,ht cé-IkulatÎolJ 
resulting in a lllgher average weignt It is assumed that g(.r) IS llormallzec! ~o t ha t t he' 
weight has a maximum value::::; 1. The main advantages of tlus mcthocl are d('P('Jl!I('llt 

on the quality of the r.,pproximatlOn. If this is good, the efficiency for prodtl<ln~ ('\'('I1\<' 

of weight one, :accept~dd is improved, and the \'anance is mueh smaller. leadm~ 1.0 fastpl' 
genera e -

convergence. It occasionally becomes necessary to use several clIffcrent apprOXlIllatloll" 
to the function in different regions of phase space. This IS more rompli,atcd but ,alJ 

improve the convergence of the program. Each region is then givcn a wCIght, propor­
tional 1.0 the maximum weight of the approxllnatlOn used (ldeally t lwy shou1r1 all 1)(' 
equal to 1) and the integral of the approximate function. 

In summary, the general problem treated by ~10nte Carlo techniques i5 the cvaluat iOll 

of 
R = J .. , fv r(p)dnp, (D.lO) 

which can be discretized (via the "Rit or Miss" Methocl) as: 

(D J1) 

where Pi are N points randomly distributed in the n-dimensional volume of integplt J01J 
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One can change the variables of integration ("Importance Sampling") p -jo 0:: 

R = J .. ·l, r(p)J(fJ)d"o: = W < rJ >w= ~ L r(lit) . J(~). 
1 

(D.12) 

If the J acobian of the transformation, J CPI)' is chosen so as to smooth the dynamic range 
of the integration, the efficiency of the Monte Carlo improves. Clearly the optimum is 
J(ji) = r(ji)-l, which in effect requires an analytic solution to the integral - it also, 
reasonably enough, causes the variance of the result to go to zero: 

(D.13) 

The integrands iu the preceding equations are generally referred to as statistical weights. 
These determine the relative importance of the event. The last step in the "Importance 
San'pling" algOlithm turns these into "events of weight one", i.e., events of equal im­
portance or probability. If one calculates an observable using every weighted event, the 
statistical fiu~tuation is less. \Vhen using w = 1 events only the standard "experimen­
tal" 1/.JN fluctuation remains. 
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Appendix E 

Statistical Methods 

The general problem addressed by the statistical techniques used in element.ary partid(' 
physics is that of describing a set of measurements via paramet.ers inspired hy SOl1l(' 

physical model. TIte rnaximum-likelihood method is widely advertised [19ï] as t.lw lI\ost 
efficient way of doing this. Given Q parameters (5~ = (>'1," "\Q )) describmg a set of 
N data experimental events, each consisting of M measurements ~fl = (X~, ... XÂf ), and 
a rrobability density function, f(XIX), for observing J:' given the parameters ~, tLp 
likelihood function is defined as. 

Ndala 

L = II f(XJ IX) 
;=1 

This is simply the probability for observing the existing data set; it is a function of ~ 
The principle of maximum likelihood states that the best estimate of the pararneters 
maximizes this function. Frequently, the logarithm of this function is used instcad. 
as this has various advantages in computation. To de termine the crror~ on the set of 
parameters, one expands the logarithmic likehhood functlOn about its maximum (at >'0) 
in a Taylor's series. For a single parameter the logarithmic likelihood reduccs to 

1 d 2 10g L :2 
log L(>') = log L(>'o) + 2( d>.2 )'\0(>. - >'0) , 

as the first derivative of L is zero at the maximum On taking the exponcntial of this, 
the analogy to a Gaussian distribution with a = (-1/(~:~ho )1/2 is obvious; this can 
then be identified as the error on >.. In the case of several paramcters one cau extra,t 
a covariance matrix, in analogy with a multivariat.e Gaussian distribution ([2], p.iS): 

ô2 L 
[V-Il IJ = -( ô)..,ô>'J ho' 

To the extent that the likelihood distribution is not Gaussian at its maximum, t Ill:' 

method of error estimation is an approximation. One often defines asymmetric ('fI ore, 
such that: 

10gL(ào) -logL(>'o + .6>'+) 
1 

10gL(>'o) -logL(>'o - .6>'-) - 2' 
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.. 
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which corresponds to a 67% confidence interval. For Gaussian distributions the two 
definitJOns coincide. 

A simple applIcation of the maximum-likellhood method is to determine the param­
eters descnbing an angular distribution in the case of constant acceptance: 

do-
dcose 

j( cos B, () 

- 0-' j ( cos e, () 
1 + ( cos2 B 
2(1 + (/3) . 

(E.3) 

One can sim ply take the normalized angular distribution, J( cos e, (), as the probability 
density function. Notice that the total number of events is not a parameter in this 
application; this is constrained to be Ndata by the normalization of J( cos e, (). One can, 
more generally, use Poisson statistics to similar ends: 

-n -fi n ·e 
Po(nln) -

n! 

n - S· a, 

where Sis the sensitivity (defined as the number of events expected to be observed per 
unit cross section, including luminosity and acceptance). Adding the logarithm of this 
ta the logarithmic likelihood (e.g. multiplying independent probabilities) one obtains: 

log L = L log j( cos e, () + ndata log n - n - log ndata! 

This has the expected trivial solution fi = ndata due to the simplicity of the situa­
tion. Tllis relaxation of the normalization in E.3 is often referred to as the "extended 
maximum-likelihood method". This is really a misnomer as it simply replaces one p.d.f. 
by another - the Poisson distribution is automatically normalized. 

The general case is more romplex. One can consider the Ndata events observed as 
partitioning, the phase space, X, into bins .6.1 , i = l, N data • The average number of 
c"ents predicted in the ph bin is then 

- l S(X). (J(X, x) II dX1 

ÂJ l=l-M 

(o-(X, ).))Â
J
.6.S;, 

and the Poisson likelihood for each bin is then simply Po(l, n) - ne-fi. The only 
"extension" to the ma..ximum-likelihood method now required is to apply the likelihood 
equation not to N data events from a single probability distribution function but to single 
events taken from N data density functions: 

logL = LPo(l,fi) 
data -

- L log nl ().) - J S(X) . o-(X, X) II dX,. 
data 1=1-+M 
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If one then makes the assumption that the measured XI values arc' equivalent ta OH' 
average X values in the zth bin one arrives at 

10gL = L log 0-(\, XI) - J S( .. ~)· (T(X,~) II dXI. + L log 6.5). 
data 1.=l-m data 

where the b.S) are parameter independent and car' th('refore lw 19nol'ed whm IIlilximi,7 
ing the function. This likelihood function is rather useful in that the tenns dqwIHl('nt 
on the data and acceptance are separately calculable. At first slght the lllust dé\Il~('rolls 

aspect of this expression is its dependence on an artificial bIrlning~, t'luf, IS art,unlly 
illusory. On partJtioning any bm 6.1 into a filled bm .6.'1 and an empty hm 6.'2 110 challg<' 
in the parameter d.:;pendent part of the expreSSIon appear:-, (tlll~ pro('(':-,:-, ,ôu l,p Itt'lat(·d 

to arrange any binnmg). The empty bin contributes a term -11'2 ta the likehhood. willk 
the filled bin contributes log(fi'l) - nlJ' Since n, = nll + fi'2' the valu<:' of the illt('grill 
in E.1 does not alter. The contribution to the argument of the logaritllIl1. iil] • w11l Pp! 

smaller, but Lhis last change affects only the b.5,. A similar argument leads to the' re­
alization that. there is no actual approximation mvolved in using CT(~y" r) a~ evaluatf'd 
at the data points. One can arrange the bins as small as necessary about ('(},h XI 

The paramete::-s À. ('3uch as resonance masses and widths) can be con~tram('d to 
the results of prevlOUS measurements (>.~ ± .6.À~) by the addition of a tenn. -\ 2(À.)/2. 
where ,\2 = (\ - À~)2 /(.6.À~2 + 6.À~,;yJ and ,6.À:,31,1S 1S the systematlc t'rror esbmat<:'cl fOI 

the parameter in the current measurement. 

The sensltivity function. 5('y), used above is generally calculated numericûlly hy 
1vlonte Carlo tcchmques In the max1mum-likelihood analyses describcd in this tlH'sis. 
Monte Carlo events ale generated with a constant final state cross sectioll CT"/"r - tlJ(' 
events are thèn di~tributed in phase space according to th(' " luminos1ty. The comblIwd 
e+ e- luminosity, IÎ' luminosity correction, acceptance, and trigger probability is theTl 
introduced for each Monte Carlo event as a weight 

W. ppp L data · CTMC = R' T' A' , N Mc 

where 

1. PR( = 0,1) is the probability of the event being reconstructed, passing the standard 
selection cuts (EXPDST, EXTWOP etc.), and having two charged trach wltlllTl 
a region of the detector containing the triggcr fiducial region (typically P.1 > 
0.1 GeV je and 1 cot 81 < 1.3), 

2. PT is the trigger probability of the event. as calculated by the TRIGGR sirnulat IOli 

3. PA (= 0,1) is the probability of the event pas~ing the analysis cuts, 

4. Ldata is the experimentalluminosity used, 

5. NMC is the total number of }"/Ionte Carlo events generated, 

----------------------------------__________ m·,~ 
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G. aMC is the integral of the 'Y'Y luminosity with a constant 'Y'Y cross section over the 
final state phase space. 

The integral in E.4 is then calculated as 

J S(.Y) . a(X, r) II dXk -= I: Tilf) . a(X), r). 
!..=J-m ) 

(E.5) 

The expression derived f0r the hkelihood is then maximized using a computer pro­
gram such as MINUIT [198J. For a large number of data and Monte Carlo events this 
can b~ very bme cOllsuming The repeated calculatioll of the integrallfl equation E.5 is 
particularly computer mtenslve. as the number of Monte Carlo events s!lould be much 
larger than the number of expenmental events. Luckily, one can often simpli~y the cal­
culatiofl. In the K+K- analysis described in the text the cross section can be factored 
as: 

da(HT,,"f' cos e, X) _ ~ . (T'F r)Y (fJ J,) 
dfl - ~ O"J"f 1 "", JM, 'i> 

JAl 

One can then t.ake moments of the ,cnsitivity for the different partial waves contributing 
to the cross sectIOn. These one-dimensIOnal dIstributions, functIOns of l-F"". can then be 
lustogrammed using bin sizes of the same order as the detector resolution (5 MeV/c2

). 

\Vith negligible 10ss of accuracy and a considerable mcrease in the effiClcncy of the com­
puter analysis. At thlS pomt the stabihty of computer algorit hm for findmg the maXI­
mum can be improved, if the dlstnbutio!ls of the sensttivity moments is smoothed. ThIS 
is done using an algorithm based on C1lblC splme smoothing pronded by the RBOOl'\. 
package of CETI KLIB . 

The maximum-likelihood method represents the most effiCIent U.3e of the available 
data The least-squares method IS a slightly less efficient way of extracting parameters 
from a data sample. adequate for analyses t.hat arc not limited by the statistics ayailable 
(e.g. th<> 1/ analysis III thi~ t.hesis). In this mcthod the distributIOn to be fit is formatted 
as a histogram \VIth sufficlently large bms that Gaussian statistics apply. A À 2 is then 
defined as: 

2 _" (Xtheory - X data )2 

À - ~ J\ \-2\ \"2 
bms L .. L theory + L.L data 

thi& corresponds to a likelihood function of _X2/2. The change required for a la error 
conesponds to a change in the À 2 of l. This method has the advantage of producmg an 
absolute probability of fit defined hy the À 2 and number of degrees of frcedom [2]. The 
likelihood methoù. at least in the limit dlscussed above, can be used o!1ly to provide 
relative qualities of fits. This limitation 15 duc to the ambiguity irA the parameter 
mdcpendent part of the hkdihoCld 1Ull ct IOn. As on(> mlght expect, t.he lca<;t-squares 
method dcvelop~ diffieulties in sltuatlons with low statlstic5 which may lcad to bias 
in the rcsult. c.g. in fitting a strong signal on a small background the latter may be 
distorted. as the Gaussian error calculation is not applicaole. This would result in an 
o\'erestimate of the signal. One ean easily define a binned maximum-liL.::-lihood method 
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that do es not have this difficulty by definmg the error definition usee! In the \ l to 
correspond to 67% Poisson likehhoods for bins with hmIted statistlcs 

Statistical errors (6. 1 ) on each parameter are cakulat('d (le; th(" chanf!;t' rt'<jl\lH>d !Il 
decrease the mroGmum likelihood by 0.5 \Vith aIl othcr paranw!en fixt>d III (ontl ",>t. t hl 
change (6;) reqmred tu decrease the hkelihood by 05 \\"1th aIl paréLllH'teIt; f1(>(' l~ 11'-1'(1 

to calculate the error due to correlations between the paramrters' ~ ('orr = r:;:,-;~:i,: ) V~I 1 

The difference between the two quanti tICS can be \'lsuahzZ'd caslly III th" ca~(' of 11 tW() 
dimensional fit. For a Gausslan chstribution. the contour of con~tallt hhelillOod l""," -- (l ~> 
1S a skew ellIpse In the paramet<."r plane centerecl on the pOInt of llléD.llUUIll hh('hhood 
If one uses tlllS point as the coorJ.matc ongm. the statlstl,-hl t'nor on éI paraIll('!('1 l~ tilt' 
intercept of the err<Jr elhpse w!th the parametcr aXIS, Willk _\; IS hlllf the rml/!:(' ()f Il}t' 

parameter over the error ellipse. It IS more common to use the largcI crrm \~:) (1" t II!' 
statistical error. One must stres'> that, in the dn(il yses presented hcre, tllle; addltloIl"l 
error is not Ignored but treated af a contnbutlOn to the systcmatlï error -- the cOlIll))!wd 

statistical and systematic error is independent of this dISCUSSIon 

This convention is chosen as tht enol' due to paramcter ct'rrelations is mor(' applo­
priately treated as Cl systematic crror. Adrmtt('clly, thlS errm lS sensItIve to ~tatl"tl(,ilJ 
fluctuations in backgrounds (1]' analysls) or adc!JtlOnal contmuum or resonnnt ('0I1t111)\1-
tions (K+K- analysis). Hc\\'e\ el, lt le; 11150 sensItIve to the ansatz made fOl the fUllct 1011 al 
form of these contributions - a systcmatic dfect IntrodurlIlg parametel' con~trallll~ 111 

the likeliJ·ood function comomes ~llC unconstramed statJstlcéll errOI of Ill(' paWl1lc!<'1 
with the error uscd lI) the constramt. This error 15 a cOll1bmatlOll of the ::-.tatlsttra! al1d 
systematlc errors on the prevlOUS measLlrement!1, that dctcrmme the ('on~traillt, and 1 he 
systematlc enor of tlle current measurement Bccau~e of these ambigmties, lt i" ~Hllpl('l' 
to use the unamblg..l0US segrcgatlOn ,Jf thE erl'ors dcr,cribed 

The error calculatcd from the shape of the likehhood functlOn ooes Ilot take lll\(, 

account statistical error in the Monte Carlo integral. ThIS is dIfncult to IJ1trodw'p 
iüto the likelihoocl method from the be6innmg of the deflvatlOD. One would !w\'(' tu 
introduce a statistical error on each bin of the dlstnbution E 4, which \\'ould corre~p()lId 
to introducing as many paramcters (for the distribution of }jonte Carlo normahzatiO:l'-,) 
as there were Monte Carlo c\'ents. One rather tccl!OllS \\'ay to estimate thif> qll<lIltlt~ 

is to di\'ide the Monte Carlo data into TI suh-élamples nnd plot the yarianc(' of tht' fit 
results against n 1,0 extrapolate to n = l Huwever, gi\'cn that the final hkelibood 
function is only sensitlvc to the Monte Carlo through the mtE'gral, the unc(>rtiJlllt~ 111 

the integral (0 7% in the K+I\:- analysis) should translate directly lllto aIl UIl('('rtalllty III 
the maximum value of the hkellhood Thls is still another advantage of tlw maXIIl11Hll­
likelihood method - jf one were to try to unfold the experimental cross ~(,ï!l()lI" 1,:-­
dividing histograms filled \Vith expcrimcntal dat.a hy hist.ograrns of the' M())ltl' Cdll, 1 

sensitivity, the fluctuations of the Monte Carlo in caeh bin \Vould couple to th(' n'~1l1 t 
In the likelihood method these fluctuatIOns are consigned to the parametcr lll<!ep(,lId l 1.1 

part of the integnl As the standard error in each parameter is defined as thétt 1 ("Pll1 ( rl 
to deerease the likelihood by 0.5, the contribution of Monte Carlo stahstics irHTf·;>',,·c, 

------------------------------------------.~ 
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the 5tandard error by 1.014 for the K+K- analysis. This is sm aller than any error on 
7 he error, which is perhapf a sufficiently awkward phrase to warrant the termination of 
t his dIscussion. 
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Appendix F 

TRIGGR: A Trigger Silllulation For 
ARGUS 

The nrst section of this manual describes the general propertles of the TRIGGR pro­
gram. The second sec~ion is rneant as a brief introduction to the use of the progralll lt 
is followed by several ~xamples and sorne sectlOns on special applIcations (in partJïlllar 
use of the program with the Kinematlcal Analysls Language - KAL). The remallll\l!!: 
sections provide detailed mformation on the individual subroutmes. 

F.l Introduction 
To simulate the ARGLTS trigger. H. D. Schultz (DESY) deyeloped a prograrn to analYït' 
output From the ARGeS simulation program. SI11ARG. For each SIMARG ('vent tll1'-o 
program summed the appropriate shower counter pulse heig,hts for eacl! tngger elenH'llt. 
determined the LTF masks set using the drift chamber TDC inforrNltion. and t IIPIl 

proceeded to analyze the trigger logic and determine whether the cvent was trip;p;f'rf'd 
This program had seyerallimitations' 

• The trigger thresholds wer-:~ descnbed by step functions. 

• The thresl101ds had been determined only for experiment 2 (1083) and it i~ Ilot 

clear if they were determined with the calibration and energy scale appropnal(' 

for 1\lonte Carlo data. 

• The LTF efficiency was not derived directly from data and \Va:'> mclud('d ()1I1~ 
via the introduction of a constant probability for dcleting TDC hlts durinp; t}lI' 

unpacking of the drift chamber information. 

• There \vas no provision for the variation of drift chambcr effiCH'll(,y \Vit h pml1d r
' 

type, path-length, or mornenturn. 

• It was up to the user to \\'ander through a maze of trigger peflod~ (now Iluml Jl'11J:l' 

38). Only the first 5 periods were installed in the prograrn. Though mnst of t lll'cf 

periods \Vere repetitions of old tngger logics, the thresholds of the triggcr ('1 f'1I lI'll 1 " 

and efficiencies of the LTF changed over time. 

192 
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• The program \\'as not optimized for "black box" use as a p03t-processor for 
SI[-..1ARG 

An t'xtended version of the program that remedles these fault.s has been developed 
alollg \Vith a collectlOn of programs for extracting the ,:,volving trigger thresho1ds and 
dfiClcncJef> from experimental data l'he current version of the program has constants 
installed for aIl data up t.o the end of experiment 6 (1988) 

The ne\\' \'ersion of the trigger program hac: se\'eral dlfferences' 

• The probability of a gl'ven pulse helght setting a tngger element has been r1eter­
mined from redundantly tnggered multihadron (EJGvIUHA) data and fitted to 
a function that reproduces the expenmental t.hreshold shape to better than lo/c 
RMS. 

• The energy scale for the Monte Carlo has been checked and the trigger pulse 
heights calculated ln such r ,vay that they represent values of the an :dog sum of 
scintillator pulse heights and not total energy in the shmver counter. (i.e., they al"e 
not corrected for the encrgy deposlted m lead, as this is not done in the hardware). 

• Olle .:an o\'ernde the GHEISHAjSIMARG simulation of hadronic shùwers and use 
sho\\'er energy distributlOns determined dlrectly frcm expenmental data for pions 
and kaons 

• The shape of the LTF efficiency distribution has been determined for èach trigger 
period from Bhabha events. 

• The dependC'nce of the LTF efficiency on the specifie energy 1055 in each drift celI 
(as determined b:' particle mass, momentum, and path-Icngth) has been derived 
from the variation of the Bhabha LTF effi::iency with polar angle 

• The \'AX onlme filter has becn mtroduced in t~e simulation for the appropriate 
subset of the tn,l!;l:!;er history Relevant statistics are aiso printed out on termina­
tIon 

• The program accesses a user supphed logical function (UCUTTR) that allows the 
Ch01C(" of tngger periods in a simple manner. 

• A s('cond loglcal function (UCUTRN) allows the user to introduce quality, exp er­
imcnt. run, and center of mass energy restrictlOns. These cuts should be the same 
as employed in the analysis of the c1ata. This iilformation is extracted from the 
ARGeS run file 

• The program calculates, for each event, either a trigger probability or an event 
wt'lght These arc luminosity weighted averages over aIl experimental periods 
chosen by the user ("la UCUTTR. UGC'TR~). 

• Luminoslty \\'eighted dIstributions of center of mass energy (JS), as selected by 
FCCTRl\', are accumulatcd for each trigger pcnod in the program initialization. 
These are accessed by a th~rd user supplied function, DENG, which is used to 
scale the event weight for JS yariations in cross section if desired. 

1 
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• \Vhen given the L:Monte Carlo luminosity" (m é\ fourth lls{'r ddl11ed ~t'l)[(mt HIt'. 

li ASIGN) the program will return an eW<1t weight - the 1l\lmber of da'" f'\'('11\'­
the Monte Carlo event :represents It wil1 normaltze the l'vlontf' Carlo d;-.h, rot tilt' 
experlmental lummosity auLomat'cally, Tlus abo allo\\''' the introduc, !OU ( f 1 h.' 
Î,lummosity m a simple manner m two-photon analys('~ 

• Provisions are made (VIa 1.7ASIGN) to mlX sen~ral sets of ;-'lollt(' Carlo da!., \\llb 

different normahzatlOns (1 e dlfferent backgrmllld SOU1 Cf-''' OI SI11 0\ TI G 1\1IJ'- f(lI 

various deteclor configuratlOl1s) and to asslgn t hem \0 chfff'lt'nt ~uhst'h of 1 Ill' 
experimental Jummosity (e g SnlARG data geIlPrated wlth the YDe }ll!'-'f'1I1 

can be asslgnecl to the appropnate tnggf'[ penocls l'tr.) 

• On termmation the program prints out detmled statistlcs 

• The syst.ematic ",rror involveo has becn stuoled m det.ail 

F.2 A Brief Users Guide for TRIGGR 

This is included for the convemence of those collabm-atlOn members who may \\'\sh 10 

use this program, The usual applIcatIOns em'lsionF.'d are to nm the program as' 

1. part of the ARG1':S reconstructlOn Job for SI;'IARG data, 

2. a separate job with the calculated weight stored on a separate disk data set fOI 
future use III histogramming Jobs. 

. 3, part ot the us ers standard analysis Job, 

The tngger simulator must use full format events from SI11ARG as input - It 11e('o-. 
access to the dnft chamber TDC mformation, the raw shower counter IlUl"e IH'lgbt 
information, and the ra,\' ToF counter hit information. For thlS rC3son It h dlfficult 
ta run TRIGGR externally to the ARGUS reconstruction ennronnJent l)('cmlo..,(· t II(' 
program neE'ds calibratIOn and geometry constarl~,S for lts calls to DTt-:\PI-':. SHt'XPK. 
and TFUNPK. The first two of these calls must be made from tlw TRIGGR pa('k<t~(· 

e"en if the unpacks ha,'(' alrcady been clon<> by the rcconstructlOn 1)('('a\l:-'(' clIff('J('llt 
parmneters are used In preYlOUS verSlOIlS of the packa!!:(>. t llls r('petltlOIl llltrod\l('(·d 
some confiicts which ha\'c, hopefully. been resolved. Tlw SI;-'iARG ;-'l()lltf' CMl!) 11l1lul 

must also han' been processed by the AR GUS recomtrllctlnll pl ()~r{\lll (t hl' nl! [l'Ilt 
'USlon expects ARGll) It 15 recommended that one calle; the TRICGR routllH' fllHll 

PH~dAI1\ (the 5~,andard entry prm'ided for phySlC'3 analysis) \\'1111c rUllIllnp, tlw 1l0rIllfll 
ARGUS program ,\'ith the reconstruction turned off (TIC OFF). i e .. III a !>('I),lfate Jo11 

following the actual recùnstructIOn. 

The trigger program is written 111 FORTRAN6G in order to maintain COIllpiltJllJl 
ity with the ARGUS reconstruction software, There are two sets of !>o\lfc('joL.l'·( 1 

libraries necessary to link the trigger program The versIOr.s on the DESY lB),! dIt· 
'F151vICL,TRIGll.V04SjL' (which contains most of the routmes), and' . V03SjL wilJ('ll 
contains the LTF simulatIOn. The corresponding VOl and V02 hbranes cont ,lIll t ll( 

%. -
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..,(}ftware used to extract the pre-trigger and LTF efficiency constants respectively. VAX 
VCr"IOl!S of these hbranes hrc also available. 

Though lt IS possible to run the full LTF simulation in a normal caU to the TRIGGR 
pf()~rarn. till" IS not advlsed. The LTF sImulatIOn takes up almost as much computer 
tlllle as the ARGl;S reconstruction Itself One generally wants to repent the trigger 
!:>lIIllllatJOIl several tlInes with different parameters. As these do not affect the LTF 
~nnlllatloll It IS oe,:t. to run It as a separate Job and sav~ the output This is set up 
1Il tl1P file LTFDl~MP wl11ch calls the LTF ~imulation routmes from a PHMAH. and 
..,houlcl bf> run wlth the normal ARGUS recon~tructJOn program wIth "RC OFF". The 
output le; \\'I!tteIl on mllt 13 111 a format convemt:'nt for the tngger program and needs 
the data file 'F13HDS ~IASKAR.DAT·. This file prm'ides constants descnbing the LTF 
ma..,k ~et. Sarnple command files are glven in #LTFDUMP III th(~ V04 hbrary. At this 
f>tage. dl(' dnft chamber hlt acceptance probability (d~fined by the "CU DT MCE 1.0" 
control card) l!:> 'iupposed to be lOü<;1c, 

At thH, pomt. It 15 probably best to read the sectIOns on the n. utines UCUTRN. 
rCCTTR. CASIGT'. CE!\G. and TRIGGR. and then return to the examples listed 
lwlo\\' One should note that most of the routines are heayily commented. hence uSèful 
lllfornlCltlOn ŒIl alqo be found there A'1 example of the JCL ner?ded to run the trigger 
program can be found 111 the #TRIGGER member lI1 the \-04 hbrary. 

F.3 Example 1: Trigger calculation for ff ~ r/ 
In tlm examplc the \allable \VEIGHT represents the Ilumber of real events each Monte 
Carlo event rcpre<.,cnts The full LTF SImulation has been preyiously stored on disk and 
lS 1'cad from umt 13 The dnft chamber effic1ency distributions used are those calculated 
from good q'.lality rull'> and the entire ARGVS tngger history lS slmulated. Finally, the 
tnggel calculatlOIl lS done 8 tImes and averaged in order to sample the LTF efficiency 
and better Idlect the shape of the tngger thresholds. The weight is then stored on unit 
il ln a format d{'slgned to be easily transferable between the VAX and the IBM. The 
calI ta TRGE::\D cak1J1ates yarious statistics. 

SUBROUTINE PHMAIN 
COMMON/VWT/N,W 

%MACRO ClDATA 
DIMENSION WEIGHT(5) 
CALL TRIGGR(1,2,WEIGHT,O,8) 
WRITE(77)4,WEIGHT,NHDEXP,NHDRUN,NHDEVT 

C ACCUMULATE STATISTICS 
N=N+l 
W=WEIGHT+W 
RETURN 
END 
SUBROUTINE USERTE 

" 
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COMMOll/VWT IN, W 
CALL TRGEND 
PRINT 101,N,W 

101 FORMAT(' NUMBER OF EVENTS DUMPED:' ,I6,' TOTAL WEIGHT:' ,F1S.7) 
RETURN 
END 
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The luminosity per trigger perioc1 1S calculated using only experiments 2, 4, [) amI G 
and good quality runs: 

LOGICAL FU~CTION UCUTRN(NRNFLG,XRNECM,NRNMFL,NRNSFL,NRUN,NEXP) 
C 

C NRNFLG - RUNFLAG 
C XRNECM - CMS ENERGY 
C NRNMFL - M-FLAG 
C NRWSFL - S-FLAG 
C NRUN - RUN# 
C NEXP - EXP# 
C 
C EXAMPLES: 
C NO CUTS (DEFAULT) 

UCUTRN= NRNFLG.GE.O .AND. NEXP.NE.3 .AND. NEXP.LT.7 
RETURN 
END 

Only those trigger periods with a minimum LTF threshold (ex"luding HESH) of two 
are simulated (member CTRGDAT includes comments describing the different variahlpf, 
accessible ): 

LOGICAL FUNCTION UCUTTR(ITRIG) 
%MACRO CTRGDAT 

I=MINO(IBGTH(ITRIG),ICPPT(ITRIG),IMATRX(ITRIG)) 
UCUTTR=I.EQ.2 
RETURN 
END 

There are two types of Monte Carlo events on the input data set. 39022 cvents gcrwrat ('cl 
with SIMARG experiment -1 in order to simulate experiment 2. and 30022 ev<>nts run 
with SIMARG experîment -4 (with VDC simulation enabled) in order to ~IInulat(> <Ill 
later experiP1ents. The cross sectIOn divided by the two-photon wldth of the 1i' wa~ cakll­
lated by the generator as .052713 nb/keV Note that if these separatc Monte Catlo (1;lta 

samples were SUPl-"'\osed to cover the same segment of expcrimentallumlllo~ity tlH'll (llH' 

would use YMCLUM(1)=YMCLUM(2)=1480.5456 and IMCEXP(1)=IMCEXP(2)=S 

SUBROUTINE UASIGN 
%MACRO CMCLUl'l 

NUNMC=2 
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C 78044 EVENTS INVERSE PICOBARNS MC LUMI (SIGMA-.052713 NBARN/KEV) 
YMCLUM(1)=1480.5456/2. 

C 1 CORRESPONDS TO ALL EXPERIMENTS 
C 2,3,4,5,6 CORRESPOND TO EXPERIMENTS 2-6 
C 7 CORRESPONDS TO EXPERIMENT 4,5,6 
C 8 CORRESPONDS To ALL EXPERIMENTS BUT EXPERlMENT 3 BAD AREAS 

IMCEXP(1)=2 
C FORMAT ABS(EXP#)*lOOOO+FIRST RUN# 

IMCMIN(1)=10001 
C FORMAT ABS(EXP#)*10000+LAST RUN# 

IMCMAX(1)=19999 
C 

YMCLUM(2) =1480. 5456!2. 
IMCEXP(2)=7 
IMCMIN(2)=20001 
DïCMAX (2) =29999 
RETURN 
END 

197 

The correction for the energy dependent two-photon luminosity is made as the ratio of 
the expression for resonance production in the double equivalent-photon approximation 
(DEPA). \Nhich is good enough for this calculation as it is already a small effect (1-2%) 
and the inaccuracies largely cancel in the ratio. 

FUNCTJON UENG(ITRIG,EGEN) 
C ITRIG - CURRENT TRIGGER PERIOD 
C EGEN - ENERGY FROM MONTE CARLO EVENT RECORD 
%MACRO CTSTAT 
C SCALING FACTOR AS A FUNCTION OF THE TWo-PHOTON FINAL STATE 
C MASS AND THE CENTER OF MASS ENERGY. 

FF(X,S)=LOG(S/4./.0005110034**2)**2*(-(2.+X)**2*LOG(X)­
o 2.*(1.-X)*(3.+X)) 

C EXTRACT AN ENERGY RANDOMLY FROM THE LUMINOSITY WEIGHTED HISTOGRAM 
C FOR THIS TRIGGER PERIOD 

S2=HRNDM1(11000+ITRIG,DUMM)**2 
'31=EGEN**2 
X2=.95757**2/S2 
X1:::.95757**2/S1 
UENG=FF(X2,S2)/FF(X1,Sl) 

C ACC~LATE STATISTICS 
ENG=ENG+UENG 
NENG=NENG+1 
RETURN 
END 
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F.4 Example 2: Events of Weight 1 

In this example the trigger probability is returned. The events are then turned lIlto 

e lents of weight 1 by a standard Monte Carlo algorithm and written to unit 2. The 
variable NLOOPS is set to one because there is little point in samplin~ the probalnhty 
accurately if one is going to discard most of the events. The fast LTF simulation 18 t1sed 
with the efficiency parameters calculated from runs of all qualities. 

SUBROUTINE PHMAIN 
COMMON/VWT/N,W 

%MACRO CZDATA 
DIMENSION WEIGHT(5) 
CALL TRIGGR(l,-l,WEIGHT,O,l) 
N=N+l 
W=WEIGHT+W 
IF(W.GT.RNDM(O))RETURN 
CALL OUTEV(2) 
RETURN 
END 

The luminosity per trigger period is calculated using only experiments 2 and 4. Only 
runs with extremely bad run flags are omitted. 

LOGICAL FUNCTION UCUTRN(NRNFLG,XRNECM,NRNMFL,NRNSFL,NRUN,NEXP) 
C 
C NRNFLG - RUNFLAG 
C XRNECM - CMS ENERGY 
C NRNMFL - M-FLAG 
C NRNSFL - S-FLAG 
C NRUN - RUN# 
C NEXP - EXP# 
C 
C EXAMPLES: 
C Nn CUTS (DEFAULT) 

UCUTRN= NRNFLG.GE.-40 .AND. NEXP.NE.3 .AND. NEXP.LT.5 
RETURN 
END 

There is one type of Monte Carlo event on the input data set and ILEV::::O. H('we. 

there is no need for a complicated UASIGN. The default is used. 

SUBRDUTINE UASIGN 
NUNMC=l 
RETURN 
END 

There is no correction for center of mass energy: 

-
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FUNCTION UENG(ITRIG,EGEN) 
UENG=1. 
RETURN 
END 

F.5 Using KAL with TRIGGR 
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The easiest way to use TRIGGR fur KAL is to set TRIGGR to generate the event 
trigger probabihty and then eliminate events as in example 2. One then needs to have 
nothing further to do with the trigger simulation. 

ThIS technique is often quite inefficlent (the efficiency is simply the average trigger 
probability) and eliminates the possibility of using event weights. It is better to proceed 
as in example 1 and store the event weight or probability information on a separate data 
set. This data set can then be accessed through the CALLFORT statement in KAL 
during subsequent analysis. 

F.6 Source Documentation 

Routines written or modified by the user 

There are normally five routines that the user either has to modify (USERTE, PHMAIN) 
or supply for the program (UCUTTR, UCUTRN, UASIGN). If the user desires to 
adjust the weight of each event to simulate a cross section dependent on beam energy 
an additional routine, UENG, must be supplied. These are aIl supplied with sensible 
defaults and examples in the VQ4 library. 

Documentation Members 

There are fh'c documentation members: 

HISTORY' A modIfied version of the ARGUS trigger list and the official trigger list of 
this prograrn - sorne of the normal ARGUS trigger periods have been subdivided 
due to sudden changes in drift chamber efficiency etc. 

BUGFIXS: A record of all modifications. 

FAST:i\IAI\" An early version of this users manual. 

~E\:VS: Ne\ys about recent improvements. 

XE\Y\'ERS: The changes recornmended when installing a new version. 

TRIGGER· The LATEX source for this rnanual. 

VAXIB~v1: :i\lodifications recommended in moving the source from the VAX to the IBM 
and back. 
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Block Data Routines 

These are all in member BLOCDATA. These routines contain full speCïficatiolls of the 
ARGUS trigger history, the fraction of online filt.er reJects accepted. th<, prt'-tri,!!;~('l' 
threshold shapes, and the LTF efficiency distributlOn in each triggcr penod. 

Cornrnon Blocks 

There are four common black or macro members' 

1. CMCLUM: Information used for event normalization and data set mixm,!!;. 

2. CTRGDAT: Trigger geometry and logic history. 

3. CTRSTO: The trigger element pulse helghts for the current eyent gcneratcd hy 
the call to TRBLD. 

4. CTSTAT: Scalars that are used ta estimate the trigger element. and average LTF 
efficiency together with various other statistics on termination. 

Various other common blocks link the block data information ta the routinE' THRESH 
which parametrizes the threshold and efficiency shapes. These commons appem ollly 1Il 

these tvw routines. 

DTlJNOO 

This is included for use with program LTFDUMP or with the full LTF simulatioll 
(LTFMC) when run from TRIGGR. It is a modlfied version of the ARGUS r(>(·011<.,trllC­
tion routine DTUNPK. There is an additional common black t.hat passes the layer 1 ï 
hit information to LTFDUMP. This is an artifact of the st.ucly of the LTF dRciency 
when a very abbreviated version of DTUNPK was used that. only unpackpd layer 1 ï 
and ran independently of ARGUS. This slight ü1odlfication allows LTFDlJl\1P output 
to be compatible with the programs originally used ta calculate the LTF dRcl('nC~ TIl(' 
current version should run wlthout intcrfering with the rcconstrllctloll 

In addition. the routine 15 modified so that it will not rand()mly discard lnts to 
simulate drift chambcr inefficiency - for the trigger ~llllUlatlOn dm lS doue e!sl'v,:lH'I(' 

(TRIGGR. ELTF3). For the normal DTU~~PK. (1 cardo "CT DT l\lCE () 05" w(Juld 
discard 5% of the drift chamber hIts. Old \'er::,iolJS of the TRIGGn and LTFDl")'IP 
programs, using DTUNPK directly, would cither requir c a modlfîcatH>Il of the nu d 01 

override it in the source code - which would procluce an 1l1correct drift clwl!11)('! efii 
cieney for the pattern recognitlOll and trad;: fitt1l1g if the TRIGGR progra.rn WélC, 1111l 

with the reconstructIOn turned on. FinallYl no "Al\D" 1:0 rcquired between the TDC Illh 

and ADe hits (as in the L'TF hardware). Enforcmg thlS option \Vith the nId DTC\PI'; 
by setting the control variable LDTUNP=l also interfcred with the reconc;trllrtlOJI <,t clll 

dards. 
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ELTFl,EL'I F2 

Th('s(' routines generate the LTF efficiency according to a Iuminosity weighted dis­
tnhut.IOll of mdividual run efficiencies for each tngger period. The distributions were 
paramctrized by the sum of two Gaussians. ELTF1 returl1ed the efficiency as determined 
by 11lgh quality rUDs (run flags greater than -10) while ELTF2 returned the efficiency 
with rclaxed quality cuts (run Bags greater than -40). In May 1989 these routines were 
replaced by ELTF3. 

ELTF3 

The LTF efficiency for individual tracks is parametrized as: 

8E)2 
'7LTF = '7ToF . 0" (1 - exp( -f3(- )) 

1 

where 1JToF is the the fraction of live ToF counters for each trigger period; 8E is the 
theoretical energy loss in each drift ceU as a function of particle type, momentum, and 
path-Icngth; and 1 is the energy 10ss in a drift cell for 1, 5 GeV electron at (} = 90° (the 
oE/, ratIOs are generated in the call to routine LTF). 0' and i3 are constants fitted to 
the distributlon of Bhabha L'TF cfficicmy d funct.lOn of cot (J. 

17LTr(Bhobha) = 1Jl'oF' 0: . (1 - exp( -p(l + cot2 (J))). 

These are determined separately for each trigger period. This parametrization replaces 
that of ELTFI and ELTF2. The approximation of a constant LTF efficiency during 
each trigger penod produces neghgible effect. 

LTF 

This routines simply branches to LTFFA, LTFRD, or LTFMC depending. on the absolute 
value of LTFFLG (1,2,3 respectively). It returns a simulated LTF bank and i8 called 
from TRIGGR 

LTFDl)MP 

This lS a version of PHMAIN that writes the LTF information calculated by Dr. 
Schult.z·s LTF sImulation to disk so that it can be retrieved by TRIGGR (via LT­
FRD) at a later date The full LTF simulation requires a significant amount of tirne 
and it i8 best that it is done once and saved. This lets the tngger program run roughly 
t\\'cnty tlrnes faster. The progralll pro duces an output data set on unit 13 which is 
u5ually small enough to fit on disk (the Slze will be approximately 44 bytes per charged 
track) and needs 'F15HDS I\IASKAR.DAT' on unit 12. There is sorne extra information 
in this dump a.i lt uses the same format as that used to compress EXPDST's for the 
LTF efficiency determinatIOn. If one wishes to simplify the dump one should also make 
changes in LTFRD. 
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LTFFA 

This is the fast LTF simulation, and is called from LTF. It. is not as complete RS the> full 
simulation (LTFMC). The maximum number of charged trarks it produces I~ hmÎll'd 
by the number of tracks found by the pattern recognition. The real LTF ofteIl produ('('" 
several masks for one drift chamber track - compensating ta an extent for drIft cbamhf'l 
inefficiency. LTFFA uses the reconstructed charg('d track bank a.s a startmg pOlllt - 11 

takes the track's layer 17 hIt and Tof Countpr hit (TFUNPK i" aSSllllW<! to hm'(' )H'<'11 

called by TRBLD) and calculates the LTF lllask number. The ratIO of cne! p,y l()~~ 1H'J 

drift cell ta tha t expected for a 5 Gev electron at e = 90° is al sa calcula t cd and ~,r u]('il 
for later use in scaling the LTF efficiency. 

LTFLOS 

This is a slight modification version of Dr. Schultz's LTFLOS from the V03 library 

LTFMA 

This routine is called from LTFMC and LTFRD and does the reverse of LTFFA. It 
matches masks from the full Schultz LTF simulation ta fitted drift chamber track~ It 
then uses the 1Jonte Carlo track matched to the fitted track ta identify the particle 
and calcu1ate the drift cell energy 10ss ratIO as in LTFFA. If no match 15 found hetW('('I) 

the fitted track and a Monte Carlo generated track the most likely hypothcsis has('d (1) 

ToF and dE/dX information is used and If neither of these is available the particle 1<" 

assumed ta be a pion 

LTFMC 
This is the interface ta Dr. Schultz's original LTF simulation routines LTFRES, and 
LTFLOS (initialization). This routine is called from LTF. The full LTF genf'rlltOl 
is normally run wlth 100% drift chamber efficiency in the un pack of the TDC hi\'-. 
(there is no mefficiency of this type in the SIMARG simula t,ion) InJn'lJ ual LTF ma~k:-. 
are eliminated later in the program (TRIGGR, ELTF3) ta simulatc the expcril1lcntal 
efficiency. The principal reason for this is that ta repent the full LTF sll11\llatlOTl 3f, 
times (for each trigg,er period) for cach event \Vith (hfferent drIft cll(~mh{'r cfficwIIc)(,<" 

would consume an increclible amount of computer time It IS also dlfficult ta ~f'e how (J)}(' 

could install partlcle type dependences on this level Additionally, the LTF {'fficJ('lJ('Y )<" 

easily determined directly from Bhabha events, but not the drift chaml)f'r efficicI!cy 

LTFRD 

This is called from LTF and reads the full LTF simulation output from unit 13 (a fiJ( 
written by LTFDUMP). The arder of e~'ents on unit 13 does not have tu mat ch t h( ,',( 
from the input Monte Carlo data set (the program will search unit 13 1.1IltIl lt fiud, " 
match ta input event or loops completely). This allows the user to save tune' !'y 0) d \ 

-- ----~~-------------



l 

APPENDIX F TRIGGR: A TRIGGER SIMULATION FOR ARGUS 203 

calling the TRIGGR program for events that pass his analysis cuts - LTFRD will then 
skIp over the events on unit 13 that were rejected until unit 13 catches up. 

MCTYPE 

ThIS su broutine de termines whiëh of the user-specified Monte Carlo data types corre­
sponds to the current event (as defined in UASIGN). If there is only one data type 
specified (thlS is the defaul t) the routine is not ealled. 

PLOTXX,SYSSYM 

These are dummy rout.ines to prevent the ARGUS detector display graphies from being 
included 1Il the executable module. 

SHUNOO 

This is a special version of SHUNPK. It is ealled from TRBLD in or der to unpack 
the pulse helghts needed to build the analog SUffiS over trigger elements. This version 
is needed as special values of XSHEND, XSHBAR are used in the trigger si'uulation. 
The newer versions of SHUKPK in the reconstruction override these. These variables 
are used m the normal reconstruction to convert the energy III the scintIllator ta the 
total energy (energy m scintillator and lead) These Dumbers are different for the 
barrel and endcap counters because \Jf the clifferent sampling rates. They also cllffer 
for data and SHvIAIlG I\'Ionte Carlo. The difference represents a scaie factor needcd 
to com:ert the I\lonte Carlo pulse helght to the same scale as the data pulse height 
(XSH(data)jXSH(Monte Carlo)) w111ch is used ta determine the triggcr thrcsholds. This 
scaling has been checked fo~ minimum ionizmg particles which are the most sensitIve to 
threslwld effects. In older versions of the package the call in TRBLD was made to the 
normal SHUKPK which interfered with the reconstruction if run simultaneously. 

SHUNRD 

This routme IS an alternate version of SHUNOO which recreates the shower eounter pulse 
height bank from Monte Carlo traced track bank information. The energy deposited is 
derived from experimental data and replaces that from the GHEISHAjEGS simulation 
in SI11ARG This is, at present, only available for pions and kaons. The approximation 
IS made that the total energy of each shower is concentrated in the counter \\"hich hacl 
the highest energy in the original GHEISHAjEGS simulation. 

SHUNMT 

This routine an alternate version of SHUNOO and is used to check the approximation 
macle in SHUr\RD. The entire energy from each GHEISHAjEGS -shower is concentrated 
in the central counter of each shower. 
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TETOT, THESH, TCPPT 

This set of routines provides the threshold shape parametnzation. they hnve as arp,ll­
ments the pulse height ID the trigger element and return an efficiency. The threshold 
functions are reproduced well by "s" curves: 

(
Cl {3 -1-

Pelement = ( X) + 1 ) 

where Pelement IS the proba bility of setting the discriminator for a pulse hei~ht X. The 
parameter a js the nominal threshold (P = 0 5) while (3 controls the st{,(,plH'S~ of t 1)(' 
rise For the ETOT parametrization B is a constant, while for the CPPT and HESH 
a linear mterpolation between two limiting values is used In pnnciple. t he~t' fUllc­
tions should actually be a convolution of a step function and a pulse height dcpelldt'llt 
Gaussian representing the resolution (dominated, at this level, by the variatlOn of cah­
bration coastants over a trigger element). However, this functlOnal form rcproduccs t.he 
threshold shapes to better than 1 % RMS. 

THFILT 

This is a version of Dr. Schultz's VAX event filter modified for offiine use with the 
trigger program. 

THRESH 

This routine is called from TRIGGR. It provides access to the various threshold parametI 1/.1-

tion functions (TETOT, THESH, and TCPPT) and the old LTF simulation routlIW<' 
(ELTFl. ELTF2). THRESH serves as a buffer between these routines and the tnp;P/'I 
program. These routines are all included in the same source library member along \VIth 

the new LTF simulation function, ELTF3, a set of random number generators (R.!\'. 
RANKI.!\', RANKOTT, GAUZ), and a program to print out the threshold and CffiClCIH'Y 
parameters (PARDMP). 

TRBLD 

This routine is a collection of several routines from Dr. Schultz. The pulse heights from 
individual shower counters are summed to build the trigger element puls{-' IH'l.e;ht. Tlll<' 
routine caUs TFU~PK and SHUNOO. 

TRCPPT, TRETOT, TRHESH, TRMATX 

These routines simula te the corresponding pre-triggers. The correspondmg thrf><,l!old 
parametrizations (TETOT etc.) are called to decide w hich trigger elements an' <,(·t 

TREVIN 

This is the initialization of the trigger program, instigated by the first call to THIGGH 
The program loops over the entire run file calling UCUTTR and GGCTR:\ tn d('lpIfjliIlf' 
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tbe luminosity of each trigger period required by the user. The luminosity weighted 
energy distribution for each trigger period is also stored in HBOOK histograms for use 
III correrting event weights for the beam energy dIstribution. UASIGN and PARDMP 
are also called. 

TRGEND 

This is tlw termination routine for the trigger program. lt prints out the trigger accep­
tance for each trigger period requested and the luminosity averaged trigger acceptancc. 
It hlso prints out the average LTF efficiency (the probability that the LTF will produce 
one or more masks if a track hlts a ToF rounter) and the probabilllY of the CPPT. 
HESH, and ETOT heing set if there is more than 3 MeV scintillator energy in a tng­
ger element (this value is slightly misleading as it is suppressed by tails of showers 
running into adjoining trigger elements). The histograms containing the CMS energy 
distributions for each trigger period are deleted here. 

TRIGGR 

This is the main program of the trigger simulation. The standard call to TRIGGR is: 

CALL TRIGGR(ILEV,LTFFLG,WEIGHT,ITTYPE,NLOOP) 

If ILEV =0 ~.he variable \VEIGHT returns the luminosity averaged trigger probability: 

L,L,·P, 
Ptngger = "T ' 

L.., ...... , 

where the summations are over trigger periods, P, is the trigger probability for the 
7th period, and L, the luminosity (as selected by UCUTRN, UCUTTR). For aIl ILEV 
nonzero the event weight is returned: 

W = L, L, . P, , 
L MC 

where L Alc is the Monte Carlo luminosity for the event being processed (defined by 
CASIGK) LTFFLG controls the LTF simulation, if this is positive. efficiency values 
ralculat.ed from good quality runs are used (run flag 0), if negabve aIl reasonable runs are 
tlsed (run flag greater than -40). If ILTFFLGI=l a fast LTF simulation (LTFFA) using 
only the information from ToF, drift chamber layer 17, and the reconstructed track bank 
IS performed. ILTFFLGI=2 reads the full LTF bank information from unit 13. while 
ILTFFLGI=3 enables the full LTF simulation (very slow). If ITTYPE is greater than 
o only trigger period ITTYPE lS simulated, otherwise aU trigger penods are simulated. 
l\LOOP controls the number of times the ind1vidual trigger probahllity, P Il is calculated 
fOl f'ach trigger period - the average value is returned. In any single loop PI = 0,1. It 
IS much simpler to reproduce the trigger logic by deciding whether each trigger element 
IS hit according to the calculated efficiency rather than use these efficiencies for each 
f'lement to derive an efficiency for the whole trigger analytically. Averaging repeated 
calculations of the tngger efficiency compensates for thi" simplification. 
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TRIGGR is the main body of the trigger simulation. On the first cutry the routillc 
TREVIN is called. At tIns pomt MCTYPE 15 call<.>d to detcrmlllC' the 110nk Cado 
type of the current event and TRBLD is caUeel to create the puls(' hClp:ht S\llll:-. fOl 
the different tngger elements. A caU to LTF pr<YVldes an mask hank ~(,IH'ratcd \\'lt b 
100% drift chamber efficIency and a hst of seabng, paranwtcrs for eael! LTF IIla~k t :-'('1' 

ELTF3) At this point the program starts loopmg m'cr the tng,gcr pf'nods. For carh 
trigger penod the LTF efficlency is generated for each ma"k hy ELTF3 and tlH'II t Il<' 
LTF bank is "filtered" randomly to ref1ect this. A new reduced LTF ballk lS <Tl'alt'd f(ll 

later use m the sImulation of the onlme filter The Suhloutmef, TRETOT, TRCPPT 
TRHESH, and TRMATX then set up t.he \vords found normally III the tllp,g;CI lllt 1)(), 
bank of the PDP record ln real data (the evcnt record IS not changed. tlus lllforIllcltloll 
IS accessible only through the TRIGGR code). At thls pomt the VAX filtcr slllluliltJtJll 

is dOLe if it was turned on for the current tngger penod Finally, the pre-triggcr 1" 

checked against the LTF to see if a true trigger was formed and the event welght 01 

trigger probabihty is calculated. 

UASIGN 
This function IS provided to aUow the user to correctly normalize and mix sewral110Ilte 
Carlo data sets. If the user has only one Monte Carlo data set thls routine eéln almo'-,t 

be ignored (see example 2). The user must provide the tngger prograrn (throup,b the 
common blocks in UASIGN) with the Monte Carlo lummosity, the first and last !llIl 

numbers for each Monte Carlo data type (a data type being segregated becauc;(' of ('it ]H'l 
a different event generator or a different SIMARG expenment number), and a corle for 
the Monte Carlo data type that tells what part of the ARGUS history it If, suppo~('d 
to simulate. Details of this are given ln the comments of the sample version of t h(' 
subroutine. For each user defined data type the acceptance for each trigger p('riod 
together with the average acceptance is printed out by TRGEND. 

UCUTRN 
The logical function UCUTRN allows the user to make, what should be, the sanw rllIl 
quality and data type cuts as are made in the analysis of real data. This is nC(,(,SSHI')' so 
that TRIGGR (q.v.) can calculat~ the average of the trigger cfficiency ovcr the tnll;,L,;('r 
history, The user should write UCUTR~ so that it is true for all value5 of the mn fletg;", 
experiment and run numbers v·:hich are used in the analysis of the rcal data whicb t])(' 
IvIonte Carlo is designed to simulate. The arguments passcd to UClJTR); incluclc the 
run flag, the run energy. the S & M flags, and the experiment and the l'un llum1)('rf, t ]wy 

refer to. 

UCUTTR 
The logical function UCUTTR has only one argumellt, the trigger period r('f('1 ('IJf'(' 

number. The purpose of UCUTTR is to allow the user to make cuts on the tnl!,.1!,I·) 

logic - to restrict the trigger periods to simulate. The default is to simulat<.> aIl t ll~!!,"l 



" , 

. .1,.PPENDIX F. TRIGGR .4. TRIGGER SIMULATION FOR ARGUS 207 

pcrtods (unless the cuts of UCUTRN leave them with zero luminosity). In the macro file 
CTRGDAT there are several arrays in which the trigger threshold and logic parameters 
arc ~tored, there are also comment cards describing the purpose of each array. These 
sh0\11<1 h(' used to make a decision in UCUTTR. In this way one can make a consistent 
trigg('r quality decislOn without troubling oneself with too many of the details of the 
ARGl'S trtgger history. 

UENG 

This routine is supplied to allow the user to alter the weight of each event in order to 
compensate for the energy distribution of the ARGUS history. Clearly, for simulation 
of most channels. particular the Y resonances, this is irrelevant. But for tau physics or 
rontmuum charm production it may be useful. Two gamma physics is the Ideal case as 
the change in beam energy results only in a change to the "luminosity for a particular 
final state and not in a change in the final-state kinematics itself. The value returned 
by UENG should be the ratio of the cross section at a CMS energy generated according 
to the luminosit~· weighted energy distributIOn saved by TREVIN to the cross section 
at the CMS energy used for the Monte Carlo generation. 

USERTE 

This user supplied routine should always calI TRGEND. 



Appendix G 

The GAGA Monte Carlo for 
Two-Plloton Event Generation 

The GAGA Monte Carle is intended as a simple, easily extendable. event generntor 
for two-photon physics. In the current yersion (GAGAI05) provlsion:- have been made 
for detector and trigger simulation. An interface (SIMGGOï) between this program 
and the full ARGUS detector sImulation (SIMARG) has heen written This intprfac(' 
program also prondes access to the Il QED e\'ent generators of Davcrveldt. B('lm'lHl.., 
and Kleiss [29]. The present package incllldes generators optiml.œ<l for procluct iOll (If 
both continuum final states and narrow resonances. Additionally, proviSIOn ha~ b{'('l! 
made for the Implementatior. of comphcated final-state topologIes and thelr IIlatnx 
elements. 

This appendix describes the control of the generator from the user's mam progrnm 
and sorne details of the algorithms employed in the luminosity and final-state gcneratlOll. 
Note that the GAGAI05 library member, DOCUM. descnbes programmmg details ~uch 
as variable definitlOns, bank structure and common block usage together with a ~hort 
comment on the purpose of each member of the library. The membcr BUGS indl1cl{·s 
any new information on modificatIons, extensIOns, or correctIOn~ to tills softwan'. 

The two-photon event generator operates m four distmct steps: 

1. Generation of the four vectors of the scattered ë and the Il final state. distrilmtf'd 
according to the product of the Il cross section (specIfied by the user throl1~b 
variable ITYP) and the luminosity for transverse photon collisions [45]. 

2. Phase-space generation of a particular final-state topology (specificd through v<Jn­
able IRTYP). 

3. Conversion of the phase-space distribution to that of the requested deray !lld t tl:: 

element (controlled by variable IMTYP). 

4. Simulation of the event trigger, detector acceptance, and experimental r('~olld,ll)lJ 

The first three steps are accessed Vla a caU to II\' G G: 

208 
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INCLUDE 'GG105:CGAGA.FOR' 
C RANDOM GENERATOR IN:TIALIZATION 

CALL RNSET(1124651) 
C MATRIX ELEMENT FLAG (=0, FLAT) 

IMTYP = ° 
C FINAL STATE TOPOLOGY FLAG (=0, THEN NO FINAL STATE GENERATION) 

IRTYP = 0 
C CROSS SECTION FLAG (=1, FLAT) 

ITYP = 1 
C MINIMUM,MAXIMUM ANGLES FOR ELECTRGM,POSITRON PRODUCTION (RADIANS) 

THMIN = .000 
THMAX = PI 

C MINIMUM,MAXIMUM MASS OF FINAL STATE (GEV/C**2) 
WMIN = 1. 
WMAX = 2.5 

C LUMFLG=0,1,2 CONTINUUM; NARROW RANGE; NARROW RESONANCE 
LUMFLG=O 

C IRHO= O->CONSTANT PROPAGATOR, l->VDH, 2->GVDM 
IRHO=2 

1 IF(MTIME(0).LT.50000)GO TO 900 
C GENE~ATE TWO-PHOTON FINAL STATE 

CALL INGG(&900) 
C 
C FILL HISTOGRAMS, WRITE Tu DISK ETC. CaNLY CMS 
C 

C 
GO TO 1 

900 CALL OUTPUT 
STOP 
END 

VARIABLES AVAILABLE WITH IRTYP=O) 
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The caU to INGG generates the events. The four vectors of the final state ean then 
he found in the corn mon block VCSB, the format of which is descrihed in DOCUM. In 
this E'xample the final-state generation is turned off (IRTYP=O and IMTYP irrelevant), 
so the program will on1y calcula te the convolution of the two-photon luminosity and 
t he cross section requested, integrated over the kinematic range specified by \VMIN < 
n',,, <\\'!\IAX and THMIN < Be± <THMAX THe value of the integral is printed out 
hy the caU to OCTP"UT. along with statistics on the approximate cross section and 
acceptjrcjert rate of the nested importance sampling algorithms. In a normal run (where 
a final state \\'ould be generated and (;~'ents saved), the convolution of the rr lrminosity 
and cross section \\'ould be used to normalize the sensitivi ty for the final state (see 
appendix E), In this case (ITYP = 1), the cross section is constant sa only the total rr 
luminosity is calculated. Ta determine what cross sections and propagators are currently 
a\'ailable see mer 1ber SIGI\IA. In thlS subroutine, ITYP controis a branch to the different 
no~~-section subroutmes and IRHO controis a branch to the propagator subroutines. 
To introduce new cross sections or propagators simply extend these branches. 
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There are three different algorithms available for Il luminosity generat.lOIl. LUT\l­
FLG=O accesses subroutine LUMGNO, a continuum generat.or t.hat is optillliz{'d t( p.;Cll­

erate a wide H'''Y''Y range, while LUMFLG=1,2 access generators (LU11G:K1.LlTT\lGI'\2) 
optimized for narrow mass ranges. These generators a11 use the ('Xél,t 0 2 lUllIlllO!->lty 
for transverse photons discussed in appendix C (equatlOn C Î) and dtffcI ollly III the 
approximate c~oss sections used to generate the I111Üal state lX-fOl(, the exact dl"tnbu­
tian is generated by impor~ance sampling (appendix D). "'!th L1"~IFLG=O. the photOlI 

energies (E"'l' E"Y2) and e± scattering angles (BI, 82 • (]JI. (2) arc used a" the mdepeml('Ilt 
variables for the Monte Carlo generation with the approxnnate lummoslty. 

d6 L" __ ~(E-E,d(E-E,2)_E_2_ 
dE"YldE-y2d0.1d0.2dG>lddJ2 - 32,,4 Qi Q~ 

This expression has the advantage that the variables for caeh lwarn partl('k an'> Illde­
pendent. These variables are then generated, separately for each beam partlcle. Jl1 t hlr(' 
steps: 

1. The E"YI are generated according to E:;l spectra defined by the klnematlc limits 

ofW"Y"Y' 

2. These are converted into the B-integrated forms of the Cl hove dlstributlons hy 

appropriate importance samplmg (weighting with ln (Q;",,;r( E,I)I Q~ltn (E,. ))) 

3. The cos 81 are then generated exactly according to dIstrIbutions (E-E-y, )/(E-YIQ;). 

4. The 6 1 are generated uniforrnly on the interval (O. 27l'). 

Vvïth LUMFLG=l or 2, a change of variables (with the appropriate .1acobJan) is made 
from E-vl and E-v2 to 7( = ln (E,t/E-Y2) (pseudo-rapidity) and VC- 2 = 4E...,IE...,2 (p:-,puc!o­

mass). These ne\\' variables are good approximations to the rapldity and tinal-<,tatC' 
mass (chapter 1). These approximations are used only to steer the cvent generation JIltn 
a useful kinematical region - the final-state rnass and lumlllosity are still distributrd 
<lccordmg to the exact expressions of appendix C. 

The weight used in the importance sarnplmg algonthm is calculated hy subrontinp'-o 
ZLUM, ZLUMl. or ZLUM2 for LUMFLG=O,1,2 respectively. This rout.ine If'tUfIlS tll(' 
value: 

d6 L TT 1 dGL-
lV= -------

d E"Yt dE-y2df2tdD2d<pl d<P2 dE-yl dE .... 2clD 1 dD 2d<pI d02 

note that the J (tC'obJan of any change of varIables will cancel. It IS straightforward t 0 

alter this routint' to generate eycnts with a different Î'Î luminosity For mc:;t'\Il'(,. tn 
generate yector J.articles in the finéll state, one woulcl simply substitLlte the expn' ...... iol1 
for LST for LTT . With LUMFLG> 0 there 15 sorne distortion near (v,7itlllTl 1 Me\' /('2) 

the bovndaries of the mass distributions as the pspudo-rnass is only PPIH'rated \\'11 JIIlI 

the true mass range specified by ,V:i",IIN and \V~1AX Tlus problem is f'élsIly annder! 1)\, 
extending these vanables a small amount. 

L "CMFLG=2 gellerates event" Wlt h an mitial Brelt-V\Tlgner pseudo-rnass dl~tll but JOlI 

and needs the additional parameters (frorn common ICGAGA/) RES (resonan('{' m,l"" 1 
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éLlld \\,'IDLV'M (resonance width). As the pseudo-mass is slightly different from the true 
fi!lé11-~tatf' mass. the interval V{MIN -4 'VVMAX should be quite wide compared to the 
resommce width. LUMFLG=2 is used to increase the effici~ncy of resonance generation. 
On u~ing tlus option one should still install a proper resonance shape ln SIGMA as the 
Breit- \Vigner distnbution of LUMFLG=2 is cancelled by the importance sampling, the 
use of thls distribution in the initial generation only increases the algorithm's efficiency 
for resonances - it does not affect the final mass distribution. For optimum efficiency 
V17IDLUM should be slightly greater than the true resonance width used in SlGMA. 

L l":vIFLG =0.1.2 should gn'e the same results (wit hin the statistical error of the 
110nte Carlo integratIOns) fOl the same ITYP. For resonance generation the efficiency 
increases \\'Ith LF::'IFLG However, due to the use of the pseudo-mass in the generation 
alg,orithm wIth LCMFLG=2, thlS becomes less efficient than the LUMFLG=l case wh en 
generatmg "cry narro\\' resonances (r < 1 MeV /c2

). This effect can be compensated for 
by making, \\-IDLVM rather larger than the actual .vidth of the resonance as introduceci 
III SIG::vlA. 

The variable IRTYP defines the topology of the final state. This is controlled by 
the matrix E'vILTLT and the entries in this matrix correspond to the numbers of various 
types of stable particles in the final state. The value of IMULT(IRTYPJ) for 1=1.5 
correc.,ponds to the number of 'iT±, K±, K~'s, 71"°'s. and Î 's respectively. If the generator 
is 1 Ull illdepelldcntly of SIMARG the J{~ and 71° are decaycd instantly while the charged 
partIdes are allo\\'ed to decay ln Right (after which they are Ilot traced) If the generator 
runs \\'Ith SL\IARG only the 7I

o,s decays are generated and the l'est of the tracking is left 
to the SI?\lARC program. The generator randomly assigm charges to the ]{± and 'iT± 
but (so long as the user asks for an ('\'en number of charged particles!) produces a charge 
balanccd final stnte The matrix I:L\IULT is initialized III member BLEDTA. so one can 
dctermll1c the cOIrespondence between topology and IRTYP by listmg that subroutine. 
For ll1stanc(' IRTYP=l g,enerates a 7r+7I- pair, IRTYP=2 generates a K+E- pair and 
IRTYP=3 g,eneratcs CI 71+71"-1 final state. 

The subroutmc DECAY generates the final state once the ÎÎ' kinematics have been 
gcnerated by I?\GG. DECAY calls the following major subroutines: 

• GEXERA generates phase-space decays given the invariant mass pïOduced by the 
")") lUll11110sity generatlOn and a particle mass list produced by DECAY. 

• :'IATRIX \\'elghts the phase-space final state \Vith a user-speclfied matrix element. 

• DSPEC decays any specinl particles requested. 

Aftel the cal1 to :'fATRIX. t'vents of weight one are generated by the "hit or miss" 
lllC't hod and the particles are boosted to the laboratory frame. 

In additIOn to the topology selecteJ by IRTYP. one can add special particles (p, w 
etc.) to the final state A list of the codes identlfying each special particlejdecay mode 
combinatIOll can Le found in members DSPEC, BLKDTA and DOCUlv1. In the following 
example two ""'. partides are generated (the user is responsible for making sure the final 
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state has the right charge and quantum numbers, one can request fi Î'Î -t ]{ .. + ...... decay 
if one must): 

INCLUDE 'GG105:CDETECT.JOR' 
INCLUDE 'GG105:COUT.FOR' 
INCLUDE 'GG105:CGAGA.FOR' 
INCLUDE 'GG105:CTRIG.FOR' 
INCLUDE 'GG105:CSPEC.FOR' 
LOGICAL TAG 
COMMON/VCSB/P(16,100) 
EXTERNAL VECSUB 

C RAND DM GENERATOR SEED 
CALL RNSET(1124651) 

C FINAL STATE FLAG 
IMTYP = 2 
IRTYP = 17 
ITYP = 1 

C SPECIAL PARTICLES OMEGA/3 K*/4 K*BAR/5 
NSPEC = 2 
ISPEC(l) = 3 
ISPEC(2) = 3 

C MINlMUM,MAXlMUM ANGLES FOR ELECTRON,POSITRON PRODUCTION (O-PI) 
THMIN = .000 
THMAX = PI 

C MINlMUM,MAXlMUM FINAL STATE MASSES 
WMIN = 1.6 
WMAX = 2.0 

C LUMFLG =0,1,2 CONTINUUM; NARROW RANGE; NARROW RESONANCE 
CRES = MASS OF RESONANCE (LUMFLG=2) 
C WIDLUM>~ WIDTH OF RESONANCE (LUMFLG=2) 

LUMFLG=O 
IRHO=2 

C TIME LEFT TERMINATION (2 MINUTES (VAX» 
1 IF(MTIME(O).LE.1200000) GOTO 2 
C GENERATOR ENTRY OR DISK READ 

CALL INGG(&2) 
C TRIGGER 

C 

CALL TRIGGR(&1.&1,2.07,.04,TAG) 
IF(TAG)GO TO 1 

C FILL HISTOGRAMS, WRITE TD DISK ETC. 
C 

GO TO 1 
2 CALL OUTPUT 

STOP 
END 



APPENDIX G THE GAGA EVENT GENERATOR 213 

In tlus example there are no ~table particles (IRTYP=17) in addition to the ww (setting 
IRTYP=O would prevent the generation of any final state decay). Care should be taken 
wIth decays like (;) ---t 371" and 7] ---t 371"; the routine DEC3PI in the current version will 
gl\'e the same Dall tz plot structure (appropriate for the ~,) Both matnx elements should 
oe installed. with an appropriate branch, in future versions of the program. In DECAY, 
the masses of the special particles are generated according to a simple relativistic Breit 
\Vigner If this produces a mi11lmum final-state mass greater than the HT

')'')' generated by 
tbe lummosity algonthm the generation of masses for aIl special partIcles requested is 
repeated until the final state 15 kinematically allowed. This method can introduce sorne 
thresh01d dist.ortions mto the line shapes' There is a180 a caIl to the routine TRIGGR 
shown in the example. tIns will be discussed below. 

The l111e shape used m the generation of special particles i5 a sImple relativistic 
Breit- \iVigner with a constant width. an integrable form which is optimal for Monte 
Carlo generatlOn In additIOn to the threshold problem discussed above. many analyses 
caU for more complicated resonance descriptions. In these situations Olle should generate 
the final-state top01ogy 111 terms of stable particles - one then fills IMULT(IRTYP,l-5) 
with the number of each of these desired for the final state (if the topologies already 
installed 111 the program are not suffiClent). The decay 18 generated according ta phase 
space and c.;tructurc is imposed on 1t (resonances. Bose-Einstem correlations etc.) by 
including the appropllate matnx element The phase-space decay fills a common block: 

COMMON/GENOUT /PCM(5, 18), ylT 

where PCM( 1-4.1) 1S the four vector of the ph partJcIe in the final state and PCM(5J) 
is its rnac.;s. OUf' should then write a prograrn that calculates a matrix element from 
thcse four \'ectors. normalizes the matrix element so that 1t ha5 a maximum "alue 
of one. and multlplies the \'ariable \\TT by this quantity. A caH to this new routine 
should be mst.alled m the routme IvIATRIX. Tllls routine branches accordmg to the 
véllUf' of ICHAI~( I!\ITYPJRTYP) so one should also modify this lI1 the main program 
or BLKDTA routine so that the correct branch to the new subroutine is made. If 
ICHAN(Il\ITYP.1RTYP) has a negative value the program stops, if it lS zero the deeay 
1S g,enerated according to phase space. At present only two particle decay generators for 
IJj\1) = 122).121),1:20).100) and a three particIe decay generator for the P, final state 
haye been mst.alled. 

Aftel' a call to INGG. the array P(16,lOO) in corn mon jVCSBj will contain the four 
'.'Cctors of the generated partIcles and sorne addItion al information on parent particles 
(see mcmber DOCU~J). These vectors can be processed through a fast detector and 
trigger simuIatlOl1 package (lccessed by a call to TRIGGR (see the last example). The 
first two paramC'ters of this subroutine arc errer return labels. The first leturn lS used 
if the final statc is l10t triggcred while the second exit is taken If the final state is not 
trig,gered and rcconstructrd (\\'hich implies that a11 generatcd particles arc Wlthin the 
fiducial region \\'ith tags allowed). The t hird and fourth \'ariables are the maximum 
value of 1 cot BI and the mimmum value of Pl. required for a partlcle to be considered 
reconstructed (if these are extended outside the fiducial region of the detedor they 
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are ignored by TRIGGR). The fifth argument of the TRIGGR subroutine is a logical 
variable that is true if one of the beam particles is tagged (within the region specifh'd) 
TRIGGR smears the four vectors of the charged tracks and photons. lU1Ù th(' B('\\" 

values are copied ta the array P(16,lOO) in /VCSB/ sa that both the ongmal alJ(] 
smeared values are accessible. As yet, the routme TRIGGR include~ ollly the p,t'onH'try 
of the pre-triggers, LTF, and detector. Efficiencies and the effects of multIple scattcrlllg. 
energy 10ss, and calorimeter showers are not included. Chargee! particleb éUC allowecJ 
to decay in flight though the daughter particles are not traced. The chargecl partIck~ 
are not traced further than the ToF counters in any case. A call from TRIGGR to tlw 
routine PID pro duces ToF and dE/dX particle identification mformation in l'OlllllWll 

block jXI2jCHI2(2.5,lO) (the format is described in member DOCUM). 

-
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The body of this thesis describes my personal contributions to the physics analysis 
of the ARGUS expenment. These include the analysis of 7]' production in Il collisions 

pubhshed in 198G [84] and the analysls of K+K- production to be published in 1990 

[lOG]. l was abo closely involved with the publication of the papers on Il physics 

produced by the ARG US collaboration. 

Durll1g my three year residency at DESY l worked shifts on the detector in the 

course of collectmg data. This work involved continuous monitoring of the data quality 

and the functionmg of the various components while the storage ring was operational 

My principal contributions to the analysis softwa~e of the experime'1t are: 

i) The creatlOl1 of a versatile two-photon luminoslty generator, together \Vith a final 

state decay generator, and a fast simulation program for the ARGUS detector. 

These programs are described in appendix G and have also been used by the 

OPAL experiment. 

ii) An ll1terface between my two-photon collision generator, other event generators, 
:.lnd the SIMARG detector simulation program. 

iii) Optimization of a trigger simulation program written by H. D. Schulz. This in­

cluded the ll1troduction of the effect of the VAX Online filter, experimentally 

determined pre-trigger threshold shapes, drift chamber e:ffici\~ncy distributions (in­

cluding partIcle mass and geometnc effects), and provisions to properly sample 

the time varIation of both the efficiencies and the tngger loglc. 

i\') Ongoillg experirneutal measurement of the efficiencies of the experiment for this 

tngger prog,rmTI and data quality monitoring,. 

v) ProductIOn of EXT\VOP two-prong tapes for general use in the collaboration. 

vi) \'erifien tion of the effects of the VAX Online filter before its introduction. 

vii) Introduction of a \'ertex Detection Chamber extension tù the LTF (developed on 

the IB~1 by H D. Sehulz and a Lund University student) in the VAX Online filter. 

viii) TranslatIOn and maintenance of existing IBM and VAX software for the VAX 

11/785 at !'.leGilL and distribution of this software to collaborating institutions. 


