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RESUME 

Cette thèse présente la dessein et la reallzatlon d'un Interface de multl-processeur pour un 

systeme d'animation de graphique en couleur. L'acces direct a la memoire est utilisé pour le 

transfert de data entre les memoires des processeurs du systeme GRADS Les divers dlmen-

sions de mots de memOire, protocol de bus, et d'interruptions sonts accomodes. Une évaluation 

du systeme est Incluse. 
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PREFACE 

The research descnbed ln thls thesls was completed several years aga, but due ta unavoldable 

personal commltments the final presentation of thls thesis was delayed untll now 

It IS beileved that desplte the rapld advances ln the area of mlcroprocessors and data commu­

nicatIOn, the core of the work descnbed IS of equal relevance today Ta the extent possible, dll 

effort has been made ta dlscuss the pro)ect ln hght of the curren! state of art. 
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1.0 COMPUTER GRAPHICS 

1.1 Introduction 

Slnce the Invention 01 the digital electronlC computer ln the 1940s [3 l, Ifs trernendous prolil­

E':ratIO:1 ln almost ail walks 01 society has as much ta do wlth ItS versallhty as Il has 10 do Wlttl thp 

contlnuous research Inlo ways of mé'kmg thE computer practlcal to use by people who do nnt 

posses detalled knowledge 01 Ifs Inner worklngs 

Although there hé::ve been countles3 and contlnuous refmements made la render Ihe computer 

3 conwJlal tool. tV'. a 01 these ~t~:.d out as major cornerstones I)f compulmg e'.'Olulion The flrs: 

of t"ese was the development 01 hlgh level programmlng languages This effecllvely allowed a 

wlder clrcle 01 '. computer literates", tralned englneers and sCier tlstS, ta use the power of the 

computer ta solve problems 

The second revolutlon took place when mteractlve computlng became a reallty This allowed 

users, who dld not have any knowledge of computers. to use the machines; mteraCliny wlth 

them ta feed the pertlf'lent Input and observe the output This became doubly effective as the 

mode of Interactron changed from belng "keyboard only" to vlsual Computer graphies not only 

caused thls major change, but Slncc then has dnven the deSign and architecture of man y a 

computlng system Swezey and DaVIS [36 1 have noted Ihat wlth Increased use of computer 

graphlcs m ail fields of endeavour, man-machine mteractlon IS becommg more and moro Im­

portant. A common exampl., belng the MaCintosh senes of computers by Apple Corporation 

The Ilrst conc('ptually complete Interactive graphlcs system was developed at MIT m the oarly 

slxtles by Sutherland [35 1 Called '. Sketchpad". It contalned data structures descnblng the 

graphlcal representatton of real or Imaglnary abjects It provlded a means of seleclmg them via 
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the u')e of IIght pens. and allowed for the rotation. scaling and translation of the Image mforma-

liOn Although" Sketchpad" remalned Impractlcal due ta the hlgh cast of hardware requlred. the 

basIc concepts are eVldent m most present day mteractlve graphlcs systems. 

Throughout most of the 60's and the early 70's. research Into interactive computer graphlcs 

contlnued. wlth la.'ge engineering Inslitutlons such as Boelng. General Motars, IBM, and 

Lockheed explonng the possible marnage between computer alded design and Interactive 

computer graphies Suddenly. In the rI1lu-70's. the prlce barner that had been constralnmg the 

wldesprearl use of computer graphlcs ~ tarted to collapse Wlth mlcroprocessors, and hlgh 

denslty and lo.v cast semlconductor memOrles, came the posslbllity of lower co st graphlcs sys-

tems i23.) 

1.2 Applic~rions 

Today there are many applications of computer graphlcs, but perhaps most slgnlflcant are the 

changes It h.1S brought about ln the are as of medlcme. earth sCiences. engineering, aerospace, 

and entertalnment 

ln the radlology fl.:'lld of medlcal sCience. computer graphlcs 15 rapldly complementlng techniques 

sllch as Computer I\lded Tomography, addlng colour as a new dimenSion in such Imaglng. The 

use of colour to designate dlffe~ent temperature zones IS provlng ta be of partlcular Importance 

ln thA area of cranlal neurology [20.] Wlth the advent of hlgh speed communication networks 

[25 1. computer graphlcs will allow radlology Information on palients ta be exchanged at the push 

of a button. almost obvlattng the use of photographlc films for such applications. Medical re-

searchers ln the fields of Genology are already makmg use of computer graphlcs ta model and 

visualize cornplex ONA molecules and Gene structures [14 J. 
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Engineering has benefltted tremendously from computer graphlcs as weil, malnly H1 tho LlIeas 

of CAO, CAM, CAE Most englneers today use Interactive computer graphlcs as a routine way 

of captunng designs (VLSI designs, vehlcle shapes), of modelling them or lestlng thorn, and for 

gall1lng rapld access la ail the supplementary Information. Most deSign workstatlons provlde él 

hlgh level of desk-Iop graphlcs ~upport [8 1 

The aerospace Induslry has been the longest user of computer graphlcs, mélll1ly ln fhght slmu­

lators [12.1. ThiS provldes a low nsk and low cast alterr .alive to the training of pilots by b8lng 

able to slmulate vanous ., situations" on the ground Computer graphies IS now also Invadmg the 

cockpits (lf modern alreraft. The 80elng-767 and the Alrbus-320 make use of CRT dlspla'{s to 

graphlcally present Information eonventlOnally eommunleated to the erew through HIBctro­

mechanlcal meters and dlsplays [18) The same concept 15 extended to Head-Up Displays 

(HUD) on modern combat alrcraft The HUD typlcally merges computer project targettmg In­

formation wlth the target Image, thereby ITlInlmlzlng eye movement ln entlcal combat Situations 

[37.), 

ln the Geology and Meteorology fields of earth SCiences, real-tlme graphlcs IS becornrmng an 

Indlspenslble tool ln the anal,"3ls of large amounts of Information contamed ln data sets [16 J 

Made up of billions of bits of information, these data sets arc updated ln real-tlme by a plelhora 

of satellite and earth based remote sensmg devlees The application reqUires the raw data to 

be evaluated ln the eontext of numeneal SimulatiOn rnodels One such application clevelopHd 

by the Space SCience and Englneenng Center at the University of Wisconsin allows three dl­

menslonal animation of models whlch make use of data on atmosphenc conditions such as 

temperature, pressure, humldlty, and wlnd speeds Called MclDAS [17.]. It allows sClenlists to 

more accurately understand weather dynarl1lcs 

Applications ln the entertalnment InduGtry are also becommg apparent Computer animatIOn ha!; 

been used ln such recent classlcs:)s "2001-A Space Odyssey" and "Star Wars" [7 1 Wlth the 
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advent of Hlgh Definition Television (HDTV), the cross edltlng of real shots and computer gen­

erated Images will take on real importance, and may create an extremely powerful medium 

[10. )[22. J. 

One of the more: ecent developments ln the areas of graphics animation IS the emergence of 

Multl-lv1edla Interactive Video [38.]. This approach to achievlng spectacular graphlcs at low l.nst 

IS based on the real-tlme merglng of real video shots wlth computer generated Images. Sy uSlnq 

dlQltally stored actual Images, the system IS able to achleve projection of complex Images weil 

beyond the modellmg and animation capablhtles of modest computlng platforms such as desktop 

computers. The whole concept of mL!itl-medla graphlcs depends upon the ablhty to dlgltally 

store a vast nurnber of complex Images. Smce the commerclally avallable audiO "compact 

dlscs' are the most viable low co st storage medlurn, the success of multl-medla graphlcs de­

pends on the ablhty to compress vlsual information to fit Into a typlcal compact dise. 

Major corporations hke Phllhps, Intel. IBM, Sony, and Matsushlta are aggresslvely trying ta define 

the new standards lor Image CO'l1presslon and de-compression. To date two leadlng proposais 

have emerged Phllhps IS champloning technology called Compact Dlsc Interactive or COI whlle 

Intel IS proposlng Digital Video Interactive or DVI [9. J. Though both promise to solve the same 

probiem, the approach and strategy are d,fferent 

The apphcatlons of rTlJltI-media Video are mdlcatlve of Its power and versatlhty. The Peugot 

automobile company IS already ustng the Intel developed DVI system to train ItS mechanrcs. 

The system IS bUllt around a Single compact dl sc whlch cames diagrams, text, and Videos 

demonstratlng repalr procedures. TYPlcally, a mechanlc can watch a demonstration Video on 

one wlndow on the screen, and cali up Images of specifie parts on another wtndow on the 

screen. Other applications Include real-estate sales, where "VISlts" to dlHerent sites can be ar­

ranged at the customer's location, complete wlth aOlmated "walkthroughs", and the abllity of the 

COMPUTER GRAPHICS 4 



customer ta better visualize the space and proportions of the room by supenmposlrlg Images 

of furnlture on live shots of a room. 

1.3 Graphies Hardware 

The earllest graphlcs systems used a dlsplay teehnology called Random Scan (also retorred to 

as veetor graphlcs). ThiS dlsplay reqUired a vector generator ta eontlnuously dlsplay a senes 

of Imes and palOts on the sereen 10 qUick succession ta torm a hne Image or "wlretramo" Image. 

The limitation uf thls type of graphlcs system was Ifs mabliity ta dlsplay sohds and colours. AI­

though the refresh requirements were no longer reqUired wlth the ad vent of the Direct Vlew 

Storage Tube [24.], the Inherent limitations of a vector graphies system hmlted thelr use. 

ln most present day systems, raster graphlcs IS the dominant technology [34 J. ThiS has baen 

made possible wlth the low cost or colour CRTs and avallablhty of hlgh denslty memory Raster 

dis play systems reqUire a large am ou nt of memory and a large refresh bandwldth to provlde the 

sequentlal pixel by pixel update numerous tlmes per second, although mnovatlve designs such 

as Fuch's [13.] PP5 system have sueceeded 10 reduclng them slgOlflcantly 

Other display technologies used for graphies dlsplays are the Plasma panel and the LlqUid 

Crystal Display (LCD) panel. These dlsplays have an advantage over the CRT type ra'3ter dls­

plays due to thelr relatlvely low power consumptlon and ruggedness However, they are gen­

erally monochrome, and too slow for real tlme animatIOn (LCD panels) [43 J These dlsplays 

are belng Increaslngly used ln portable eqUipment but have not been reflned to the pOint of belng 

used ln state of the art graphlcs systems. 

l'he increased use of computer graphlcs 10 dlfferent applications has led ta the development of 

varIOU~, deSigns which balance such requlrements as speed, resolutlon, model sizes etc The 

avallablHty of powerful mlcroprocessors and Application Speclflc Integrated CirCUits (ASICS) has 
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led to Vémous architectures being explored. Increaslngly, graphlcs systems use multiple 

processors Patton's article [30.] revlews the famlliar Flynn classification of single/multiple 

dataflnstructlon machines, as applled to multlprocessors and multlprocessmg. An mterestlng 

part of the article deals wlth a study of system performance versus the nurnber of processors 

ln a hlghly parallel system. Rodgers further classifies systems explOiting parallellsm accordlng 

to the relatIOn and speCl8l1zatlon of the parallel computlng elements [33.]. Two applications of 

computer graphlcs whlch reqUire enormous computatlOnal power are real tlme fllght simulation, 

and medlcal Imaglng. 80th are candidates for a multl- processor architecture Involvlng 

parallellsm [1 ]. 

A wlde vanety of graphics systems are commercially avallable today. An excellent companson 

of the Evans & Sutherland MPS-2 and Vector General VG3400 IS provided ln the article by Foley 

and Van Dam [11.]. One mterestlng aspect of both these systems IS that they both use a general 

purpose host computer to generate the Initiai Images. Another example of a multl-processor 

graphlcs system IS the IRIS system made by SIlicon Graphlcs. This uses a pipehned archltec-

ture wlth the kr~y components belng a Motorola 68000 and a set of "Geometry Engmes" hnked 

via an Ethernet network [6]. In an attempt to provlde a more general graphies englne, Texas 

Instruments now markets the TMS340 Graphlcs Processor [40.]. When used ln conJunction 

wlth a more general host computer such as the M680~0 or the 180286, a TMS340?0 Video 

Palette. and TMS4161 Multlport Video RAM, a Single TMS340 "an form an effective graphlcs 

system. 

When real-tlme animation IS a requlrement, most systems use multi-processmg elther through 

plpehmng or parallel processlng. The Seillac-? [19] uses a comblned parallel/plpellned archi-

tecture, achl9vlng a flve fold Incrcase ln throughput. Anothor approach to Incieased throughput 

IS the GOOPA system [15.). This system dlvldes the 3D obJect space Into 64 parts and use as 

many processlng elements process the Information. Other advanced graphies processing ar-
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chitectures Include the EXPERTS system [26.], the CHAP SIMD proeessor III the Lucashlm 

Composltor System [21.), and Piper & Fournler's STINT [31.). 

1.4 GRAOS 

A graphies system cétpable of anlmatlng 3D coloured abjects III real-tlme has been developed 

at McGl1i Umverslty [28.). This system 15 called GRADS (Graphlcs Real-tnTle AnimatIOn Display 

System), and, IIke other advanced graphlcs systems, uses multlproeesslng and plpelHllng 

The objective of this thesls IS ta descnbe the design and Implementation of the Interface used 

ta network the vanous processors III the system. 

ln the followlng chapters, the architecture, design, Implementallon and debuggmg of the Host 

Computer Interface are descnbed. 
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2.0 GRADS ARCHITECTURE 

To satlsty the procesSlng reqwrements for the generatlon and anImatIon of hlgh resolutlon colour 

Images. the GRADs uses multIple processors and a plpehned archItecture consls~lng of three 

distinct stratas of procesSlng elements to provlde the necessary processlng power for such ap­

plications Figure 1 shows the procesSlng hlerarchy of GRADS 

The topmost layer conslSts of a V tv<-11, 780 Host Computer. whlch IS responslble for performlng 

the hlgher order graphlcs functtons such as scene generatlon. hldden hne removal, rotatIon. and 

hghtlng effects. ThIs typlcally reqUlres a processor wlth a large memory and computatlonal 

throughput to support complex graphlcal models. To meet the reqwrements of real tlme ani­

mation. the Host Computer creates 30 statlc scenes or plctures every second. and then de­

composes each scene Into graphIes primItIVes such as Ilnes. pOints and polygons. Each 

primItIve. along wlth a string of parameters descrlblng ItS coordinates, colour and Intenslty. forms 

a graphlcs macro-Instructton. Thesd macro-Instructtons are th en queued and passed onto the 

next lower strata for further processlng and dlsplay. A typlcal macro-InstructIon block conslstlng 

of a number of polygons and hnes IS shown ln FIgure 2. 

The Host Computer 15 also the master c.ontroller of the GRAD system. and 15 responslble for the 

correct Inltlahzatlon and operatIon of the vartouS subsystems. ThIS IS achleved vIa a sertes of 

software routtnos that download ftrmware and mlcrocode upon system startup, and provide 

centrahzed maintenance and dIagnostic capablhtles. These capablhtles are elther Inherent ln the 

GRADOS operatlng system [29.J. or are provlded as separate software utlhtles. 

The second processlng layer IS a true MultIple InstructIon MultIple Data (MIMD) processlng 

system. and IS made up of multIple processors, each wlth th el( own memory and data systems. 

ThiS mlddle layer Gonslsts of an array of 16 & 20-blt. lo?sely coupled mlcroprocessors whlch 

recelVe graphlcs m~cro InstructIons from the host computer and process them to generate pIxel 
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Word 1 polygon Macro (04) 

ColourWord 

Number of Vertices 

Coordlnates of Vertex '1' 

• • • 
Word (n+3) Coordinates of Vertex 'n' 

Word 1 Line Macro (02) 

ColourWord 

Number of Lines 

Start Coordinates of Line '1' 

End Coordinates of Llne '1' 

• • • 
Slart Coordinates of Line 'n' 

Word (2n+3) End Coordinates of Line 'n' 

Figure 2. A Typical Macro-Instruction Block. 
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• level mformatlOn. The array concept exploits the fact that ln a bit mapped. Irame bulfered ani­

mation system, there 15 Vlrtually no constralnt on the sequence ln whlch plcture elemE'nts ln a 

frame are assembled, as long as the frames are updated al least every 33 mlihseconds This 

means that the exact arder ln whlch the graphlcs pnmltlves are processed 15 not Important dS 

long as ail the mformatlon gets processed ln the prescnbed tlme ThiS allow'5 the processors 

to run wlthout tlght 5ynchrontzatlon amongst themselves Ta ensure that ail processors are 

equally tasked. the host computer dyn~mlcally manages the Input data streams of the proces')­

ors. 

ln the thlrd strata, a dedlcated graphlcs processor merges the output of ail the mlcroprocessor5. 

and maps It onto the pixel InformatIOn stored ln the video frame buffer memory ThiS frame 

buffer memory IS penodlcally read out ln a sequentlal fashlon to a raster scanned colour dlsolay 

system. 

ln terms of dlsplay capablhtle5, the GRADs system IS able to work ln elther a low tesolutlon 

mode ln whlch 256 X 256 pixels are dlsplayed. each wlth up to '32 levels of mtenslty, or the hlgh 

resolutlon mode, conslsMg 0f 512 X 512 pl)(els wlth 32 levels of Intenslty These two optIOns 

are selectable III real tlme by the application software. The low resolutlon mode provldes much 

hlgher throughput and 15 used dunng debugglng of application software, or wh Ile runnlng hard­

ware diagnostics. 

Figure 3 shows the detatled architecture of the GRAD system The main components of the 

system are 

1. The Host Computer (on the UNI BUS or S 100 Bus) 

2. The Host Computer Interface (HCI) 

3. The satellite mlcroprocessors (8086. 28000, AMD2900) 

4. The Graphies Controller 
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5 The Video Memory 

6. The TV Sequencer 

2.1 Host Computer 

The functlon of the VAX-11 780 as the Host Computer has been descnbed above. It commu· 

rlIcates wlth the Host Computer Interface of GRAD system via tt-,9 UNIBUS It decomposes a 

plcture (or a senes of plctures) Into a graphlc pnmltlves that Will be further processed by the 

GRAD system For a more primitive and a less computdtlonally intensive application than the 

generatlon of Images, the GRAD system can also be hosted by an S-100 system via the S-100 

bus ta the HCI Tha S-100 system IS a Cromenco Z-80 system wlth 64K of local memory The 

( 
lesser applications Include debugglng, maintenance, and the dlsplay of statlc plctures. At run 

tlme, however, only one host computer can be active. 

2.2 Host Computer Interface (Hel) 

The HCI IS the vehlcle through whlch communication between the vanous modules take place. 

It carnes both command and status exchanges between the vanouS modules. and also serves 

as a Direct Memory Access controller module for the movement ot large amounts I)f graphlcs 

data wlth lltUe intervention between the source and destination modules. Communication (as 

opposed to data transfers) between vanaus modules IS carned out efflclently by means of ln· 

terrupts Any module IS capable of Inltlatlng an mterrupt The HCI also serves ta Intlahze the 

GRAD system upon startup It downloads application programs ta the satellite processors and 

mlcrocode for the RAM sequencel of the Graphies Controller. The HCI IS designed ln such a 

( manner to accomodate a mynad of dlfferent bus structures wlthout maklng any changes ta the 

core of the machine. ThiS 15 accompli shed by the use of Interfaces unlts that present a unlform 
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\ appearance ta the HCI. A more detailed discuSSion of the architecture and worklng of the HCI 

will fallow ln chapter 5. 

2.3 Satellite Processors 

The queue of macro Instructions ongmatlng from the hast computer 15 routed via the HCI ta the 

appropnate satelhte processors The HCI IS connected ta the satellite processors via two 

busses, the CPU bus and the MICRO bus The CPU bus dlffers from th'3 MICRO bus ln that It 

allaws for Intelligent communicatIOn between the HCI and the satellite processor CPUs. The 

MICRO bus, on the other hand allaws the HCI to communlcate only wlth the memory of the 

satellite processors. 

The satellite mlcroprocessors mclude an Intel 8086, a 2110g 28000 and an Advanced Micro De-

( vices AMD2900 bit sltce processor. Each satelhte processor has ItS own local memory that IS 

accessible to Itself and also to the HCI via the MICRO bus. Th<} Intel 8086 CPU IS a 16·blt de-

vice and can access up to one megabyte of memory (In Real Mode) and up ta 64K of 110 ports. 

The hlghest clack speed that It can be run at 15 8MHl [2.]. The 2110g 28000-based satellite 

proces50r 15 a 16 bit machine and 15 eqUipped wlth 64K of memory and operates wlth a 250 

nanosecond cycle tlme [32.]. The thlrd satelhte processor 15 based on the AMD2900 blt·sllce 

ALU, utllllmg live of them tu form a 20·bIt processor [5.]. The mlcrocode for thl5 application 15 

optlmlzed for graphlcs Pl ocessmg and 15 stored m a fast blpolar 1 K X 40 bit Random Access 

Mamory. Its data mammy 15 conllgured as a 4K X 20 bit biock. Figure 4 shows the architecture 

of the satelhte processor based on the AMD2900. 

These satelhte processors have the task of convertlng the queue of hlgh-Ievel macro instructIOns 

ta pixel InformatIOn. E)(actly whlch macro InstructIOn IS routed ta whlch satelhte processor IS 

( depandent upon a number of factors. Certain graphlc primitives, such as IIne drawmg, are best 

handled by a bit sllce processor such as the AMD2900 from tha pOint of vlew of speed ot exe-

GRADS ARCHITECTURE 14 
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cutlon Other graphlc prrmltlves. on the other hand. are better handled by a general purpose 

processar such as the the 28000 or the 8086 A thlrd varrable IS one of avarlablilty. If two 

processars are already busy executlng a task. It may be faster ta route a new task ta an Idle thlrd 

processar that may not execute as efflclently as one of the two that are busy 

2.4 Graphies Controller 

The resulMg pixel Information from the vanous satellite processors IS then gathered and as­

sembled by the Graphlcs Controiler [4.) The a5sembled pixel Information IS then wntten rnta 

video memory The Graphlcs Controller 15 connected to the HCI via the Graphlcs Contraller bus. 

It IS via th,s bus that the Graphlcs CCI1troller can also recelve Instructions and graphlcs data and 

report ItS 5tatus to the HCI 

The Graphlcs Control/er was Implemented usrng a RAM-based state machme, or sequencer 

Circuit The RAM sequencer has a mlcrocode memory configuration of 32 X 1 K A RAM 

sequencer design was chosen to lend tlexlbliity ta the operation of GRADS, and as an added 

benellt. ta ald ln Its debugglng Each satellite processor 15 contlnuously po lied by the Graphlcs 

Controller for a completed packet of pixel data When ready, the satellite processor requests a 

DMA transaction wlth :he Graphlcs Controller The terms 01 the DMA transaction (eg word 

coun!) are Included ln the DMA packet. 1 he Graphlcs ControUer also serves ta arbltrate be­

tween the MICRO bus and the VIDEO bu~ 

2.5 Video Memory 

The Video Mamory contalns the pixel mformatlon of the plcture that IS currently belng dlsplayed. 

It IS wntten Into by the Graphlcs Controller, and 15 read from by the TV Sequencer. The size 

of the Video Memory determrnes the Intenslty and the resolutlon of the plcture. The Video 

Mel, ory 15 destgned to be modular and :ncrementally expandable, wlth resolutlon and Intenslty 
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belng Interchangeable. The elemental module of the Video Memory IS called a Single Law Re­

solution Memory Plane (SLRMP). It conSlsts of 64K bits of statlc memory orgamzed as 4K 

words of 16 bits each. Ta obtaln a color plcture. each of the three pnmary colors of red, blue 

and green must have a color plane asslgnrTlent. Ta obtaln a low resollilion color plcture con­

talnlng 256 X 256 pixels and 32 levels ot Intenslty each, 15 SLRMP are reqUired A 512 X 512 

pixel plcture wlth the same Intenslty per color per pixel, reqUires four limes as rnany planes 

A varlet y of video memory planes were assembled as the technology Improved An alternate 

Implementation has three 4K X 16 bit statlC memory tJanks bUilt on one board. Yet another type 

uses Dynamlc RAM, contalnlng 768K bits of storage. It can be conflgured e.ther as 12 low re­

solution planes or 6 hlgh resolutlon planes. 

2.6 TV Sequencer 

From the video memory, the pixel information 15 read out via the VIDEO bus conllnuously and 

sequentla"y by the TV sequencer and converted Into an analog signai ta be sent to a raster RGB 

monitor The Image sent ta the monitor IS updated thlrty tlmes every second ta provlde flicker­

Iree Images. The TV sequencer also generates the necessary synchronlzatlon signaIs for the 

monitor. The TV sequencer merely converts the RGB information ln the video mernory planes 

mto analog signai; wheth~r an Image 15 of hlgh or low resolutlon IS controlled pnrnanly by Ihe 

Host Computer. and secondanly. by the Graphlcs Controller. 

The focus of thls thesls IS the Host Computer Interface. Subsequent chapters descnbe ItS de­

sign, development and integration ln dataI\. 
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3.0 Hel DESIGN APPROACH 

ln deslgning the host computer Interface, sevt:tral Jtlt~ communications methodologles werd 

consldered Most of the communication options can be classlfled under the fo"owlng thl ee 

categories: 

1. Usmg a packet sWltched network connectmg the vanous processors. and usmg an 

X.25/X. 75 type Open System Interconnect (OSI) networkmg protoco!. This IS wldely used 

ln wlde area networks such as Telecom Canada's Datapac network, and ln local area net­

works such as Ethernet (Figure 5). Since data packets ln such networks are routed de­

pendlng upon thelr contents, virtual "pOint-to pOint" or "pOlnt-to-multlpolnt" paths con be 

created Although attractive for systems separated by at least a few meters, It turns out to 

be ove ri y expenslve ln terms of processlng overhead for an Inexpenslve multlprocessor 

system. Such connectlvlty can provlde burst transmission rates of only 10 M Bits/Sec. In 

addition, transmission delays ln pack et networks under heavy trafflc condlttons 8re some­

what randomlzed. further dlmlnlshlng ItS deslreablltty for such real tlme applications. 

At the tlme of researchlnrJ these options. single chlp X.25 chips wltl1 ~ullt in DMA capabl1tty, 

!iLlch as the fVluhJ,l.Ila MC68605 [42.] were not avallable, making th,s option non-practlcal 

for dlscrete Implementatton. 

2. A hlgh speed parallel backplane connectlng single card mlcroprocessors, using a central 

arbltratlon controller. This method has been used extenslvely in systems like the S 100 

TURBODOS and Northern Telecom's DVS Mendlan system (Figure 6). In such a scheme, 

the central controller can elther be ln the data path, formmg a true star network, or perform 

Il only arbltratlon on a parallel data flow system, and thus formmg a bussed data system with 

a vlrtual star network for arbltratton and control. Such systems can be extremely fast. The 
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data transfer rates ln such cases are only limlted by memory bandwidths and system 

backplane lengths. In an application hke GRADS, where ail processors are located in a 

single shelf, a parallel bus of 16-20 bits can be made to operate at cycle tlmes of better than 

500 nano seconds. This translates mto peak Information transfer rates of 40 M Blts,'second. 

Mareover, such sy::'lems can be Implemented wlth falrly mexpenslve technology. Other 

vanatlOns of Ihls technology to emerge Slnce 1982 are vanous multl-processor bus stand­

ards such as the VME 141.1, whlch provlde shared memory options uSlng Dual Port Mem­

ones. Such systems provlde for hlgh speed data moves between processors wlthout the 

need for dedlcated communications arbllrator. 

3. A tlber optlc network IInkmg vanous mtelhgent modules. This is an approach weil sUited ta 

applications where both speed and wlder separation are deslrable. Typlcal present day 

flber systems can support transmission rates ln excess of 100 MB/S over several kllome­

lers. Although a scaled down verSion of the same technology has been used to torm 

"optlcal backplanes", the Implementation remalns falrly complex due to the basIc "POlnt-to 

pOint" nature of a tlber connectlon (FIgure 7). Added to thls are the mechamcal constramts 

Imposed on the system, where cards cannot be simply pulled out or replaced wlthout hav­

Ing tq undo cumbersome tlber connectors. 

Cansldenng the pros and cons of the three dlfferent types of data commUnication options, a 

parallel wlred backplane approach was consldered optimal for Intermodule communication, glven 

the speed, complexlty and cost factors. Support of processors with dlfferent ward lengths dic­

tated the selection of a true star system wlth a capabllity of interceptlng the data, and packlng 

or unpackmg It to match source and destination ward slzes. 

Havmg selected the topology and architecture, further design of the Host Computer Interface 

necessltated the definltlon and design of a suitable arbltration method, and the design of a hlgh 

speed contra 11er capable of supporling a van et y of mlcroprocessors uSlng dlfferent word sizes 
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and bus protocols. The detalled archltectur~ and design of the Host Computer Interface are 

presented in the followmg chapter. 
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4.0 FUNCTIONAL REQUIREMENTS OF THE Hel 

The Host Computer Interface was deslgned to support three basIc commUnication functlons 

between the pracessars ln GRADS. The pnmary reqUirement was to provlde a hlgh speed data 

transfer capablllty between processars. Slnce typlcal black slzes were expected ta be several 

kllobytes long, direct memory access ta the memones of the processors was consldered ta be 

the mast effective Implementation alternative. Due ta the dlfferent computers ln GRADS and 

thelr dltferent bus protacals, one of the key requlrements was to manage black moves acrass 

dlfferent ward slze baundnes, leadlng ta a ward packlng/unpacklng capabllity ln the HCI. Ta 

accamadate the dlfferent bus pratacols, the Hel was deslgned as a dlstnbuted system, wlth a 

central process cantroller and satellite "personahty cards" whlch translate a basIc data transfer 

handshake protocallnto speclflc signais and sequences reqwed by the system belng mterfaced. 

For the purpose of movlng short blacks of information, the DMA approach was not deemed ef· 

flclent. Therefore a control and status ward transfer capablhty was alsa reqUired of the HCI ta 

support system control information transfer. Since such information ln a system IS cntlcal ta Its 

real tJme performance, a hlgher pnonty for such single ward exchanges was bUilt Into the sys· 

tem. 

ln addition ta the control and status ward transfer capabllity, an lI"terrupt routlng subsystem was 

bUilt Into the system. ThiS allows the processors ta route Interrupts to ather proc~ssors as part 

of the Interpracessor signalling sequence. To avald system lockout due to a "runaway" 

pracessor, the Interrupt subsystem has sorne restnctlons on Its usage. 

The features of the Hel basad on these functtonal reqUlrements, and are descnbed ln the next 

{ chapter. 

't 

FUNCTIONAL REQUIREMENTS OF THE Hel 24 



.' 5.0 ARCHITECTURE OF THE HCI 

The Host Computer Interface has been deslgned as an Integral. Independent workable system 

The Host Computer Interface Idles and remalns dormant tlll such lime as a request for mtE'r­

module communicatIOn IS recelved by It If a request IS recelved by the HGI while It 15 busy. the 

request 15 Ignored. It should be noted that It IS the responslbllity of the requostlng devlce ta 

malntam It'S request ln case the request IS not granted by the HGI slnce the HCI does no! log 

the requests ta service them ln a queue fashlon ln the event the HCI recelvûs more than one 

request slmultaneously. It grants It'S resource5 on a pre-determll1ed or flxed pnoflty basis The 

typlcal service request cycle for data transfer, controL status word transfer or Interrupts, IS re­

presented by the state dlagram ln Figure 8. 

The HCI IS made up of four mam modules: 

1. The Control Reglster module, 

2. The DMA Controller module, 

3. The Interrupt module, and 

4. The Data Path module. 

5.1 Control Register Module 

The Control Reglster module IS used ta store the information that deflnes the terms and condi­

tions of the requested data transfer The reglsters are loaded Inltlally by the computer ta whlch 

the HCI IS granted. It 15 then the responslblity of the requestlng computer to provlde the correct 

Information and signai ta the HCI when the process may be started. The regl5ters are used to 

contaln such relevant information as the source and destination of the data transfer. the source 

and destinatIOn addresses, the number of words of information to be transferred and the packlng 
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and unpackmg of the ward reqUired Some of the reglsters ln the Control Reglster module are 

reserved for readback only. These reglsters provlde mformatlon to the e)(ternal unlts regardlng 

the status of the HCI and of any error conditions that mlght have been generatec1 by the data 

move. A thlrd category 01 reglsters IS reserved lor control signais whlch are used to rl'qupst and 

start the HCI Figure 9 Illustrates the partltlonlng of reglster access for a four processor system 

Each processor can access Ifs own local Inillahzation reglsters and I!'S own control .,tatus rog­

Isters. Access across processor boundanes 15 denled The mnermost layer of DMA control 

reglsters are accessible ta any processor ln the system, however forced arbltratlon 8nSllrElS that 

only one processor has access dunng the Inillation of a data transler transaction Once ttle rù­

quested process IS underway, the Control Reglsters are not accessible ta any external devlce 

ThiS leature pravents aCCidentai modification of any process that IS already underway 

5.2 DMA Controller Module 

Closely related wlth the Control Reglster module .::; the DMA Controller module The functlon 

of the DMA Controller module IS ta generate the actual sequence of control signais for the DMA 

process. Inextncably IInked wlth the DMA Controller module are the Control Reglsters whose 

contents deflne the parameters for the DMA pracess (Figure 10) The source and destmatlon 

memory codes (4 bits each) pOint te' one of the slxteen memorles ln GRADS trom where tho 

data IS read by the DMA machine, and ta whlch the data IS wntten by the DMA machine The 

source address (24 blts) pomts ta the address ln the source computer's memory where the DMA 

read cycle starts Since thls pOinter IS mcremented alter each succ.r sSIve read, It Inltlally pOints 

to the begmnmg of the data black ta be transferred. Simllarly the destination address (24 bitS) 

pOints ta the address ln the destination computer's memory where the DMA wnte cycle starts 

The ward count (16 bits) mdlcates the number of data words to be transferred, or the Sile of the 

data block to be moved. Smco the source and destination ward counts may be dlflerent due ta 

dlfferent bus wldths, It always refers ta the number of words to be wntten Into the desllnatlon 
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mamory. The packlng unpacklng code (4 bits) Identifies one of the slxte8n pO'lslblp 

source destination bus wldth ratIOs This code IS used to pack or unpack data words to ensurp 

compatlblhty wlth source and destinatIOn memory wldths The heart of the DMA Controllpr 

module IS the DMA state machine whlch generates the actual 51gnals of communication betwoon 

the DMA module and the satelhte mterface module It has been reallzed as a sophlslicated HOM 

sequencer to carry out the process ln an effiCient fashlon wlth a minimum amount of hardware 

and a maximum degree of flexlbllty The rest ot the clrcUitry ln ttle DMA Controller module 

provldes the steenng loglc to the vanaus processor unlts 

The DMA Control/er module regards each computer or each bus as the same regardloss of the 

slze and the protocals. The actual synchronlzatlon wlth a partlcular bus IS carnec! out by a 

speclflC satelhte system whlch matches the DMA Sequencer's request Wlth ale bus protocol of 

that partlcular cnmputer The communication between the DMA Controller module and tho 

vanous computers IS baslcally asynchronous, canslstlng of a request-grant protocal Figure 11 

shows the DMA Controller module Inltlatlng a DMA read wnte request wlth a specifie larget 

machine via Il' S Interface card InternaI/y the DMA Control/er module has been designod as a 

state sequencer clocked at 10MHz. 

5.3 Data Path Module 

The Data Path module provldes the actual path for the flow of data words dunng a DMA process 

This module provldas a plpellned path to speed up data transfers between two cornputers The 

data path IS 40 bits wlde and can therefore accept the largest word available ln the 5ystem 

Sm aller words or bytes are sucesslvely strobed Inta vanous fields of thls 40-blt regl5ter 10 opll-

mlze memory usage. Simlary, the unpacklng of a large word can be carned out This feature 

makes It possible to sWlftly transfer data between vanous memunes and processors of dlflerent 

word slzes. 
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5.4 Interrupt Module 

The Interrupt module IS used to route the Interrupts trom one processor ta another as weil as 

from the HGI ta a processor. Interrupts are also used as an efficient means of signalling the 

( ompletlon of a task assigned ta the HGI. This prevents the processor from waltlng and 

checklng :or the completlon of a raquested block move. The Interrupts Issued by the Interrupt 

module are routed ta the approprlate satellite mterface whlch follows up the exact mterrup pro­

cedure of the specifie computer system. The Interrupt faclllty may be overndden by the re­

questmg devlce by loadmg an mterrupt dlsable bit m the appropnate control reglster. This IS an 

Important feature for bloc king out unwanted or undeslrable mterrupts for a certain duratlon of 

lime 

The overall architecture of the entlre mterface IS glVen ln Figure 12. The units enclosed by the 

shaded blnck are collectlvely called the DMA Gontroller module. 

The HGI undergoes four distinct states when it IS engaged by some requestlng devlce tiUlts task 

IS brought ta completlon. In state one, the HGlldles. It proceeds to state two for the requestlng 

devlce to load the control reglsturs and request the HGI ta start executlon. Upon recelpt of the 

"Start D\V1A" signai, It goes lOto state three where It carnes out the deslred process and then 

enters state four to aw8lt the termlnatlOn of the Job. It then retums ta state one or the Idle 

condition. The four states are deplcted ln Figure 13. 

The Interaction between these modules IS described in the followlng chapter. 
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6.0 Hel INTERFACES AND PROTOCOLS 

The Host Computer Interface links the followlng dlflerent types of systems via the applopnate 

bus protocols. 

1. The VAX 11,' 780 via the Unlbus 

2. The Cromemco 2-80 via the S-1 00 or the IEEE 696 bus. 

3. The array of microprocessors at layer 2 via the CPU bus. 

4. The Video Memory via the MICRO bus. 

5. The Graphlcs Controller via the GRACON bus. 

Each of these Interfaces IS functlOnally simllar for data Interchange, but wlth dlfferent pnvllcges 

and restrictions. This chapter descnbes each one of these Interfaces and thelr re5pectlve pro­

toeols ln detall. 

6.1 The CPU Bus 

The CPU bus 15 made up of 40 bldirectlonal data !Ines, 20 bldlrectlonal address Imes, ëlnd 12 

control signais as shawn ln Figure 14. The data IInes carry the data between the HCI and Ihe 

deslgnated mlcroprocessor module GUrlng black moves, control status ward transfers and HCI 

resource requests. Ali mlcroprocessors d(~ "ot use the full 40 bit wldth of the data bus. only the 

lower 16 or 20 bits dependtng on thelr ward SIL'e Tt'e address IInes carry the source or desti­

nation address of the data belng moved across the data bus Address Itnes can also carry the 

addres5 of the HCI control reglsters betng loaded or quened by a mlcroprocessor module 

When the HCI wants to move a black of data ta or from a spe~lflc mlcroprocessor module. It 

asserts a CPU bus DMA REQUEST When the tal get mlcroprocessor IS ln a position ta grant 

the HCI access ta It'S bus, It responds wlth a CPU bus DMA GRANT (Figure 15) Upon recelpt 
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of the CPU bus DMA GRANT signai, the HCI proceeds ta generate the address and the 

read/wnte signai, and transfers each ward of Information wlth a STROBE signai Eactl strobe 

IS acknowledged by a CYCLE DONE signai !rom the mlcroprocessor When tha deslgnalad 

black of Information has been moved. the HCI drops the CPU bus DMA REQUEST. whlch 111 t\lm 

causes the mlcroprocessor ta drop the CPU bus DMA GRANT signai and regain rnastl~rshlp of 

the bus. ln reallty, a maximum of 16 words of data are transferred ln each bus requt:'st qrant 

cycle. ThiS hmlt was Imposed ta allow hlgher pnonty tasks such as control status word trangfers 

to be carned out ln an mterleaved lashlon on the same bus ThiS Interleavlng, however. mrnéllns 

totally transparent to the ongmatlng processor and rs managed entlroly by the HCI Tho Imple­

mentatIOn 01 th,s !eature IS descnbEld m a subsequent chapter 

Two of the control signais on the CPU bus are "one hot" Imes that control the stroblng 01 the 

control and status reglsters of each mlcroprocessor The CLOCK CONTROL REGISTER slÇJnal 

strobes the contents of the data Imes Into the control reglster of the mlcroprocessor Sirmlarly 

the ENABLE STATUS REGISTER signai gates the contents of the status reglster onto the data 

Ilnes. Typlcal information carned ln the control and stc::tus reglsters 15 glven m Figure 16. 

Each mlcroprocessor can generate InterrLipt requests for 9Ither of the hast computers. tYPlfied 

by the INTERRUPT TO S100 and the INTERRUPT TO UNI BUS signais When asserted. they 

cause an Interrupt ln the appropnatB system If the Interrupt enable bit ln the HGI has been set 

by the target machine ta recelve 1I1terrupts Mlcroproprocessor modules are not provlded a 

means of generalmg laIerai Interrupts ta other mlcroprocessors 

Mlcroprocessols on the GPU bus may, however, Inltlate black dala moves by requeslmg HGI 

services through the HCI MACHINE REQUEST signaI. Wh en the HGI IS ready ta service the 

request, It returns a HCI MACHINE GRANT signai at whlch pomt ln tlme the mlcroprocessor can 

access and load the control reglstem of the HGI wlth the speclflcs of the requested move ThiS 

13 done by puttlng the reglster address on the address hnes, the data on the data hnes. and 
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( 

CPU Bus 
DMAReq (L) 

CPU Bus 
DMA Grant (L) 

Strobe (L) 

Cycle Done (L) 

Cycle 1 Cycle 16 

Figure 15. CPU Bus RequestlGrant Signal Sequence. 
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Bit 
o 
1 
2 
3 
4 
5-12 
13 
14 
15 

.6l1 
o 
1 
2 
3 
4 
5 
6 
7 
8 
9-13 
14 
15 

Name of Signal 
Not used 
Interrupt to Unibus 
HCI Machine Request 
Not used 
Interrupt to S100 
Not used 
MICRO Bus Error 
Input Buffer 1 Full Flag 
Input Buffer 2 Full Flag 

ceu Status Register 

Name Of Signal 
MICRO Bus Error (GRACON) 
MICRO Bus DMA Done (GRACON) 
HCIOMADone 
Unibus Interrupt 
S100lnterrupt 
HCI Mélchine Grant Interrupt 
Reset System 
Reset 
NMI 
Not used 
Input Buffer 1 Full 
Input Buffer 2 Full 

CPU Control Register 

figure 16. CPU Bus ControllStatus Registers. 
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strobmg the data Via the 5TROBE HCI MACHINE REGIS;-ER IIne. As mentloned in prevlous 

sections, 16 reglsters need ta be loaded prlor to DMA Initiation. The loadlng of the 16th reglster 

(start DMA) causes the HGI MACHINE GRANT ta be dropped and ail further access ta the HCI 

control reglsters ta be denled (Figure 17). 

6.2 The S 100 Bus 

The S 1 00 or the IEEE-696 bus IS the oldest standard bus for small 8 bit computer systems 

îYPlfled by the Z-80 processor and the CPM-80 operatlng system. In thls application, a 

Gromemco Z-80 system was used as an alternate hast computer, and hence the HCI was re-

qurred ta Interface wlth the system. The Cromemco system adheres to the 5100 bus standard 

and runs CDOS, a GPM-80 hke operatlng system 

( The 5100 bus conslsts of two data busses, DATAIN and DATAOUT, each 8 bits wlde, and 

carrylng data ta and from the CPU respectlvely. The 16 bit wlde address bus carnes the 1;0 

port or memory address for any transaction The remalnder are control Signais such as RESET, 

MEMORY READ & MEMORY WRITE (Indlcatlng a memory cycle), POUT & PIN (Indlcatlng an 

1,0 port cycle), and PDBIN & PWRT (the read and wnte strobes). There are two further sets 

of signais to IOterrupt the operation of the CPU by an external devlce. The INTERRUPT RE-

OUEST signai IS generated by an external devlce for Interruptlng the normal processrng. The 

GPU, If rnterrupts have been Internally enabled, responds wlth an INTERRUPT ACKNOWLEDGE 

signaI and beglns the executlon of an Interrupt service routine. The Z-80 vectored Interrupt 

mechanlsm allows multiple Interrupt requests ta be dlstlngUished wlthout devlce polling. Another 

signai. HOlD REQUEST, can be used by an extemal devlce ta temporarrly cause the GPU ta 

stop ItS processlng and hand over the control of the bus ta the external devlce. Ta signaI the 

rellnqulshlng of the bus, the CPU uses a HOLD ACKNOWLEDGE signaI. These signais are 

.( 
extenslvely used by the HGI ta communlcate wlth the 8100 bus. A complete IIst of 8100 bus 

signais IS shown ln Figure 18 
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HCI Machine 
Req (l) 

HCIMachine 
Grant (L) 

Latch Register 
Address (L) 

Latch Register 
Data (L) 

Strobe HGI 
DMA Register (L) 

Cycle 1 Cycle 16 

Figure 17. HCI Machine Register Loading Protocol. 
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Pin No Signal Name Pin No Signal Name 

1 +8V 51 +8V 
2 +16V 52 -16V 
3 XADY 53 GNO 
12 ~I 68 MWRT 
13 PWAFAIL 72 ROY 
24 ClockB 73 INT 
25 pSTVAl 74 HOlO 
26 pHLDA 75 RESET 
29 AS 76 pSYNC 
30 A4 77 pWR 
31 A3 78 pOBIN 
32 A15 79 AO 
33 A12 80 Al 
34 A9 81 A2 

( 
35 001 82 A6 
36 000 83 A7 
37 A10 84 A8 
38 004 85 A13 
39 005 86 A14 
40 006 87 A11 
41 012 88 002 
42 013 89 003 
43 017 90 007 
44 sM1 91 014 
45 sOUT 92 DIS 
46 slNP 93 016 
47 sMEMR 94 011 
48 sHlTA 95 DIO 
49 CLOCKA 96 slNTA 
50 GND 97 sWO 

99 poe 

Figure 18. Table of 5100 Bus Signais. 
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To map the HCI DMA module signais Into 8100 bus signais, a special card was deslqned to 

perform the functlon via a mlcro-programmed ROM sequencer machll1e Physlcally, thls CircUit 

was bUilt on an 8100 size card and plugged II1to a single ca rd slot ln the Crornernco system 

The ROM sequencer approach was favoured over hardwlred loglc eLle to flexlbliity ilnd ease of 

Implementation reasons. Figure 19 shows the detalls of the Incornmlng and oulgoll1g signais 

fram the 8100 card of the HCI 

When the HCI wlshes ta read a black ot dala trom the 8100 memory, Il sends a READ RE­

QUE8T ta the 8100 card ThiS causes the ROM sequencer stale machine ta eXil tram Ihe Id le 

mode and generate a HOlD REQUEST on the 8100 bus. When Ihe 8100 CPU reltnqUishes thl'l 

bus, It acknowledges the HOlD REQUEST by a HOlD ACKNOWlEDGE The HOLD AC­

KNOWLEDGE cause the next stale change ln the ROM sequencer, whlch then proceects 10 

generate control signais dlsabling the CPU bus drivers and enabling ItS own bus dnvers onto the 

8100 bus. In the next state, the ROM sequencer slarts ta read bytes 01 data Irom the rnornory 

of the 8100 system by emulatll1g the 8100 memory read Signais and the address (whlch cornes 

tram the source address regSlter ln the HCI) As each byte IS read, the ROM sequencer gen­

erates a strobe signai ta allow It ta be stored ln the data path module 111 the HCI, and also gon­

erates a INCR SOURCE ADOR signai ta advance the source address by one When tho data 

path module ln Ihe HCI IS full, Il sends a FINISH signai ta the ROM sequencer, whlch r..1uses It 

to drop the control of the 8100 bus by de-assertll1g the HOlO REOUEST signai 

The wnte operation IS essentlally slmllar to the read operatIOn except tha! the ROM sequencer 

receives a WRITE REQUE8T, and that the ROM sequencer generates a WRIl [ GRAN r éJnd 

INCR DEST ADDR signais dunng the cycle. The read and wnte operation sequonces are de­

talled in Figure 20. 

The S 100 Interface card has sorne addltlonal logle on board to allow the S 1 00 system to ar::C8SS 

the HCI machine reglsters as 1 0 ports The port address decode CirCUit maps the HCI control 
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Read Reauest Hold Reauest ... 
.... ReadGrant Hold Ack 

. 
-:. Sirobe Data ln Processor 

~ lne SrcAdd ReadlWrite 
Bus 

- Wnte Re(]ue~t and 
Disable ,8.., 

.... Write Grant Control ' ... 
...:: lne Des Add Module 

Pdbin .. 
Clock #01 Mem Read • 

.... Bvtes Mem Write ;. 
-- Finish Processor 

.. 
Write .. ... 

Interrupt Interrupt 
Request Request .. 
Bus 

Interrupt ,," ....... ~.... , , 1 nte rru pt , Module Acknowledge 
Host 

Computer 5100 

Interface Bus 

Address Address 
Bus 

, 16 .... 
Address Bus 

...... Bus ~ ~ 

---....... 1 -..y Drivers ~ , 
16 

Data Data Bus 

Bus 
Data 1..- Out ~ 

....... 1 a....I Bus r" 
Data Bus ' ........ 

'a 
.,... 

Drivers ln , ...... 
'a 

.... 

Figure 19. S100 Bus Interface Signais. 
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ProcHOlD 
Req (L) 

ProcHOLD 
Ack (L) 

ProcBUS 
Disable (l) 

A_ddr_ess _O-15_--JX X X X\-.-__ 

MEMRD (L) \ 1 \ 1 
PDBIN v v 

Figure 20. S 100 DMA ReadlWrite Timing. 
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-{ 

reglslers onlo the 2-80's 1'0 spa~e, the base address of whlch IS selectable by a DIP sWltch on 

board the card The S 100 porI asslgnments for GRADS are glven ln Figure 21. Any Interrupt 

signais tram the HCI destlned for the S 100 bus are mapped onto the 8100 INTERRUPT RE­

OUEST Ilne. Upon recelpt of the INTERRUPT ACKNOWLEDGE signai, the loglc prov,des an 

Interrupt vector to the S10() system. The Interrupt vector can be preloaded by the 8100 system 

ooto the Interface card by S100 system upon IOIMlizaMn. 

The ImplementatIOn (If the S 100 Interface card ROM sequencer was actually carned out uSlng 

statlc RAMS whlch can be loaded by the S100 system upon InlMlizaMn There were two rea-

sons for thls Flrstly debuggmg mlcrocode that IS downloadable makes the system trouble-

shootlng much easler than havlOg to burn new ROMs. Secondly, the speed of the EPROMS 

avallable at the tlme of hardware deSign constralned the operation ot the sequencer to less th an 

4 MHz. The RAM based machine can run upto 10 MHz Havlng a RAM sequencer reqUlres 

some mechanlsm to prevent the state machine from ex€cutlng random mlcrocode upon power 

up. An on board fllp-flop locks the state machine tlll such tlme as the mlcrocode has been 

downloaded and the RAM sequencer has been enabled. 

6.3 The UNIBUS Interface 

The UNIBUS IS common to DEC computers such as the PDP-11 and the VAX-11 tamlly. Unllke 

the more primitive S100 bus, It IS and asynchronaus bus wlth a handshake protacal between the 

bus master (normally the CPU) and the memory. In addition, the UNIBUS has a "Iaak-ahead" 

arbitratlOn scheme. whereby the next bus user IS selected concurrently wlth an ongaing cycle. 

A typlcal memory read cyele on the UNIBUS IS shown 10 Figure 22. 

Due to the edge-dnven nature of mast UNIBUS signais, a ROM sequencer type Implementation 

was nat consldered sllltabie. Keeplng ln line wlth the DEC deSign approach, dedlcated laglc was 

used around mooostable devlces to generate the sequence of UNIBUS signais ln response to 
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Base Address = CO Hex 

S100 Local Inltlallzatlon Reglsters 

OOH Address of Mieroeode RAM (L) 
01H Addressof Microcode RAM (H) 
02H Microeode Word (L) 
03H Microeode Word (H) 
04H Mlcrocode Enable 

S100 Bus Prlvate Reglsters 

05H Control Word (L) 
06H Control Word (H) 
07H Status Word (L) 
08H Status Word (H) 
09H Issue Interrups (0-7) 
OAH Request HCI Services 
OBH DMA Status 

S100 Bus DMA Reglsters 

OCH Source/Destination Code 
ODH S'Juree Address (0-7) 
OEH Source Address (8-15) 
OFH Source Address (16-23) 
10H Destinatlun Address (0-7) 
11 H Destination Address (8-15) 
12H Destination Address (16-23) 
13H Word Cou nt (0-7) 
14H Word Count (8-15) 
15H Packing/Unpackmg Code 

Figure 21. S100 Port Assignments for GRADS. 
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Addr_eS_S_O_.1_7 __ J)(~ _____________________ )(~ ______ _ 

Data_O_.1_5 ____ )(~ __________________ )( ..... ______ _ 

COL _____ / \'-----
( 

C1L 

MSYN 

SSYN 

Figure 22. UNI BUS Memory Read Cycle. 

( 
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the requests from the HCI. Figure 23 shows the hst of the HCI and UNI BUS signais The 

UNIBUS Interface card plugs Into a vacant slot ln the VAX-11 or the POP-11, and maps some 

of the address space onto the HCl's control reglsters, ln a manner simllar to the S 100 bus A 

typlcal DMA sequence on the UNIBUS IS shawn ln Figure 24. 

6.4 The GRACON bus Interfêlce 

This bus IS u~ed by the HCI to download the mlcrocode mto the RAM based state machine of 

the graphlcs controller. This bus 15 fully contra lied by the HCI and consists 01 12 umdlrectlonal 

address Ilnes, 8 bl-dlrectlonal data Ilnes, and 3 control hnes (Figure 25). 

Of the control hnes, LOAD GRACON RAMS and REAO BACK RAMS . are used to delme the 

mode of operation of the state machine (Figure 26). In the normal operation al mode, ail throo 

control Ilnes must be held hlgh. In the load mode, the thlrd control Signai, WRITE STROBE 15 

used to strobe the data present on the data bus Into the graphies controller's memory The 

exact timings of the read and wnte cycles are shawn ln Figure 27 

6.5 The MICRO bus Interface. 

The MICRO bus provldes a path for ail the satellite processors ta communlcate thelr processed 

macrotnstructlons ta the graphlcs controller. The graphlcs controller answers requ8sts for DMA 

moves tram each mlcroproeessor, and moves data Irom the memory of the mlcroproces')or 11110 

the video memory planes. The HCI also connects to the MICRO bus as one of the devlces re­

qUlnng a OMA service mto the video memory planes ln thls mode, the host computers can read 

Irom or wnte dlrectly Into the video memory of the system, a feature very useful lor system de­

bugglng and diagnostics. 

The MICRO bus consists of 12 Ul1Idlrectlonal address hnes and 20 bl-dlrecttonal datd hnes, 

whlch are tlme shared across ail the umts on the bus. The HCI, as weil as ail mlcroproce&s HS, 
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Read Re(]ue~t NPR .. 
~ ReadGrant NPO 

.. 
.... Strobe Data ln 
.. Ine SrcAdd ReadIWrite 

Wrile Reauest and 
COL .. 

.... Write Grant CIL 
. 

Control .. 
.... Inc DesAdd Module 

. 
... Clock #of 
.... Bytes MSVN .. 
... Finish SSYN 

... 

Interrupt 
Request PR ... 
Bus 

" Interrupt 
... 

'" ... '". -:: ..... "'>" ... ;'" .. 
-' Module 

Host PO 

Computer UNIBUS 
Interface 

Address Address 
Bus Address Bus 

.......... 1 ....... Bus ~ ~ ..... 
...... , .. Drivers ~ 

'18 
... 

18 

Data Data 
Bus Data Bus 

........ 1 ... 
Bus J...I 1 .... 

""""If '16 
..,. 

Drivers 1"'" /16 ... 

Figure 23. UNI BUS SignaIs Used for GRADS. 
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NPR (L) 

NPG (L) 

Data / Address 
COL,C1L 

MSYN 

SSYN 

FINISH (L) 

Figure 24. UNIBUS DMA Read Cycle. 
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t .. 

r 

LoadGRACON 
RAMS (l) .. -
Write Strobe 
GRACON RAMS (LI .. 

Host . 
Computer ReadGRACON 
Interface RAMSel) .. .. 

RAM Address (H) 1 ... 

~2 ... 
~AM DATA (H) 1 ... 

..... 'a ..... 

Figure 25. HCI-Graphies Controller Bus Signais. 
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Load GRACON RAMS Readback RAMS OperatIOn Mode 

Low LON llegai 
(00 d.Iily) 

Low Hi;1l LoadMode 

Hgh LON ReadMode 

HigI Hig1 ~~ 

Figure 26. Graphies Controller Bus Truth Table. 
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LoadGRACON 
RAM (L) 

ReadGRACON 
RAM(L) 

\ 

Il 
J 

1 

) 

\ 
1\ 

\' \V 
RAM Address J 
0-11 ___ ~~-+-__ --il--'jr-..,"-__ _ 

200 nS .. .... 

RAMOata 1/ \V 
0-7 __ .J)~~---;' ___ ~)~~ __ 

...... 120 nS .. 
.... P 

\ 1 
Strobe (L) ...... J\,-------,/ 

.... Pl ~ 
50 nS 30 nS 

Figure 27. Graphies Controller Bus Read Write Cycle. 
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have mdivldual MICRO BUS REOUEST and MICROBUS GRANT IInes The request tor DMA 

IS made by assertlng the request IIne 1111 the grant IS obtalned. The end al the DMA cycle IS 11\-

dlcated by the DMA DONF signai whlch causes the request signai ta be dropped. whlch ln turn 

causes the grant signai to be dropped The graphlcs controller moves data between the source 

and the destination on a word basls II. therefore uses two more signais ta manage the lIow of 

information wlthln a black move The two Signais are DMA CYCLE REO and DMA CYCLE 

FINISH. Each word transaction IS Inltlated by DMA CYCLE REQ assertion, along wlth the cor-

rect address and data. The acceptance of the information IS acknowledged by a DMA CYCLE 

FINISH, whlch causes the request ta be dropped, and a new cycle to be InlMted Typlcal MI-

CRO bus sequences are shawn ln Figure 28. 

The bus protocols descnbed above are essenllally denved fram a common DMA sequencer 

machllle ln the HCI. The detalled Implementation of these Interfaces, and the common HCI 

modules 1& descnbed ln the followlng chapter. 
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Micro Bus Req (L) n 

MICro Bus Grant (l) n 

OMA Done (L) 

( 
l 600 nS 
i 

Micro Bus Req (L) n+ 1 1 
: 

MIcro Bus Grant (L) n+ 1 

Figure 28. Micro-Bus Timing Sequence. 
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7.0 Hel IMPLEMENTATION 

The vanous modules of the host computer Interface were protoyped and bUll! USHlg SSI MSI 

loglc devlces, malnly of the low power Schottky (LS) famlly [39.]. Internally the deslqn IS sy"­

chronous, clocked at 10 MHz by an on-board 74S124 oscillator usmg a quartz crystal as tho 

tuned element. The design contams asynchronous loglc only ln penpheral areas whero Illter­

facmg wlth an asynchronously clocked bus IS reqwred. 

7.1 Control Register Module 

The control reglster module was Implemented usmg edge-tnggered octal laIches 74LS374. Data 

Irom the host computers 15 latched Into these devlces asynchronously, 1 e they appear - reg­

Isters ln the 1 0 space 01 the hast computers ln the case of 16 bit machines, two 8 bit reglstor~ 

are clocked together. The only exception to the use of latches are the DMA control roglsters 

whlch contaln Source Address, DestinatIOn Address, and Ward Count mformatlon These reg­

Isters were based on a bank of 74LS 193 synehronous counters wlth an asynchronous parallol 

load eapablhty Sinee the Source Address and Deslinatlon Address reglsters contalf) data butter 

pOinters, once DMA starts they are clocked upwards wlth every successive source memory read 

strobe and the destination memory wnte strobe respectlvely The Word Count reglster IS 

clocked downward wlth every wnte transaction on the destination bus Since packlng unpLlcklng 

of Information can cause a dlscrepaney between number of source words read anrl destination 

words wntten, It IS Important ta note that the ward count speclfled ta the Hel contrais the nurnber 

of words ta be wntten mto the destination machme The Barrow signaI 01 the counter IS used ta 

generate the mternal WORD COUNT ZERO signai, whleh tnggers the DMA control module to 

termmate the process. 
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7.2 DMA Controller MOdule 

The DMA Controller module arbltrates the requests by dlfferent GRADS resources for DMA 

transactions, and controls the DMA process Any of the computlng resources ln GRADS can 

roquest a DMA transaction for black data moves This request IS Inltlated by settmg the DMA 

REQUEST bit ln thelr respective sections of the control reglster module Ali the request bits are 

brought Into the DMA Controller module and latched ln 74LS279 ~3 R latches (Figure 29) 

The output of these latches are fed Into a set of 74LS278 pnonty encoders The hlghest pnonty 

!Tl GRADS IS glven \0 the VAXll hast computer, followed by the S100,2-80 hast computer, and 

the 8 satelhte procesSlng unlts The output of the pnonty encoders IS a single DMA GRANT 

signai ta the hlghest pnonty requestlng devlce The DMA GRANT signai also locks the pnonty 

encoders 50 that request arbltratlon IS frozen for the duratlon of the DMA process. The DMA 

GRANT signai to the approprlate processor allows It ta access the core DMA Control reglsters 

( !Tl the control reglster module and Issue the ST ART DMA command by settlng the approprlate 

bit ln the DMA control reglsters Once the START DMA command has been Issued, the DMA 

Controller module drops the DMA GRANT signaI ta the requestlng CPU. This essentlally demes 

access ta the DMA control reglsters, avoldlng the pOSSlblhty of any CPU posslbly modlfylng the 

contents whlle a DMA transaction IS ln progress 

At thls pOint the DMA transactIOn IS ln progress, and remalns 50 tlll one of the three conditions 

signai the DMA Controller to termlnate It. Under normal conditIOns the termmatlon 15 brought 

about by the WORD COUNT ZERO signai, whlch Indlcates that the requlslte nurnber of data 

words have been transferred. Two ab normal conditions can also cause the DMA process to be 

aborted, 1 e the READ TIMEOUT and the WRITE TIMEOUT These conditions are caused 

when the source bus or the destination bus does not respond ta a bus request wlthln 1 mS. 

ThiS timing IS non crrtlcal, and IS rnalntalned by a pair of monostable multlvlbrators (74LS123). 

;( , The presence of e,ther termlnatlon signai results ln a single pulse belng generated by the parr 

of 74LS74 0 fhp flops worklng as a pulse generator. ThiS pulse IS ANOed wlth the pnonty en· 
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Figure 29. DMA Controller Module. 
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coder's outputs to clear the appropnate DMA request. Ali other non-serviced DMA requests 

remam latched, and are pl/ont/zed for the next DMA cycle. 

7.3 Data Path Module 

Of ail the modules of the host computer Interface, the Data Path module IS the most complex. 

It contrais the flow of data blacks between the source processor bus and the destination 

processar bus, and medlates ln the flaw ta pack and unpack the data as requested. 

The data path module Inltlates a senes of black read requests and wnte requests to the source 

and destlnat/on processors (vIa therr respectIve Interface modules) by provldmg a READ WRITE 

REQUEST and the source destInatIon address. ThIS read or wntp process contInues tlll the data 

path module Issues a FINISH sIgnai mdlcatlng that It'S buffer capaclty has been reached, or that 

the DMA seSSIon IS over (FIgure 30). 

The Data Path module works under the control of the DMA Controfler module, and /s made up 

of four d/stlnct subsystems' 

a Data Input BuHer 

o Data Output Buffer 

o Word Packlng Unpacklng Loglc 

a Word pqcklng Unpacklng Control 

FIgure 31 shows the typlcal flow of mformatlon through these subsystems The data IS read ln 

blacks from the source computer, each black belng butfered ln the Data Input Buffer. The Data 

Packmg Unpacklng loglc performs the necessary ward wldth ad just ment s, and the black of data 

ta be transferred ta the destination computer IS butfered ln the Data Output Buffer. 
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Figure 30. Data Path Module Signais & Contrais. 
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The Data Input Butfer IS made up of 16 deep FIFO whlch can accomodate a 40 bit wOid ro 

achleve the 40 bit word wldth, 8 74S225 FIFOs were used (Figure 32) If Ihe DMA IN 

PAOGAESS signaiis hlgh. and the Input bulfer IS completely empty. a read request I~ genoratC'd 

and sent to the source computer Interface This causes the source compuler bus 10 bû il'1lJlrod 

by the HCI and a total of 16 words beHlg read Into the Input buller At the end 01 the 16tl1 m:1u. 

Ihe mput ready flag drops on the FIFO. whlch causes the FINISH (l) signai ta be qenorateo. 

resultlng the source computer bus ta be rehnqUished The Output RE'ddy slqnal needs la he 

de-asserted before a new read request IS generated ThiS forces tho FIFO ta be cornpletely 

emptled bel ore Inltlatmg a Iresh DMA read cycle ta flil It up from the source mamory The do­

CISlon ta read 16 words ln one burst was based on a deslre ta optlml7e the data transfer process 

lor large blacks On the other side 01 the Input buffer. the data IS extracted by the 

packlng, unpackmg lagle for ward wldth manipulation As the 16 words are clocked out of the 

output end of the FIFO, another read 01 16 words IS 1nt!lated ThiS process contmues tlll Iho 

DMA process 15 aborted by the DMA Controller module 

The Packmg Unpacklng loglc consists of a set of live octal buffers (74LS244s). each corre­

spondlng ta one octet 01 the 40 bit Input ward, and a set of live octal data latches (74LS374s). 

each correspondlng ta one octet 01 the 40 bit output word_ Llnklng the Input ward buffers and 

the output ward latches 15 an 8 bit wlde data bus The detalls of thls section arc shown ln 

Figure 33. ThiS arrangement ôllows any octet of the Input word to be latched Into any octot 01 

the ouput warrl. The exact sequence IS regulated by the packlng unpacklng state machine ln 

accordance wlth the packlng,unpackmg code speclfled for a partlcular DMA transaction For 

example. when readlng trom a 16 bit processor and wnllng to an 8 bit processor. bath the upper 

and th) lower octets of the Input ward are mapped onto and latched Into the lowest octet 01 the 

output ward. 
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Figure 32. Data Path Module - Input Buffer. 
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Hel IMPLEMENTATION 65 



( 

( 

The paektng'unpacklng logle 15 controlled by a ROM based state machtne (Figure 34). ThiS 

ROM sequencer generates a predetermtned sequence of signais ta read from the Input buffers, 

control the packlng unpacktng loglc, and wrlte mto the output buffers It takes the 4 bit 

packlng unpacklng ward as I1'S main Input (Figure 35) Since the Input and output buffers are 

clockHd asynchronously by the source and destinatIOn computers, the packlng unpacktng state 

machme starts and stops are also controlled by the avarlablhty of data tn the Input bufter and 

space ln the output butter The machine resumes from rts last state when the se conditIOns are 

satlsfred 

The Data Output Buffer works rn a fashlon Slmllar ta the Data Input Buffer except that It Inltrates 

a wrlte request to the destination computer when there 15 a black of 16 words ready ta be Wrlt­

ten ThiS IS ensured by generatlng the wnte request Signai when the Input Ready Signai of the 

FIFO IS de-asserted. The bus of the destination processor IS released when the FIFO IS empty 

and the FINISH (l) Signai 15 generated. The detalls of the Data Output Buffer are shown m 

Figure 36. 
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Figure 34. Data Packing Unpacking State Machine. 
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CODE 
SOURCE DESTINATION 

WORDWIDTH WORDWIDTH 

0000 8 8 

0001 8 16 

0010 8 32 
0011 8 40 

0100 16 8 

0101 16 16 

0110 16 32 

0111 16 40 

1000 32 8 

1001 32 16 

1010 32 32 

1011 40 8 

1100 40 16 

1101 40 40 

Figure 35. Data Packing Unpacking Table. 

r 
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Figure 36. Data Output Buffer. 
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8.0 TESTING AND OEeUGGING 

The testlng and debugglng of a system as large and as complex as the the Hel can be a chal­

lengmg task mdeed, the complexlty of the Hel stemmlng fram the number of signais ln the 

system, the asynchranous nature of ail external bus signais. the sheer Sile of the Implementa­

tion (four large cards wlth 100 ICs each). and the dlstnbuted architecture of the HCI. To make 

Su ch a task more amenable. It was declded ta spend a fair amount of tlme on the development 

of a robust testlng enVironment. whlch conslsted of a testlng and debugglng strategy, and the 

appropnate test tools The followlng sections 01 thls chapter descnbe the strategy, the tools and 

the actual process ln greater detall. 

8. 1 The Testing Strategy 

The loremost conSideration ln the development of a sUitable test plan for the HGI was the slze 

and complexlty of the system The focus of the test plan, therefore. was ta develop a method­

ology for the Incrementai testlng of the system. Ta thls end. the modular and dlstnbuted archi­

tecture of the Hel lent Itself very weil ln addition. an attempt WfJ.S made ta reduce the number 

of variables at any glven pOint ln the testlng phase sa as ta keep the number of monitor pOints 

low A four step process was devised for each module. 

Verification of Implementation accuracy. 

2. Verification of Idle state charactenstlcs 

3 Verification of functlOnahty at low speed 

4 Verification of functlonahty at full speed 

The tlrst Involved checklng the system for wmng errors. This was done by "buzllng" off each 

connectlon agalnst a wlrlng hst and the CirCUit schematlc Once ail corrections had been made, 
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the card was powered up usmg a current hml!ed bench power supply The current consumod 

by the card, and the presence of "hot spots" on the card were used as tndlcators of the pres­

ence of senous errors (typlcally short CirCUits between chlp outputs and ground. and "1~11)(]1 l'ol­

lisions between competmg devlces). Su ch problems. If present. were resolved betof!~ tllrther 

testlng and debugglng. 

One of the design declslons was to Impie ment ail Inter module signais as actlvo low, rlnd pull 

them up to thelr Id le or Inactive states on the recelvlllg end. This feature allowed the cards to 

be powered up Indlvldually and checked for thelr Idle states This test proved ta be one of ttlB 

most effective steps ln Identlfylng bath loglc and mlcrocode errors wlthout system H1!egratloll 

ln the thlrd phase. the module was exerclsed through tools that simulated the Signais between 

the module under test and the module ta be Interfaced wlth The Simulation tools were rnostly 

software packages runnHlg on a Z-SQ system and slmulatlng the slgnalhng sequence Ihrouqh 

parallel 10 ports (Figure 37) As mas! of the pretocols ln the HGI are based on a hantl~~lakn 

type sequence. turnlng down the baSIC clock of the module under test allowed thp process to 

be vlewed at slower speeds thereby reduclng the contributIOn of timing and spp.ed related con­

ditions, and allowlng loglcal errors ta be Isolated wlth greater ease 

ln the las! phase, the clock was turned up ta the full speed. mostly 1 Q MHz, and the functlonahty 

checked agaln A fallure between steps Ihree and four effectlvely pOlnted la some speclflc areas 

of the CirCUit Typlcal problems encountered ln thls phase were 

1. Race conditIOns and 9htches due ta tlmmg skews ln codmg decodmg loglc CirCUits 

2. Signai colliSions due ta turn-on and turn-off tlmes of drivers 

3. Unreliable data transfer due ta memory access lime "mlts 

4. Signai distortion on long and untermmated Ilnes. due ta nOise plckup and reflec.ttons 
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Figure 37. Signal Sequence Simulation with the Z-80 and 8PIO Cards. 
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Ove rail thls process proved to be extremely succesfull m detectlon of a large fraction of bugs. 

errors and design overslghts before system mtegratlOn was attempted. 

8.2 Test Tools 

ln addition ta the avallable Instruments. several test IIg5 and tools were developed ta debug the 

system. The most wldely used test tool was the Cromemco Z-80 mlcrocomputer system wlth 

an 8PIO card (provldmg 64 parallellatched mput output Imes). This system. wlth the appropnate 

software load. cou Id emulate any of the Interfaces ln the GRADS system. Some software 

modules were also rfeveloped ta syntheslze speclflc Signai sequences. effectlvely ernulatmg il 

programmable Signai generator Due to the large numbers of mlcrocode clnven state macillnes 

ln the HCI. and the GRAD system ln general, a mlcrocode edltor and downloader was also de­

veloped on the 2-80. This tool rnlcrocode edltor allows the mlcrocode ln tlle system to be od­

ited, tlled and then downloaded Into the target machine ln an Interactive fashlon This capablltty 

proved to be extremely effecllve ln reduclng the mlcrocode debuggmg and flxmg lime Most 

modules were were debugged by repeattng the entlre process cycle on a contlnuous basls This 

enabled the progress to be momtored to a speclflc pOint uSlng oscilloscopes and analylers To 

prevent the system.3 from "hanglng up" ana causlng the Iterative procesc; to stop. an external 

watchdog tlmp('reset generator was developed. The syst8m was used ta en'3ure the contlnuous 

looping of the test pracess Figure 38. 

ln addition ta these tools, two eXlsting laboratory test Instruments were extenslvely used. the 

Tektronlx 4658 dual trace 100 MHz OSCilloscope, and the Tektronlx 8 bit 50 nano second re­

solution loglc analyzer. 
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Figure 38. Watchdog Timer Arrangement for Hel Testing. 
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8.3 Test Process 

One of the flrst submodules 01 the HCI ta be debugged was the S 100 1I1terface, leadlf1g ta lull 

Integration testlng 01 the HCI by achlevlng full OMA translers wlth the S 100 Ilost cornputpr sys· 

tem. 

8.4 5100 Card Testing 

The S 100 card was tested out ln two main steps ln the Ilrst step. tlle card was plugged mIn Iho 

system bus and ail bugs were traced and corrected tlll the card reslded on the bus, ln Il!i Icllu 

state. wlthout Interfenng wlth the normal operation of the Z·SO computer system Onen thls was 

achleved, the resldent monitor (ROOS) on the Z-80 hast computer was used ta load and r('ad 

local reglsters on the S 100 card Slnce these reglsters are used ta Inad mlcrocode ln ttle f-iAM.., 

of the state machine on the S 100 card, a special program was developed ta exerciso tlle loadlnq 

mechanlsm. The program moves a block of mlcrocade from the rnemory 01 the ho st Z·BO. amI 

loads the mlcrocode ln the S 1 00 card It then reads It back ta compare and verity the IntHqnty 

of the moved data Once the correct move has been venfled, tlle prograrn laads a reçllster wlli(,h 

enables the S100 card ta en able Ifs dnvers under mlcrocode control and 1I11eract Wlth !tH:! bus 

ThiS 15 the true test of correct operation of the system whlle ln the Idle state F Igum 39 ..,hows 

the mlcrocode en able CircUits 

The actual DMA sequence 01 the S 100 card was debugged uSlng an external stimulus tu pmu 

late the HCI REAO REQUEST signai ThiS signaI. If correctly Interpreted by the mlcrocodo on 

the S 1 00 card, wou Id cause the S 1 00 card ta request the S 100 bus, obtaln the gréint, ,md I)(>gln 

Ln Indeflntte block read sequence from an arbltranly chosen location ln thfJ ho st computer 

memory When a FINISH signai 15 sent ta the S 100 card, the mlcrcsode should mleasH Iho 

S 100 bus ln an orderly fashlon and restore the normal cru operation ThiS sequence IS rie· 
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plcted ln FIgure 40. where the shaded areas hlghllght the bus aqulSltIOn and bus mledsl' 

portIons of the DMA cycle The crucIal thlngs ta check ln thls cycle are 

1. The C0rrect sequence of bus request steps 

2 The correct bus release procedure 

3 The non-dISPJpt've natur" of the temporary bus mastershlp 

The correct sequence of bus request operations was studled on an oSClllo:ropfJ by qprleralln(J 

repeated request and flnlsh signais and effectlvely puttlng the process Hl a ''1oop'' fho Sdrntl 

approach was used for the bus termlrlatlOn sequence The non disruptive nalllff) of the mll'I­

action was ensured by runnlllg the RDOS monitor program on the host computer CPU rlulInq 

the DMA attempts Wh en the DMA was non disruptive. the monitor ran wlthout problpms. albelt 

slowly due ta the Ilmlted fractIOn 01 lime avallable ta the CPU A Iyplcal test was la perforrn a 

large memory dump on the termtnal screen uSlng RDOS whlle trylng out the DMA sequullcu 

Dunng the black read sequence. the other signais were also venlled uSlng the OSCilloscope A 

bus state Indlcator card constructed for qUlck vlsual conflfma!lon of thE> bus state was lrern(l!l­

dously useful dunng thls process The Indlcator card simply plcked off the standard !Jus slglI;)I". 

such as HOlD REQUEST. HOlD GRANT and HAL T. off the backplane <lnd uSfJd cololJrurJ 

LEDs to dlsplay them on the front edge Dunng the the debugglng stages. wh on tho ~y~.t(JIn 

got locked ln Indeterrnlnate state~. these vlsuallndlcators provlded a qUlck s!atus Uprléltfl wlttuliJI 

havlng ta !abonausly check ail the signais on the S100 bus 

Once the S1 00 card had been debugged mdependently, It was mterfaced wlth the centml control 

reglster module and ti'1e DMA controller module After Idle state sanlty checks. debuqglnq of thH 

Integrated system was Inltlated uSlng an Interactive software package on the Z 80 tins! com 

puter. The software package allowed the DMA parameters ta be deflned IntnractlvAly 50 tha! tho 

HGI's services could then be requested by the host computer and the DMA bloc.k move Irl·tlaled 

The user menu of the software package IS shawn ln Figure 41 
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\ ... As ln the earller case, the effective debugglng of the system was possible only by "looping" the 

entlre process The software was deslgned ta load the reglsters of the Hel. start DMA, and watt 

for about 10 mliliseconds before restartlng the process ln mé>ny Instances. the DMA machine 

. hung-up". thereby Jarnrmng the ho st computer bus and prevenling the program from repeatlng 

the process For thls purpase. an external watchdag limer was used ta reset the HCI after a 

cmldln C]race penad This external tllner was based on re-tnggerable monostable devlces and 

was tnggered via an ouput port by the software routine dnvmg the HCI This step reset and 

arrned the watchdog tllner The algonthm of the test software package IS shown ln Figure 42. 

A functlonal overvlew of the test setup IS deplcted ln Figure 43. and the actual laboratory system 

shown ln Figure 44 

Once the entlre DMA process had been debugged uSlng the S100 bus as one active computer, 

It was extended te other busses Incrementally At the tlme of completlon of the proJect. only the 

UNIBUS. and the CPU bus Interfaces were actually excerClsed due to hardware availablhty, the 

rest of the modules bemg deslgned The remalnmg Interfaces were. however. Simulated uSlng 

the BPIO cards as prevlously mentloned. and the correct transfer of Information between dlffer-

ent busses venfled 

8.5 Test Results. 

As the testlng progressed, apart from basIc loglc and wmng errors, two main classes of prob-

lems became apparent The flrst was traceable to faully states created by defects or deflclencles 

of the tnlcrocode ln the vanous state machines. Once the faulty states had been Identlfled. It 

was a question of downloadlng new mlcrocode mta the system and venfylng the correct opera-

lion ExtenSive use was made af an Interactive mlcrocode edltor and download utlilty whlch were 

speclally developed for thls proJect [27 ]. 
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Figure 44. Laboratory Setup for Hel Testing. 
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The other class of ptoblems were related ta timing on asynchronous busses supported by the 

HGI Once agam. the mlcrocode dnven sequencers used ln almost every part of the HGI proved 

ta be of tremendous value ln terms of belng able to flx most timing problems via mlcrocode up­

datAS rather Ihan hardware patches 

Althouqh ail the modules of GRAOS were not completely Integrated by the tlme thls research 

was termmaled. the HGI was tesled out Indlvldually agalnst ail of the Identlfled GRADS mOdules 

It was also observed that the debugglng and venflcatlon effort of the HCI equ81ed ail deflnltlOn. 

deSign. and Implementation effort of the GRADS system. re-Inforclng the need for deslgn-for­

testabihty ln large systems 

8.6 Performance Evaluation 

The total data transfer rate of the HCI IS IImlted to a 40 bit ward every 300 nS. or a bandwldth 

ln excess of 120 Mb 5 ThiS figure represents the mstantaneous burst transfer speed wlthout 

other overheads and. whlle It IS slgmflcantly more than the 10 Mb S maximum transfer rate of 

Ethernet type LANs. It can never be reallzed ln practlce due to other factors. To evaluate the 

HCrs OMA performance. typlcal figures for data transfers from and to an 5100 bus system are 

presented 

One of the obvlous overheads ln DMA transactIOns IS the tlme taken by a OMA machine ta gain 

a masler status on the bus. In the case of 5100 bus machines uSlng the Z-80 CPU. bus re­

quests are granted by the CPU after the completlon of the instruction ln progress For a Z-80 

processor the longest instruction can be 4 machine cycles If runnlng at a clock frequency of 

4 MHl (Z-80A) each machine cycle IS 250 n5. and therefore It can take upto 1 micro second 

ta complete the Instruction prlor to grantlng control of the bus. It takes an addltlOnal cycle to 

re-clock the HOlO ACKNOWLEDGE signai fram the bus. leadlng to a maximum bus aqulsltlon 

lIme (Tba) of 1 25 micro seconds Ali read wnte cycles on the 5100 bus are two machme cycles 

TESTING AND DEBUGGING 84 



long, reqUlnng 500 nS ta complete each memory cycle (Tmc), Slnce tlle Hel always Indcb III 

packets of 16 words, the tlme to read one packet 15 

Tba + (16 X Tmc) = 9,25 micro seconds 

The HCI reaches ItS maximum DMA efflclency when the data block to be trdnsferrnd IS ,Hl II1!P­

gral multiple of 16 source words For example, a block 01 4 Kwords (4096 words) 1 nqwres a 

transfer of 256 packets of 16 words each, reqUlring a total transtcr tllne of 2 368 III 1 Il 1 socolHb 

This represents an ove rail transler rate 01 roughly 1 7 Mwords per second or 138Mb S 1 () 

quantlly the elflclency of the system, thls ligure needs ta be compared wlth the 16 Mb S maxI­

mum bandwldth 01 the Z-80's memory 

When black slzes are not Integral multiples of 16 source words, an over-Iotchlllg 01 the Input 

buffer can occur ln the worst case, the data black can be 1 ward more than an Integral rTlultlple 

of 16, cauSlng an over-read of 15 source words ta take place thls adds a total of 7 5 micro 

seconds of over-read tlme (Tor) ta the normal process For a black of 4097 words, the tlme 

taken IS represented by, 

[Tba + (16 X Tmc)] X 257 = 238 mS 

This IS eqUivalent ta a transfer rate of 137Mb S, Comranng the Iwo fl(jUles, It IS oVide nI tha! 

the penalty of over-reads due ta mput data bulfenng IS Inslgmhcant when the HCI IS used to 

transfer large bloCKS of more than, say. 1 K words, 

If the system were ta be optlmlzed for smaller blacks of data by reduclng the Input buffer SI lB 

to 1 ward, the tlme ta transfer a black of 4096 words would be, 

(Tba + Tme) X 4096 = 7,2 mS 
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1 hls IS equlvalent ta a data transfer rate of 46Mb S. The throughput gain due ta Input buffenng 

IS elearly eVldent from these figures 

Even ln It'S most elemental application. utlhzlng only 8 01 the possible 40 data bits. the HCI's 

DMA performanr.e exceeds that of CS MA CD type LANs (Ethernet). As tested. the perlormance 

of the HCI was ln accordance wlth the design goals. and rn lulfillment of GRADs' data transler 

rf:qulrements 

8.7 Tooi Evolution 

Sa me 01 the debugglng methods descnbed ln thls ehapter are Indicative 01 the level of cam­

monly avallable lools at Ihe tlme of the researeh, most of the debugglng havrng baen done wlth 

a simple dual-trace oscillosccpe and an 8-channel logle analyzer. Use of the current state-of­

the-art tools sueh as ln Circuit emulators, and multl channel loglc analysers would have dras­

tlcally changer! ttw way the HCI was tested. Just as large software based logle slmulators would 

have helped Irl the Identification of numerous timing problems pnor ta Implementation. 

W,th the advent of the IBM PC, such software tools are now eommonly avallable at affordable 

pnees, resultlng ln great Improvements ln efflcleney of design and testlng. Simllarly, esealatlon 

ln the cornplexlty designs IS addressed by the dramatle electronlc frhng capacltles of hard dlsks 

and the advent 01 hlgh resolutlon colour dlSplnys of modern engineering workstatlOns. 

One cannat overlook the tremendous Impact of custom VLSI (ASICS) ln modern digital design. 

The avallablhty of CAO software packages such as CADENCE allow for rapld design and sim· 

ulatlon of eustom circuits whlch can then be manufaetured at slhcon loundenes. Together wlth 

the breakthroughs ln packagmg and mlnléltunzatlon, the domaln of digital design remalns eXltlng 

and challenglng 
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8.8 Future Work 

The ma st obvlOUS extenSion of thls work would IIlvolve a re-Implementation of the system ex­

plOltlllg currently avallable technology such as the TMS340 processor. multl-port video RAMs. 

and video penpherals Much of the dlscrete loglc and state machines could be bUll! uSlll~l Pro­

grammable Gate Arrays (PGAs) and custom VLSI 

Although some single card systems wlth Impresslve performance are cornmerclally dV'-lIlélble. 

complex real-tlme animatIOn still reqUires an approach InvolvlIlg multiple concurrent proces50ls 

An even greater challe,,~:Jf'. perhlps. would be to develop a user-fnendly InteractlVfl ~oftwaro 

envlronment for the preparation and executlon of large graphies atllfnatlon rnodels. 
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9.0 CONCLUSION 

ln thls thesis the design of a colour graphlcs system for real-tlme animation was presented. 

After revlewlng current literature on computer graphlcs and computer architectures. the system 

reqwements for real-tlme animation were dlscussed and a speclflc architecturai solution called 

GRADS was proposed, wlth a focus on the Host Computer Interface. 

The design reqUirements, system Implementation, and test results of the Host Computer Intm­

face were detalled, and the performance of the system dlscussed. 
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