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Abstract 

An approach for input data compactioll in the t.esting or circuit.s Ilsing Hcan and partial 

scan has reccntly been devcloped based 011 the resC'eding of 111ulti-polyno1l1ial Lin('lu' 

Feedback Shift Registers (LFSRs), This thesis explores rurt.her compressioll or test. 

data through the grouping of closely relat.ed vcct.ors inlo dust.crs and ('xt.I'éH'l.itlg !lot.h 

common information, in a form compat.ible with the resecding mct.hod, and individua.1 

information for the component vectors. 

Two greedy aIgorithms for fillding these clusters are descrihcd, t.he first. trying t.o 

form the largest groupings while the second trying 1,0 make t.he Illost a<lvél.t1t.ageouH 

mergcrs at each step, ln addition, sevcl'al schemes or storing and decocling the infor­

mation neecled for individual vect.ors are prcsented, Home of which lise Ilwll10rics in t.he 

form or stacks or caches 1,0 take aclvantage of the distribut.ion of this dat.a .. i\:-;ide fr<,rn 

the LFSR, some counters and the memory, little addit.ional hardwa.re is required, 'l'he 

solutions offer a range of trade-ofrs betwccn test. lengt.h, hardware complexity and test 

data storage. 

RcslIlts arc givcn for experiments carricd out on ISCi\S-8U bellclmlél.rk circuit.:; <LllrI 

on a set of industrial circuits contrast.ing the performances of the algorithrnH and t.he 

memory rcquirements of the difrerent rnethods of storage. Considerable irnprovernents 

over resecding are demonstrated, more so for the indllstrial circuits which D,re inherclltly 

hard to test. 
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Résumé 

HéC('llllllcnt, une méthode axée sur la ré-initialisation des compteurs pseudo-aléatoires 

à. mult.iple polynômes a été introduite pour la compr~ssion des données à l'entrée des 

chaîncH dc balayage, ainsi que les chaînes de balayage partielles. Cette thèse explore une 

améliora.t.ioll à, la. méthode de ré-initialisation en prenant avantage du regroupement de 

vect.eul'::; tests qui sont reliés par leur similitude. Un groupe de vecteurs est formé en 

t>art.él~eant l'illformation qui relie ses vecteurs et celle qui les distingue. Le processus 

de re~\'ollpelllCnt se fait de façon à ce qu'il demeure compatible à la méthode de ré­

in i t ialisa.l, iOll. 

Dellx algorithmes voraces sont présentés pour la formation des groupes. Le premier 

tente de fOl"rnel' des groupes à forte population tandis que le second tente de distribuer 

les vect.curs à travers les groupes de façon optimale. En outre, divers arrangements 

pOUl' le storage ct le décodage de l'information qui distingue les vecteurs d'un groupe 

sont présentés. Certains de ces arrangements utilisent une mémoire organisée en pile 

ou cn ilnt,émémoire dans le but de profiter de la distribution de cette information. 

Sans considércr la. chaîne à balayage, quelques compteurs et la mémoire nécessaire, 

notrc m6thode requiert peu de circuits de soutien. Les différentes solutions que nous 

proposons varient selon la. longueuf du test, la complexité du circuit de soutien et la 

quant.ité de mémoire requise. 

0('8 l'ésl11tnt.s expérimenta.ux ont été compilés pOUf les circuits étalons ISCAS-89 et 

\Ill(' s{>l'Îe de circuits industriels. Les résultats démontrent la différence de performance 

Il 
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entre les deux algorithmes ct. )es variations t'li quant.it.é de mémoire t'e(juisc' pOil\' te's 

diverses configurations de mémoire. Des gains import.ants sont. Oht.<'IllŒ pal' rapport. 

à la méthode de ré-initialisation sans regroupement, particlIlièl'en1C'lIt pour lt's circuit.s 

industriels qui sont difficiles à vérifier . 
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Chapter 1 

Introduction 

As the dcsign of digital intergratcd circuit.s makc great, illl'Oads illt.o {'vc'ryda.y Iif(', 

emphasis 011 placing largcr and more complcx d($igllH in sllla.llc'I' i-\.l'('(\H lIHi IIg t.('cltllologi(·H 

with more minute feature sizes is increasing. As a cOIlHequcllcc of tltiH tl'('IUI, t.lw lIe(·d 

for testing is becoming critical while the pcnalties rOl' ilOt, cOIIHidel'ÏlIg t,('Htilll?, 1(~a.I.III'(·H 

at design Ume are becoming exorbitant. III addition t,o dct,cl'lnining t.he illl.('p;m'ity of 

a newly fabricated die, a weIl designed testing strat.egy llléLy be an illva.ll\ahl(~ 1.001 ill 

later stages or product life, uscful at hoa.rd and syst.cm levdH, a.nd fol' field I.('HI. alld 

diagnosis. 

In spite of these benefits, testing do CH ilOt. come wit.hollt. ail a.HHocia.l,(~d COHt. wltich 

accrues From 

• The guidelines employed by designers to /telp cnsur'c t.lte t.eHl.ahilit.y of a deHigll 

which in many cases limit t.hcir flexihilit.y, 

• Silicon ovcrhead duc to modifications a.nd additional Ht./'uctureH t.o aicl 1.(!Hl.abilit.y, 

This also cOlltributes to a l'Cdllctioll ill yicld alld é}. posHible illcr<~iU;e in packaging. 

• Possibility of increase in the delay of the circuit. r(!Hulting in a d(!gradat.iotl in 

performance, However, through careful redesign, this can oft.en be dirninat.cd. 
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GIIAP'J'EH. 1. INTRODUCTION 2 

• Significant computational overhead to generate, where necessary, vectors, weights 

and covcrage. 

• Th(! élmount. of data, whet.hcr it be weights or actual test vectors, that needs to 

h(~ st.ol'cd 01' applied t.o t.he circuit. 

• 'l'lw Urlle t.o apply the teRt data to the circuit. 

• 'l'Ile lise of expcnsive test equipment. 

Chaptcr' 2 cOllsists of sorne motivation to the need and uses of circuit testing followed 

by au illtl'odudion t,o various basic t.esting concepts and an overview of the areas of 

adivit.y. Clmpter' 3 introduces a novel methoel calleel reseeding which is instrumental 

t.o the fUI't.her work described in the chapters following. 
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Chapter 2 

The Testing of Digitai Circuits 

A digital circuit accepts a set of values at its inputs (thc input vcchn') alld, aH a 1'<'1'11111., 

produces a set of values on its outputs (the oui put vce/or) which depc'lIds 011 t.he illpllt 

vector and on the state of the circuit if it is a. sequclltial circuit.. 'l'Il<' .'Ila/r; of a S('<I'wllt.ial 

circuit is determined by the values of memory clement.s cOlltained wit.hin t.he circllit.. 

Figure 2.1: Thc Tcsting of a Circuit 

The objectivc of testing is twofold: insuring t.hat. thc circuit does what. it. is Hupposecl 

to and that. it is built correctly [InfoUD]. The first objective is assllmecl t.o he t.akcn 

care of ill the design and synthesis stages th us ernphasis is plaœd on verifying t.hal. the 



• 

• 

• 

CIIAPTEH. 2. 'J'liE TE8TING OF DIGITAL CIRCUITS 4 

fahricated circuit matches the ne1.list. Generally this is done by analyzing the response 

of a circuit based on an input vedor. An incorrect response implies that the circuit 

is fault.y wh i1c a correct one, though not decisive on the correct working of the whole 

circuit., illdica1.cs t.hat certain dcfects cannot be present. Hence many tests may be 

Ileeded t.o obt..lill a, l'cquircd confidcnce 1.0 thc proper operation of the circuit. 

Whell t.esting a circuit, it must be drivcn by '!I! known set of inputs, and the values 

ohscrvcd 011 the outputs anal,rzed. However, many circuits contain memoryelements 

01' have portions which are hard 1.0 test as is and may be modified to aid in the 

tcsting proccss. Figure 2.1 is a representation of a circuit un der test (eUT) showing 

two major aspects of tcsting, the generation of test patterns and the analysis of the 

circuit.'s I·csponsc. 

2.1 Motivation 

In view of thc random processes which dictate present fabrication methods, defects 

and proccss variations which adversely affects the behavior of circuits is an expected 

rc:mlt. Flll·t.hcl' t.o t.his, the constant drive 1.0 denser packing with sm aller feature 

sizes cont.inuously pushes these technologies to theil' limits and have precipitated the 

implcmentation of new but still immature ones resulting in yet more defects. A1so 

collt.ribut.ing t.o failmcs are 'handling errors' caused by the presence of dust particles 

(evcll microscopic oncs) or a shifting of the masks. Hence faulty chips are a natural 

consequence of t.he process. 

Table 2.1 [Pell~)2] demonstrates that even a low probability of chip failure (1%) 

t.ranslates t.o a high probability of failure at the board level. Assuming that the board 

cont.é1iIlS tlO (or 200) chips, the probability that the board would fail could reach as 

high as a3.1 % (01' 86.6%). Furtherrnore, a weil accepted metric in the test community 

is the rlllt; of leu,'i which states that each level of testing (wafer, chip, board, system) a 



• 

• 

• 

CHAPTER. 2. THE TESTING OF DIGITAL CIRCUITS 5 

defective element escapes increases the cost correct.ion h.v a factor of t.en [Dav~2, Bm'S7]. 

It is therefore essential that a very high qua,1it.y of test is obtail\('d aH carly in t.he PI'O('CSS 

as possible. 

N umber of Chi ps Defeds pel' Million Probability of failul'(' 

40 10,000 :l~1.1 % 

1,000 4.0% 

100 0,11% 

200 10,000 S(i,6% 

1000 18,0% 

100 2.0% 

Table 2.1: Est.imated Board Faillll'e Hat.e givcn a Dcfed L<'ve! 

Demand has led to an explosive growt.h in the level of integrat.ion pl'ovidcd. lIow­

ever, if nothing is done to ease the problem, t.he cost. of t.est. incl'cases fa.Hter t1\il.1l litl('é! r1y 

for a linear increase in circuit complexity [Tm90]. So white t.he t.ot.al pl'Odud. COHt. Ims 

decl'eased, test cost has risen to more t.IJan 55% of t.his cost. in some ca.ses [D('a.!)!]. '1'0 

combat this trend, new and innovat.ive t.echniques are cont.inuollHly in dernalld ('Vetl t.o 

keep cost.s at their present level. 

Defects are a natural, if undiserable outcome of t.he fabricat.ioll proceHH, afld t.hl'OlIgh 

packaging into chips/boards/systems and through general use, more erl'Ol's are exped.ed 

to develop. In general, it is felt. that. t.he current. levcl or t.est.ing is harely, if a.t. ail ade­

quate, yet the greater complexit.y dernanded of chips furt.her complicat.cs t.he prohlem. 

Testing is an essent.ial step t.o guarant.ee tbe qualit.y of chips prodllced and cau he lIsed 

as a valuable tool at. lat.er stages. 
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2.2 Defects and Fault Modeling 

J)ca.ling witlt thesc physical defects is generally intractable, except for the smaUest 

of circlliü;, and is highly technology dependent. However, defects of interest can be 

llHtpped 1.0 definable logic behavior with rnany fewer possibilities. These maps are 

cali cd fa.lIlt modcls. 

The 8/ud: nt fault rnodel [Poa62, Sch72] is, by far, the most prevalent in the testing 

illduHt. .. y and is in fad the deJncfo standard. This model assumes three possible modes 

of bclmvior for each Hne in the circuit, fault free behavior, the line with value always 

logic '0' (sluck-at-O) or always logic '1' (stuck-at-l). As each line has 3 possible modes, 

in a circuit with n lines there are 3n - 1 possible stuck-at fault combinations. This 

bccomcs vcry large cven for moderately sized circuits. In view of this, multiple faults 

arc 1I0t. mntally explicitly considered. Though this assumption does not reflect reality, 

and t.he pt'cSellce of multiple faults rnay mask each other, it has been shown that tests 

round fol' Hingle fault set.s do weIl for multiple faults as weIl [Hug86, Jac87, Wai88]. 

Ail altcmative 1,0 this is 1,0 find fault-free lines [Raj87] which implicitly considers aU 

possible lllodcled raults. 

ln addition to stuck-at fault.s, other fault models have been introduced and studied, 

lIlé\.ny of which arc tcchnology dependent. Sorne of thcse non-classical faults result in 

iIlCOtT('('(, llon-stuck-at beha,vior and even in memory elements being introduced into the 

circuit.. 5'/ud:-071 and stuck-open faults [Wad78, Cha85, Jha86] are modeled From MOS 

kclt nology and conespond t.o transistors being permanently conducting or permanently 

brokcll. These oftcll result in memory being introduced into the circuit and thus require 

t.wo vectors, an initialization input foUowed by a test input. 

l3"ù1f/ÙI.q Jaults [She85] involves two or more lines being shorted together resulting 

in IlllPl'('dict.ahle logic values wh en the Hnes have conflicting assignments. Delay Jaults 

[Sllli85, Lin87] modcls railures which may cause unacceptable delays along paths From 
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inputs to outputs. 

A large portion of these non-classica.l faults are covered by test. set.s d(,t,('I'1I1ilH'd fol' 

single stuck-at behavior. This model Îs assumcd throllghollt, t.his t.hesis lInl<'ss ot.h<'l'wis(· 

indicat.ed. 

2.3 Fault Sensitization and Propagation 

~)® 
YI 

Yz® s-a-O 
Y3 x B 
Y4 1 

(a) 

~) f:[D 
YI 

Yz® Y3 x B 
s-a-O 

1'4 x 

(b) 

Figure 2.2: Sensit.izing and Pl'Opagat.ing bl.UIt.H 

To test for a fauit on a line, the converse value must. he asscl't.ed and t,lien pl'Opagat.ed 

to at least one output. Figures 2,2(a) and (b) illustrate pat.h sensitization and propa­

gation rcspectively. The input cube (x,x,x,x,l) excites the stuck-at.-O (H-a-O) faillI, sit.e 

by asserting a 'l'on this line for fault-free behavior. The input cube (O,x,x,x,x) pro­

duces non-controlling values along a path rrom t.he ralllt site t.o an out.put allowing t.he 

presence of this fault to be ohscrved on Hw output. Ally non-confliding c:ornhina.tion 

of cubes which sensitize and propagatc a rault is a valid tcst. (O,x,x,x,l) is such a 
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CiLlIÙi(late. 

2.4 Design for Testability and Built-In Self-Test 

])F'!' teelllliqucH arc guidclincs and methods, implemcnted at design time, which im­

provc the t.('st.ahilit.y of a circuit. or syst.em. They accomplish this in two basic ways, by 

augJl1elltillg sorne st.ructures to make them more testable, and by completely avoiding 

ot,lwrs which art' kllOWIl t.o be hat'cl 1.0 test. Generally structures are argumented to 

iIlCIC'(\S(' t.h(' abilit.y 1.0 cont.rol or observe the value of a line while structures which 

illt.roduce t.illlillg problcrnH, such as asynchronous circuits, are avoided. 

SOllle of t.1H'sc guidclines includc [BarS7, Abr90, Tur90]: 

• hwla.ting docks fonn logic. 

• Avoiding asynchronous logic. 

• Makillg Hcqucntial circuit.s initializable. 

• Avoidillg redundancy. 

• llsillg t.est. point.s. Includes scan and boundary scan. 

• Partit.ioning 10llg counters and shift registers. 

• Pnrt.it.ioIlÎlIg large circuit.s. 

'l'h(' l>IIilt.-ill seif-t,('st (BIST) approach is an extension 1.0 DFT, to have a chip test 

it.s('lf. Though t.ltis is a laudablC:' goal, it is not expected to totally replace external 

t,('SI.('1'8 [llIf090] as il. cannot. measure input and output characteristics to the required 

accl1I'acy. II. docs, hO\v<>vcr, reduce the co~t of test and lends itself weIl, when coupled 

\Vith boundary scan, 1.0 t.he hierarchical solution of the testing problem [Agr93]. The 
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BIST stratcgy is to have aIl circuit.ry for t.!1C' gcnerat.ion of pat.t.{,\"lIs élnd t.llt' analysis of 

the circuit's rcsponse ol1-chip so, upon its initiation, t.he circuit HC'lf-t,('st.H and rt'llIrtlH 

a single value indicating whethcr il. passes or l'ails. 

2.5 Test Points and Scan Techniques 

... =Cr ... p-
(a) (b) 

=D-~2'1-MUX 

o CP 

(c) (d) 

Figure 2.3: Adding control points: (a) the original circuit, (I» forcing 0 011 t.lJ(~ lill(', (c) 

forcing l on the line, (d) forcing bath 

Difficulties arise wben a fauIt Îs hard ta sensitiy,e (co//'imllabililll) 0" Iranl t.u propagat.(· 

(observability). The introduction of test points can be used to (';.u.;e t.his pl'OhIc!lr1. Fig1ll'e 

2.3 shows an cxarnple where control points are added t.o a circuit. in (ft) t.o rOI'('(~ il '0' 

on the line in (b), 1,0 force a 'l'on the line in (c) and t.o force hoU, in (cl). 

One feature which rnakes a circuit hard \'0 t.c~st is the presc~nce of stol'age delJlent.s 

such as flip-Ilops and registers. Fol' a valid test, t.he values in tllese dC'nrerrts TlIlIst IH~ 

determined, controllcd and observed. Often, bcforc a useful veel,of can be applic!d t.o 
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(b) 

Figure 2.'1: (a) Model of a Scqucntial Circuit Under Test (b) Model of a Sequential 

Circllit with Scan Ulldet' Test 

t.he circuit, a setll\> stage must be executed to set certain values in the circuit, and 

aft. .. ,t' t.he vcetot' is submitted, several cycles may pass before the effects of a fault may 

propagate to a prÎmary output. Though several attempts have been made to tackle 

t.ltis problclll [Ma88, Ag1'89, Pomg1], an effective solution for large circuits has yet 

t.o be devcloped. Thus it is common practice to transform sequential circuits during 

test. t.hrough the tlSC of sCtLn design. Both full scan [Wil73, Mcc85], in which aIl the 

111C'1II0t'y clCIIH'IIt.S arc Illodified and chained to fonn a shift-register, and partial scan 

['l'I'i80, Agr87], whcrc ilOt. aIl of the mp-flops form part of the scan chain, are examples 

of t.his t.eclllliqlll'. 'l'Il<' crreet of this is to break the feedback during testing as depicted 

in figure 2.:1 and t.rallsform t.hesc Oip-flops into test points which are fully controllable 

élnd ohserva bl('. 

FIIII scall csscnt.ially rcduces the test problem from a sequential circuit test to the 

t.('st. of a (,olllhillat.ionai circuit plus a shift register. Though this Îs an NP-complete 

prohlt'1l1 [lba75], lIIall'y Sllcccssfui automatic test pattern generators exist based on 

t.nH't ahlp hcmist.Î<'s [Haj87, Lis87, Sch88] giving the possibility for near-lOO% stuck-at 

fa tt It ('overagc . 

llo\\'evc\', oftclI-cited pcnalties of using scan [Dea91] include 
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\ 

• Additional design effort. 

• Additional circuitry (4-20% ovcl'llead). 

• Additional devicc pins, somctimes requiring the lise of t.he IIl'XI. package si~(' which 

takes up more space and costs more. 

• Possible increase in test application lime. A significant él,1lI011nt of 1.1It' t.<'st. Ullle 

is spent shifting pattel'l1s in and out of scan chains which lIIay 1)(' t,holllmllds of 

bits long. 

• Multiplexors uscd in scan cclls t.o select betwcclI t.he regular and t,l\(' S<:.\.11 chain 

inputs may introduce delays in t.he circuit, which may force t.he tlHe of il. slower 

clock. 

1. Degl'adation in l'cliability and yicld . 

In spite of these, [Dea91] shows that the cost. of t.est. favottrs t.hc me of scau evcn 

when the benefits t.o other levels of t.esting are ilOt. taken into accotlnt. 

2.6 Boundary Scan 

Coupled with the increasing density and complexity of circ1lit.s olt-chip is a. si lIli1a.I' 

desire to pack as many chips in as close a proximity as possible. AHsodat.ed wit.h slIeh 

techniques as surface mOllnt is a reduction iu the abilit.y t.o acceHs pins and Întel'colllled 

to verify the connections of the chips t.o the pinH and t.he routiug con necting t.he pins. 

To help alleviatc this problem, another type of scan has hccn propoHed which <:on­

ccntrates on the boundarics of the chips (inputs and outputs) convcrting t.hern t.o sc:an 

chains during test. This is called b01mdary scan and iH based on the IEEE/ANS) std. 

1149.1-1990 [Mcc85, G1089, Has92, ZOI'92]. Figure 2.5 shows a hlock diagram of a sim­

ple boundary scan eell and the configuration of a board under test. Two additionaJ 
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Scan out 

Mode>-------------------+---------~ 

Signai ln >---.._--------------f-------­
ShlftlLoad >----t----, Signai out 

Scan ln Clock A Clock 8 

(a) 

(b) 

Figlll'c 2.5: (a.) A Simple Boundary Scan CeU. (Il) A Printed Circuit Board under Test. 

cont.\'ol pins, 'l'MS (test l1lode select) and TeK (test dock), are needed along with two 

sca.n pillS, TDI (t.est da.ta in) and TDO (test data out). Boundary scan should support 

t.he fol1owing modes: 

• IE.rlc1'1wl/esl: This mode t.ests the interconnects of the printed circuit board. For 
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each test, data is shiftcd in providing valucs al. out.put. pins. 'L'he' values a.t. inlmt, 

pins are captured, shifted out and analyzcd. 

• Internai test: This mode tests the intcrnallogic of the dcsigll and t.he conncctions 

to the pins. Data is applied fl'om the input. \'cgistcrs 1.0 the int.ernal cÏJ'ellil.. Th(· 

response is captured and shifted out.. 

• Sample test: This allows the test enginccr 1.0 take a snapshot. of the' circuit. in t.illt<'. 

Primary input, primary output and interiO\' registcl' vallieR lIIay 1)(' captlll'('d allcl 

shifted out, 

• Bypass: During in-circuit testing, the cnginccr ma.y wa.nt, 1.0 test ollly a few ehips, 

To reduce the scan Icngth in this case, chips are sllpplied with IllIllt.iplexOI'H t.o 

optionally bypass the chip's boundal'y-scan path, 

• Built-in self-tcst: This mode instrucl.s the chip 1.0 carry out Hdf test.. 

2.7 Random Pattern Generators and Response Com­

pactors 

A pseudo-random pattcl'n gencl'atol' is at. the COI'() of Blany t.eHt. pat.terll genet'a,"orH ane! 

response compactol's, They are lIsually based on Olle of two designs, lirwtl.'l' fC(~(IIJ(t,ck 

shift rcgisters (LFSR) 01' ccllular alltonwta (CA). 

2.7.1 Linear Feedback Shift Register 

An LFSR is a finit.e st.ate machine cornrnonly IIs(!d ill RIST hccau"Ie it. is simple and 

has a fairly regular structure, its Hhift propcrty intcgrates weil with scan, and il. ca.n 

generate exhaust.ive and/or pseudorandom patterns with many l'andorTl propertic!H. It. 
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is made up of a chaill of flip-flops and XOR (XNOR) gates and implements polynomial 

division on the input sequence. Thcre are two canonical structures, both equivalent, 

which are shown on figure 2.6. Associated with each LFSR is a polynomial equation 

which c1léU'aderizcs it and can be uscd to predict LFSR behavior. A brief summary of 

LFSR t,h(!ol'y can he found in [Agr93] while a more complete mathematicai treatment 

cali he round in [00182]. 

(a) External LFSR 

(b) Internai LFSR 

Figure 2.6: Two LFSR implemelltations of CnXn + Cn_1Xn- 1 + ... + C1X + 1 

The value containcd in a rcgister can be expressed as a polynomial. For instance a 

binal'y vedo!' \/ = VmVm-l ... Vo can be written as vmXm + vm_1Xm - 1 + ... + vo. An 

intcl'esting observation Îs that for the internaI LFSR, the value contained in the register, 

whel1 t.he illput Îs I1UI1, Îs t.he l'cmaindel' of the polynomial division of the previous value 

timcs X while the output is the quotient. So, if the present value in a LFSR whose 

ché\.I·ê1ct.c1'Îst.ic polynomial is C( x) is Yo( x), then the output after k cycles would be 

Xkyu(.v) div C(x) while the value in the register, Yk(X) would be XkQo(x) mod C(x). 

A discl'ablc property possessed by sorne LFSRs is its ability to generate maximal 
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length sequences before repeat.iug. Maximal length sequences al'e of lengt.h 2" - 1 

and represent. ail possible non-zel'O vectol's. Such LFSRs arc said 1.0 have' il. IU'imi/hl(' 

characteristic polynomial. They are better as gCllcrators whcn doing psclidorandolll 

t.esting for one does not. need t.o worry about the length of sequence givcn a, start.ing 

value and no pat.tern can be cxcluded, and t.hey have beU,cl' a,liasing propm'\.i('s wll<'11 

used for signature analysis [Wil87], A table of primitive polynomia.ls up \.0 IClIgt.h :mo 

can be found in [Bar87]. 

For signature analysis, an LFSR can be convcrt.cd 1.0 accept. input.:; by addillg 

exclusive-or gates t.o t.he inputs of sorne or aU of the input.s to the l'cgis\.et's a.nd COII­

necting the inputs there. LFSRs with mult.iple inputs arc knowlI as él. m:/tlliIJlc i1/.p'/l.l 

shift 1'egisters (MISRs). 

2.7.2 Cellular Automata 

. ... ~ ... . 

.... --... . 
(a) 

o 
(b) 

(c) 

Figure 2.7: (a)A simple I-dimcnsional CA. Ch) Null boundary conditiolls. (c:) Cydie 

boundary conditions 

The cellular automata (CA) is anothcr sequential structure which can he llH(!d for 

pseudo-random pattern generation. The value of each ccII is calculated hased OH the 
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prcviolls values of the cells in it.s neighbourhood. The extent of the neighbourhood 

can vary, depending, among other factors, upon the dimensionally of the CA under 

conflidcration. Only simple I-dimensional CAs are considered here where the next 

va.llIC dercnds on a ccli 's prescnt valuc and on those of its left and right neighbours. 

The fi l'Hl, and last eclls maY have fixed values or they can be cyclically connected. For 

CAs of this type, t.he ru le of each cell is based on how the 3 neighbourhood triplet 

(a word made li p of {left value, own value, right value}) determines its next state. 

This t.riplet can have 8 possible values each resulting in the cell taking one of two 

stat.es making 256 possible rules. For instance, table 2.2 gives the mapping for rule 90 

(fonllC'd by adding the bits in table 2.2 base 2). 

III 110 101 100 011 010 001 000 

o 1 o 1 1 o 1 o = 90 

Table 2.2: Rule 90 

[Il t.he simplcst cases, CAs can be formed with ceIls of aIl the same rule. In general, 

t.he pl'Opcrties of these CAs are not optimal, and unlike LFSRs, paths connecting 

sllh8equent. states a.re Ilot all cyclic but may have paths leading to cycles as shown in 

figme 2.8. This rcslllts in a l'eduction in the effectiveness of test generation and in 

increased aliasing [1101'89]. Luckily, not aIl CAs possess this trait. A family of CAs 

based ou l'ules 90 and 150 have bcen found with null boundary conditions and with 

a cyd(' of 1(,lIgt.h 211 
- 1 WhCl'C n is the length of the CA. These have 'equivalent' 

01' 'hetter' random pl'Operties when compared to LFSRs especially with respect to 

condat.ions oVe!' Hpace and timc between different outputs [Hor89, Hor90, Zha92]. 

Tite size' of a. CA ecll in the 90/150 family is larger than that of an LFSR and 

its st.ructure is Bot rcgular, however aU connections are to neighbours thus avoiding 

t,hc rOllting élnd driving problems presented by the long feedback 100p8 of LFSRs. 
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Figure 2.8: Typical cycles and paths to the cycleH for cyclic mie :10 CAs 

Multiple input CAs (MICA) can be made in much the same> way as M ISRs bas(·d 011 

the exclusive-or of the input with the out.put of the ccll. 

2.8 Test Response Analysis 

The analysis of the response of the CUT is vital in detel'lnining whethm a ci l'(:llit. wOJ'ks, 

or further it can indicate where the ralllt exists. Finding t.he fault. rnay he import.a.nt. 

in failure analysis and for the test of multi-chip modules, bllt. il, is of liUle lise for 

the routine testing of chips. Hence several compact,ioll methodR have bcclI devdoped 

which give a simple pass/fail result and which are very cconornical in Ht,oragc and 

hardware demands but which have a finite pl'Obabilit.y of overlooking an errorwous 

response (aliasin.q). 

One brandI is called signature analysi.'3 which useR linear finit.e Ht.at.c machines 

(LFSM) such as single-input LFSRs and CAs, and multiple-input. MISRH and MI-
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CAs. ,Judicial choicc of feedback polynomials or CAs are essential. In the case of 

LFSRs and MISRs, primitive polynomials have better aliasing characteristics in that 

the aliasing probability reaches the asymptotic limit of 2-n more quickly [Wil87]. For 

CAs and MICAs, fuIes which result in non-cyclic paths connecting subsequent states 

givc aliasing probabilities above 2-n [Hor89, Hor90], 

Whcll an LFSMs is used fOl' compaction, the register is started in a known state 

a.l\d it iR fed input from the circuit's outputs. At the end of the test, the register ends 

up in il. final state called the signature. If it is as expected, the circuit passes the test. 

Anol,her brandI uses a counter to keep track of sorne characteristic of a circuit's 

out.put" These mct.hods are as follows: 

• One!} CO/mting: The number of ones in the output stream is counted, usually 

IlRing a rlog2(n)1 bit ripple counter where n in the number of test patterns to be 

applied. The aliasing probability depends on the number of ones in the output 

stream pca.king as this Humber approaches the half the length of the output 

stl'cam [Bar87, Abr90] . 

• '/hm,sitioll Counting: The Ilumber of I-to-O and O-to-l transitions in the output 

stream is kept. t.rack of in much the same way as in the case of ones counting 

<'xccpt. t.lta.t a transition detection circuit is needed. The aliasing probability is 

dcpendellt on the Humber of transitions in the output stream. 

2.9 Test Pattern Generation Techniques 

2.9.1 Exhaustive Testing 

L~xha.l\st.ive tcsting is t.he proccss of testing the circuit under test (OUT) using every 

possiblc input combination. This can be modified by splitting the eUT into different 
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sub-sections and then applying every possible input combination to thc inputs involving 

the subsection. 

This method has very high coverage and t.ests cvel'y non-l'('dllndant fnult. a. llullIhcr 

of times incl'casing the chance of detecting unmodcled fanUs. 11. Ilses minimal ('xt.ra. 

circuitry, for example a counter, thus lends itsclf weil 1.0 n IST. 1I0w('ver, it. has 011(' 

major drawback which prohibits it.s use in ail but the lIlost simple of cil'cuit.s. EV<'II for 

outputs depending on a modest number of inputs, the test length can he such t.hat. it. 

takes too long to test the circuit. FOl' example, with thirt.y two inputs, the tltllllhet· of 

vectors required is 232 ie. 4.3 * 109 vectors. Assuming a syst.em working a.t. 20M Il;1,, and 

a self test pattern applied every 3 cycles [WlIn87], the test would t.akc ovet· ()Oo l'lee. As 

present circuits may have tnally hundreds of input.s (along scan pat.hs), t.his llH't,hod is 

not adequate. 

2.9.2 Deterministic Testing 

Deterministic testing requires a preliminary ste» of test. generation. This is dOlle t.o gel. 

a test set of vectors which give an acceptable coverage of the modc\ed fa.ult t.ypes. This 

test set is then stored and used during the t.estillg phase. Fol' Icu'gel' more complcx 

circuits, on-board storage may be prohibitive thus external t.est.illg may have t,o he 

done. 

This form of testing gives a very high, pre-determined covemge of known faults in a 

minimaloftime. However, jfthe vectors havc t.o be stOl'cd off chip, it ca.nnot. he lIs(!d in 

BlST and may nccd expensivc tcsters, and if they arc to be st.orcd on chip, t.he illCI'CaHe 

in cost due to the extra nOM needed would have 1,0 he taken into aœount. Also, t.he 

test vector generation cau be quite costly, and the t.est set rnay have a lowcr coverage 

of non-modeled faults [Wai88] when compared t.o randorn pattern t.ype tcsting. 
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2.9.3 (Pseudo)Random Pattern Testing 

This t.est. rnet.hod requil'es the application of vectors which randomly coyer the input 

srace. Vedors are actually chosen pseudorandomly so that the test set is rel>eatable. 

Gencra,lIy, lineal' feedback shift l'egisters (LFSRs) or cellular automata (CA) are used 

fol' t.his rurposc. Vectol'S produced using these constructs are not exactly random, but 

if thc nUlIlhcl' of vectors uscd arc smaU compal'ed to the total number of states of the 

LFSR, t.hcy l'cquirc cssentially the same number of patterns as if they were random 

[McC87, Wun88]. 

III gel1cl'al, random pa.ttern test generation require a minimal of extra circuitry 

t,o calclliatc the pattcrns and hence, are ideal for BIST. Using a long enough test 

leugt,h, coverage close to 100% can he attained. Unfortunately, an expected test length 

or L given by L = rl71(;:l=~~(k) is ncednl fol' covcrage with escape prohability et for a 

cit·cuit. which bas IL faults whosc dct.cction pl'obabilities are comparable to the minimum 

detectioll pl'Obability ]J [Sav84]. FOI' example, to detect. up to 50 hard fauIts, each having 

a detcction probability p, wit.h a confidence of 99.9%, a test length of about 11/ Pmm 

would he requircd. Considcl'ing the complexity of circuits, Pmin can he excessively 

SJ1\él,1l requiring the application of a prohihitively long sequence of vectors. 

2.9.4 Hybrid Combinat ions 

Ali obviollS altel'llat.ivc is 1.0 apply a reasonable length of random patterns followed by 

il. detcl'ministic t.est t.o t.cst t.he remaining fauIts. However, in many cases, it has been 

roulld t,o l'c<)uil'c storcd t.est. sets of up to 70% of the original deterministic test set. 

IlcllCC', this method aJone does not <)uite address the major disadvantage of determin­

ist.k t.cst,ing, t.he stol'agc l'c<)uired for t.he vectors . 
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2.9.5 Weighted Random Pattern Testing 

These schemes use prior knowledge of the circuit in order make more illt.elligent. choic(\:{ 

when choosing patterns to apply to the eUT. It sacrifices some l'('sourc('s in ortI(\1' 1.0 

keep this circuit information, as weights, and in or<1er t.o gcncrat.e t.1H's(\ i1\put.s. 'l'hiH 

is generally done by biasing the probahilities of a Il' in t.he input.s away fl'olll t.11(\ OJi 

value in l'an dom pattern testing. 

This method can obtain coverage comparable to dct.(\I'minist.Ïc t.(\Ht.ing wit.h IlIOHI. 

the aclvantages of random patt.ern testing. The gain is t.hat. this eov('rélp;(' is obt.a.illC'd 

in test lengths orders of magnitude less than random, but. much more hétl'dwétl'c ltas t.o 

be devoted to this. 

2.9.5.1 Obtaining Weightecl Inputs 

In Ql'cler to get weighted outputs, a simple met.hod relys on the pl'Opcl't.ics of AN\) and 

OR gates, where the AND gate aets as the logical disjoint. of t.he probabilit.ies of it.s 

inputs, and the OR as the logical union. A sample circuit 1.0 obt.ain weight.s is giv(\n in 

figure 2.9. 

In this circuit, weights of 0.5, 0.25, 0.125 and 0.Ofi25 are generated and fed int.o iL 

multiplexer. Two of the tluee bits which represcnt. the wcight.s ar'e lIsed t.o choose whieh 

of t.he inputs to the multiplexet' is chosen. This input Îs t.hen fed int.o an XOR gat.e and 

may be inverted depending on the third input. frolTl t.he weight.s. Helice weights of n.!), 

0.25, 0.125, 0.0625, 0.75, 0.875, 0.9375 can be obt.ained fl'Om this simple circuit.. Thcse 

numbers assume that ail the input.s from the randorn gencl'at.ol' are independent.. Care 

has tü be taken 1.0 ensUl'e this. 

Two possible ways of generat.ing t.he weights are used, via local generat.ol's, alld via 

global generatol's. Using local gcneratürs, a circuit. as ill figure 2JJ is present. al. (!ach 

of the inputs 1.0 the eUT. Four bits from a random pat.tcl'I1 generat.or must. be rout.ed 
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Figure 2.9: A Weight Generator 

to cach of t.hc inputs. Using bits from neighbouring inputs may seem attractive, but 

é\, lot. of crue has t.o be takcn to avoid correlations between inputs. Also, just one shift 

or t.hc LFSllma.y 1I0t. be sufficient to generate the next set of inputs, also because of 

cOI'l'dat.iolls [\,yuII87]. Genel'ally many shifts are perfonued, even to the extent of the 

IClIgt.h or the LFSn. Another rnethod using GURT's (Generators of Unequiprobable 

Handolll Patterns) is prescnted in [Wun87]. 

Global gcncrat.ors gencl'ate al! the weightcd inputs in one spot and then shifted to 

t.\\{, l'eql\ÏI'ed input.s. Schemcs fOI' this are given papel'S such as [Brg89]. Care about 

c()\'I'(·lat.iolls bet.w(,(,11 inputs also ha.ve to be taken. 

2.9.5.2 Weights Based on Path 'Iracing 

[BaI'87] proposes a IIlct.hod whereby the signal probabilities of a given input (its weight) 

is calculat.('d ltsiIlg a path tracing algoritlun. This algorithm requires an initial assign-

1ll<'llt or pl'Obabilit.i('s of cach gate based on theorems 1 and 2 below, and for each 
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assigl1mellt, the pl'Obabilities are pl'Opagat('d hack to t.h(' illput.s (1ccol'ding t.o t.ht' fOl'­

mulae given in tahle 2.3. Artel" this is donc roI' (,é\ch gat.(' ill t.h(' circlIit" t.lH' aV<'l"ap,(' or 

the calculated input probabilit.ies a.t'c used as tlw w<,ights. 

The theorems a.re as follows: 

Theorern 1: The optimal signal [Jrobabilily (/',';8i.'/1I11/.(,//'I.<; 10 Ih(' inputs 

of an AND 01' NANIJ gale willl 'II inpll18 il'i n~1 fo/' 1 = 

n + 1 and n-I (01' 1 lal'ne. n ' :1 

Theorem 2: The optimal signal probability (ls,~i.'/1l11l(,1/.I.<; 10 111(; IlIp'/(I.~ 

of an OR or NOR gale wilh n inpuls is 1l~1 fo/' l = /1, + 1 

and ~ for t large . 

BLaCK pl 
1 

AND pl 

OR 
1 

1 - ( L - Po)ï~ 

INV 1 - Po 

NAND ( 1 P )1 - () k 

1 
NOR pk 

(J 

FANOUT Average of St.ClIl pl'obabilit.ics 

Table 2.:1: Backtraœ Signal Pl'ohahilit.ics Updat(' FOI'J11l\lrl(' 

The Aigorithm: 

Step 1: Assign to t.he input.s of thc gate in question the assodated }>J'()b­

abilitics fol' lal'ge t IIsillg Th(!orerns 1 alld ~ . 
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Step 2: Moving backwards from the lines that have been assigned, calcu­

latc the input probabilities by recursively applying the formulae 

in table 2.3. 

Step 3: R(~cord t.he signal probability assignments computed for the pri-

mar'Y inpllts. 

Step 4: Repcat stcps 1 - 3 for aIl gates. 

Step 5: At each primary input, assign weights equal to the average of 

aIl the l'ccùrded weights . 

.,.. 

',.. 
Fi 

Figure 2.10: A Sam pIe Circuit 

24 

As éln examplc. the input weights of the circuit in figure 2.10 will be calculated. 
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Applying Step 1 to gate G1, the input probabilities to gatc G1 bccomc 0.5. ThiR 

value is propagated back to gates G2 and G3. Appling Step 2 to gatc 02, its input, 

probabilities become 0.293. The samc is donc t.o Gate G3 giving its input probabiliti<'s 

as 0.206. The input to gate G4 is talœn as the average of 0.293 and 0.206 aH t.hcl'C ili 

a fanout. This value is then propagated back to the inputs of gat.c G4 giving an illput. 

probability of 0.63. 

This is repeated for each of the other gates giving the values indicatcd in figlll'c 

2.10. Now Step 5 is applied, and thc averages at each input is calculated and t.his is 

used as the final weights. 

This method is quite simple, but may not give the optimal probahilities as the 

relative 'importance' of each brandI, when the avel'ages al'e found, are not Laken int,o 

account. 

2.9.5.3 Weights Based on Switching Characteristics 

In contrast to Method 1 which gives weights referring t.o t.he J>l'ohabilit.ies of il. 'l' a.t, 

the input, this method gives weights biased on the switching that OCCU1'S in t.he CUT 

due t.o a transition to a given input [Sch75], 

In the generator in figure 2.11, eight outputs from a LFSR a.re fcd int.o a 1 of 256 

Hne decoder. This causes one of the outputs of the decoder to go high in a random 

manner. For Bit Changer 1, there is a ~~~ chance that one of the outputs afrccting it 

would cause a transition to Chip Input 1. Note that at. most one input t.o t.he CUT 

changes at a time. 

The weights (probabilities of a transition in an input t.o t.he CU'!') at'C obt,aincd 

using the following algorithm: 

Step 1: Assign weights according to the relative importancc on the in­

puts, ie. ad hoc. 
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l "f 256 Lines 
Decoder 

Chlp 
--~In ... tl 

Chlp 
--~lnput:Z 

Chlp 
--~lnput3 

Figure 2.11: A Hardware Pattern Generator 

Step 2: Simulate the circuit as driven by the hardware pattern generator 

rcmembering that only one input would be changing at a time. 

Step 3: For each input, collnt the number of changes in previously un­

changed nodes. 

Step 4: Repeat stcps 1, 2, and 3 until no more significant activity is 

observed. 

Step 5: Wcights are assigned based on the accumulated count in Step 3. 

26 

This system has one major failing. Such lines as the reset line has a high initial 
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activityas it causes a lot of blocks to go into an initial state. This would cause a high 

initial count to be assigned this tine, and hence a rather large weight. In a, circuit. such 

as a counter, this would be counter-productive as each toggle on the rcset, line would 

cause t.he counter to be reset thus resulting in an extremcJy low chance t,hat t.he COHIlt.er 

ever l'eaches to a high number, and t.hat. the overflow be' lIsed. ln ot'der 1,0 ovel'<:ol1w 

this, a solution ca.lled Dynamic Adal1lation [Sch73] is used. 

Problern: High initial activity on sorne lines such as the Reset line 

__ Final Wcighl wilh Dynamic Adaptation 
_ _ _ _ _ Final wcight without Dynmnic Adaptation 

Clock 

Number of Patterns (Log Scale) 

Solution: Dynarnic Adaptation 

Figure 2.12: ClockjResct Activity 

Dynamic Adaptation is illustrated in figure 2.12 for the count.cr descri het! abovc. 

In the original algorithm, aIl count.s arc taken from the first input vedor. This givcs 

the counts as RI for the l'es et line and Ci fol' the dock. Note that the l'CRet line initially 

shows the steeper incl'ement in activit.y, and that the final count is significant when 
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cornparcd ta the final connt of the dock. 

Thc approach in Dynamic Adaptation is to start the count at a later stage, aner 

t.he 'transient' activit,y of thc reset tine has fallen below a predefined rate of increase, 

as shown by Huc A in the figure. At this time, aU counts are restarted. After this time, 

the incl'ease in the reset count would be smaU, given by Rf while the cou nt for the 

dock would still he quite large, CJ' This would therefore reduce the switching activity 

of the resct. line. This handling does not necessarily presuppose prior identification of 

thc functional characteristics of the inputs. 

This technique was pl'oposed in the mid-70's. It, however, is not very a,pplicable to 

modcrn circuits due to the large number of circuit inputs resulting in the generation 

schemc bcing infcHsiblc. 

Sorne modern wcight generation schemes do however keep sorne of the characteris­

tics of this one, such as the measuring of the switching in the eUT due to a transition 

in an input. From this, weights can be generated. One simple way may be that an 

input whieh causes a large amount of switching in the circuit be given a weight close to 

0.5, whiJe t.hose with low switching values be given weights close to 0 or 1 depending 

on whet,her it is preferable to have the input a 'l'or a '0'. 

2.9.5.4 The ESPRIT Algorithm 

This scct.ion will bl'iefly cover the ESPRIT (Enhanced Statistical PRoduction of Test 

vectors) algorit.llll1 proposcd by [Lis87]. In this approach, a function repl'esenting the 

CPU timc l'Cquired t.o gct a desired fault coverage and the simulated test length is 

dcrived. 'l'his function U, shown in figure 2.13, is given in terms of the probabilities 

of d('t.ect.ing a fault Pd j, and the number of undetected modeled {aults M. The prob­

ability t.estabilit.y algorithm used was COP (ControllabilityjObservability Procedure) 

to obtain a set of input probabilities (weights) . 
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Estimated 
Fault 

Coverage 
(%) 

n (Trials) 

1 M 1 
u= M~ Pd 

JE It' J 

Figure 2.13: Arca Cost Function 

The main aim of this procedure is to use a steepest desccnt algorithm 1.0 minirni~{! 

the cost function, U, in attaining a predcfined thrcshold fault coverage. Supplerncn­

tal weight distributions can be obtaincd by repeating t.his process on t.he rmnainillg 

undetectcd faults. 

2.9.5.5 A Single Weight Set Based on a Complete Test Set 

In many of the above rnethods, several weights nccd to be tlsed 1.0 gel. a significant 

reduction in test length. To accornmodate these wcights, a sizable arnount of hardware 

is needed. This procedure [Mur90] al.templ.s 1.0 calculate a single sel. of weighl.s, which 

will be employed after a reasonable length of cquiprohahle random patl.erns have becn 

used, to detect the random pattern rcsistant faults. 
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100 .... 

Estimated 
Fault 

Coverage 
(%) 

Weighted Random .,:.:.: ... ~·V---------------····· .. 

Random 

Treshold 

n (Trials) 

Figure 2.14: Expected Effect of Two Weight Sets 

30 

This cffcd is shown in figure 2.14 where the equiprobable random patterns have 

bCl'1\ IIscd until the threshold indicated on the graph. If it were continued, note the 

long t,a.il bcfol'e it l'Caches close to 100%. At the threshold, wh en the weighted patterns 

al'c t1scd, the clll've l'ises quickly to 100%. 

The innovative parts of this method involves the calculation of the weights In 

a1l t.he pl'evious methods, the circuit itself was used to aid in the determinatiun of 

w<,ight,s. It is conjccl.ured hCl'e that a pre-determined test set contains suflicient circuit 

illformat,ion 1.0 calclliate an efficient set of weights. The test set can be calculated using 

ally available method, and hence obtaining weights can be a lot less CPU intensive than 

exist.ing mcthods. 
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Before presenting the algorithm employed to calculate the weights, a few Ilecessal'y 

concepts should be clefined, bit flipping and weight rela.rafion. 

Bit ftippinrJ is used to get l'id of llnnecessary assiglllllents in t.he VCct.Ol'S of t.he t.('st. 

set. The number of faults l'Cquired t.o be covered by each vcctor is rcdllcccl as much .Hl 

possible constrained to coverillg aU the rcquired fauIts. Aftcr this rcdllct.ion, H. Ilutllbet' 

of the bits in the vectors do not affect the coverage of that. vect.ol' t,hus can hc decll1cd 

unneeded and ignored. Unnecessary bits are e1etct'mincd helll'istically by f1ipping car" 

bit Olle at a time. If ail the requircd faults are st.ill covcl'cd, t,hat. bit is incsscnt.ial. 

Vector Before Bit Flipping Aftcl' Bit. Flipping 

VI 1 1 1 0 0 1 x L 1 x x X 

V2 0 1 1 1 0 1 0 ] x 1 x X 

V3 1 1 0 0 0 0 1 1 x x x 0 

V4 0 1 0 0 0 1 0 1 0 x x x 

Weight. 0.5 J 0.5 0.25 0 0.75 0.33 1 0.5 1 0.5 0 

Tablc 2.4: Bit Flipping 

The effect of rcmoving thesc unllceded assigllmcllt,s is demonstrat.ed in tahle 2/1. 

Weights are calculatecl by fincling t.he fraction of '}' assignll1cnts t.o a given pOHit.ion. 

Before bit flipping is pel'formecl, the ullncccssary hit positions ad. as 'noisc' cOfl'upt.ing 

the weight estimatcs. This can be seen in table 2.4, in t.hc sixth positioJJ fot· exatrlplc, 

before bit flipping, the wcight was found t.o be .75. Throllgh t.his procedure, it. is found 

that a 0 weight is better as ail the ']' assignment.s an) unnecessal'y. 

Artel' a sllitable weight is found, sorne of thc l'emaining faults may sUII be liard to 

test with t.hese weights. In sueh cases, a ncw set of wdghts are calculat,ed t1sing thc 

remaining vectors. These weights are cornparcd as in table 2.5, and if bit positions clarcr 

by a large amount, the weight is relaxcd to, say, o .. ). This is a potent,ially clangerous 
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rnove, bul if it is not donc too frequently so that the number of positions is small, the 

cffccl can bc minirnizcd. This is refcrl'ed to as weight relaxation. 

Original Weights 1 0 0.2 0.7 0.8 0.2 0.1 

New Weights 1 0 0.4 0.8 0.1 0.9 0.3 

Modified Weights 1 0 0.2 0.7 0.5 0.5 0.1 

Tahle 2.5: Weight Relaxation 

An algorilhm for calculating lhe weights is given in figure 2.15. 

2.9.6 Other Random Pattern Based Generators 

Duc lo the large hardware overhead and the cost of generation of multiple weights, 

c1assical weighled random pattern generation has been slow to catch on. This is already 

evidcnl in t.he system given in section 2.9.5.5 where attempts were made to limit the 

nurnbet, of weighls to one. However, two new and intel'esting methods proposed in 

[PaWla, Pa,t91b] which attain similal' coverage as weighted random patterns but with 

less hardware will be described in lhis section. Both methods will be described with 

rcspect. to the random pattern resistant circuit given in figure 2.16. As with method 

4 above, all gcnel'ation is donc on a test set, and not on the actual eUT for the same 

l'casons givcn. 

2.9.6.1 Correlated Random Pattern Testing 

A c()mpl(~t.c test set fOl' the circuit in figure 2.16 is given in figure 2.17(a). An imaginary 

illl}ut. va.lue is added (figure 2.17(b) in bold) and the correlation of each bit value in the 

vcetor and lhe cOl'responding value in the imaginary input is calculated. Here, eaeh 

bit. is thc satue value as the extra input ~ of the time. Thus it seems reasonable to 
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Partition to Identify 
Difficult VectorslFaults 

.--_"'" Determine Requlred Bits 
(BitoFllpprng) 

ealeulate WeiKht 

Take Deller Weight Set 

Figure 2.15: Flow Chart of the Weight Estimation Method 

generate all inputs using this one common random source. We thus gel, thc gcnerating 

circuit in figure 2.18. Here, Pl ... P~ (lI'C used to invel't the value of PI via the XOR 

gate. Hence these probabilities should he 1 - ~. 

This method is not limited to one independent input, nol' just, to imaginary inputs 

to which the others are correlated to. A real input can he used for this purpose. 

Experimentally, the average random pattern test length needed for the drcuit is 
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!.--_-r---.., 
12 1-----

iS,,-:.....-ii-L----" 

Figure 2.16: A Random Pattern Resistant Circuit 

860. Using Correlations, this average length is reduced to only 120, less than the 

average Humber of 150 nccded with two weights . 

00000000 0 00000000 
10000000 0 10000000 
01000000 0 01000000 
00100000 0 00100000 
00010000 0 00010000 
00001000 0 00001000 
00000100 0 00000100 
00000010 0 00000010 
00000001 0 00000001 
11111111 1 11111111 
01111111 1 01111111 
10111111 1 10111111 
11011111 1 11011111 
11101111 1 11101111 
11110111 1 11110111 
11111011 1 11111011 
11111101 1 11111101 
11111110 1 11111110 

(a) (b) 

Figll\'(\ 2.17: (a) A Complete Test Set fol' the Random Pattern Resistant Circuit above, 

(b) Tcst. Set. \Vit.h au hnaginary Input Value Added to each Input 
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Correlated Random Pattern Testing 

• • ',=."' • 

Figure 2.18: Genemt.ion of Corrclatcd Ranuom Pat.l.('l'lIs 

2.9.6.2 Cube Contained Randonl Pattern Testing 

Correlatecl random pattern testing described in f,hc ahove scct.ion <loes ilOt. l'eally a.d­

dress t.he problem of the amOllllt. of extra hardwétl'c requil'cd as ét (,o!TC'latioll pl'obahilit,y 

for cach input must. he generated, and thus it l'c<luil'es t.he sarne amOIlJlt. of overhead 

as a weighted random pattcl'Il test with a comparable lIurnber or weight.s. 

Cube contained testing [PaWl h] tenus to redllcc thc hardwa.re ovcrhcad as (!ach bit, 

assignment is either a fixed value or is choscn with a 0.5 pl'Ohability, t.otally e1irninat.ing 

the circllitry for weighting the pl'obabilities. 

The airn of this rnethod is to pa.rtition the tcst set. into sets whel'e severa! bit. 

positions are identical for aIl vectors. In gencrating the test vcdorH, these positions 

become fixed while thosc with c1ifrerenccs are ranuornly choscn. 
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Cube-Contained Random Pattern Testing 
xxxxOOOO 

Oxxxxxxx 00000000 xxxxxxxx 
00000000 10000000 

00000000 01111111 01000000 
100()OOOO 01000000 00100000 
OIOOOOrO 00100000 00010000 
OOIO('CGO 00010000 OOOOxxxx 00010000 00001000 
00001000 00000100 00001000 
00000100 00000010 00000100 
00000010 00000001 00000010 
00000001 00000001 
11111111 
01111111 lxxxxxxx xxxxUll 
10111111 11111111 11011111 11111111 
11101111 10000000 01111111 
11110111 101 11111 10111111 
11111011 11011111 11011111 
11111101 11101111 11101111 
1 1 1111 1 () 11110111 llllxxxx 11111011 

KI'TI, = 860 11111101 11110111 
11111110 11111011 

(II) 11111101 
KI'TL=670 11111110 

(b) 
RI'TL = 120 

(c) 

Figure 2.19: Partitioning él Test Set to Rec1uce the Random Pattern Test Length 

This is shown again fOL' t.he circuit. in figure 2.16. Once again the complete test set 

iH given, ill figure 2.19( a). 11, is thcn split into two partitions in figure 2.19(b), based 

on ollly the leading bit bcing identical. This reduces the test length from 860 to 670. 

On pal'tit.ioning the set. iuto four with four inputs specified, this average length falls to 

120, t.he same as in correlatec1 t.esting . 
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Intelligent Reseeding of LFSRs 

The test generation methods prescnted in scction 2.9 are ail strctched 01' fall shOl't, ill olle 

or more of the many, sometimcs connicting paramcLcl's which gauge t.he dr('ct.iverwss 

and cost of test. Covcl'agc of stuck-at faults is guaranl.<'ed t.hl'Ough exha.lIst.iv(· t.(·st.illg 

as aIl possible relevant. input combillatÎol1s fol' cach OIlt.pUt. arc IIs('cI [Bar87], hllt, t.his 

method quickly becomes iufcasiblc fOI' circuits wit.h out.put.s dCpClldcllt. 011 llIany inpllt.s. 

Deterministic testing involves t.he applicat.ion of a. stol'ccl sct, of vect.ol's \'('sult,illg ill il 

high fault coverage in a short tcst application time. lIowevcl', stOl'élge and handwidt.h 

considerations can become cosUy. The advantages of J'andom hascd IIIct.hods lie in it.s 

ability to attain fairly high covcl'agc of a fault set wit.h minimal st.ored illforlllat.ÎolI. 

However, with the raised rcqlliremcnt.s dcmandcd hy IWW Cil'cuit.s, 91)(}1), 01' <,ven f)!)% 

fauU coverage obtained by t.hcsc mct.hods ill l'casonahle t.est. ti mes is 110 longe,' adequat.(!. 

In ract, close to ]00% covcragc of non-rcdllndant [<lult.s is ItOW rcquil'ed. 

Weighted l'an dom pattern tcsting has bccn qllitc sllcccssfui in t.his l'csped., hllt. wit.h 

at least four stored bits pel' bit in t.he scan chain, this can lead t.o excessive nwmory 

requirements for complete tests. III addition to this, the hardware overhead nœded 1.0 

produce the probabilities for the weights can be Stl bst.antia.l. 

None of these met.hods take advant.age of the fad that a lar'ge f1umber of input 
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hitH call be invertctl without a loss of coverage and hence their values are unnecessary 

alld nced flot be explicitly stored. In 1991, [Kon91] introduced an innovative scheme 

for det.el'lnillistic testillg with storage requirements comparable to that of weighted 

l'éulClolll patte fil testing for Ct 100% coverage but using only a fraction of the on-chip 

PélUC'I'1l ~c~/lel'atioll hardware overhcad. This method, termed intelligent LFSR re­

.<;(~C(1i1l!J, involvcs a mixed mode paradigm for testing with the initial application of a 

nUlllher of psel1do randolll patterns, through an LSFR, to achieve an initial coverage 

of nO% - 95% of the faults (generally the casy to detcd ones). Following this, a set of 

stol'ed secds wonld be loadcd into the LFSR, each resulting in a pre-determined pattern 

heing app\ied to t.hc circuit. Il was found that to encode a test cube with s specified 

bit.s, at Icél.st. s + 19 bits must be stored (as the seed) to keep the probability of not 

filldillg élll encoding below JO-6
• 

[lleW2] followed by [Vcn9a] furthet' reflne the process l'esulting in just s stored bits 

t.o ellcode test. cubeR with al most s specified bits while keeping the probability of 

ilOt. fi /Id i IIg ail encod i IIg bclow 10-6 • They accomplish this through using multiple­

poly"omial LFSRs and through implicit assignment of test cubes to polynomials. 

3.1 Reseeding of Multiple-Polynomial LFSRs 

FigUl'l' :L 1 illustl'atcs t.he architecture proposed in [Ven93] for decoding the stored 

illfol'Illation iut.o t.cst. veclors which will be applied to the circuit under test (eUT). 

An 11l-hit. t.est. cube is cllcodcd into an s-bit word which is used as a seed to an LFSR. 

The position of t.he secd in t.he memory denotes which feedback polynomial is chosen. 

G('I\(,l'ation of é\ test. "cetOl' involvcs the submission of the next available seed from the 

1II<'1lI0l'y and the l'ccollfiguration of the fcedback links of the LFSR according to the 

modulo l' connLer and the dccoding logic. Clocking the LFSR for m cycles produces 

t. he 1'('<1 li i l'cd veclor . 
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Dccodmg 

Logic 

Modulo 
p 

Counter 

I----;;:::::;..,:---t Poly 1 
Poly2 

CUT 

1 
I--~S:.::.:l'C,?!-d!:on.,----I Poly (n mot! pl C 

Sccd n+1 

Sccd c l 
< 

= 

Oulput Data 
Evaluation 

Figure 3.1: Scheme Based on Mult,iple-Polynomial LFSRs 

A test cube C = (co, ... ,cm-d E {D,l,x}7/! is consist.ent with an LFSR out.put 

sequence (al)i~O provided CI = ((1 fol' ail specificd hi t positions {i = l, ... ,111. icI =f. ~'l:'}. 

Let S(C) be the number of specified bits in C. For cach polynomial, givcll a t.est cuhe, 

C, a secd can be found through sol vi ng a set of S( C) linear eq uations provided a solut.ioll 

can be found. These equat.ions are found by rccursivcly equating the appropl'Ïate 

feedback equation 1.0 Ci whell Ci =fi ~t'. Though this set of cquations appcar t.o h(~ 

al ways solvable bccause thcl'C éU'C less than 01' the sallie number of c<l'ml,ions a.', therc 

are variables, this is not always thc case thl'Ough t1w dcpcndencicH irnposcd by the 

feedback equation of the LFSR. Thc following cxarnple illust.rat.cH such a ca.'lC: 

Example 1: A test cube C:= (a:,x, l,D,x,D,:,:) E 0, 1,x7 is 1.0 he generated bya 

3-stage LFSR. The output sequence depends on the secd a(O) = (ao, a" a2) and t.he 

feedback polynomial, 'H(X) = X3 +X +1. The following set of equations are ohtaincd: 
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ii 0= ao +at 

iii 

In gcncral, tincal' indcpendence of the equations is a sufficient but not a necessary 

condi tiOh of a solution. Fol' examplc, the above system of linear equations has a solution 

for a2 = 1, a3 = 1 and as = O. 

[IlcW2] evaluates thc pl'Obabilities of an encoding not heing found of the two ex­

tl'cmcs; [ully programmable polynomials with fixed seeds, and a single polynomial with 

al'hi t.t'at'y seeds . 

• •• 

'1' '0' '0' '0' 

Figurc 3.2: Scheme Dased on Fully Programmable Polynomials 

Figure 3.2 shows a scheme based on fully programmable polynomials with a fixed 

Hecd. ln this example, a constant sced, [1,0,0, ... ,0], is used to generate the vector. The 

rccdback of thc LSFR is rully l'CcolJfigurable and is designated through the polynomials. 

The pl'Obahility of not finding an cncoding, Pnopol(k"s), using a p01ynomialof degree 
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k for a sequence of length 1n \Vith s spccified bits is givcn by 

P'loplo(k, s) = (

2711 _ 2k)2m_. 
2m 

~ (e- 1)2k-' for sufficicnUy large TIl 

(:U) 

(:1.2) 

Thus, the probability of not finding an cncoding is, for practical applicat.ions, ind<'pen­
dent of the length of the sequence, m, and dcpends only on k - . .,. Fol' Pllo!JOI :5 1 O-Cl, 

k ~ s + 4. This is the best possible encoding cxamined, but it. is comput.a.t,iona,lly Gost.ly 

as il. requires the solution of a system of non-linear equations . 

...<~---- k -----:~;;. 

Figure 3.3: Scheme llascd on the ReRcedillg of Single Polynomial LIt'SUs 

An implementation predicated 011 the othcl' cxt.remc, thc rcseeding of a single poly­

nomial LFSR, is given in figure 3.3. A fully programmable vcctor is uscd to sced an 

LFSR with a fixed feedback, delloted by 'H = X k + hk- l X k
-

1 + ... + hl X + ho. [(cm 

too, an encoding is 110t assUl'cd. The pt'Obabilit,y of no secd being foulld, Pno8er.tl(k,.'l) 

is approximated by 

(3.a) 

For Pnoseed(k, s) :5 10-6 , this equation gives ,,; = s + 21. In rad, calculating the exact 
values for Pnoseed(k,s) giVCB k = s + HJ. Though the reButt is not as compact as in 
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the case of full polynomial f1exibility, the seed is found as a solution of a set of linear 

c!quat.ions thus is computationally tractable. 

'L'he authoni then examined trade-oŒs 1.0 attempt to find a scheme which possesses 

t.he bCllcfits of both, compaction comparable to the former method with computation 

nec(h, comparable to the latter. Tt was found that with 16 polynomials, k = s + 4, 

the pl'Obahility that HO cncoding can be found is less than 10-6 achieving the encoding 

cfficicncy of full programmability while maintaining the computational simplicity of 

single l'eseeding, 

[VcJl9:3] pl'OpOSCS an im plcmentation for test sets where the encoding of the feedback 

polYllomial is donc implicitly by Ol'dering the test cubes. Figure 3.1 shows the general 

stl'uct.ul'e of such a seheme. \Vith this implernentation, maximum eneoding efficieney 

in at,tained only if t.he cubes are evenly distributed among the polynomials. In cases 

whel'c this is not possible, dummy cubes must be introcluced to balance it resulting in 

lost memory and increased test application time, 
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Clustering Test Cubes 

The approach adopted here to test a circuit is bascd on a mixed mod(~ f01'l11 of t.esting 

where a number of random pattcrns wou Id be geucrated followed by a. set. of det.ennin­

istic vectors generat.ed through clusterÏng. The first stage crfcct.ively l'CIllOVCS most. of 

the easy faults leaving the harder to test faulta fol' the second, 

CLuslering or grouping of relatcd test. cubes is t.he fJrocess whereby cubes t.hat. 

have much in cornmon are collected into sets each of which can be repl'cscnted by a 

single cube plus a smaU amount. of individual information which is used to recrca.t.e 

the component vectors. Though similar 1.0 the met.hod in [Ven9:3], t.his t.echni(IUC is 

fundamentally different in that. it allows a smallnumbct, of inconsist.cncics between the 

cubes in a cluster. It is based on an obscrvat.ion t.hat. test. cuhes for hard to detcct. 

faults do not occur randomly but. tend to fonn ill dusl.crs. This t.(~ndency rnay he iUi a. 

result of the following: 

• In a test cube, aU the specified hits are neccssary assignments, thus t.he rC(luire­

ment of a similar condition for another fault. would be sat.isfied by t.hese Rame 

specified bits . 

43 
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• If a hard to detect fault has a very difficult setup or propagation condition, any 

fault which requircs a similar condition either as part of its setup or propagation 

conditions would have many common bits. A common setup condition may occur 

ill case of a fa.nont at the line while a common propagation condition due to a 

fa.n-in t.o that li Ile. 

1 111101xxxxxx 1 A 

1 1111x1xxxxxx 1 B 

111 x111xxxxxx C 

1 011101xxxxxx 1 0 

110XOx1111xxx 1 E 

110xOX0111xxx 1 F 

1 1 OxOx1 Ox1 xxx 1 G 

110XOX101XXXX 1 H 

IOOX1xOXX11X1 1 1 

1 OOx1xOxx111 x 1 J 

1 OOx1xOxx0111 1 k 

IOOX1xoxx1011 1 L -m-
Original elusterlng 

l"igmü 4.1: The Process of Clustering 

l''igme 4.l shows t.he aims of clusterillg while figure 4.2 gives a conceptual represen­

tat.ioll of the pl'Ocess consist.ent. with thcse test cubes. The original test cubes (shaded 

cit-des) fall in three main locations with {A, B, C, D} in the first, {E, F, G, H} in 

the semnd é\ nd {l, J, 1\, L} in the last. One thrust of this work is to identify these 
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G 

B 
~H 

~c 
F 

< 0 

J 

~ K 

Figure 4,2: Conccptual Rcpt'Csclltal,ion of CIllstcrillg 

groups and aU the constituent cubes, and to and suitable compromisc cubes (soHd cÎr­

cles) which embodies the common information within t.he clustcrs, (II addil,ioll to this, 

adjustments (soHel Hnes) must also be cst.ahlishcd which maps thesc const.it,II{mt cubes 

into each of the compollcnt cuhcs, A sccolld arca of activit,y is in t.he coding of adjusl,­

ments that are needed, and in the dctcl'Iniuat.ion of' t.hc type of st.rllct.ure and hnrdwal'c 

necessary to exploit the multiplicity, CO L'relation and locality of the informat.ion, 

For example, considel' a casc whcl'e t.he scan chain is 1000 bit,s IOllg, and a liard 1,0 

detect faults, represented by test cubcs wit.h at mOHt 80 specified bit.s, must. be test.cd, 

Furthermol'e, assume that thcse cubes are very similar but havc 1 conflict whcn any t,WO 

are pail'ed, Convent.ional met.hods of detel'lninist.ie testing would l'cquil'(! :1000 bit.s of 

storage while the reseeding ntethod llceds 2~0 bit.s, Clustering, howevcl', only rCCJtlil'es 

about 100 bits, 80 for 1 secd, lO fol' cach of 2 eOllflic:ts and a. few bits for cont.rol. 

BefOl'e continuing, t.he mathemat.ics <!Illploycd in this process will be surnmarizcd, 

The input is made up of test cubcs which are ordered sets of the clements {O, l, x} 

representing the two spccified values and the don '1. care, The output is another ordercd 

set of thc elements {O, l, x, c} where the fi('st three are the same as herore whiJe the 'c' 
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imlicat,es iL conflicl or n position for which al, least one ofthe component cubes specifies 

tlle bit. set while at least one other specifies the converse. When cubes are combined, 

ne, int.o c\usters, t.he l'csuIt is a cube which represents the intersection of the spaces 

once thcrc arc no conflicts. In cases where there are eonflicts, a 'e' is introdueed in 

that position. This is illustrated in figure 4.3. 

ne 0 1 x c 

0 0 C 0 c 
1 c 1 1 r' 

'", 

X 0 1 x c 
c c c c c 

FigUl'c 4.3: The J.i'uuction, ne 

The eITectiveness of c\ust.eril1g depends on the amount of memory required to create 

a. complete test compared to that of reseeding. In reseeding, each test cube is com­

pressed illto a seed of length approximately that of the number of specified bits in the 

cube, and on occasion, multiple cubes can be illtersected resulting in fewer seeds and a 

shortcr t.est length. FOL' clustcl'Îng, cubes with many similarities are grouped together 

wit,h the commoll infol'lnation represeuted by a single test cube and the differences by 

confiict information. !\ sced is construct.ed, as in reseeding, for this cube. To contrast 

t,he two cases, t.he hardwa.re structme descl'ibed in section 4.2.1 (Direct Implementa­

t,ion) is ilssnlTIed. Thus, for compact.ioll, the conflicts in the resultant test cubes (figure 

4.1) can be viewcd as 'x's. 

ln t,hia example, thcrc me 3 intersections which can be done for both methods 

reducing the l1umber of sceds and the test length from 12 to 9. To compare the 

tleC(~ssal'y memOl'y, let 1/1. be the lengt.h of the scan chain, s the length of a seed, Clst 

t,he t.otal IlUmber of c1usters with C/si; being the number of clusters with i conflicts, 
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and let TL be the test length. For clllstcring, let. the maximum Humber of ronllkt.s 

allowed (the confiict count) be Cou.fLiII' For rcsccding, t.he lllcrnory rcquit'cd is givclI 

by: 

Ale 11/ () l'II n * s bits (4.1 ) 

Rewriting equatioll (4.6) obtaincd llsing thc dil'cd implcmentation sc!U'IIlC as eClua.­

tion (4.2), and then substituting fol' va.lucs: 

mem = [Glst * s] + [(TL - Cisio - ~ * GIslt) * (CoufllH + 1)] + [Collfl * pO!/2(m)lJ (4.2) 

= 3 * s + 6 * rlog(m)l + 9 * (Crmfllll + 1) blls (4.:1) 

2 * s > 2 * pO!/2(m)l + a * ConflM + a ( 4.4) 

Eql1ating (4.1) and (4.3) to get (4..1), clust.el'ing is pl'efcrt'cd when t.he Hi~e of t.he 

seed is large comparcd to the memol'y lIecded to store the conflict.s. 

Though this methocl does not. cOllccnt.mt.e 011 l'('dllcing t.he numbel' of vcdol's which 

must be applied to a circuit, orten there is an overlap (like {A, H} and {G, Il} in 

figure 4.2) and a cube in this common ê\.l'ca is sclect.cd eITcct.ivcly l'educillg t.hc IIl1l11h(!I' 

of vedors in the test. In t.he above example, boUt met.hods l'esulted in a test of t.he 

same length. Typically though, l'cseeding l'esult.s in short.er test. Icngths. 

4.1 The Clustering Aigorithms 

These algorithms are bascd on gl'eedy IIIctltods where, bascd on a wcight. fllnction, the 

most favorable decisions are made al. cach step. Bcrore going int.o a detailcd descript.ion 
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of these procesSeR, certain key clements should be presented. Those which give a 

meaSlll'e on t.he dfcct of a givell me1'ger are illust.rated in figure 4.4. One is the conflict 

connt which indicates the l1umbcl' of con Oicts that occur between the constituent cubes 

making up the cluster. I\I10the1' is the specified bit count which indicates the number 

of specified bits (0,1) in the c1tJst.er. Note that this excludes the conflicts. A parameter 

which aids in the choice of the next clusters to combine is the extra specified bit count 

which dellotcs the increase in the specified bit count after the combination. It gives an 

indica.t.ioll of thc similarity betwcen the cubes. 

IOOlxx 1 xxc 
n 

c 
IOOcx 100xx 

IOOcx IcOxc 

Conllicl 
Counl 

1 

3 

s pcci fi cd 
BitCount 

5 

6 

5 

Extra Specified 
Bit Count 

-1 

Figure 4.4: Merging of Two Test cubes 

Âllot.hcl' clcment is the concept of partitions which has an effect on the choice of the 

ncxt, cOlllbina.tioll by limiting the scope of possible combinations. By constraining the 

effect. of non-l'Clatcd cubes on the weigh illg functions, results are often better when the 

partit.ions arc wcll choscn. AIso, it speeds up the pro cess for the searching is confined 

t.o S11Ial1cl' groups whel'c the bcst choice is most likely to be. The input set of test cubes 

iH init,ia.lly part.it,ioJlcd bascd 011 conflict. and extra specified bit counts. Two cubes are 

in difrcl'ellt. partitions pl'Ovided t,hat the1'e are no pairs of cubes, one From each, whose 

J'(~sult, whcn cOlllbined has conflict and cxtra spccified bit counts both not greater than 

thosp specificd fOl' the partition, Partitiolling the test set do es not preclude clustering 

bct.\well cuh('s in diffcl'cnt part.itions, This is due to the extra specified bit count 

limit. which l1la.y pl'cvent two cubes from being in the same partition, but it may be 

advé\.nt,agcous to dustet' them. Hcncc, extra processing is required at the end to search 

-------~~ ---
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for these mergings. 

4.1.1 The Single Cluster Aigorithm 

This method is based on the grcecly principle t,ha.t t.he largest. clust,CI' in t.hc :;<'1, wOllld 

likely be a good choice in the result. Thus ollly a. sillgle clustcl' is being fOl'Il1<'d at. Hny 

given time, and once finishcd il. is not afrcded umil t.hco cond. The pselldoco<!(' fOI' t.lH' 

algorithm is given in Fig. 4.5. The f1rst step in titis proccss iR t.o <livide t.ho t.est. Hel. 

into partitions. 

SINGLE_CLUSTERO 
1* Given P = {P,}; Pi = {C •. i } of testclIhl'R. * / 

begin 

end 

T:=0 
fol' each (~ E P) bcgin 

R:=0 
while (R i= P,) hegin 

Q:=Pi\R 
v:={.t:, ... ,x} 
while (Q i= 0) begin 

{Q,'V,R}:= l'f.'stl'ict(Q, l',R) 
end whilc 
T:= TU {v} 

end white 
end fol' 
T := cleanlllJ(T) 
return T 

/* TrRl ('uhes tl) h .... l'eI.\II'lleli * / 

1* UReli vectol's i< / 

1* Rcmaining vectol's to he cousillerf!d :+ / 

1* Test cuhe rcpl'csclltillg this cinsler :+ / 

1* Get next veetor to add 1.0 t.he c1usl.el' :+ / 

r Save test. l'tlhe * / 

/* Chl'ck fol' clllsterillg hf't.wl'eu partitiolls * / 

Figure 4.5: The Single Clustel'ing Algorithm 

The algorithm thcn sets the wOl'killg set. (Q) 1.0 ho t.hn current. part.it.ion. The 

restrictO function (figure 4.6) then finds, in Q, a cuhe whose result whcn rnergcd 

(ne) with v can he merged with rnost of the ot.her (;ubes wit,hout excceding the conflict. 
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Restrict(Q, v, R) 

bev;ill 

end 

for ('IU'h k, E q) begill 
/1,:= (', n, /1 
for ('adJ (Cl E q) begin 

Q, :=~ 

1* 'rakI' ('adJ vpC'tor in Q onE' at a tilDE' * / 
1* FinI! it.s rl'snlt. with II * / 

1* And liS!' it to filld how tnRny otllPr vectors * / 
1/ := ('l n, /J. /* 1 l'th' 'th l' */ 'f({ fl( ) fi' } 1,1. ('lUl Hl mergE'C WI, It WI, ont E'XC'E'ec mg 
1 1IIU'01l 1/::; ('OU 1ft _('Ol1Ut 0.:01-

end for 
end for 

1l0~"I)('(' _hits( /1) S UlfL'L"p!'chit) 1* thE' <,onstraint.s. * / 
Q, :=Q,uh} 

fiud 1: IR,I is IIHLxitual 
rcturn Q" v" HU {(',}) 

1* Find th!' largest group * / 
1* and rE'tnrJ1 it. * / 

Figmc 4.6: The Restrict() Procedure 

50 

and t.he spccificd bit COllllt.S, This result becomes v while Q is restricted to the other 

<:ttlJC's which can bc successfully lllCl'ged with it. The newly chosen cube is then added 

t.o Il, t.he seL of lllct'ged cubcs. This iterates until Q is empty, and the new cluster 

fOl'llwd ill " added t,o t.he seL of test. cubes, Q is then set to the current partition less 

t.hC' lIHcd cubes (Q := P\ n in the algorithm where this means "let Q be the set of 

V()ct.OI'S ill P but ilOt. ill Il''), 1) is c1eared, and the process repeats until aU the cubes 

havc heell p\'OC<'ssed. This is J'cpeat.ed for aIl partitions. 

Whcll thcl'e arc 110 more pa.rtitions Jeft., a clean-upO function is initiated whereby 

ally c1ust.et's which can he ll1cl'gcd without introducing conflicts are grouped. This is 

dOliC hy applyillg thc proccss dcscdbed above to the set of test cubes in one partition. 

4.1.2 The Multiple Cluster Algorithm 

III this })l'O('<'ss, t.hc pail' of cubcs dccmed most favourable to merge in the set in question 

is idcllt.ificd and mel'gcd. 'l'hus, at any time, multiple clusters are in the process ofbeing 
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MULTIPLE_CLUSTERO 
1* Given P = {Pa}; P, = {C,,) } of testculJf'S. * / 

begin 
T:=0 1* Test r'ulles t,n Ill' l'I'IUfllI'rl * / 
for each (Pa E P) begin 

whilc[( {C"l, C,,~} := filllLbl'~t(P,)) =1- NULL] begin 1* Get best prur (lf l'Ulll'S 1.0 dllsll'l' ... / 

C := C"I ne C,,~ 
Pa := Pa \ {C"il C.,2} U C 1* RCIllOVI' uspd t'ulws anrl allrll1l'w dus!,I'\' • / 

end 

end while 
T := T U Pa /* Save test cubes * / 

end for 
while[( {C1'l il 01',2} := filllLbest(T)) :f: NULL] begin 1* Clll't'k for clust('l'ill~ lH't.wl'l'll part.il,ions * / 

C := 01',1 ne 0/,,2 

T :=T\{C1',I,Or,2}UC 
end while 
rcturn T 

Figure 4.7: The Mult.iple Clustering Algorithm 

begin 

end 

wl'ight, := 0 
fol' l'cldl (cJ E P) begill 

for mdl (C) EPi} > 1) bogiu 
if (Wl'i!!,ltl. 1 Wl'i!!,ht._ol(I·1 n, I!))) begin 

Wl'ip,hl, = Wl'ip,hkof( 1:, n, c]) 
1=".1=) 

end if 
end fol' 

end 1'01 
returu (CI,C,) 

/* Iuit.ialÏiw wl'i)!,hl. * / 
1* FOI l'VI'ly pail' of VI'I·I.Il1H + / 

1* If il. i'i IL 111'1.1.1'1' dlOil l' -+ / 

1* SaVl' it, + / 

Fig1ll'e 1\.8: The findJ)cst.{) Procedure 

formed. As prcviously, the first st.ep is 1.0 partition the cubes . 
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This algorithm is outlillcd in figurc 4.7. The find_bestO function (figure 4.8) goes 

throllgh all thc relevant c111sters and chooses the pair with the most favorable weight 

and rd 11 l'ilS thcm (or NULL if thcrc are none). This weight is determined primarily by 

the cOllnict. COU Ill, followed by the extra specified bit count and then by the specified 

hit. COllIIL. These cubcs arc t,hcn r(~moved from the partition and the result of their 

c1usl.erillg is adel<'d. This colltinllcs until thel'e are no more beneficial merges l'emaining 

al. whieh point. t.he IIcxl partit.ion is considered. 

The fil·st. while 1001> clusters ail the cubes in each partition ",hile the second is 

nccdcd in casc combinations are possible on clusters between partitions but were not 

possil1k berme, alléllogous 1,0 lhe dean-up phase in the pl'evious algorithm. 

4.2 Encodin.g of Test vectors and Conftict Infor­

Ination 

This mipect. of the work involvcs cOlllpressing and encoding conflict information in forms 

which Cilll he casil,\' dccoded and uscd wltcn required. A number of alternatives will be 

pn's{'llkd wllich l'l'ducc storagc dcmétnds \Vith a small penalty in hardware overhead 

and t 11(' amotlllt. of vcctors supplicd. Howcvcr, these extra vectors may be regarded as 

addit.iollill rétlldolll patterns. 

III mally of t.he fol1owing subscctions, equations indicating the amount of memory 

arC' dC'rived. ail st.art.ing fmm the point: 

IIICIIIO/'y(lIl IJ/II» = [A] + [B] + [Cl (4.5) 

\\'h(·I'(· [A] l'('prl'senl.s I.h(· (,OlllpOllClll duc to the storage of the seeds, [B] represents the 

('OlllpOIU'lIt due 1.0 indicating which cOIlOicts are involved at this particular time and 
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[C] the component necessary fol' the conllicts themselvcs. Also, the amount of 111<:'11101'y 

to explicitly store a conflict would be flog:z(scan lengtll)l hits as it. can occUt' anywhcl'(' 

on the scan chain. Below definitions fOL' t.he variables uscd are givcn. 

• S = Maximum Humber of specified bits in any t.est ('uhe which is also t.h(' H('('d 

length. 

• Clsti = Number of clustel's with 'Ï conflicts. 

• Clst == Total number of clust.ers = L: Clst l • 

• TL == Test length. 

• Confl]\;[ = Maximum Humber of conflicts allowed in a single t.est. cube', 

• Confl = Total number of conflict.s . 

• m = Scan lengt.h. 

• .l\tl emlen = Cache or StacJ.~ depth. 

• Loads = Total Humber or cache loads 01' stacJ.~ pushes. 

• offset = Difference in position between a conflict. and t.he one illllTIediat.ely lowcl' 

to it. 

4.2.1 Direct Implementation 

This method iuvolves explicitly repl'cscnting each collflid as it. OCCIlrS. The ('uhes are 

grouped into sets each with the same number of conflicts, the first. with none, the 

second with one, and so on. The munber in each set. is st.ored and decrcrnmll,(!d as 

vectors are created so that the Humber or conflict.s for cach cube is irnplicit.ly known . 
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Assoeiatcd wit.h each Htot'cd cube is t.he required number of conflicts, as indicated 

by the Het. in which if, is in. For clust.el's with 0 or 1 conflicts, aU vectors suggested 

by t.he connicts must he applied, t.hus no more information needs to be kept. Others 

rcquil'e allot.hcl' set. of vectors, conflict vectors, to point out which of the conflict bits 

nced t.o he invert.ed t.o creat.e t.he Clll'l'ent vector. In addition to this, this set of vectors 

sholll<l t.ell when t.he lise of t.he Clll'l'ent cube has come to an end. Thus, it must he one 

hit, longer tha.H the maxilllUlIl Humher of conflicts allowahle, 

'1'0 cl'cat.e the vect.ol'S which would he applied to test t.he circuit, first the seed is 

loaded into t.he LFSR, the appropriatc fcedback configuration chosen, and a base vector 

stal'ts to hc produccd, At this Ume also, the conflicts associated with this cIuster is 

loaded as is the conflict vectol' (if applicable), When a bit is created which corresponds 

to a pOHitioll l'efened 1,0 hy the conflict vector and the conflicts, it is inverted. At the 

end of the test vectol', the conflict vector is checked to see if the same or the next 

secd shou\d be loaded, If the next sccd is to he loaded, its associated conflicts are also 

\oaded, Then t.he next conflict. vector is loaded and the process continued. 

mem = [C/si * s] + [(TL - Cisla - 2 * Clsll)'1 (Con/lM + 1)] + [Con/l * flog(mh 1] (4,6) 

4.2.2 Stack and Cache Based Ir.nplementations 

Tlwi·;e impl( tllellt.éll.iolls aUempt to reduce memol'y requiremellts by making use of the 

fael. t.hat. Illêllly conrticts are used on severa! occasions with different test cubes. Extra 

tllelllOl')' ol'ganized as a stack or a cache is llsed for this purpose. They must be at 

leaHI, as <Iccp aH the maximum Ilumhet' of conllicts allowed, but may be deeper for more 

(\exibilit.y. lIow<'v<'l', this would have a. lIegative impact on the conflict vectors as their 

lengl,h lllust correspond to t.his depth, 

ln t.h<'s(' 1I1et.hods, the tneJl10rÎes arc loaded and as many cubes as are consistent 



• 

• 

• 

CHAPTER 4. CI.JUSTERING TFJST CUBES 

with these conflicts are used. Conflicts are thcn changcd eithcl' by pushing and popping 

in the case of the stack, 01' by a lcast l'ccently uscd cachc rcplacement strategy. Ot.h<'I· 

cache reload strategies could be lIsed but most haV<' t.he undcsircd dfcct. of rcqlliring 

more memory. AIso, by judiciously choosing thc OI'der and valuc of t.he conflie\. V<'dors, 

great control on the rcload is providcd. ln faet, t.hl'OlIgh t.hc i).tdition of <'xl.l'a ('onrlirt. 

vectors, full control of t.he rcloadillg, is possiblc. Fol' instance, if. Illa.y be lIeccHsal'y to 

keep one of the conflicts which has not. becn uscel fol' a long time and duc 1.0 he rcplac(·(l. 

By including this conflict in the gencration of a veetol' whcre il. is cUl 1I1lspccified hit., 

it can bc kept without any penalty. 

In addition to the cxtra. cache/st.ack memory, a little addit.iolla.1 ovmhead is Jl('C­

essary for control. Conflict vcctOI'S as dcscribed in t.hc previous scction arc wicd, hllt. 

here they indicate which cache/st.ack posit.ions cont.a.in t.hc relevant. cOllflict.. Ali ext.ra 

bit for each secd and conflict is IIccessary, in t.he sced to t.ell whct.her new cOIlHidH nee<l 

be loaded, and in the cOllflict to show whether flll'thet· conflicts are needcd. Ct'eatillg, 

the test vectors arc analogous to the direct implemcnt.at.ion wit.h t.he except.ion of how 

conflicts are loadcd, if at aIl. 

lIlem = [elst * (s + 1)] + [TL * (M Ct/den + 1)] + [I~o(l(ls * H/O!J(lII)l + 1)] (-1.7) 

4.2.3 A Scheme to realize these Implementations 

An implelllentatioll of theHc methorb is givell in figme 'i.n whel'e the hardwaw uni(l'w 

to c1ustcl'ing is l'cpr'escllted by the shad('d port.ion. An XOR gat.e is Ilsed 1,0 illvcrl, 

the bits indieated hy the cOllflicl, positiolls sloJ'(~d in the rnelllory /sl.ac:k/cache labded 

'relevant conflicts' and the cOllflict vecl.orH. Control is provided based on (!xt.ra hits 

stored wit.h the confliet vcctOI'S, alld cOllflicts and the seeds as clescribed ill the ahove 

implementations. 
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The hardwfln\ ovcrhcad of t.his implcmcntation in excess of that of random pattern 

t,cst.illg willnow he dctcl'Illillcd t.o h('lp evaluate its impact in BIST applications. Ran­

dOIll pat.t.cl'Il t.est.illg was ltsed aH il hase fOI' it has been shown to be cost effective in 

IIlillly BIST applicat.ions alld lISeH SOIllC of the same structures such as output evalu­

at.ion, t.he SCêlll chain alld most of the LFSR. The decoding logic, modulo p counter 

(whiclt cali he cfliciellt.ly implell1cnt.ed as an LFSR), controUer and seed memory are 

vCl'y similnr 1.0 t.he hardware Ilecded in pure rcseeding. Depending on the area required 

hy t.he IlIcmory, t.ltis can be implcmcnted on chip or on an adjacent chip. The move­

mcnt. 1.0 clust.el'Îng is 1.0 l'CdllCC t.he t.ot.al memory needed to generate the vectors by 
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using a slightly more c1aboratc compression scheme. This reqlli1'<'s t.he addition of é\ 

minimal amount of additional hardware which comprises of an XOR gat.e, a. connt.<'I' 

(which can also be implemellt.cd as an LFSH), a fcw storage elements and Home ext.n\. 

control logic. 

4.2.4 Additional Variations 

Various techniques can be applied in association \Vith t.hese methods in ordcr \'0 flll't,her 

reduce the memory l'Cquiremcnts for the storagc of connict.s. Olle rmch t,(>rhniqnc is 

cube implication (CI) which involves making the a.ssumptioll t.hat, llIany of t.he <:lIl)('s 

reachable by inversions macle on the bits implied by t,he conflict.H wOllld ha.ve t.o ho 

created. Thus rather than having t.o indicate thcm individually t1Hing cOllflict. VCdOl'S, 

aU would be cyclecl t.hl'ough, whet.ltcr needecl or not, redllcÎlIg thc metnol'y nceded fol' 

the [B] component in equation (tLG) 1.00 and in equat.ion (~.7) 1.0 [Cl.'ll * (Melld(~n)] . 
This results in more vectors t.han are actually needecl bcing applied, but, if t.he lIlaximullI 

number of conflicts is kept smalt, t.he memory savings may be worth t.he overheacl. ln 

the case when the conflict count is I~, a worse case scenario wonld sec 2k-1 t.imes t.he 

required number of vcctors being applied, k is usually small. 

Another int.eresting direction wit.h gl'cat pot.clltial fOI' séwings caB he r('ali:t.cd 1'1'0-

vided that the inputs may he ordered at. will. This t.echnique, /'(;()'rdaing, ordel's t.he 

input.s such that input.s rcpl'escnting cOllflicts in the saine clust.er occllr as close t.oget.hcl' 

as possible and as close 1.0 thc begillnillg of the vcct.or a.s possible. This lias t.he dfect. 

of improving on the Iocality of cOllflict.s. 

Figure 4.10 shows t.he eITeet of l'col'<lering, bascd on a ma.ximulTl of t.wo cOllflidR, 011 

the circuit NwO which has 265 inpllts. Ea.ch point on t.he graph indicat.es t.hat. t.hcl'c is 

at least Olle cluster for which iLs conflicts OCC\lI' 011 t.hc bits denot.ed by it.R co-ordinat.es. 

The line is the refel'cncc, y = x. III figurc ~.lO(A), evell t.hough rnany of t.he points are 

close 1.0 the refcrence line, thcrc arc Irlauy which arc significantly dist.ant., such as point. 
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(9, 2'11). Also thcy nmy cxist anywhcl'e above the line (as the conflicts are ordered). 

l"igl\l'c' :1.10(13) shows t,hat. ail the conHicts occur on the first ninety or so inputs and 

t.hat. t.1\(' diffel'CIICC bct.wCCII connicLs on the same cIuster is small, less than five in this 

case itl spit.e of the fa ct, t.hat. the progl'atn was written to try and minimize the average 

dh;t.élIlCC bct,wccn conflict.s, Ilot t.he maximum distance. Using this information, a very 

compact. J'calization cao hc formulatcd. For instance, a counter representing the base 
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coufliet can be usecl, and the offset. of the next conmet (thrc(' bit.s) ca.n he sublllittcd 

if diffct'ent from t.he previous O!l(', AH t.he couut.er is incrclllcnted (in t.his cm;e, Hay, 

from 0 to 90), élll test cubes \Vit.h this as the 10\Vcr confliet. can be t.est.cd. Whon 

both cube implica.tion and reonkl'ing are élssu11led, Illemory use is giv('n in ('<tHat.ion 

(4.8). FurthermOl'c, a small stack/cache type memory may he lIscd so as to l'elise oITst't. 

information. 

mem = [Clst * s] + [ ] + [Clsl + (L((i - t) * Gls/.)) * pO.Q2[offsd1l] (/I.M) 
J~2 
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Experimental Results 

Expel'Îments bascd on thc clustcring algorithm were carried out on both a subset of 

t.he ISCAS 89 bcnchll1a.rk circuits and a set of industrial circuits provided by IBM. 

Using t.hCHC l'CSUlt.S, I1lcmory rcquirements for many of the various implementations 

wCl'e calculatcd ami compal'cd to that necded for reseeding. 

'l'eHt Sct.s wcre found diffcrenUy dcpending on which set the circuit was from. In the 

case of t.hc ISCAS cil'cuits, a predet.cl'll1ined Humber of l'an dom patterns were applied to 

t.hc circuit, ill a.n at.t.cmpt 1.0 remove the relatively easy to detect faults. After this, the 

rClI1aining faults \Vcrc t.al'geted and patterns found to detect each. Bit st1'ipping [Mur90] 

WélH t.hell IIseel to reduce t.he Ilumber of specified bits. For the industrial circuits, test 

S('t.s \Vere found t.hl'Otlgh ATPG and a.1l vectors with fewer than 20 specified bits were 

dcemed as 'easy 1.0 dctcct.' and l'emovcd. 

'l'ahlcs [5.1, .~.1, 5,3, 5.4, 5.5] apply to thc IBM set white tables [5.6, 5.7, 5.8] refer 

t.o !.I\(' ISCAS drcuit.s 

Ta.I>I<'H [5.1, 5.2] compal'e t.he efrect.iveness of the two clustering methods with differ­

('lit. pal't.it.ioll sizes, ('onflict connts and ranges. For both of these, the conflict count was 

"<,pt. nt. :l. III ord<'I' t.o hdp in t.he gl'ouping of clusters for use with the cache method, 

60 
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where the cache depth is grcat.el' t.han the conflict. COUtlt. , the roncept of a l'an!/t' \VilS 

introduced. The range repl'<~scnt.s t.he cache, so a group of dust.et's can Ill' in tilt.' saille' 

range provided that. t.he union of t.heil' ('onOicts has a. cétl'dinalit,y Icss t.han t.1H' carlu' 

depth. From these results, il, is evident t.hat. the multiple c1l1st.el' algol'Ït.hm cotlsisknt.\y 

outperforms the single cIuster one in all cases lInless t.he mnge is ll1uch \cug,el' l,hall t.hc' 

conflict count. Howevel', in the cases where the numher of t.('st cubes is lower in t.he 

single cluster algorit.hl11, the total Humher of conflict.s pl'esent. if; sigllifica.lIt.ly large'l'. 

Thus it. was deemed that t.he mult.iple clust.cl' algodt.hm \Vas dist.indly SllpCl'iOl' 1'10 t.\1<' 

l'est of the expel'iments were carrÎed out using only t.his a.\godthm. 

Aiso evident in thcse tables is the faet t.hat choosing a gooc\ partit.ioning fol' t.he 

cubes can have an efrect in the re:mlting numbcl's of c1ust,el's and conflict.s. ft, iH gcncrally 

noted that for the multiple clustel' algol'Îthm, a single pal'titioll is Ilot necessél.rily t.he 

best choice. 

Tables 5.3 and 5.6 give a bricf impression of t.he init.ial t.est. set.s. To work 0111. a.n 

estimate for the memory requil'ed usillg convelltionalmet,hods, Ollœ agaill t.he Illl1ltiple 

clust.er algorit.hm was used bill. hCI'e the cOllfliet COUllt was put, t,o 0 while the maximum 

number of specified bits allowed wa.s set 1,0 the Icngt.h of t.he ved.ol·. This ltas t.hc erf(!d, 

of packing as many of t.he cubes togethel' as possible minirnizing t.he consequent, vect.OI'H, 

and hellce the memory nceded 1,0 storc t.hcm implicit.ly, 

Tables 5.4 and 5.7 show the effcd of c1ust.c1'Ïng Olt t.heHe set.s. Whell 110 collflid.s 

were allowed and the maximum lIumber of specificd bits allowec\ was set. t.o t.he 1ll11111Jer 

of spccificd bit.s in the Illost specified cuhe ill t.he set, tl\(' algorit.hrn l'(!dllf:es t.o t.ltat. 

of l'cscedillg and these values were wied in cst,irnatillg t.he IltelllOl'y l'eqllÎI'emelll,s fol' 

this mct.hod. lu general, c1ustming doeH 1101, reslllt. in a t.est. lengt.h mllch 1 ouge!' t.hall 

reseeding but the number of c\ust.el's resulting is significant.ly rcc\uced. 

Tables 5.5 and .1.8 give the metnOI'y requircment.H fOI' some of t.he cornpetillg con­

figurat.ions. 'l'he [llIelllory hits, stol'age] fol' rescedillg is cornpared t.o the cOllvmll,ional 
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"(·Slllt.s alld pl'escnted ill bl'él.ckets as a. percentage. This is also done with the [memory 

bits, sl,ol'oge] ill the [Ht.ack], [cache] and [reorder and CI] results where the memory 

l'cqllil'ecl is compal'cd to that, of both resceding and conventional results. 

FOl' bett.e,' l'e:mlts with the dired, cache and stack methods, the cube implicit 

(CI) assumptioll can be made, but is not given here. AIso, in the cache and stack 

estillliltcH, it, is élssurIlcd that t.he ca.che/stack depth is equal to the maximum conflict 

COllllt allowcd, a1ld that. thc l'eloading of the cache can be fully controlled using the 

cOllflict. vedOl'S, lIowevel', this assumption would not hold if the cube implicit technique 

iH adopt.ed. 

'1'0 work out, the 'Max, Orrset' when the number of conflicts was greater than 2, the 

conflids were split up into ail possible combinations taken two at a time and submitted 

1.0 t.he l'eordcl'Îng p\'ognun, 50, if t.he conflicts for a clustcr \Vere (2 56 109), this wou Id 

be split illto the triplet (2 5()), (2 109) and (56 109) for reol'dering, Thus reordering gives 

the maximum distauce fr0111 t.he )owesL position conflict to the highest. For instance, if 

t.he 1I11111bol' of conflicts in a. clust.cr was 3, the minimum the maximum distance could 

be il' 2 when t.he thl'ce conflids are in adjacent positions, In an attempt to compensate 

for the fad t.haL thc average rather than ~he maximum distance is minimized in this 

algol'ith III , 200 itel'a.tiollS \Vere done while illcreasing the weight of the link with the 

IlIé\.Xi111111l1 dist,H.I\(,{', and t.he minimum of these taken, 

'l'he llWlI10ly c1c1l1é\.nded by the direct. mcthod was less thall or at worse equal to that 

d('ll1élll<h·d IIsing pllrc rcsecding, cquality occUfl'ing when the l'esults were identical. In 

SOli le ('a:-;('R with the ISCAS circuit.s, thc penalty incurred using the stack/cache methods 

\Vas great.cr t,han its bCllefit,s but generally they proved superior, especially in the case 

of the' indust.l'Îal dreuit,s with up 1.0 about a 20% savings in t.he case of nw4, The use of 

a. gn'at,('l' ('ollflict. (,Olllll. had mixcd savings, somctimes 2 conflicts and sometimes 3 were 

het.t.(·I', Fol' t.he Ise ~AS Cil'Cllit.s, the savings in memory, without allowing for reordering 

and Cllb(· implicat.ion (Cl), was t.ypically less thal1 that of the IBM circuits, ranging 
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from 0% (in the case where no conflicts \Vere found) 1.0 112% compal'ed 1.0 a. \ow of '\S(XI 

up to 66% in the case of the industrial circuits. Whcl\ l'col'dC'rÎng and cub{' implicat.ion 

is cOllsidered, evcn less lllCmOl'y is l'equircd 1.0 él ma.ximum of 7fi% Hél.vings. 
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SlIJglc GIII'Itpr Aigo. Il Multiple Cluster Aigo. 
IBM Extla No. of No. of No. of No. of 

Cill"lIi! llallg(J Sprl:. CJU'ItcrR Conflicts CJusters Conflicts 

IIwl a 0 163 432 157 349 
:3 1 lm) 436 157 350 
a 2 171 434 158 347 
:\ :! 171 447 158 346 
:l " 173 454 158 347 
:1 5 172 ,151 157 347 
:1 Ci 173 449 157 347 
a 7 174 443 157 347 
3 8 174 443 159 346 
:1 f'() 174 442 159 346 

Ilw:! :3 0 fi8 175 52 132 
:J 1 73 177 52 125 
:3 2 69 169 52 123 
:1 :! 71 180 51 124 
:J ,1 71 174 50 124 
a fi 70 172 49 122 
:J (, 73 179 49 122 
:J 7 B9 170 49 122 
:3 8 69 170 49 122 
.1 00 73 178 49 122 

IlWS a 0 118 327 89 231 
:1 8 liS 327 89 231 
:3 00 \03 283 113 195 

'l'ahle rd: St.at.h.;tics cOlllpariug t.he performance of the two algorithms and showing 
t.he ('fJed. of t.he Ex-spec parameter 

1H1'v1 o. 0 

Cirenil Conflicts 

IIWU 192 909 522 
Ilwl 113 ,198 326 
IIW:.! :37 182 133 
Il \Va 30 201 119 
IIw,1 1,17 800 528 
IIWO tlB 430 439 
IIwï 88 397 396 
"wH 58 323 228 

'l'ahle r,.2: St.a.t.istÏcs cOl1lpa.ring t.he pCl'formance of t.he two algorithms for ranges ~ 
ronflict. eOllnt. 
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nwO 

nwl 

nw2 

nw3 

nw4 

nw6 

nw7 

nw8 

• 
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SCIln No. of .h·. No nf _ COIlve'lIt IOIIalli_Il~IIlt .. 1 
Nall1e LIlIIgth Veel""" 8pec. Bits Test l,cIIgth II\lem. Hits fnl' Stol lige' 1 

nwO 265 1-16r. 45.2G G20 IIHk 
nwl ,101 513 8!J.U~ 391 1r.7k 
nw2 407 210 67.(\'2 146 tillAk 
nw3 80 1!)7 27.1l2 17-1 1:l.tlk 
nw4 163 1295 32.!>i 92-1 Ir.lk 
nw6 -\<13 1121 :12.83 202 S!l.r.k 
IIWÎ .. Sil Dil 2i.nO 140 ClS.ok 
nwS 317 372 ,10.:\2 III :18.!lk 

Ta.ble 5.:{: St.at.ist.ics 011 t.he Odgina.1 'n,SI, Sets of 1.11<' IlIdust.ria,1 Circuit.s 

Seer! 
Name LClIgth 

nwO 87 

nwi 148 

nw2 84 

nw3 45 

nw4 45 

nwG iU 

nw7 ;,U 

nwS 62 

Resec<1l1lg 
Melll. tm, 

Stol'llge 

54.5k (!l3) 

74.71. (oiS) 

17.6k (3U) 

7.S3k (5(\) 

43,8k (2!J) 

25.21. (:.18) 

l, ,Ik ('14) 

Ma". No. or 1 No. or CIIl~telq wlth 1 Tntal No. Te'sl Av. No. IIf 
Conti. ClustelH 1 0 vonl!. 1 L:onn: 1 2 l 01111. :\ l;II11I1. 1 of Conllict .. LI'nKllt SPI''', Bit,. 

0 (J27 627 lJ 0 Il li 1127 ·HWI 
2 :1l4 -1-1 iO 2UO 0 ,170 n:I'2 r,O.!ltI 
3 2-15 2:! 18 IUO I(H r.,\O 1\:\1 fil.M 
0 505 505 0 0 Il U r;or. sn.tiO 
2 199 8 il 12U Il :111 fiOIl 811.Hf> 
3 157 1 2i IH fi5 :ltill fiOIl 87.~W 

0 210 210 U n 0 0 :l10 (i7.1I:l 
2 78 U 2-1 5-1 Il 1:\2 :lIO 117.-1·' 
3 :'8 0 -1 3:.1 :.12 1.11 210 (\,I.I~:I 

Il 171 174 li 0 LI 1) 17-1 28.1 Il 
2 il Il 20 -1fj () Il () li-I 'l7.liI 
3 -19 LI -1 li 2H 122 li-I 27.:11; 
LI U73 !Ji3 II 0 li Il !Ji:! :\01.12 
2 :\:lG 0 ,17 27!l () liUfi IOHfi :l:.!.X:l 
3 204 0 li 3,1 15:\ !'i-I-I IlI75 :\fl,r;r; 
0 :l1!J :\1 !J (J lJ () 0 :11 !) HoUm 
2 188 SH :10 72 0 17-1 :12 fi 1101,:111 
3 155 GU :\ :Ui 58 227 :\:ll fi:1.74 
0 :llS 318 II () Il U :lIH -12,1" 
2 18:\ 8U au 7:\ 0 1711 :12fi -1'1"'8 
3 158 GS III 28 'W 210 :\12 -Hi,Or. 
0 275 275 U U () 0 Ufi h:\,82 

2 123 fi lfI 102 0 220 :\ol:l <I:I.Iitl 
3 S!) 0 1 :H ;',1 2:11 :l!iO -II.!JI 

Table 5A: Clusl<'l'illg St.;!I,istirs Olt t.he Illdllstrial Circllit.s 

Max. 
Conti. 

2 
3 
2 
3 
2 
3 
2 
3 
2 
3 
2 
3 
2 
:\ 
2 
:\ 

I\lelll, Htt, 
SI III Il!;f' 

:l2.!lk (HU) ~:.!O 
2H.-II, (r,2) (17 
a,j,3k (45) (21 
28.1 k (,38) (18 
8.23k (017) < 1-1 
G.8!Jk (:\9) (12 

22,51. (lil) (15) 
17.71, (-ID) (12) 
17.UI. (HH) \ lU) 
Ifl.:\k (IiI) (17) 
11.:11. (71) (17) 
IO,Gk (fi7) (lGj 

No, III 

PII~hl''' 

175 
I!JI 
lU:.! 
112 
uri 
il) 

J27 
tri:1 

1 :l!J 
lhfJ 
181\ 
1 'I!J 

SlaLk 
M"III, Hat, 

StOl,I!;') 

'12.Uk -\01 :lI 
:n,3k:l7 17 
H.28k 47 loi 
1i.8IJk 3!J 12 
-1.23k 5-1 !l0 
:l.li5k ,Ifi 26 
l'J.oJk -\01) 1:\ 
1 r;, 1 k !l'I) 10 
17:\k fiU) IIJ 
1 r,.f:ik (fi:.!) (17 
11.7k ~74) \17) 
II.Ok (6!lj (Ifi) 
1 IJ,Iik (\2 28 
!J.ook lia 2:1 

Nil. III 
!,lIad .. 

I:\U 
1 01 fi 
1 fi ,1 
trH 
!Jfl 
!J1i 

1:.10 
1;'0 
17!! 
181 

M"III. Hil, 
SIIII'IL ,. 

:m.Hk r,7 I!l 
2r..llk H III 
:12.7k 44 21 
27.lk:W 17 
H.22k ,17 loi 
li,72k:l8 Il 
".12k 5:1 :10 
:I.:l!Jk <1:1 201 
1 n.2k <14 1:1 
1".7k a.. 10 
17.lk fiB J!J 
lli.2k HO 17 
l1.flk 7:\ 17 
1O.8k HS HI 
IO.5k fi 1 27 
B.B2k 52 2a 

!ll'WII"I' -1- CI 
MILX Mf·lII. liil, 

OlfHf't, St.,,,,, ,. 

IIi :1fI,1 k <In lU 
25 :.!oI,oIk :1:\ HI 
1 Il.f18k :38 Il 
4 fj,08k 'l'lU) '(Ul 

1<1 111.1 k (:\7 Il 
Ir. 10.7k '/201) '(71 
a lfi.2k (10 17 
\!J 1:\.lk r.2 Ir. 
5 lJ,fj/ik (If) 101 
li H.o\2k fi:l" 12 
1 7.Rr.k .. fi 20} 
:1 fj,H!Jk:1o\ 1 li) 

Table .1 . .1: i\lcT1Jory HC(J1lil·elll<~l1t.s fOI' t.he Different COllfigllrat.ionH 
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• ~~II! ~I'I"I Il.111. No. of Av. No. of Il Conventlonal Hesults 1 
LI'IIp,lh P.LI. VcclolOJ Spf'c. Bits Il Test Length 1 I\lem. Hits for l:itoraJl;e 1 

M:.IU8 17 :\:.1 25 9.44 19 323 
s J.l2:\ HI lk :36 13.78 8 728 
.. 1188 1,1 11\ 51 10.06 20 280 
!I J1!JoI 1,1 II-. 53 9.92 22 308 
.,5a78 21,1 Il, 133 a9.78 85 18.2k 
"H2'H :.!017 II-. 313 34.82 132 32.6k 

.. 1:12U7 ill(J II-. 3i8 45.77 195 137k 

.,:\"rn2 1 7():1 :\2 ,If) 121.22 49 86.4k 

.. :~84Ii 11.(;4 Rok 3n!J 49.86 62 103k 

'l'able 0.G: St.é1t.i~t.ics on t.he Ol'iginal Test. Sets of the ISCAS 89 Circuits 

Hall. S"I'" l'vlax. Nu, of 1 No. of Clusters wlth 1 Total No. Test Av. No. of 
Nan ... Pat 1,"11. COllfl. C:11I .. lcl's 1 U \.j01111. 1 vOIlIl. 1 2 C.;on". 1 3 ()onll. 1 of Confl. Len. Spec. Bits 

.. 2!)8 :12 17 (J I!J 19 U 0 0 0 19 11.11 
2 10 2 5 3 0 11 19 13.90 
:\ !l <1 t 1 3 12 19 14.56 

!lH2:1 11\ :.II () 12 12 0 0 0 0 12 15.75 
'2 S 4 • 3 0 7 12 16.88 
'\ " 1 1 0 <1 13 13 15.67 

sHXS 1 k Il Il 22 22 0 0 0 0 22 10.18 
'2 10 3 1 6 0 13 21 9.80 
:1 7 0 1 1 5 18 22 9.86 

".'!!H II. Il () 22 :.12 0 0 0 0 22 10.05 
'2 III 1 ,1 5 0 14 22 9.40 
a i 0 2 1 4 16 22 9.57 

s5aiS II. 128 li sr, 85 0 0 0 0 85 61.88 
'2 1>2 25 5 32 0 69 100 77.10 
a 1>11 44 0 4 18 62 88 74.24 

'I!n:\oI II-. 12ti 0 l,II 141 0 0 0 0 141 66.88 • '2 Hi 4i 10 40 0 90 149 87.84 
:1 SH 33 9 10 36 137 145 93.80 

.. 1:\:.107 II-. :.!n:J () ID5 195 0 0 0 0 195 85.41 
2 117 50 16 51 0 118 19è 131.02 
:1 lOB 36 tG 11 43 167 197 140.58 

.,:1:.'1:12 \2 25:\ (J 1'1 <lU 0 0 0 0 49 121.18 
:.! 1'1 <Ill 0 0 0 0 49 121.18 
a 1') 49 U 0 0 0 49 121.18 

s:I~;') 1 7 ~111, 22,1 () 'IK ll8 U 0 0 0 98 1i1.34 
'2 ~;-; 59 8 18 0 44 111 191.96 
:\ 1>2 49 <1 17 12 74 115 197.00 -

'l'able 5.7: Clustcring Sta~istjcs on the ISCAS 89 Circuits 

IlP~l'l'dillg IlPilcct Il Slack Cache Reorder + Cl 1 
lIall. [\1,'11\. HiI, "l,LX. 1\lelll, 1311, No. or Mem. Bit. No.oft· Mem. Bit, Max. Mem. Bit, 

Nalll" Pat. Slolng{' CUIIII. SI III Ilgc PUSh"b Storage Loads Storage Offset Storage 
:\2 :12:\ (IUOl 2 211> (7ti) (71i) 7 'li:) (86 86) 7 279 86 86 1 183 57 57 

, :1 ~ti~. (~2) (S2) 8 286 (89( 89) 7 280 }S7{ 87: 3 176 54 54 
1 1. 2:.2 (:\5) .: --li11f-'2'"'"': 1'=--. T.{ ,-;';) 1+) ~(:\;';;;2+) -tt-~7 -h2~u8ri.( 1i7.0~61"'(;;;37f7 ):-H-i=-7 -1.....,::26,;;,8;;...,(~1Oi:6~.1.J.T;i37*'1-tt--.,;1~+-..;.1 ::;79<+':7:71 H;;2~5H 

:\ 1 2~,i ( 1(12) (:I!i) la 2S8 (114) (.IU) 13 288 (114) 40) 2 140 56 19 
l " - '2 I:! (~ -"","'""; )-f-07""'2 1 2 III \" :-;:;:. i,,")7(';::;'iF"', )'-iH--'Of) -+-02''''28:;7;( U;'; .. ti8l;;1;';)'-It--';;9:'--t-':;;:2l;;28;7;9"'.I;h(~ 187"1 f-11t--i2;;--t--il~2o;';6*'52~f74;:'5 H 

22 ('Ii) (R:.!) 12 2:12 (96 83) 10 222 92 (79 5 117 48 42 
JI, 212 ('ill) ~h, (:',-.) (li'i) f) 'lai (U~} (75} 9 231 95 75 2 125 52 41 

, ~.' (",S) (IlU) Il 227 (90\) (i4) 10 222 92 72 3 102 42 33 
Ir III Ill, (I>Il) -: /.ItSI, (~lJ) (,IS) 4!'i S.70k (80 (·18 37 8.63k 79 47 6 8.09k 74 44 

t-~~-t-'~-~~~~~+-7.'\ '/ 1 "7(~S'~I)~(~r.l~')~_~4'~2~-7U·72~'lkr~(I8~5~(~i5~1~~3~7~~9.~2~Okr+.8~4~~5..;.1~ __ ~10~~8~.6~i~k~8~0~4~8~ 
.,lI2:\.I II. l'iSI.(5:.) '':-I.TIi~(i'I}('IU) I;U IJ31.(75 (41 55 13.3k 75 41 7 12.4k 7038 

:\ 12,hl, (il) (,m) 9,1 12.llk_(il (39 80 12.5k 70 38 22 11.6k 65 36 
2 \2 .11,-(1;,-.. I;i-)""i(2:;-,I;t)-tt----;-a;.::;7,--t-:-;:.l'1.-;;9T':'k7.(lli;;r·'2;H(';;:23~tt--,;3;';-2-+-7-3r.l-;:.8rlk"62n+-:()-;i2;i';3H---':;;7:.....Jf--iio3~1.~Okr+.(6;.;;0:H2~3:t-i 
:1 :\l1,II, (HI) (22) H7 29.5k (58i {22 52 29.3k 57 {21 11 28.4k (55 21 

'I14!)01 

II. :.1 .. \1\ (.Ii) 

:\212,11-.(11) 2 1'211\(IO~!(I~1 U 1:.!.5k(101)P4) 0 12.5kpOll14 0 12.4kpOO) 14} 
.\ 12,11.(100)(11) 0 125k(lOl) (141 0 12.5k(101) 14 0 12.4k (100) >14) • ... IHll; 1'\ li 1. 2'J. 1I1. (21) .! I!J TI, ('JO) (I~) 4U 21l.0k (91 (19 40 20.0k \91 1~1 '2 19.1k }~~( (19 
.1 1 q Il,_ Î,-"_' ~.:..)(-,-l:.:!l~ l "---,I;;.:li_-,--,I:.:!l..:..:.ic.:,k:.:{,,, i!)..::.O'-.l..:{1:.::9~ lu--..::.05=--...I.....:1:.::9..:..:. Îc.:,k:.:ll.:::!9.::0L..l.::.:19:.J.1 J-1L-...:3:::"'-..L.::.:18::.:.:::.:5k~8::.;;4:.L..l.::.: (18::L..J 

T .. hl(· i.~: :\1"111\)1'." Ikquircmcllts fol' t.he Different Configurations 
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Chapter 6 

Conclusion 

A new method of using l'C'secdillg of LFSBs to gCllcl'atc a dcl.el'minÎsl.k kst. Het. Célpilhh' 

of 100% non-reclutlcléll1!. fa.ut\, ddcction of circuit.s lias becll pr<'s<'lll.cd. By allowillp; il 

small Ilumbet· of cOllflicts Ol" itlcollsÎsi,cl1ci(,s whcn IllCl'gillg clIlws, t1,(, h'Hl. Hd. cali 1)(' 

reduccd 1,0 a much grea!.('1' c\egrcc than t.lmt. of pme resccdillg. lIowever, 1.0 HlIcccsHf'lIl1y 

l'cereaLe t.he rcquil'cd wct.Ol'S, fml,her infol'ma.l,ion reguarding t.he posit.iolls alld t.h(' 

necessary values of t.he ('ollflicts also ncccl t.o he st.ored. 

Algorithms were developcd to mcrgc t.he ('lIbes in a t.est. set. alld fo)('veral ways, IISillg 

Iittlc additional ltéll'dWélI'C, WCI'C pl'opoHcd 1.0 minimi:-:e t.1)(' 1l1<'1TI01'Y 1H'lwlt.y r('slIlt.ill/!, 

from the connict.s. ft is possibl(' t.o t.l'adc-orr t.esl. t.ilIlC a)!,aillHI. I.('st. da.t.a thl'Ollp,h, \'OUI 

by varying the lengt.h or Lire l'éllldolll pal.t.l'I'II I.('HI. Ht.êlp"C' 01' by IIHill)!, ('111)(' illlpli('al.ioll. 

Fu l't.hcrl11Ol"c, hal'dwilI'c ('()ll1plc~xil.y cali alHo he t.l'adC'd-orr t.lll'ollgh t.Il(~ IISI' of I.he dil'­

fcl'cut. mcthocls sllggc~tcd, RcslIlt.s hél~('d 01\ él Hllhsct. of t.he ISCAS hCllcllIual'k cil'(,lIit.H 

and on a set of indust.I'ial cil'<.:lIit.s show that. a :l5% l'c!dllct.ion ou a,verag(' ov<,1' pure 

reseecling can he aclliev<'d without. sigllificant.ly illCl'easing 1.11<' test. 1<!IlgUI. FlIl't.h(~r l'e­

duc1.iom; are possible, Ill' to .. Ill average of 18%, wit.h élll illCrl'êlSC ill I.esl. kllgtll (>l'ovid(!d 

reordcl'ing on t.lle illput.s i~ IH) ible. \VhclI c:ollllHu'ed 1,0 rOIlV('lltioIlHI d<'l.(~I'lJljlljsf.ic l'(!­

qUil'Clllcllts, tllesc l'crl1l<'t iOlls are mY}1) alld 77% respect.iV!'ly, TI)(~ indllsl.rial drcllÎf.s 
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were dlOse!l based 011 Uwir illherellt rcsistallcc to random testing yet have performed 

f1ot.ahly bettcl' tllilll the ISCAS countcl'parts. This is encouraging for it appears that 

some of thc radors whi('1r make circuits hard to test are the very ones which benefit 

t.!lis approach. 

Thollgh cllvisiollCd fol' BIST a.pplicatiolls and though it lises memory comparable to 

t.lral. or w(!igbt.<,c\ l'illldonl pattcm t.est.ing wit,hout much of its hardware overhead, it is 

eOllccÎvilb!(' that. tllC' IIH'IIIOI'y l'cquircmcnt llIay bc excessive. In such cases this method, 

lilw reseedillg, cali 1)(' élPplied 1.0 cxterna.1 testing effectively reducing data handwidth 

by storillg a.nd dowlIloadillg ollly the seeds and the conflict information. Only the on 

chip decodillg lop,Ï<: wOllld he l'cquired to gcnerate the vectors. 

III iHlditioll 1.0 clrip I(·ve! I,('st.ing, t.his seheme can also he used ai board level and 

with 1I11r!t.iplc' dlip 1I10<!UI<'S. Ext.ensions to this method can be useful with delay testing 

fol' t.his typc' or 1,c'st.illg, l'('<!uirc's the application of two consecutive vectors which are 

idc'Ilt.icid 011 al! ('x('('pt. ('or a. rcw bits. By having two classes of 'conflicts', one for 

tlr(' ('ollllicts as ddillcd ill this Lhcsis while the other for the differences between the 

t.WO cOllsecuLive vcctors, delay falllLs cau be LesLed with significantly reduced memory 

0\,('1,11<';1(1. 



• 

• 

• 

Bibliography 

[AbrDO] M. Abramovici, M. Breuer, and A. Friedman. Di!Ji/(d 8.11s/('I11.'1 '/'r .. ~/hl!1 (/1/(1 

'l'est able Desig//. Co 111 putel' Science Press, 1 H90. 

[Agr89] V. D. Agl'é1.wal, K. Chell, D .. JolIlIsoll, and T. Lill. "1\ Din'd('cl Seal'ch M(·t.hod 

for Test Gencmtioll llsing a. COIlCIIITC'IÜ Sillllllal.o!'''. 1I~'m,,' f),·si,qll. fUIt! '1'('.'11 of 

ComfJUICl'S, vol. 5:8--15, April H)S8 . 

[Ag1'87] V. D. Agrawal, K. Cheng, D .. Johllson, a.nd '1'. Lill. "/\ Compl<'!,e Solllt.ion 1.0 

I.he Partial Sran Probh'I1l". 11Ilfl'//a/iollal 'l'cs/ CO/l!C,.r;TH·", pag<'H ~~ ;'0, I!lX7. 

[Agd):3] V. D. Agmwal, C. I\illl(', aile! 1\. Salllja.. "/\ 'l'ut.orÎal on Bllilt.-11I Sf'1 l'-T('sl. , 

l'art 1: Prillcipl('s". 1 BRB /Jf.'·;ÎlJ// (//l(l Tr'.'i/ of COII/.]JIlIC'I'.'i, pag,l's n H~, Mal'. 1 !)l):L 

[BarS7] P. Ba.rdell, W. McAIIIlCY, alld .1. Sa.vir. /Juill-In 'l't,';1 fo,. VI,SI. Wilc'y­

Illt.el'sciencc, New '{ork, HJ87. 

[1111'090] Il BClJllctt.s, IL COIlI't.ois, C. Maund('l', .1. Mllclta, F. Pool, <:. Uol,biIlSOIl, 

B. Schneider, alld T. Wi Il in ms. "Tite Clmll(!IIJ.!,cs of S('I l'-'I(,sl.''. 1 W~'/',' /)(;8i.'I" (/.1/([ 

'1'c51 of COllljlli/r;/' .... pélgCS fiG -!)~, 1990. 

[Brg:·m] F. I3I·gle:t,. C. Closl,('f', éllld <:. Kedelll. "IIé1l'dwflw-Basf'd W(!ight.C!d Handorn 

Pattel'll Gell('rat.ioll fol' BOIITldal'Y Scan". 1I~'8/~' htfr;l'nalÎ01Ull 'J'n·il (/on!f;n;w;r;, 

pages 2G1-:na. 1 !)~!) . 



• 

• 

• 

HIIJUOGIl.APIIY 70 

[ChaSiJ] Il. ChalldrélrnOlili a 11(1 Il. Suear. "Defect Analysis and Fault Modelling in MOS 

'l'eclmology''. Inl(;nudiorwt Test Conference, pages 313-321, 1985. 

[Dav82] B. Davis. 'l'Il(' I~'conomics 0/ Âulomalic Testing. MeGraw-Hill, New York, 

I!J82. 

[Dea'!)l] 1. Dear, C. Dislis, A. Ambler, and J. Dick. "Economie Effects on Design and 

'J'('sL". IBI;;I;; /)(,.'Ii,'I1I and T('sl 0/ Computers, pages 64-77, 1991. 

[GloS!)] C. GlosLer alld F. BL'gle~. "13oundary Scan with Built-In Self-Test". IEEE 

f)('.'iigH wut 'Ir",! oI ComjJule/'s, pages 36-44, 1989. 

[<:ol~~] S. GOlolllh. S'Mf! llefJislcr Sequences. Acgcan Park Press, Larguna Hills, Calif, 

1 !JS2. 

[I/ilS!)~] 1\. lIassHII, V. 1\. Aganval, 13. Nadeau-Doste, and .1. Rajski. "BIST of PCB 

IliterCOIIC'ct.s Usill~ Botllldal'y-Scan Architecture". [EEE Transactions on CA D, 

Vol. II(No. IO):127t'-1287, Oct. 1992. 

[lle\!)~] S. IIcllehrand, S. 'Là,mick, J. Hajski, and B. Courtois. uGeneration of Vee­

t.or PaUeI'lIs 'J'lrrollgh Rcsecding of Multiple-Polynomial Linear Feedback Shi ft 

Ikgistcrs". Il')I~'H IlIternalional Test Conference, pages 120-129, 1992. 

[I/orDO] P. lIort,ellsius. IL r ... lcLcod, and 13. Podaima. "Cellular Automata Circuits 

('01' Built.-III S('I(,-'I'('~t.". [HM J01l1'1Ia{ on Reseœrch and Development, Vol. 34(No. 

2/:q::JS!l--'IOf>. i\léll'/:\'la.Y j !)!)O. 

[lIor~!)] P. lIort.('lISills. IL l\IcL<,od, E. Pries, D. Miller, and H. Cardo "Cellular 

:\1lt,Ol1\élt.él-Ba~i('d P:-;('UdOrHlldOI1l Number Generators for Built-In Self-Test". IEEE 

'/'/'1/118acliol1 • .; 01/ (' If). Vol. S(No. 8):812-858, Aug. 1989. 

lllllg~(il .1. 1IIIght'l- .11\(\ E. i\ld'luskey. "MllHiple Stuck-at Fault Coverage of Single 

St l1ck-at, Fallit 'l'('st Sd,:-;". IlIlcl'1Ia!ùmul '/'cs! Confe/'ence, pages 368-374, 1986. 

------~~~---~ 



• 

• 

• 

BIBLIOGRAPfH' il 

[Iba75] H. Ibarra and S. Sahni. "Polynomially Complet.e Fau Il, Det.ection Pl'OblcIllS". 

IeEE Tmns, Co mpltling, Vol. C-24:242-249, Mat'. 1975. 

[Jac87] J. Jacob and N. Diswas. "OT13D Falllt.s and Lowc,t· BOllnds on Multiple Fault. 

Covel'ôge of Single Falllt, Test. Sct.s". ln/emal ÎOl1fl! '/b~1 Conference, page's S,H)- 855, 

L987, 

[Jha86] N. Jha .. "Dc1.cding Multiple Faults in CMOS Circuit.s". IIIIC/'1wliO/w! '/('8/ 

Conference, pages 514-519, 1986. 

[Kon91] B. Koncmann. "LFSR-Coded Test Patterns fol' Scan Designs". Pme. RttI'OJl('(11I 

Test COnfeTCIlCr, pages 237-242, Hml. Munich. 

[LiI187] C. Lill and S. Hcddy. "On Dela.y Fa.llIt. 'l'esting III Logic Circuits". Il,,'I~I',' 

'/hllutctions 0/1, CAO, pagcs 649-70a, Sep 1987. 

[Lis87] R. Lisanke, F. 13l'gle~, A. Dcgeus, and D. Gregol-y. "'n'st.n.hilit.y-Driv<'11 Halldolll 

Test.-Pat.tel'll Gcncration". 1 EEIE Tmllsactio71s OH CA /J, Vol. GA D-(i: 1 ()8~ -1 OH7, 

Nov. 1987. 

[Ma88] H. Ma, S. Devadas, A. Newton, and A. Sangiovalllli-VillcC'nl.e1li. "'l'psI. C:<'II­

cl'ation [or SeC( uelltia 1 Ci l'Cl! i ts". II~'EE T1'nnctionc; 01/, CA D, pages 212 220, l'(·b. 

1990. 

[MccS5] E. McCllIskcy. "BlIiIt-iu-Seif-Test. St.l'Ilct1lt'C'H". 1I~/a~' /)('.c;i,q1l. (/,//.(1 'f('81, paw's 

29-:36, Apl'. 1985. 

[McCS7] E. McCluskcy, S. Makar, S. MOlll'éllld, alld K. Wag/ler. "Prohahlit.y Modds 

l'DI' Pseudoréllldoll1 'l'CHI. SeqllC'lIces". n'/~/~' btlaT/fl!,io1tfLl '/'('.<;1 Co 71/(;'I'('7l('f' , pagc~s 

L1ïl-·17U, H)~7. 

[MurDO] F. Muradali, V. Ag,a.rwal, Hlld B. Naclea.lI-/)mt.i(·. "A New Procc'dure fol' 

\Veight.ecl Halldoll1 BlIilt-11l Self-Tpst.". lI~'I)'R htlc1·1W.liorlfl! 'H~,<;l C(mffmmcc, pages 

6GO-G69, 1 DHU. 



• 

• 

• 

HII1U()UU,APIIY 72 

[paWI h] S. Pateras and .1. Rajski. "Cube-Contained Random Patterns and their Ap­

"Ii('a,tion to t.he Complete 'l'esting of Synthesized Multi-Ievel Circuits". IEEE 

Ittlc7'nalimwl TC.91 Confc/'c1U:c, 1991. 

[Pa.W 1 al s. Pat,eréls alld .J. Rajski. "Generation of Correlated Random Patterns for the 

COlllplete 'Iè:·:;f.illg of Sytlthesized Multi-Ievel Circuits". 28th ACM/IEEE Design 

A 1/,/ (J IrJ,flli01l Com'cT'cnce, pages 347-352, 1991. 

[Pell!)2] S. Pcng. "Test Methodology for a large ASIe Design". Wescon Conference 

U(('(I/'{I, V:W:(j,1 -77, 19H2. 

[poa(i2] .1. Poage. "f)erivatioll of Optimul1l Tests to Detect in Combinat ion al Circuits". 

/)/'0(' SYl1lfl Olt Malhmelical ThcOl'Y of Automata, pages 483-528, 1962. 

[POIll!)J] 1. POlllera nz, L. Heddy, and S. Reddy. "On Achieving a Complete Fault 

CovC'l'élge fol' SC'quenLiaJ Machincs t1sing the Transition Fault Model". International 

'/L.,I Co 1l.fc/'ClI cc, Oet.. IH91. 

[Bll.i~71 .1. Ilaj:-;ki ami II. Cox. "A IVlethod of Test Generation and Fault Diagnosis in 

YI'ry Lm'W' Co 111 !Ji lIatiollal Ci l'cui ts". fnle nwlional Tesl Conference, pages 932-

!l1:J, 1 !)~7. 

[Sav~/1] .1. Savil' alld P. Bardel. "On Random Patt.el'll Test Lcngth". IEEE Transactions 

0/1 r:olfl}Jlllr/' .... Vol. C-3:3(No. G):4G7-471\., June 1984. 

[Sl'h7~1 D. Sch(,l't,y, ,\11<1 G. r.,/ll't.:'.c. '~A New Heprcsentation for Faults in Combinational 

Digital CilTtlit.:-;". II~'IŒ' '/hlll,WU:/ioIl8 on compnfing, C-21:858-866, Aug 1972. 

[Sch7:\] Il. SChlllll'lll<lllll. "A Comput.cr Pl'Ogram fOl' Weighted Test Pattern Generation 

ill ~'lollll' Carlo Tcst.illg or lllt.Cgl·él.l.<'d Circuits". IBIII{ Tech. DisclosuT'e Bull, Vol. 

l(i::117 -LI:2:~, .July Inn. 



• 

• 

• 

BIBLTOGRAPI-n' 

[Sch75] H. Schnurmalln, E. Lindbloom, and R. Caq)('tltct'. "TI\(' W<'ighted Handolll 

Tcst.-Pattern GCllcratot'''. I/iJEB T"llHsaclions Ol! Computrr,.;, Vol. c-:M( No. 7):()H5-

700, July 1975. 

[Sch88] M. Schulz, E. Trischlcl', and T. Sal'fel't. "SOCHNL'ES: A llighly Etricient. 

Automatic Test Pattern Gellcl'ation Syst.em". IBliJE' 'l'mll.'m,c/Îo1l.'i on CAf), Vol. 

7( No. l ):126-1 :W, .Jall. 1988. 

[She85] J. Shen, W. Maly, é1\ul F. FCl'gUflOI1. "Inductive Fé\.ult, Anulysis of MOS IlIk­

gratcd Circuits". IEEE Design llIul '/bd of CO/I//J/tlcrll, pages I:J--:W, D('c IBH!>. 

[SmiS5] G. Smith. "Model for Delay Fault,::; bascd IIpon Pat.hs". III./f'l'lIfl/Î01Wl 'l't'iii 

Conference, pages 342-3t19, L9S5. 

['l'I'iSO] E. Trischlcl'. "IlIcomplete Scau Pat.h with al! Aut.ol1latÎc 'l'(,st. G('J\el'at.ÎolI 

lVr et hodology", l17ie mnl ;'J/I a/ '1'csl COIIIc'I'CHee, pages 1 !):J -1 ()~, Nov. 1 m~o, 

[Tu 1'90] .J. Turino. f)esign lo tC81, Van Nostrand Reitthold, N('w York, 2 ('ditioll, 1 mm. 

[VcnU:3] S. Ven katal'amall , .1. Hajski, S. 'l'amick, and S, IldlelmU\(1. "Ali IWicicllt. 

BIST Schernc Uased on Itesccding or Mult.iple Polynomial Lilleat' Feedl>a('k SllÏrt, 

Hegistm's". 11Ilernatio1lal Confcl'cnce O/l Complltcl'-Aid('d IJc.'ii!11I, paf.!.('s 1)72 !>77, 

WU:j. 

[Wad78] Il. Wadsack. 'IFault. Moddlillg and Logic Sillllllat.o)'s of CMOS and MOS 

illt.egrat.ed ci rcuit.s", 'l'he Hell .'hJblem 'f'cclmi('(tl .}o'/1, l',wl, pag('s Iljtl!) Itl7:l, 1 !)7H, 

[Wai88] .J. Waicukullski alld E. LimlhloolII. "Fault D('t.edioll 1·:rfect.ivellcsH or Wdght,('d 

RalLdom PaUe\'lls". Inlc1'1w/Î01HlI '/L'il C'(mff'f'ellCC, pagc's 21j!) ~!)!), 19H8. 

[Wilï:l] ~\'1. vVilliélnls attd .J. Angel. l'Enhancing 'l'estabilit.y of Lal'g(~ Sndn Int.(~gml.ed 

CiI'Cllit.H via T('HI. Poinl.H éllld Addit.iollal Logic:", lI~l/!J'H 'l'l'fltt.'ifW{i01/.'; on (}o/Tl,fJuhl','i, 

C-21( No. 1 ):tlfi-GO, ,la Il. 1 un, 



• 

• 

• 

IJIIJUOG/U\PfI y 74 

[WiI87] T. WilParm; a/ld W. Dachn. "Aliasing Errors in Signatute Analysis Registers". 

Il'.'I~E lJesiflrl and T'est, pages 39--15, Apr. 1987. 

[WIlIlt-i7] Il. WlITldcrlich. "Self Test Using Uncquiprobable Random Patterns". In­

f.'T1H1,lioIUt! 8fjll/,/los1.1lm on Pault-7hlemnl Com]Juting, FTC'i-17, pages 258-263, 

1 !)87. 

[WIIII~~] Il. WUlldc'l'lieh. "Multiple Distributions for Biased Random Test Patterns". 

/I .. 'I,;'B In/r1'7laIÎo7tal 'J'est Confercncc, pages 236-244, 1988. 

[ZlwD2] S. :lhallg, IL /3yl'lle, êllHI D. Miller. "BlST Generators for Sequential Faults". 

1 el .. 'H 11,1(;/'110/ ÎfJ1/fll e'ol/fermer; on Complller Design, 1992. 

[Zol'!)2] Y. Zoriall. "A Univcl'sal Testabilit,y Strategy for Muni-Chip Modules Based 

011 BIST alld BOlllldal'Y Sean". Inlcmaliollal Conference on Computer Design: 

I/L,/ hl COlllllulel'''' (lnd P/'OCCSSOI'S, pages 59-66, 1992 . 


