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Abstract .
\Ve examine an 1880 theorem of Laguerre concerning polynomials with aIl real roots

and a 1968 inequality of Samuelson for the maximum and minimum de\·iation from

the mean~ and establish their equivalence and present several proofs. \Ve also study

related inequalities attributed to

• .1. :\1. C. Scott (1936)

• Brunk (1959)

• Boyd (1971) &. Hawkins (1971).

:\Iso cxamincd is a 1918 inequality of Szokefah"i-Xagy and son1e 19:35 extensions

of Popo\·iciu concerning the standard de\"Ïation and range of a set of rcal numbers

and cqui\"alcnt inequalities for the internally Stlldentized range due to K. R. Xair in

19-17/19-18 and G. \V. Thonlson in 1955. as weIl as related bounds on the standard

dc\"iation attribllted to

• Gutcrman (1962)

• :\ liirgari tescu- \ ·oda (198:3)

• Bhatia-Da\·is (1999).

Extensions and applications in stat ist ies and nlat rix t heory are pro\"ided. as weIl as

biographical infornlation and an extensi\"e bibliography.
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Résumé.
Xous étudions un théorème de Laguerre (1880) au sujet des polynômes dont toutes

les racines sont réelles et une inégalité de Samuelson (1968) au sujet de l'écart

maximal et minimal de la moyenne et établissons leur équivalence et présentons

plusiers preuves. L\ous étudions également des inégalités connexes attribuées à

• .J. ~1. C. Scott (19:36)

• Brunk (1959)

• Boyel (l9ïl) et Hawkins (19ïl).

Sont également étudiées une inégalité de Szokefah-i-.\"agy (1918) ainsi que des ex­

tensions de Popoviciu (19:35) au sujet de l'écart-type et de l"étendue de nombres

réels ct des inégalités êqui\-alentes pour rétendue transformée de Student obtenues

par I\:. R. ~air (19-1ï/19-l8) et G. \V. Thomson (19.5.5). de même que des bornes de

I"écart-type s"y rapportant. attribuées à

• Guterman (1962)

• ~Hirgaritescll- \·oda (198:3)

• Bhatia-Da\-is (1999).

Des <.'xtC'Ilsions et des applications aux statIstIques et à la théorie des matrices

~OIlt présentées. de mênle que des infornlations biographiques et une bibliographie

d(~t aill~<.'.

IV
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• 1. Introduction and Overview

•

The purpose of this thesis is to examine an inequality. most commonly attributed to

P..-\. Samuelson (1968) in the statisticalliterature. for the maximum and minimum

dcviation from the mean, gi\"en a set of n obsen"ations with known standard devi­

ation" As observed by Arnold and Balakrishnan (6] the publication br Samuelson.

-Ho\\" de\"iant can you be?~ in the Journal DE the .-\merican Statistical A.ssociation

[216] - ... spawned a torrent of generalizations. se\"eral of which referred to bounds

on order statistics. It also spawned a flurry of redisco\"eries of earlier notes on these

topics. l~ltimate priority seems hard ta pin do\,"n .....

\Vc will cstablish the equi\"alence of Samuelson's Inequality and an ISS0 theorem

of E. ~. L.agllerre [109]. \"irtually unnoticed in the statistical literature. concerning

polynomials with aU real roots. The bOllnds pro"ided by Laguerre's Theorem invohoe

the first three coefficients of an Tl-th degree polynomial while Samuelson's Inequality

is in tcrnls of the standard de\"iation (and the mean) of a set of Il real nuolbers

(obscn·ations). Sc\"cral proofs of this Laguerre-Samuelson ineqllality will bc gi\"en

and the associatcd literat ure sun'eyedo

Helated inequalities attributed to H. D. Brunk (1959) (-1::3]. O. .\1. Hawkins (19ïl)

(86]. :\. V. Boyd (19ïl) [:39]. and .1. ~I. C. Scott (1936) [222] wiU also he examined.

or special Ilote are inequalities due to J. \'on Szokefaki ~agy [2:3-1] in 1918 and T.

Popo\Oicill [205] in 19:3-5 concerning bOllnds on the \-ariance and range of a set of

real I1ulllbers. and equi\'alent inequalities for the internally Studentized range l due

to I~. R. ~air (19-1ï/19-18) [168]. [1ïl] and G. \V. Thomson (195.5) [2-1-1:]" These

inequalities are also presented with proofs. Other bounds for the variance. due ta

Bhatia and Da\'is (199S) [=3:3]. Gllternlan (1962) [82]. and :\Iargaritescu and Vodâ

(l98:3) [1:31] are also studied.

Scparatc sections are de\'oted to \'arious extensions and applications of these inequal­

it ies in statistics~ polynomials. and matrix theory. :\Iso included is sorne historical

and biographical information and an extensi\-e bibliography with o\"er 22,:'> entries.

1 For a discussion concerning internally Studentized and externally Studentized range. see [5ï] .



• 2. The Laguerre-Samuelson and Related Inequalities.

2.1. The Laguerre-Samuelson Inequality.

Throughout this thesis Xl.X2 ••••• I n will denote n real numbers with (arithmetic)

rncan

(2.1 )
l n

i' = - L Ii
n i=l

and standard de\'iation (with divisor n):

(~.2 )

TIIPU

.... = 1~ .,
- L).r l - i')~ =
Tl 1=1

!- (t If - n i'2) .
Tl ;=1

(2.:J) for ail j = 1. 2..... n

or cqui\'alcntly

(2.-1 ) for aIl j = 1. 2..... TL

•

Equality holds in (2..1) if and only if aIl the .ri other than I J are equal and 50 then

.l"J is either the largest or the smallest of the .ri: equality holds on the left (right) of

l2.:J) if and only if the 11 - l largest (snlallest) .l·i are aIl equal.

\\"e set.'. therefore. that gi\'en the nlean and standard de\'iation of a set of real nUffi­

bers. their olinimum is bounded below and their maximum bounded abo\·e. These

bounds arc often referred to as "Samuelson's Inequality" in the statisticalliterature2

in \'iew of the inequalities established in 1968 hy the American economist and :\0­

bel Iaureate Paul Anthony Samuelson3 (h. 191.j) in the Journal of the .-\merican

Stat ist ical A.ssociation [216J.

:?Cf. c.g .. Arnold [4]. 8orwein. Styan and "'olkowicz [37]. Chaganty and Vaish [.)2]. Farnum
[68J. Kabe [97]. ~Hirgaritescu [128]. ~fathew and :Xordstrom [134]. ~Iurt:r [166]. Patel. Kapadia
and Owen [194] (p. 263). Puntanen [212] (Example 6.16. pp. 275-276). and \Yolkowicz and Styan
[2:)6].

J For biographical information. see §7.5 .

2



• The inequalities (2.3) were (almost certainly first) established in 1880 by the weIl­

known French mathematician Edmond Xicolas Laguerre-l (1834-1886) in the i\·OU­

\'elles .-\nnales de ~\Jathématiques(Paris) [109]. Laguerre's results were obtained in

a completely different notation and context 5
•

Laguerre~s interest focused on n-th degree polynomials with aIl roots real. Let

Xl' X2~' .. ~ In denote the roots~ aIl of which we will assume to be real. of the n-th

degrcc polynomial equation with n > 2:

(.) -)_..") J( ) n n-l n-2 + + 0.r = aaX + alx + a2x ... + an-IX an = .

Since we will assume that this polynomial has degree Tl we will now suppose. without

loss of generality. that

(2.6 )

Let

aD = 1.

( .) -)_.(

Theo

(2.8)
n

al = - E .fi = -lI
1=1

and

and a::! = 2: IiI) = t(ti - l2)'
i<1

Laguerre [109] pro\"('d that

(2.9)

wh('re

al al ,---
-- - bv'n - 1 < .Z· < -- + bVT2 - ln - ) - Tl

for aIl j = 1. 2..... n.

(2.10) b=
(n - 1)at 2a;:!

---=

lIsing (2.8). ft follows at once that

(2.11 )
al _

--=X
n

and b = s.

•
-1 For biographical information. see §i.1.
5\\'hile several authors in the mathematicalliterature refer to Laguerre (cf. e_g_. Lup~ [llï].

~ladha\·a Rao and Sastry [120]. ~Iitrinovié [15ï]. pp. 210-211. Popoviciu [205]. Sz.-~agy [234],
[:2:3.=>]. [236]. and \\'eber [252]. pp. 364-3ïl). the onl)' author who we could find in the statistical
literature lo do 50 was Rodica-Cristina Vodâ [246] in 1983 (in Romanian). who also references
\lihàilcéllJu [152] .
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respecti"'ely the mean and the standard deviation defined in (2.1) and (2.2) above.

and so the inequalities (2.9) coincide with (2.3).

Laguerre [109L however~ did fiot obsen'e that -adn and b were in fact the mean

and standard de\'iation6 of the roots Xi: his interest was in obtaining bounds for the

roots. whenever they are aIl real~ of an n-th degree polynomial given the first three

coefficients-in our formulation the first of these: Qo = 1. cf. (2,6 f,
In this paper we will. therefore. refer to the inequalities (2.:3) or (2.4) as the "Laguerre­

Samuelson Inequality".

\Vhile "'Samuelson ~s Inequality" is certainly the O1ost popular name for (2,3). the

narne -Extreme De\'iations Inequality- is also llsed in the (relati\'ely recent) statis­

lical literature8
: in 19ï-! Arnold used -extrenle de\'iance- in the title of his paper

[-1]. while "How de\'iant can YOll be"?- is the title of the seminal paper br Samuelson

(l968) [~16]: the 1992 sun'ey paper br Olkin [18i] is entitled -A matrix formulation

on how deviant an obsen'ation can be-, ~Il1ch earlier. howe\·er. the term -extreme

dcviate" appears in the title of the 19-18 paper by ~air [liO] and -extreme observa­

tion" in the titles of the papers by Hartley and Da\'id (19.5-1) [8-1] and ~IcKay (19:l.j)

[1:l.jJ. In the hydrology journal \rater Resources Research. I\:irby (19i-1) (102] uses

··:-,tandardized maxinlllIll de\·iate".

\Volkowicz and Styan (1988) call (2.:3) the -Samuelson-~air Inequality- in their

EIJcyc/opcdia of Statistical Sciences entry [~60]. while .\rnold and Balakrishnan in

tl1cir 1989 tllonograph Relations. Bounds and A.pproximations for Order Statistics

[6] pre~ent tnany inequalities related to and including the Laguerre-Samuelson [n­

cquality in their Section :3.2 entitled -Variations on the Samuelson-Scott then1e" 9
.

ln the nanling of inequalities (2.:3) or (2.-1). it is difficult lo gi\-e proper credit to

ail disco\'erers (and redisco\"erers) without the name becoming rather cumbersome.

Two additional researchers deser\'e special note for their work with the Laguerre­

Samuelson inequality. The Indian statistician Kesha\'an Ragba\'an ~airlO (b. 1910)

6The:- term "standard de\"iation" was introduced in 1893 (by Karl Pearson (1857-1936) "in a
I('('t lire to the Royal Society"" cf. Hart [83], p. 626; Stigler [229]. p. 328. -although the idea was
hy theu neartya century old··. cf. :\bbott [1]. p_ 105.

7Laguerre [109] did not assume that ao = 1 and so his results involve adao and a2/ao instead
of our a 1 and a2-

I:>Cf. Dwass (1975) [66]. O'Reilly (1976) [189]. and Quesenberry (1974) [213].
~'C'f. [6]. Theorem 3.3. pp. 45-46. for six proofs of the Laguerre-Samuelson Inequality

IOFor biographical information. see §lA .

4



• established the Laguerre-Samuelson Inequality (2.3) in his 1947 Ph.D. thesis [168] .

publishing his proof a year later in 1948 in the Journal of tbe lndian Society of

.-\gricultural Statistics (171L cf. also Xair [176]. [177]. J. ~L C. Scott ll established

several inequalities (see §2.4 below) on ordered absolute de\'iations lx) - .rI in the

Appendix to the 1936 paper [196] by Egon Sharpe Pearson (189.j-1980). assisted br

C. Chandra Sekar in Biometrika (London): as noted br Arnold and Balakrishnan

[6] (Theorem 3.2~ p. -l·IL the Laguerre-Samuelson Inequalitr is a special case of one

of Scott's inequalit ies.

2.2 The Brunk Inequalities.

~ow let us arrange the ri's in nondecreasing order:

(2.1:2 )

50 that r()) is the j-th largcst. Then

(2.1 :3)

and

(2.1·1) j' - .;;~ ~ l'min = J'(n) ~ i: - ~.
n - 1

•

The right-hand inequality in (2.1:3) and the left-hand inequality In (2.14) are the

Lagucrre-Sarulleison inequality (2.:3). The left-hand ineqllality in (:2.1:3) and the

rigltt -hand ineql1ality in (:2.14) were established (possibly for the first t ime) in 1959

br Hugh Daniel Brunk (b. 1919). also in the Journal of the lndian Society of

..\griclllt ural Statistics [43]. and so wc will refer to them as the -Brunk Inequalities-.

L"nawarc of Brunk's results these inequalities were established again br Boyd (1971)

[:39]. Hawkins (1971) [86J and \Volkowicz and Styan (1979) [256]. as weIl as by Lupa~

(1917) [Il IJ. who considered bounds for the roots of an n-th degree polynomial with

aIl rcal roots.

Il From four papers [223]. [224]. [225]. and [226]. we infer that J" ~1. C. Scott was at the Cavendish
Laboratory. Cambridge. in the mid-1950s. \\'e ha\"e no further biographical information.

.=J



• Equality holds on the left of (2.13) if and only if equality holds on the left of (2.14)

if and only if

and then

X(l) = ... = Z(n-ll

(2.16)
s

I(l) = ... = Z(n-ll = X + r:::----1
v n -1

and X(n} = X - svn - 1.

Equality holds on the right of (2.1:3) if and only if equality holds on the right of

(2.1-1) if and only if

(2.1 i)

and then

I(2) = ... = I(n)

(2.18) I(I) =.f+s.Vn-1 and .r(2) = ... = l'(n) = i - ---==vn=r'

2.3 The Boyd-Hawkins Inequalities.

For the h·-t h largest obsen'at ion or -order statist ie" I(k) we haye the following in­

cquali t ies

(2.19) - J k-l < < - r;;::k.r - 5 n-I.:+1 _ l'(k) _ .Z" + s.v --;;- for J.: = 2..... r1 - 1.

Equality holds on the left of (2.19) if and only if

(2.20 )

and then

.r( 1) = ... = .r(k-l) and X(k) = ... = I(n)

- Jn-k+l
.1"(1) = ... = I(k-l} = .r + S k=l d - / k-Ian x(k) = ... = I(rt) = X - Sv n-k+l .

Equality holds on the right of (2.19) if and onlr if

(2.21 ) X(l) = ... = X(k) and X(k+1) = ... = x(n)

•
and then

JO(l) = ... = X(k) = X + sJn;k and X(k+1) = '.' = X(n) = i - sJn:k·

6



• If we put k = 1 in (2.19) then we obtain the same upper bound for X max = X( 1) as

in (2.13) but a weaker lower bound. Similarly! if we put k = n in (2.19) then we

obtain the same lower bound for Imin = x(n) as in (2.14) but a weaker upper bound.

The inequalities (2.19) were established (possibly for the first time12 ) in 19ï1 br A.

V. Boyd [39] in the Publikacije Elektrotehniékog Fakulteta Univerziteta u Beogradu.

Serija Alatematika i Fizika (Belgradejl3 (in English) and. also in 19ï1. by Douglas

~L Hawkins [86] in the Journal of the .-\merican Statistical A.ssociation: see also

\Volkowicz and Styan [2.j6]. [25ï]. [258]. As obsen'ed by Arnold and Balakrishnan

[6] (p, 49) and \Volkowicz and Styan [256]. the inequalities (2.19) are "implicit- in

Llw papcrs by ~(allows and Richter (1969) [124] and Arnold and Groene\Oeld (19ï9)

[12J. while Scott (19:36) [222] gi\'es (without proof) the inequality

(2.22 ) ~
I(2} ~ l + sV~.

•

t he special case of t he upper bound in (2_19) for A· = 2.

.\. Lupa~ [117] considered an n-th degrec polynomial with aIl real roots. and in 19ï7

C'stablished (2.19) as welI as (2.:3) for these roots. Arnold and Groene\·eld (19ï9) [12]

gin:.' similar bounds to (2.19) for the cxpected \'alue of the order statistic '\-(k) taken

from a sanlplc of the random \-ariable .\". with the mean and standard de\-iation

ill (2019) being replaced by JI = E.r and (j = Jvar.\" respecti\-ely. The sample

obsen'ations need not necessarily be independently and identically distributed. but

t bey are assunH.·d to ha'-e conlnl0n expectation and \-ariance.

\,.(' will cali (2.19) the -Boyd-Hawkins Inequalities".

2.4. The Scott Inequalities.

The first (explicit) proof of the Laguerre-Samuelson Inequality in the statistical

Iiterature was alnlost certainly that gi\'en in 19:36 by .1. ~L C. Scott [222] in the

.-\ppendix ta the paper by Pearson and Chandra Sekar [196]: the Laguerre-Samuelson

Inequality appears there as a special case of (1.19a). the first of three inequalities

helow. cf. Arnold and Balakrishnan [6]. Theorem 3.2. p. 44. where it is obsen'ed

12Rodica-Cristina Vodâ [246J. p_ 547. comments (in Romanian) that (2.19) -este ~i el inclus
par~ial in rezultatul lui Laguerre" (p. 547) or (in English) "can he partially derived from an old
inequality due to Laguerre" (p. 548): no further details are given.

13The masthead of this journal also carries the French subtitle: Publications de la Faculté
cl 'fJ{'ct rotC'cl1niquc de l"Fni'"ersité à Belgrade. Série ;\lathématiqucs et Physique_



• t hat "'Scott ~s ingenious constructive proof is apparently the only proof a\'ailable in

the literature.!"

Let us define the absolute de\'iations:

(2.23) i = L .... n.

and let b(i) denote the i-th largest absolute de\'iation 50 that

(2.24 )

Of ('ourse the i-th largest absolute de\'iation 8(i) will not. in general. be equal to

!-r(1} - il·

Then

(.) ').-)_._:J

(2.26)

~(J) <
n(n-j)

for j odd and j =1 n..'5
j(n - j) + 1

lien)
n - l

for Tl odd.< ." \ n(n + 1)

b(J) < sA for j e\'en.

"oC' note that j = l in (2.2.5) is the Laguerre-Samuelson Inequality (2.-1). The

Îtlcquality (2.26) is. of course. quite different to the Brunk Inequality. cf. (2.1-1):

(2.28) ".rmin ::; .f - vi=-r.
Tl - 1

Indeed. we obtain equality in (2.26) when (n - 1)/2 of the .ri are equal to b and aIl

other .1"i areequal to -l/b. where

(2,29 ) b = ln + 1.
n - 1

•

On the other hand equality holds in (2.28) if and only if the largest n - l of the Xi

are equai.

8



• 2.5 The von Szokefalvi Nagy-Popoviciu and Nair-Thomson Inequalities.

\Ve define the range as:

(2.:30 ) r = X max - X oùn = x(l) - x(n)'

(2.:31 )

Then the standard deviation and range satisfy the inequality string:

1 2 2 1 2
-r < s <-r
2n - - -l

or equivalently the inequality string:

(2.:32) ( ~2 < r 2 < ')n ,2-t:,:) _ _ _ :; •

As pointed out ln 1959 by Brauer and ~Iewborn [-lOlo the left-hand inequality in

(2.:31) was established (almost certainly for the first time) in 1918 by .Julius \"on

Szokefah'i :\"agy [Gyula Szokefah'i-:\"agyp" (1S8ï-195:3) in [2:J-lj and the right-hand

incquality (probably for the first time) in 19:].j by Tiberiu Popo\·iciu l.5 (1906-19ï.j)

in [20.5].

\Vhen Tl = 2. the inequality strings (2.:31) and (2.:32) collapse to equality throughout.

For Tl 2: :3. the left-hand inequality in (2.:11) and the right-hand inequality in (2.:32)

are sharp: equality holds if and only if

(2.:3:3 )

The right-hand incquality in (2.:31) and the left-hand inequality in (2.:32) are sharp

only wh('n Tl is ('\'en: equality thcn holds if and only if

(2.:3-1) and

PopO\'iciu [20.5] showed that the right-hand inequality in (2.:31) and the left-hand

ineql1ality in (2.:32) may be strengthened. respecti\-ely. to:

(') '3 - )_ •• ;J
"l III - 1 2

S < r
-In 2

and \Vith n odd

•
eql1ality holds in (2.:35) if and only if

(2.:36)

H For biographical information. see §ï .2.
lëifor biographical information. see §ï.3 .

and

9
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• or

(2.3ï) and

In statistics the ratio

q=
r

or its multiple (1 - n -1) 1/2 q. is known as the -internally Studentized range-. cf.

David [.57J: see also. e.g.. Pearson and Hartley [197]16. and we may rewrite the

irl<'quality string (2.:J:2) as

(2.:38 )

and (2.:3.3) as

(2.:39 )
21l r

-r=..== '5:. q =../,,2-1 .....
with n odd.

•

The right-hand inequality in (2.:38) per se was established probably for the first time

by Kesha\'an Ragha\'an \""air (1910-1996) in his 19-1ï Ph.D. thesis [168} (sec also his

19·18 paper [1 ïl} in the Journai of the lndian Society of .-\gricultural Statislics).

;dlile the left-hand inequality in (2.:38) and the inequality (2.:39) were established

br Hugh Daniel Brunk (b. 1919) in his 19·39 paper [-1:3J (also in the Journal of

the Indian Society of Agricuitllrai Stalistics foIIo\\'ing a correspondence with ~air.

cf. [lï.S}). These inequalities were also -gÏ\'cn" br George \\ïlIiam Thomson l;

in his 19.3.j Biometrika paper [2-1-1]18. which is frequently cited in the subsequent

1i tera t il re 19 •

1';011 p. 89 in [19ï] it is ob:5erved that -This idea of 'Studentizing' the range [dividing by the
sample standard de\"iation] seems to ha\'e occurred first to \\". 5. Gosset ['Student'] himself (see
Ictter of 29 January 1932 quoted by E. S. Pearson [195]. p. 245)."

t 7\\'e have no biographical information on George \\ïlliam Thomson. except that in the mid­
19;')0:5. c.f. [2';2]. [243]. and [244]. he was affiliated with the Ethyl Corporation. Detroit. ~[ichigan.

lSThomson remarks (on p. 268 of [244]) that -The bounded nature ... of q has not been noted by
any of the authors who have in\"cstigated this statistic··. while in an -Editorial Sote- it is observed
(in the accompanying foot note on p. 268) that "The existence of these limits has no doubt been
not iced br others .,. in the correspondence leading to the joint paper by David. Hartler and
Pearson [60]. the first author [Herbert A. David] gave these limits in a letter of Februarr 1954. but
they were ornitted in the published paper. [signedJ E. S. P[earson. Editor: Biometrika].

I~Cr. e.g.. Arnold and Balakrishnan [6J. §3.2: Chagant)' and Vaish [52J; Da\'id [55]. p. 190: David
[:)(j]. and Olkin [18ïJ .

10



• \Ve will calI (2.31)~ (2.32) and (2.3.5) the "von Szokefah-i ~agy-Popo\'iciu Inequali­

ties~' and (2.38) and (2.39) the "~air-Thomson Inequalities-.

2.6 Upper Bounds for the Variance.

The \'on Szokefah"i ~agy-Popo\'iciu Inequalities (2.:31). (2.:32) and (2.3:j) pro\'ide

these upper bounds for the (sample) \"ariance .5
2 of n real numbers:

(2..l0)

(2.-11 ) with n odd,

Tighter upper bounds for the \'ariance $"2 are. howen.'r. pro\-ided by:

(:! .-12)

(~.·n)

(2 .-1-1 )

wherc .i· is dcfincd by

(2.-15)

k( Il - 1.-) ",2 < ,._
;,. - .., .

n-

and 1.: is such that .r{k) is the smallest Ii greater than or equal to the mean Ï . i.e..

•
(2.-W) J'max = .Z· (1) 2: . . . > .r(k) > Ï > 1"(k+ 1) ~ • •• 2: .r(n) = 1"min •

Il



• H. E. Guterman'20~ in a 1962 note in Technometrics [82]. used (2.42) in the inequality

string:

(2.-1 i) '2 1
L

n
-2 1

L
n

_2 1 ., 1 2
S = - (x - x) < - (x' - x) < -(x - x . )- = -rl _ r _ 1 max nun 1

n i=l n i=l "t "t

to prove (2.31)~ and so we will refer to the right-hancl sicle of (2.-12) as the -Cuterman

Cpper Bound~ for the variance. Equality holds in (2.-12) when l = i.

\Ve note that the right-hand inequality in (2.-17) coincides with the inequality (2.-1:3)

slOce

(2.-18 )
1 l n
_r2 + - ~(x - .f)2 - (.r - .i)(.i -.r . ).1 L.- 1 max n'Un
"t 11 i=l

The only place where we ha\"e found the inequality (2.-1:3) explicitly21 is in the (as

yet unpublished) paper br Bhatia and Da\'is [:3:l]. \re will. therefore. refer to the

right-hand side of (2.-1:3) as the -Bhatia-Da\'is l"pper Bound- for the variance.

Equality holds in the inequality (2.-1:3) if and only if j of the Xi'S are cquai and the

nt her 11 - j are ail equal. i.e..

(2..l9) Ima." = I(1) = '" = I()) > IU+l) = ... = I(n) = Imin·

for sOllle j = 1. 2..... 11 - 1.

The inequality (2.-1-1) was apparently first gi\-en explicitly in 198:3 by :\largaritescu22

and \·odà [1:31]. though it is implicit in Theorem 2 in Brauer and :\Iewborn (19.59)

[-10]. \\"e will. therefore. refer to the right-hand side of (2.-l-1) as the -:\[argaritescu­

\'oela r pper Bound- for the \·ariance. Equality holds in (2.-!-!) if and only if k of

t IlP .I·i·S are equal and the ot her n - J.: are aIl equal. i.e..

(2 ..50 ) I max = X(l) = ... = I(k) 2:: x > I(k+l) = .". = x(n) = Imin'

•

Refer to §·L2 and §-t.:3 for additional information on these bounds.

:?O\\'c havc no biographical information on H. E. Guterman. except that in 1962. cf. [82]. he was
affiliatcd with thc r. S. Intcrnal Revcnue Service.

::lIft really is disguised in the right-hand inequality in (2.4i) obtained b~' Guterman [82J.
::l:?\\"c havc been informed (on 26 April 1999) by Viorel Gh. Voda that ""Dr. ~(argaritescu unfor­

11I1Iately died in 1996-he ""as probably the best computing-skilled mathematician in Romania.-

12



• 3. Praafs: The Laguerre-Samuelson and Related Inequali­

ties.

3.1. Proofs of the Laguerre-Samuelson Inequality.

Fronl before. we have the ~Laguerre-SamuelsonInequality- (2.:}):

for ail j = 1. 2..... n

or equi\'alently (2.-1):

for aIl j = 1. 2..... n.

•

\\'c present nine different proofs of this -Laguerre-Samuelson Inequality":

• ;L 1.1. Laguerre (1880). ~[adhava Rao J.: Sastry (1940). ~Iitrino\"ié (19ïO)

• :>.1.2. Thompson (l93.j)

• 3.1.3. 7\air (194ï. 1948). Kempthorne (19ï3). Arnold & Balakrishnan (1989)

• 3.1.4. Arnold ( 19ï4). Dwass (19ï5). Arnold k Balakrishnan (1989)

• :~.1.5. Arnold (19ï4). O'Reilly (l9ï5. 19ï6). Arnold & Balakrishnan (1989). ~Iurty (1990)

• :t U5. \\'olkowicz and Styan (19ï9. (980)

• 3.1.ï. Smith(1980). Ârnold & Balakrishnan (1989)

• :3.1.8. ~Icrikoski and \\"olkowicz (1 98.j)

• :t 1.9. Olkin (1992) .

.\ rnold and Balakrishnan [6]. pp. -1.5--16. present six proofs. ail of which are men­

t ionce! bdo\\" (§:3.1.:3-:3.1..5. :3.1.,,-:3.1.9). :\ furt her proof of (2.:3) llsing optimization

techniques is gi\'en in an unpublished research report by \\'olkowicz (198.5). while

Arnold and Balakrishnan [6] inlply in their Exercise .. (p. 62) that (2.:3) can also

he pro\'ed using the arithmeticfgeonletric mean inequality. :\s Arnold and Balakr­

ishnan [6] point out (p. -15): -It is instructi\'e to ... consider se\'eral alternati\'c

proofs. The alternative proofs often suggest different possible extensions ... The

Schwarz inequali ty23 may be perceÎ\'ed to be lurking in the background of many of

the proofs'"

:!3:'\amed after [Karl] Hermann Amandus Schwarz (1843-1921) for the inequality he established
in 1888 in [221]. pp. 343-345: the inequality was established. however. already in 1821 by [Baron]
Augustin-Louis Cauchy (1ï89-185ï) in [4ï]. pp. 373-374, and in 1859 by Viktor Yakovlevich
Bouniakowsky [Buniakm·ski. Bun)'akovsky] (1804-1899) in [38], pp. 3-4. In this thesis we will cali
il the Cauchy-Schwarz Inequality. cf. (3.14) below.

1:1



• 3.1.1 Laguerre (1880), Madhava Rao &. Sastry (1940), Mitrinovié (1970) .

Our first proof is that gi\"en in 1880 by Edmond Xicolas Laguerre [109]. cf. also

:\[adha\'a Rao and Sastry [120J and ~Iitrino\"ié [I.jï], pp. 210-211.

For any real scalar u. we have the sum of squares expansion:

n

(3.1) L (u - x d2 = n li
2

- 2t 1 U + t2 ~ (u - ,r j )
2 = li 2 - 2,r j li + x;

i=l

for any particular Xj. since a sum of squared terms is always greater than or equal

ta any oue of its summands" Here il and t2 are as in (2. ï).

Rearranging (3.1). we see that for any real u.

SinC(~ this CJuadratic function in li is nonnegati\"e. ils discriminant must be non­

positi\'e:

Rearranging and simplifying (:3.3) as a quadratic in x) yields:

(:L-! )

•

alld sa .l") Inust lie in the closed inten'al [a 1. 021. where 01. 02 are the roots of

These I"oots QI. 02 are:

2f l ± J4fi - -ln(tr - (n - l)t 2 ) -al
---'----------- = -- ± b.jn - 1

2n n

using (2.10) and so (2.9) is established.

14
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• \'Ve may arrive at the inequality (3.4) more easily. however. cf. :\Iadha\'a Rao and

Sastry [120L since

- (n-l)L I 7-(L x d2

4J i'#J

- (n - 1) L(xi - i)2 > O.
1,#)

f (.) .)) 'hc. _._. \\ ere

Al".r = --Lx.
n - 1

i#J

is the -reduced" mean of the n - 1 roots Il ..... In excluding Ir

3.1.2. Thompson (1935) .

o

.\lmost certainly the first proof in a statistical context is the following proof which

is implicit in the 19:3.5 paper of \\ïllianl R, Thompson [2-liJ.

Let .Z· denote the "reduced" mean of the Tl - 1 real numbers Il, ...• In excluding Xl'

cf. (:3.(). and let .f: and ~ denote the Il1ean and standard de\'iat ion. respect i\·ely. of

ail /1 ohsen·ations. cf. (2.1) and (2.2). Then

1 1
(.'3.s ) - A (A) (_)~ J·-J·=-:r)-x,=--.r)-.r

Tl Tl - l

and 50

n

Tl ~ '2 _ L (:r i - .r + i - i) '2

1=1

- L(.ti - i·)2 + (x) - i)2 - n(i - i')2
i'#J

- L(Xi - i)2 + Tl(n - 1)(i - i')2
i,#j

•
(:3.9)

(:J.l 0) >

, A? Tl 2
L(Xi - x)· + --(Xj - i')
-~- n - l
Ir)

n 2
--1(Xj - x) •
n-

Ifi



• using (3.8). The inequality (2.4) fo11ows at once.

This proof also shows that equality holds in (2.4) if and only if equality holds in

(:3.10) and this is 50 if and only if Xi = i for aIl i =/; j. Hence equality holds in (2.4)

if and only if aIl the Xi other than Xj are equal.

Thompson [241] obtains (3.9) explicitly-cf. his (6) on p. 21.j-but apparently does

not obtain the inequality (3.10). Thompson's interest focused on the distribution of

the "Studentized de\'iations- (Xj - x)fs when the -·obsen·ations- Il, .••• I n are in­

depcndcntly and identically distributed as a normal random variable with unknown

mean and \·ariance. 0

3.1.3. Nair (1947/48), Kempthorne (1973), Arnold &:. Balakrishnan (1989).

\\'c consider the 11 x 11 orthogonal matrix E =

1
,;n
-1

.Ji

1

fi
o

1
,;n
o

t
~
o

1 1 1 -(n-2) 0
v'(II-I)(II-'.n J(n-t)(n-'.!) '.1'( n- l)(n-2) v'(n-l)(n-2)

1 1 1 1 -(n-I)

~
,.-;--:-: ~

~ ~yn(n-I) y lI(n-l)

the so-called Helmert matrix2-1 and let X = {.rd and y = Ex = {yd. Then

Tl n
~ ,) , 'E'E ' ,") ., ')
L- .l·i = x x = x x = y y = L- yi ~ yi + y~.
1=1 1=1

Since

and

•

it foliO\\"5 at once from (=}.11) t hat

:?-t~arncd after Friedrich Robert Helmert (1843-1919) for the matrix he introduced in 1876 [88].
cf. also Harville [85]. pp. 85-86. Lancaster [110}. Read [215}. and Stuart and Ord [230]. Example
11.:3 .

16



•

•

If we rearrange the components of the \'ector x 50 that Ij IS in the n-th position

then. with X n replaced by xi, (3.13) becomes (2.-1).

Eqllality holds in (3.13) if and only if equality holds in (3.11) and this is 50 if and

only if Y2 = ... = Yn-l = 0, i.e.. aIl the Xi are eqllal except for X n (which we now

Ch005C to be xi)'

This is the third proof gi\'en by Arnold and Balakrishnan [6]. p. -1.5. and follows that

gi\'cn by K. R. \""air in "a small section of the third part- of his 19-17 Ph.D. thesis

[168J and published in 19-18 [171]. and by Oscar I\empthorne in a 19ï=3 -Personal

communication- [100] to Barry C. Arnold 25
• 0

3.1.4. Arnold (1974), Dwass (1975), Arnold &. Balakrishnan (1989).

Barry C..-\rnold [-11 and ~[eyer Dwass [66] pro\'ed (2.-1) using the Cauchy-Schwarz

incquality:

(a'b)2 ~ a'a· b'b

for any 11 x l rcal \'ectors a and b. This is the second proof gi\"en by .-\rnold and

Ralakrishnan [6]. p.-l.j. Since ')'7:1 (.ri - .f) = O. it follows that

.1") - j' = - L).Z·i - i)
l:;éj

and so

< (11 - 1) L (.l" i - i)2
i#)

from (:3.1-1) with the \'ectors a = {Xi - ÏL~i and b = (1.1. .... 1)' both (n - 1) x 1.

Hellce

25Cf. Ârnold and Balakrishnan [6]. pp. 45 &.: ViS. and Arnold [4] where. in an acknowledgement.
il is obser\"ed that: ..r pon seeing an earlier draft of this nole. Oscar Kempthorne supplied me with
thrl~f' of sc\"eral alternative proofs lhat he derived for Samuelson's inequality- .
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• from (3.14). and 50 (2.4) follows immediately. Equality holds if and only if the

\'ectors a and b are proportionaL i.e., aIl the Xi except for Xl are equal. 0

3.1.5. Arnold (1974), O'Reilly (1915,1976), Arnold &. Balakrishnan (1989),

Murty (1990).

Barry C. Arnold (1974) gave a second proof in [4) which used the -hat - mat rix from

linear regression analysis: see also O'Reilly [188]. [189]. and ~[urty [166].

[n the usual full-rank Gauss-~[arko\" linear statistical model

(3.16 ) Ey = XB.

whcre E denotes (mathematical) expectation and the "model- or -design- matrix

X is 11 X P wit h rank p < n. Then it is weIl known that t he Tl ;O( Tl "hat mat rix-

(:3.1 ï)

is symmetric and idenlpotent. and hence nonnegati\'e definite. as 15 the residual

matrix M = 1 - H.

\Vc now let p = :2 and X = (e ex) as in (centered) simple linear regression: here

the 11 x 1 sum \"(.'ctor

(:LlS) e=(l.l. .... l)'.

while the 11 x 11 centering Inatrix

1 ,
C = ln - -ee

n

is synlnletric and idenlpotenL Hence

(:3.20)
l, 1 , l, n ,

H = -ee + --CxxC = -ee + -CxxC
Tl x'Cx n 8 2

(:3.21)

•

and so the j-th diagonal element of M = 1 - H:

1 (.l'j - .frl

nl)) = 1 - - - ~ O.
n ns2

since M is nonnegative definite: the Laguerre-Samuelson Inequality (2.-1) follows at

once.

IR



• Equality holds in (2.4) if and only if equality holds throughout (3.21) and this is so

if and only if aIl the elements in the j-th row (and column) of M are zero. i.e.. aIl

the Xi except for Xj are equaI.

The proof gi\'en by O~Reill'y [188]. [189]. is similar but uses the model matrix X =

(e : x) as in uncentered simple linear regession. This O'Reilly proof is the fifth proof

of the Laguerre-Samuelson Inequality given by Arnold and Balakrishnan [6]. p. -16.

whilc the Arnold-:\lurty proof is their fourth. 0

3.1.6. Wolkowicz &. Styan (1979, 1980).

The proof gi\'en by Henry \Volkowicz and George P. H. Styan (19i9. 19(0) [2.56J.

[2.18]. cf. also Bancroft [23]. Chaganty [.50]. Chaganty and Vaish [.51]. (5:2]. Xeudecker

and Liu [li8]. Puntanen [212] (Exanlple 6.16. pp. 2i·5-2i6). and Trenkler [2-15].

essentially uses the following result (Lemma 2.1 in [258]. p. -1i5):

Lenlma 3.1.6 Let w and x be.. rEal nonnull n x 1 L'ec!ors and lei i' and s bE dcjinfd

li.';; in (2.1) and (2.2) abOL'E, sa t/zal .Z· = x/e/n and S2 = x'ex/n, u'hu'f tht Cfnttring

ma/ri.r C = 1 - ee'/n as in (:3.19). lcitll e thE 11 X l L·tclor of onfS. Thul

-S~l1 w'Cw :S w'Cx :::; sVn w'Cw.

!:'quality hold.... on the hlt (right) of (:3.22) If and only if

x = cw + de

for "'ome sealars c and d lcith c < 0 (c > 0).

Proof. The inequality string (:3.22) follo\\"s at once fronl the Cauchy-Schwarz In­

equality (:3.1-1) with a = Cw and b = Cx. 0

If in (:1.22) we no\\" substitute

•

(:3.2-1 )

say. where

(
O} .}_)
.)._.) e j = (0, .... O. 1. 0, ... ,0)'
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• with 1 in the j-th posltlOn~ then (3.22) becomes (2.3). The equality condition

x = cw + de = cej + de shows that equality holds in (2.4) if and only if aIl the Xi

are equal except for Xi' 0

3.1. 7. Smith (1980), Arnold &. Balakrishnan (1989).

Arnold and Balakrishnan [6], p. -16. give the following proof credited to \\ïlliam P.

Smith [228), as their sixth (and last) proof of the Laguerre-Samuelson Inequality.

This proof is based on the Cantelli Inequality·.l6. cf. e.g.. Patel. Kapadia and Owen

[19-1). p. ,j 1.

Let .\ denote a random \'ariable with mean 0 and \"ariance 1. Then

('3 .)-), ._1

Prob( _\ :5 li) < if LI :5 0
1 + li:!

Prob(_\ ~ li)
1

if Il ~ O.<
1 + u:!

for aIl i = 1..... Tl.

•

\\"e no\\" suppose that .\ is a discrete unifonn random \'ariable with

Prob (.\ = J'i - :r) = .!.
s 11

Then X has expectat ion E.\' = 0 and \-ariance var .\" = 1.

If \\'(' sllbstitute Il = (rmin - j')ls < 0 in (:1.26) then it becomes

1 /{ (r' - r)~};; :5 1 1 + nu:

and so

(
r . - i')lnun ~ n - l.

s

Substitllting li = (rmax - i)/s > 0 in (3.2ï) gi\'es

1 /{ (r - Ï)2};; :5 1 1 + ma::..

and 50

crma:- .fr~ n - l.

2t):\amed after Francesco Paolo Cantelli (18ï:j-1966); for a biographical account sep. 8p.nzi [31],
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• Combining (3.29) and (3.30) yields the Laguerre-Samuelson Inequality (2.4). o

3.1.8. Merikoski and Wolkowicz (1985) .

.J. K. :\Ierikoski and H. \Volkowicz in [1.50] define a consistent perturbation as one

which preserves the first t\\"o moments and the ordering of the Xi ·s. and then state

that consistent perturbations must alternate. In other words~ if Xi > Ij > Xk and

.ri T. Xi l denote a positi\'e or negative perturbation respect i \·ely. then the only

consistent perturbations are Xi T. Xj 1· Ik Tor Ii 1· Xj T. Xk 1·

Xow. if wc consicler n numbers Xl ~ ••• ~ X n and suppose that Xl > Il > x n •

then arply a consistent perturbation Xl T. Xi 1. X n T to Il, aIl Ik = Xl and aIl

·l"k = In' This perturbation causes Il to increase. 50 Il > .ri > .r n cannot maximize

.l"I' llowCn>r. .r1 does have a maximum. 50 we must ha\Oe Il = ... = In' Substituting

this scenario into (2.1) and (202) gi\"es

which is equi\'alent to (2.-1) since Il - .i is maximizedo

The Brunk and Boyd-Hawkins incqualities. as weIl as (·1.1) of §-tol. can be pro\-ed

in é\ silnilar fashion. This proof is similar to that gi\Ocn by Samuelson:!;" (1968) [216]

alld Scott (19:36) [222]: cf. .-\rnold and Balakrishnan (1989) [6]. 0

3.1.9. Olkin (1992).

Ingranl Olkin. in his 1992 sun'ey paper [187]. used the following result:

ri

c(Xj - .i)2 ::; L(Ii - .i)2 for aIl j = 1.. 0 o. n
i=l

n
O<c< --.

- - n - 1

To prO\Oe (:3.:32) we express both sicles of its right-hancl sicle as quaclratic forms. Let

x = (.rl ..... .z· n )'. e = (1. .... 1)' and \,·here. cf. (:3.2.j). e; = (O~ .... O.l.O~ ... ~O)'

wilh 1 in the j-th position-aIl 11 x 1. \Ve may write

27SamueJson states that -Rigorous proof of the theorem ... is a problem in (non-smooth) concave
programming...- [216]•

- 'hx; - .1. = X j with
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• cf. (3.24) above, and 50 the right-hand side of (3.32) becomes

n

c(Xj - i)2 = cx/hjh/x < x'Cx = L(Xi - .r)2.
i=l

where the centering matrix C is defined as in (3.19). Then (3.3-1) holds if and only

if

(:3.3.5 )

is nonnegative definite: here A = (el vn : Vë h j ). Since the nonzero eigen\'alues of

the matrices AA' and A'A coincide. it follows at once that C -chjh/ is nonnegati\"e

definitc whene\'er

12 - A'A = 12 - (e~c.;nh)T~) (el vn : JC h j ) = (00 0 )
V L 1 - c( Tl - 1}1n

is nonnegati\'e definite. The result (:3.:32) follows at once.

Substituting c = n/(n - l} in the right-hand side of (:3.:32) gl\-eS the Laguerre­

Samuelson Inequality (2.-1).

Some discussion of this proof is gi\'en in [2:3]. [.50]. [.51]. [178]. and [2-1.51-see §.5.:3

bdow for additionaI corn ment ary. 0

3.2. Proofs of the Brunk Inequalities.

3.2.1. Brunk (1959).

Ta pran? the "Brunk inequalities- Brunk llsed the foIIowing result ([-1:3]. Corollary

1). which we find to he interesting in ils own right:

Lenlnla 3.2.1. Ld the random eariable Z be distributed oeer the closed inferr."a/

(0.1] and Id p hf a nonnfgatit'f constant so thal p ~ Prob(Z = 1). TheTl

•
rcith cqllality if and only if

Prob(Z = 0) = 1 - p and Prob(Z = 1) = p.
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• Proo[ Since 0 < Z < 1 we have Z2 ::; Z with probability one and so EZ2 ::; EZ and

Probe Z = 1) < EZ. Combining these two inequalities yields

(3.38 ) pEZ2
::; Prob(Z = 1) . EZ ::; (EZ)2.

and (3.36) IS established. Equality holds in (3.:36) if and only if equality holds

throughout (3.38) if and only if p = Probe Z = 1) and Z = Z2 with probabilityone.

and 50 the equality condition (3.37) follows at once. 0

To prove the "Brunk ineqllalities~ we now let the random \'ariable _\- assume each

of the Tl \·allles in (2.12) with probability l/n. Then the randonl \·ariable Z =

(.l'max - _\-)/r. where the range r = I max - .l"nUn. is distribllted O\'er [0.1]. The

expectat ion E_\- = :r and the \-ariance var.\- = $2. Hence

and so from Lenulla :3.2.1:

~EZ2 = ;51 + (Imax - .f)l < (Ima=< - .f)2

11 Tl r 2 r 2

\\"hich simplifies to

(:3. ·11 )

from which the Ieft-hand ineqllality in (2.1:3) f01l0w5 at once. Equality holds III

(:~.-1O) if and only if (:3.:37) holds and here this beconles (2.1.j).

To establish the right-hand inequality in (2.1-1) we repeat the abo\·e argument with

Z = (X - I nUn ) / r . 0

3.2.2. Wolkowîcz & Styan (1979).

\\"olkowicz and Styan [2.56] pro'-ided a completely algebraic (non-statistical) proof

of the Brunk inequalities. Since n(Imax - i') = L:~~l(Tmax - Ti) it follows that

•
2 - 2n (.rmax - J..)



•
>

n

L(xmax - xd2 + L)xma.,; - xd(xmax - Xi')
i=1 i=;;i'

n

L(Xma.,; - xd2

i=l

n

- L(Xmax - Ï + Ï - xd 2 = n{(xmax - Ïf2 + S2}.
i=l

from which the left-hand inequality in (2.1:l) follows at once. with equality if and

only if I max = I(l) = ... = I(n-l) or (2.1.5) holds.

If n:.!(.f-xm in)2 is expanded similari!y. then the right-hand inequality in (2.1-1) follows

at once. with equality if and only if I(2) = ... = I(n) = Imin or (2.17) holds. 0

3.3. A Proof of the Boyd-Hawkins Inequalities.

3.3.1. \Volkowicz &. Styan (1979).

Possibly the simplest proof of (2.19) is that presented in 1979 by \Volkowicz and

Styan [2.56]. \Ve use our Lenlma 2.6.1 abo\·e. a \'ersion of the Cauchy-Schwarz

inequality gi\-en by \\'olkowicz and Styan (Lemnla 2.1 in [2.58]. p. -175):

-sVn w'Cw :::; w'Cx :::; sJn w'Cw .

whcre w and x are real nonnull il x 1 \'ectors and the centering matrix C = I-ee'fn

as in (:3.19). with e the Tl x 1 \-cctor of ones. Equality holds on the left (right) of

(:3.22) if and only if

x = cw +de

for sonle scalars c and d with c < 0 (c > 0).

~ow let w = L.~=ke;/(l- J.: + 1) and x = {I(i)}. where ei is defined as in (:3.2.5)

abo\'e and

(:3.-1·1)

Then w'Cx = X(k.l) - i·. where the -subsample mean"

•
(

Ï(k./) = L X(i)/(l - k + 1)
i=k

2·1

for 1:::; k < 1 :::; n .



• ~loreover! w'Cw = (/ - k + 1)-1 - n- 1
• Hence (3.42) implies

(3.-16)

which. when 1 = k! reduces to

- J k-l < < - r;;:::k
l - S n-k+l _ X(k) _ l + sV 'k""

as in (2.19). From (:3.43) we note that equality holds in (2.19) if and only if x =

cw + de for sorne scalars c and d. The equality conditions for (2.19) follow at once.

o

3.4. Proofs of the von Szokefalvi Nagy-Popoviciu Inequalities.

3.4.1. Margaritescu &. Voda (1983), (1992), Bhatia &. Davis (1999)

The following short and simple proof of the left-hand side of (2.:31) was gi\Oen by

.\Uirgaritescll and Voda (198:3) [1:31J. Gonzacenco. '\Iargaritescu and \'odâ (1992;

[ï6J. and by Bhatia and Davis (1999) [:3:1J:

n

L(.ri - I)2
i=1

where

Bence

n-l

- (.rmax - .r) 2 + (X min - of):2 + L (.r (i) - Ï):2
1-"

1 n-l

( )2+.}(". -)2+( .»)(. -)2+,( -)2:) .rmax - ·l"min - J. - .r Tl - - l - I L- XCi) - .r .
- i=2

l n -1 - -) ., n.T -_.r
.r- = --.) L.- .1"(:) = .) .

n - - 1=2 11 --

1 2 2n" 2 ~ _ 2
- :) ( l max - .rmin) +~ (I - Ï) + L.- (.r i -.r )

- n - i=2

1 2 2n. _ 2
> :)(Xma.~ - Xmin) + ~(x -.c) ._ n _

•
with ('quality if and only if I(2) = .. , = X(n-l)' Thus



• with equality if and only if X(2) = ... = x(n-Il and i = x~ i.e.. if and only if (2.33)

holds. 0

3.4.2. Guterman (1962), Bhatia &. Davis (1999)

Ta pro\·e the right-hand inequality in (2.31). H. E. Guterman [82J used the ineql1ality

string (2.4ï):

21L:n -2 1
L
n

_2 1 2 1 .,s = - (x· - x) < - (x o

- x) < -(x - x 0 ) = -r· .1 _ 1 _ 1 max aun 1

n i=1 n i=1 ~ -t

whcrc

(:3..18 )

As Gllterman [82} obser\"ed. the left-hand ineqllality in (:lA 7) follow5 at once since

it is weIl known that 2::i:l(.rj - a):! is a minimunl for a = Ï .

.-\s mentioned abo\·e. the right-hand ineql1ality in (:3.-17) coincides with the recent

in<:,quality due to Bhatia and Da\·is [:3:3}:

(:3.-! 9)

SUlC<:'

1~ ".) 1 0) 1~ _ .) _ _
- L..,.. (.Z"i - J.). = -(.z·max - .z·min)- + - L-(.r. - .z.). - (.rmax - .l·}(x - Imin).
Il i=1 -l 12 i=1

Eqllality holds in the inequality (3.-19). and eqlli\-alently in the right-hand inequality

in (:3.-17). if and only if j of the .ri·s are equal and the other Tl - j are ail equaI. i.e..

.z·max = I(l) = ... = .z.(j) ~ .z·U+l) = ... = .l·(n) = Imin·

for sorne j = 1. 2..... Tl - 1. o

•

3.4.3. Margaritescu &. Voda (1983)

.-\ second proof of the right-hand ineqllality In (2.;31) follow5 from defining A.. 50

tItat the first k .ri·S are greater than or equal ta the mean Î and the other n - 1...

obsC'n·ations are less than or equal to i. i.e..
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• As mentioned in §2.6 above (and proved in §3.5 below). ~Iargaritescu and Voda

[131J showed in 1983 that

('3 -.))..,')-

Equality holds in (3.52) if and only if k of the Ii'S are equal and the other n - k are

aIl equal~ i.e..

(:3 ..5:3 ) X max = x(l) = ... = X(k) ;::: Ï ;::: I(k+l) = ... = zen) = Imin.

The right-hand inequality in (2.31) and the left-hand inequality in (2.:32) foLlows

from (:J.,5:2) by applying the arithmetic-mean / geometric-mean inequality.

[f Tl = :2h is e\"C:~n.

(:1.5·1 )
, Id Tl - k), l (k + n - k) 2.) 11.)

IlS- < r- < - r- = -r-.
- 11 - Tl:2 -1

witlt equality in (:3.52) if and only if I(l) = ... = I(k) and I(k+l) = ... = J'!n} and

C'quality in (:3 ..5-1) if and only if k = n/2 = h. Together. these equality conditions

are i<if.'Ilt irai ta t hose gi\'en in (2.:3-1).

If li = 2h + l is odd.

.) 1-: (11 - k).) l n 2 - l ...,
ilS· < r- < r-

- Il - Il -l

•

~ince (11-2/.:)2 -l = (n-21t·-1)(Tl-2/.:+ l);::: O. with equality in (:3 ..56) and (3 ..5i)

if and only if .z·(l) = ... = .l"(k) and .l"(J~+1} = '" = .l'(n) and equality in (:3 ..5.5) if and

only if /.: = Il or 1... = Iz + 1. Together. these equality conditions are identical ta those

gi\'en in (2.:36) and (2.;3ï). 0

In §:3 ..5 belo\\" we present a proof of (:3.52) which is slightly shorter than that gi\·en

by :\[argaritescu and \'oda (198;3) [1;31]: we also gi\"e four simple proofs of (3.-19) in

§:3.G .



• 3.5. A Proof of the Margaritescu-Yod' Bound.

:\ proof of (2.4-1) was given by ~Iargaritescu and Vodâ (1983) [131] for centered

observations with i = O. \Ve gi\'e an equi\'alent praof for uncentered obsen·ations.

If we have arder statistics as in (2.12). define 1... such that the first 1... order statistics

are greater than the mean. and the final n - k arder statistics are less than the

mean. Then

k n

ns
2

- L:(X(i) - .r)2 + L (I(;) - .f)2
1=1 )=k+1

k n

(:1 ..56) < L:( I(l) - i )(.cma.'{ - of) + L (.r(j) - i)( .rmin - i')
i=1 )=k+1

k

- L(I(i) - i')('{max - Imin)
1=1

[
~ ~] ('{max - .rmin)

(Tl - A:) ~(I(i) - .f) + J, ti(.c(i) - I) n

[ ]
(.rmax - Imin)< (Tl - ":)J.:(Imax - i) - k(n - k)(Imin - i) --'--­

n
/.:(Tl - k) 2
---- (.rmax - ,rmin)

11

k( Tl - A:) '1

----r·
Il

as rcC! u i red. o

3.6. Proofs and Extensions of the Bhatia-Davis Inequality.

The inequality (2..l:3) probably first appeared implicitly within the right-hand tn­

C'C(uality in (2Aï) obtained by Guterman [82] in 1962. The right-hand inequality in

(~.-lï). along with (2..l8). pro\'ides a first proof of (2A:3) as mentioned in §2.6 abo\·e.

.-\ (second) short and simple (new) proof of (2.-1:3) fallows by obsen'ing that

(:3 ..38 )

•
Equality hoIds on the right-hand side of (:3)j8) under the same conditions as equality
. (.) "3) 0ln _......
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• A third (relatively short and simple new) proof of (2.43). follows from writing

n n

ns2 - L(x l - x)2 = L::CXi - X max + I max - xf
i=1 i=1

n

- L(xmax - xd2 - n(xmax - x)2
1=1

n

< (Imax - Imin) L(Xmax - Id - n(Imax - X)2
i=l

- n(xmax - Ï)(Xmax - Imin - I max +.f) = n(xmax - .f)(i - .l·min).

which directly Ieads to (2.-1:3). o

Bhatia and Da\'is [:3:3] estahlished sen~'ral more general \'ersions of the inequality

(2..1:3), Let the random \'ariahle .\. he defined. with probability one. on the inten'al

[TH • .\1]. and let the mean E.\· = Il and \'ariance var-\· = (j"!.. Then. cf. (:3:3]. we ha\'e

the following inequality in parallel to the Bhatia-Da\'is Inequality (2.-t:3):

(:3..=)9 ) (j2 ~ (j2 + E(.\I - .\)(.\ - m) = (JI - Ji Hp - m).

Equality holds in (:1.59) if and only if the random \-ariable .\. either equals m or JI

with probahility one. i.e..

The Uhatia-Da\'is Inequality (2.-t:3) \\"as introdllced in [:3:3] as a special case of a more

gCIH'ral ineqllality. If <1> is a positi\'e and unital linear mapping of a C· algebra A
into a C· algebra 8 and .-\. m ~ .4 ~ .\1. is a self-adjoint e1ement of A. then:

(:3.60 )

If wc substitutc mathematical expectation E for the positi\'e and unitallinear map­

ping <1> in (:3.60) then it becomes (:3.59). The proof of (:3.60) in (:3:3] is similar to our

praof abo\'e of (:3..59).

011 the ot hcr hand. if wc consider a discrete random \'ariable .\ in (:3..59) such that

• (:J.61)

29
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• then we obtain a more general inequality than (2.43) involving a weighted \'ariance

of n observations Xl ~ • , •• Xn~

(:3.62 )

where 0 ~ Pi ~ l and 2:~ Pi = 1. If we set Pi = lin for i = 1.,.,. n in (3.62) then

it becomes the Bhatia-Davis Inequality (2.43),

The Bhatia-Da\-is inequality (3.62) for the weighted \-ariance may aiso be written in

matrix/\-ector notation:

2 'D " '(D ')Sp = x pX - X pp X = X p - pp x.

•

whcrc D p is a diagonal matrix with diagonal entries Pi. It is intercsting ta note that

D p - pp' is wcIl-known as the dispersion nlatrix associated with the nllIlt inamial

dist ribution. cf. c.g.. Examplc U5.:1 in St uart and Ord [2:10] .



• 4. Related Statistieal Topies

4.1. An Extension ta Differences of Order Statistics

.-\n extension of the right-hand inequality in (2.32) was obtained in 1981 by Fahmy

and Proschan [67]~ who obtained an upper bound for x(p) - X(q). the difference

between the p-th and q-th largest of the x/s. where 1 < p < q :5 n. as follows:

(.1. 1)
n(n - q + P + 1)

p( Tl - q + 1)

Equality holds in (4.1) if and only if the largest p obsen'ations are aIl equai. the

smallest q observations are ail cquaI. and the ot her Tl - P - q ohsen'at ions are ail

cqua!. i.e..

(·1.2) .rO) = . o. = x(p): X(p+l) = .. 0 = x(q-l): and Xl?) = '" = x(n)'

and then

(-1.:3)
pol°/ p ) + (Tl - q + 1)x(q)

·l"(p+ll = ... = .r(1-1) = r'
n-q+p-.l

\\·"heu p = 1 and q = 11 then (-l.I) reduces to the right-hand inequality in (2.:32) and.

cqlli\·alcntly. the left-fland inequality in (2.:31) .

.\ proof of this bOllnd is gi\"en by .-\rnold and BaIakrishnan (1989) [6]. who used the

faet that since the residual matrix of the full-rank Gallss-~Iarko\- Iinear statistical

mode! is nonnegati\'e definite.

( -1.-1) a'[I - X(X'X)-lX']a ~ 0

Taking X = (e. Z). \\"e ha\'e for any a.

wherc ~ is the population \"ariance-co\"ariance matrix. ln the one-dimensional case.

t his can be rcn-ritten in terms in the ordered X(i)'S as

•

( .1..) )

( ·1.6)
n n

1Lai(X(j) - Ï)/ :5 S Tl 2:)aj - a)2

i=l i=l
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• Returning to x(p) - x(q) ,,,..here 1 < p < q < n~ it is clear that

(-Li)

(-LS)

Substituting al = ... = Qp = l/p. ap+l = .,. = aq-l = O. and a q - •.• = an ­

-l/(n - q + 1) into (-1.6) leads immediately to (4.1).

Substituting the case q = n and p = 1 into (4.1) gives the right-hand side of (2.32).

:\s observed by both Fahmyand Proschan [6i] and Arnold and Balakrishnan (1989)

[6]. it Ïs not possible ta generalize the left-hand side of (2.:32) to pro\-ide non-tri\'ial

lower bounds for the differences of arder statistics. A related topie is the ratio of

order statistics I(p)/ I(q). which was st udied from a matrix perspecti \Oe br ~[erikoski.

Styan and \\"olkowicz (144] .

.-\s mcntioned by Fahmy and Proschan [6iJ. Arnold and Groene\"eld [12] in 1979 ga\'e

similar bounds for the expected difference of order statistics taken from a sample

with conlmon expectation E_\ and \'ariance (T'2. Then. for 1 :::; p < q :::; Tl as above.

(-1.9 )
11(11 -q+p+ 1)

p(n - q + 1)

\\"c arc grateful to Herbert :\. Da\"id for pointing out to us that the -unified approach

gin'Il in §2 of Da\'id (56r nlay be llsed to strengthen the inequalitr (-L9) ta

(-l.10)
(n-l)(n-q+p+ 1)

p(n - q + 1)

4.2. A Comparison of the Bhatia-Davis and Guterman Bounds.

E\'cn though the incquality strings (2.-12) and (2.4:3) are both bounded below br 52

and abo\'e by 1r2. the values for each upper bound for the \'arianee are. in general.

different. For the Guterman inequality (2.42):

(.4. 11)
.) 1~ ~ ')

s~ :::; - L.",{Ii - .r)~

Tl i=l

•
while for the Bhatia-Da\"is inequality (2.4:3):

(-1.12) 1 2 ( ~ -)2= -r - .r - l .
4



• 'l'hus. we can see that the relative tightness of the Guterman and Bhatia-Davis

inequalities as upper bounds for the \'ariance (and correspondingly. lower bounds

for the range) is a function of the magnitude of the (i -.i) term.

The Guterman inequality as an upper bound for the variance is "better- than the

Bhatia-Davis inequality~and correspondingly~the Bhatia-Davis inequality as a lower

bound for the range is ~better~ than the Guterman inequality whenever Ï is "close~

to x. In the case when x is not -close" to i. the opposite holds.

j- is "close- to x. for example. when the n numbers are symmetrically distributed and

.rmax and Imin are virtually the same distance from the mean. Ï is not -close- to i

when the 12 nunlbers ha\-e a skewed distribution and .l"max and Intin ha\'e significantly

different distances frorn the mean. Equality between the Guterman and Bhatia­

Daxis bounds ol)\'iously occurs when i: = j-.

4.3. A Comparison of the Margaritescu-Voda and Bhatia-Davis Bounds.

Similarly to §-L2 abo\·e. e\Oen though the inequality strings (2...12) and (2.-1:3) are

both hounded helo,," by S2 and abo\"e by ,.'2/-1. the \'alues for each upper bound for

the \-ariance are. in general. different.

For the :\Iargaritescu- \ "oela inequality (2"'-1):

(-L 1:3)
1 '1 (n - 2kf '1

-r- - ----r-
-1 -112 2

while for the Bhatia-Dads inequality (2.-1:3):

(-L l-n
1 '1 _ _ ')

-r- - (I - or)-.
-1

So wC' ha\"e for the Bhatia-Da\"is bound. denoted J BO and the :\Iargaritescu-"oda

bound. denoted 3~[\-.

3BD - 3~!v
(n - 2/d

2 2 ( _ -)2----r - .r-x
-1n 2

(n- 2~'r _(i _ X)) (n - 2~' r + (i - X))
2n 2n

(.r _horna. + (: - k)x..un) en -k)xm; + h..un -.r) 0

:\ow. if we set

• a=
kxmax + (n - k )Xmin

n
and b = (n - k )xmax + "'Imin

n

:n

then



• (4,1.5) ,BBD - 3~tv = (i - a)(b - i'),

Regardless of whether a or b is greater! the Bhatia-Da\'is bound will be greater than

the ~largaritescu-Vodâ bound whene\'er i' lies in the open inten-al between a and b.

so that (4,15) is positive, Thus~ the ~Iargaritescu-Voda inequality as an upper bound

for the variance is "'better!! than the Bhatia-Davis inequality, and correspondingly.

the Bhatia-Da\'is inequality as a lower bound for the range is -better- than the

~Hirgaritescu-Voda inequality whene\"er Î lies in the open inten-al between Cl and b,

In the case when Ï does not lie in this inten'al. the opposite holds. Equality between

the Ilhatia-Davis and the ~Iargaritescu-Vodâ bound occurs when either

(·LIG)
I.:.rmax + (n - k)xmin

i: = ---------
Tl

or
(n - k).rmax + J..·.rnün

j- = ---------
Il

•

On(' case in which this equality condition is met is \~-hen 1... = n/2 and i - j-, In

facto under this condition (2.-12). (2.-1:3) and (2.-1-1) are aIl equai.

.\ conlparison of the Bhatia-Da\'is and ~Iargaritescu-Voela bounds was also per­

formed \-ia sirlluiation by generat ing randonl numbers fronl se\-eral difTerent known

distributions and then calculating the Bhatia-Da\'is bound and the ~Hlrgaritescu­

\'oda bound for 1000 trials, each of 100 random numbers, The random number

g('nerat ion was based on algorit hnlS presented by L. De\'roye [6-1-] and P, L'Ecuyer

[Ill), The results are sunlnlarized in Table 1 belo,,'. in which JBD signifies the

Bhatia-Da\'is bound and J~I\' signifies the ~Iargaritescu-\'odabound. as before. The

most st riking result is the complete dorninance of the ~Iargâ.ritescu-\"oda bound o\'er

the Bhat ia-Da\'is bound for obsen'ations fronl the exponential distribution. which is

most likelya conseqUC'Ilce of the asynlmetry of this distribution, These results are

st i Il under in\'estigation.



•

•

Distribution Proportion of Trials Proportion of Trials
where ,3~IV > 8BD where .3~I\" < 3BO

Uniform [0,1] 0.498 0..502

Normal [0,1] 0.;09 0.291

Exponential (IL = 1) 1.000 0.000

!
Table 1: Bound Comparison on Numbers from Known Distributions

4.4. A Discussion of the Margaritescu-Voda k.

The integer 1... was introduced by ~[argâritescu and \'odâ in their 19S:l paper [1:31)

as the number of obsen"ations greater than or equal to the nlean in a sample of n

obsen"ations. 50 that 1 ::; k ::; Tl" E\'en earlier in 19ïï. A. Lupa~ [11 i] introduced

an integer ko_ defined 5imilarily. in a non-statistical but relatcd paper exploring

bOllnds for real roots of polynonlials" In this paper. ko is defined as the ordinal

number of real roots greater than or equal to the mean of the n real roots of an

11-1 ft degree polynomial. and is in\"oh"ed with a proof of the Laguerre-Samuelson

inequality" Despite the fact that this ordinal nllnlber of obsen-ations abo\-e the

mean has att racted '"ery litt le at tention in the statistical literat ure. it is worthy of

consideration as an accompaniment to the classical mean. median. and mode of a

finile sanlple.

In the sinllr1ation study mentioned in §-l.:3. in addition to comparisons between the

\Iargaritescu- \roda and Bhatia-Da\'is bounds for 1000 trials each of 100 random

numbcrs generated from a known distribution. the integer kwas also calculated

for each of these 1000 trials. From this data~ a frequency plot of k, 1 :::; k ::; 100

is obtained for the 1000 trials from each randomly-generated distribution. and is

gin">u in Figures 1-:3 below. The nl0st striking contrast is the horizontal shift in the

frequency plot of k for the exponentially-distributed numbers. which is most likely

a consequence of the asymmetry of this distribution.



•

•

Figure 1: Fr-equency of k in Trials from a Standard Uniform Sample.
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Figure 2: Frequency of k in Trials from a Standard Normal Sample.
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Figure 3: Frequency of k in Trials from an Exponential (p. = 1) Sample.

140 ­

120 ~

>- 100 ~
U

~ 80-
::l
go GO ~
r-

u.. 40-

20 -

o ------------
o ~ 0 ~ 0 ~ 0 ~ 0 ~ 0 ~ 0 ~ 0 ~ 0 ~ 0 ~ 0

N N ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ 0

Value of k



• 5. Related Matrix and Polynomial Topies

5.1. Bounds for Real Eigenvalues.

\Vhen the real n x n matrix A has aIl its eigen\"alues real. e.g.. when A is symmet­

ric~ then the Laguerre-Samuelson. Brunk and Boyd-Hawkins inequalities pro\Oide

bounds for the eigenvalues of A as obsenoed by \Volkowicz and Styan [258]. [259]:

see also. e.go~ ~Ierikoski [1-12], ~[erikoski. Styan and \Volkowicz [144]. ~Ierikoski and

\rolkowicz [150]. These bounds were redisco\Oered by Tarazaga [2:39].

:\s ~rirsky [1.5-1J and Brauer and ~Iewborn [-l0] pointed out. the mean and \'ariance

of the eigen\'allles ,Al may be expressed in terms of the trace of A and the trace of

Al:

(501 )

and

1 n 1
111 = - L '\ = -trA

n i=l n

l n (1 n ) 2 1 1')",) ?-

.~- = - L ;\i - - L ;\i = -trA- - (-trA)
n :=1 n :=1 n Tl

Theu fronl (2.1:3) and (2.1-1) we obtain:

(,3,:3 )

ëlnd

(.3.-1 )

while fron1 (2.19):

(5.,3 ) J k-l < \ < r;;::kln -8 ~ _ Ak _ m +SV~-k- for /... = 2... 0 • n - 1.

•
where ;\1.' is the I..'-t h largest eigen\Oalue of A. 1... = 2... 0 .11- 1. The question of bounds

on eigen\'allles when both trA and det A are known is discussed in ~Ierikoski and

Virtanen (149] .

:l7



• 5.2. Rounds for the Spread of Real Eigenvalues.

\Vhen the XCi) = 'xi, the ordered eigenvalues of a matrix A, then the term -spread

of a matrix'" for À 1 - À n was introduced28 in 19·56 by Leonid :\lirsky 29 (1918-198:3)

in [l.54]. in which it was also noted that the variance of the À; can be expressed as

in (.5.2) for a symmetric matrix A.

The \"on Szokefah'i :'\agy-Popo\'iciu Inequalities (2.32)and (2.31) respecti\'ely gi\'e

the fol1owing bounds for the spread in terms of the -\-ariance- of the eigen\-alues.

Uj.6)
4

(
')) 2 .)2 - 2 2 - .,-trA - -trA ~ (À 1 - "\n) < 2trA - - (trA)*

n n n

and for the -\"ariance- of the eigen\'alues in ternlS of the spread.

(.5. i)

•

5.3. Matrix Inequalities Related to the Cauchy-Schwarz Inequality.

1'\\"0 of our se\"eral proofs of the Laguerre-Samuelson inequality were based explicitly

on t he Cauchy-Schwarz inequality which. as we noted in §3.1. -may be percei \-ed to

he lurking in the background of many of the proofs- 30 of the Laguerre-Samuelson

iIlcC[ uality. cf. §:3. L4. §:3.1.6. and Lenlma :3.1.6. :\Ioreo\·er. t he discussion in [2:3].

(:>0]. [.ïlj. [liS). and [24.5J of the proof gi\'en in §:3.1.8 is ail centered around the

Cauchy-Schwarz inequality.

In their 1996 paper Peèarié. Puntanen and Styan [201] presented the following

matrix-theoretic extension of the Cauchy-Schwarz inequality: here a g-in,-erse (gen­

(:>ralized in\"erse) X- is any nlatrix X- such that XX-X = X.

Theoren15.3.1. Let A b€ an Tl x Tl symmffric and nonnegatù'f, d€finit€ matri.r lât/z

A {pl dejinfd as

A {p} = { ::: = A (A'A) - A': ~: ~~ 2.....

(A+)lp[. - -1 _.). p - . - .....

lChrrc A + is tlz€ (unique) ;.\loore-Penros€ int!erSf of A~ and PA deno/es the orthog­

onal projcctor onio th€ column space C(A) of A. Let t and u bE n x 1 l·eciors. and

:?~In their 19·13 Biometrika paper [19ï]. p. 89. Pearson and Hartley use the ternt "spread" as an
alternatc name for "range" at the beginning of their Introduction.

:?~For biographical accounts. see [46J.[45], [227].
30 Arnold and Balakrishnan [6]. p. 45 .



• Id h and k be integers. Then

(.1.8 )

for h~ k = ... ~ -1. O. 1! 2! ... ~ with equality if and only if

(5.9) At:x: A {l+(k-h)/2}U.

Several extensions of the Theorem 5.3.1 and sorne statistical applications are also

gi\'en in Peëarié. Puntanen and Styan [201].

\\"hcn h = 1 and k = -1. then the ineqllality (5.8) becomes

(5.10)

cf. Bancroft [2:J].

Equality holds in p5.10) if and only if

(.1.11)

\\'hcn t = w. U = x and A = C. the centering matrix In - n-1ee' as in (:1.19). then

A + = PA = C and (.j.l0) becomes

(5.12) (W'CX)2 ~ w'Cw . x'ex.

which is cqui\'alent to (:3.22) in Lemma :3.1.6. and the equality condition (5.11)

bccames

(.1.1:3 ) Cw :x: Cx.

which is equi \'alent to (:3.2:3) in Lemma 3.1.631
•

\"C' nlay also express (.5.10) as

(.1.1-1) (t'u):.! < t'At· u'A-u for aIl U E C(A)

•
and for any. and hence for e\'ery g-inyerse A -. cf. !\eudecker and Liu [1 ï8]. The

qlladratic farm u'A -u in (.j.l~) is invariant with respect to the choice of g-inverse

:
J1 Since Cw = kCx is equivalent to x = (l/k)w + (kË - ti)e, where ri' = w'e/n .



• A - when u E C(A). since then u = Av for sorne v and 50 u'A -u = v'AA- Av =
y'Av = v'AA-Av for any g-inverse A-. Equality holds in (5.14) if and only if

(.j.15) At xu.

Chaganty [,50} presents (5.14) with the ~loore-Penrose in\-erse A + instead of a g­

inverse A-and obsen'es that equality holds in (5.14) when t = A +u which. since

u E C( A). implies At = u. cf. (.5.15).

Trcnkler [24.5] obsen-es that Baksalaryand Kala [18] showed that

(.j.16) for aIl u E C(A)

pro\"ided that then u'A -u ~ 0 for any. and hence for every g-in\"erse A -.

If wC' now let u = t E C(A). then (.j.l-1) becomes

(.j.li) for ail t E C(A)

for any. and hence for e\'ery g-in\'erse A -: when t =/; 0 then equality holds in (.5.17)

if and only if t is an eigen\-ector of A. cf. Lemma 2.1 of Dey and Gupta [65].

5.4. Matrix Inequalities Related to the Sz. Nagy-Popoviciu Inequalities.

Let z be an 11 x 1 \'ector with z'z = 1. and let A be an Tl x n symmetric matrix. not

[l('cC'ssarily nonnegati\-e (or posit i\'e) definite_ Then the inequality:

(.j.18)

was C'stablished in 198:1 by Styan [2:31]: here '\1 and "\n are. respecti\-ely. the largest

and the smallest eiger}\'aiues of the syn1metric matrix A_ Already in 197.5. howe\-er~

Bloomfield and \Vat50n [36} pro\'ed that

(5.19) [Z' 2Z Z' 'Il 1~ 2tr A - ( AZ)· $ ~ L-("i - "\n-i+l) .
1=1

•

where Z 15 an n x p matrix with Z'Z = I p and n ~ 2p. and where "1 ~ ... ~ An

arc the ordered eigen\-alues of the symmetric matrix A. \Vhen p = 1 then (.5.19)

[educes to (,5.18). In 1996 .lia [94] reestablished (5.19) and referred to (.5.1S) as

the ··Styan Inequaiity- (e\·en in the title of [94]). \Ve note that the matrix A in

(.j.1S) and (.5.19) need not be nonnegativc (or positive) clefinite since both sicles of

-l0



• these inequalities remain unchanged if we replace A by A + kI. where k is a scalar

(positive or negative).

The inequality (.5.18) is a generalization of the right-hand inequality in (2.31):

(.S.20)

(5.21 )

If we put À 1 = X max' À n = Imin. and z = Pel..;n. where e is the n x 1 \-ector with

each clement equal to 1. and the n x n orthogonal matrix P diagonalizes A 50 that

the diagonal matrix A = diag{'\d = P'AP. in (5.18) then it becomes (5_20)_

~ow let A be an n x n symmetric positive definite matrix \Vith necessarily positi\-e

eigen\'alucs ).1 2: -- - 2: "'\n > O. and again let Z be an n X p matrix sllch that

Z'Z = Ipo Then Liu (112] posed the problem (soh'cd by Bebiano. da Pro\-idencia

and Li [2ï] and by Liu [11:3]): Show that pro\-ided n 2: 2p:

Z'A2Z ~p (\. \ . )2tr < L-j=l A) + An-J+l

tr(Z'AZ)2 - -lL:J=1 '\)'\n-J+l

\\ll('u p = 1 then the inequality (.j.21) reduces to the Krasnoscl'skil-Krern Inequality:

(5.22)

•

duC' ta I~rasnosel'skir-Krcrn[10-1]. cf. \Vatson. Alpargu and Styan [2.51],

_\nother C'xtension of Uj.lS) was obtained by Liu and Xeudccker [l1-1J. \\-ho showed

t hat:

whC're ~. dC'notcs t hc elenlent wisc Hadamard (or Schur) product and :5L the Lowncr

or nonnegati\-e dcfinite partial ordering. The nlatrices Al and A 2 are n x n and

positi\Oe dcfinite with '\1 and "\n' respecti\'cly. the largest and smallest eigen\'alues

of the I\:ronecker product Al ::.: A 2 -

.-\ sirnilar extension was given by Peëarié. Puntanen and Styan [201]. who proved

t hat

where A is an n x n nonnegati\-e definitc matrix of rank r with r positive cigen\'alues

'\1 > . -- > '\r > O. At is the ~[oore-Penrose in\-erse of A. and T is an n x k matrix- -
such t hat AAtT 1S a partial isornetry, i.e_, T'AA tT is (symmetric) idempotent.

41



• For further dosely related results see e.g.. Baksalary and Puntanen [19]. Liu and

:\eudecker [114], and ~'lond and Peëarié [163]~ [16.j]~ [164].

5.5. Bounds on Solutions of the Symmetric Equations.

O. S. ~[itrinovié [156] in 196.j considered bounds for a. b. and c ln the fol1owing

system of equations:

a+b+c - p

be + ca + ab - q

Bounds can easily be deri\'ed by considering p and q as the coefficients of a cubic

polynomial with real roots a. b. and c. 50 in Laguerre's formulation. p = -al.

fi = a2. and we ha\'e corresponding \'alues for the mean and standard de\"iation of

((. h. and c:

j--f!.
-3 s=

•

Sa. based on the Laguerre-SanlueIson. Boyd-Hawkins. and Brunk inequalities. we

ha\"(' the following bounds:

~ + v? ~ max{a.b.c} ~ ~+2~

~ - ~~ nled{a.b.c} ~ ~ +~

~ - 2~ ~ min{a.b.c} ~ ~ - ~

These bounds correspond precisely to those gi\'en by D. S. ~Iitrino\'ié [l,56] in 196.j.

:\n example presented by ~Iitrino\"ié in this paper was proposed by R. L. Goodstein

[ïï] in 19-18. Two other special cases of this system were proposed as a problem by

c. IoneSCll- Tiu [90] in 1975. which was soh-ed by A. Lupa~ [118] in 1984. C. :\icolau.

apparently unaware of the work of Laguerre (109]. derived (lï9] identical bounds for

the real roots of a cubic polynomial in 19:3:3 and then extended [180] this result to

prodde bounds. identical to (2.9). for the real roots of an n-th degree polynomial in

19:39.
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6. Biographical Information

6.1. Edmond Nicolas Laguerre.

EdnlOnd Nicolas Laguerre was born on 9 April

18:34 in Bar-le-Duc, France. His mathematical ed­

ucation was the product of several schools~ most

notably the École Polytechnique in Paris, where

he placed a mediocre 46th out of 94 students. This

placement was accompanied by the following com­

ments [41]:

"Cet élève très intelligent aurait pu

rester classé dans les premiers de

sa promotion, mais n ~a pas travaillé.

Extrêment dissipé."

In 18.54~ Laguerre abandoned his studies and accepted a commission in an artillery

regiment of the French army. He retired from the military ten years later and

returned to the École Polytechnique and was employed as an instructor. His work

ethic seems to have improved. over the remaining 22 years of his life, as he published

1-lO papers in the areas of geometry and analysis. Over half of these papers were

in geometry. however, this portion of his work is not acknowledged nearly as much

as his work in analysis and differential equations. He is especially known for the

Laguerre polynomials, which are the solutions of the Laguerre equations. vVhen

his health began to fail in 1886, he returned to Bar-le-Duc, where he died on 14

August, 1886. According to [321: "Laguerre was pictured by his contemporaries as

a quiet, gentle man who was passionately devoted to his research, his teaching, and

the education of his two daughters."

Copyright. release for photograph requested from [185] .
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6.2. Julius von SzokeCalvi Nagy.

The following obituary has been translated from [237]32 by Gabriel Holmes.

Hungarian mathematics has suffered a diffi-

cult loss: on October 1-L 19.5:3 Gyula (Julius)

Szokefalvi-Nagy passed away after lengthy suffer­

ing. Our journal will sorely miss him both as

a contributor and as one of our oldest and most

hard-\vorking co-workers. He has been correspon­

dent [with us] since 1934. and has been a mem­

ber of the Hungarian Academy of Science since

19-!6. Gyula Szokefalvi-Nagy was born on April

11. 188ï in Erzsébetvaros in Siebenbürgen~ and

studied from 1905 to 1909 at Koloszvar University~

where he quickly received his doctorate in 1909.

[n the academic year 1911-12 he continued his studies at Gottingen University~earn­

ing a stipend. His academic career came iIlto its own in 1915~ whell he established

algebra and function theory departments at Koloszvar University.

At the same time~ he was elected director at the ""~Iarianum" trade-school for girls~

\\'here he had worked as a teacher for several years. He remained in this position

until 1919 when the Hungarian university left the city of Koloszvar and moved first

to Budapest and final1y to Szeged. Tell years later, he could reassume his teaching

position at the University of Szeged, where his former colleagues still worked. At

the same time~ he was called upon to succeed Béla Kerékjart6 as chairman of the

geometry department. Shortly thereafter, however, he was transferred to the Uni­

versity of Koloszvar, which the Hungarian government had recently reopened. Here

he continued to work hard at his teaching and scientific work, which were also made

difficult by the war and social turmoi1.

During this period he wrote a book (in Hungarian) on the theory of geometric con­

structions. In December 1943, perhaps brought on by the stress associated with this

and his administrative duties, he suffered a stroke from which he never spiritually

recovered. It permanently crippled half of his body and threatened to return. ln

September 194.5~ severely il! but full of unfettered enthusiasm for his work, he re­

turned to Szeged to reassume his teaching position at the university, where his son

3:!Copyright release requested
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Bela currently works. There he worked until his very last moment. He lectured in

the nearest university building and later (due to his worsening condition) at home.

He also published 38 more works and prepared an expanded edition of his book on

geometric constructions~ this time in German.

Gyula Szokefalvi-Nagy was an enthusiastic and remarkably producti\·e researcher in

gcometry. In all~ he published 148 works! aIl of which concerned either geometry

or geometrically meaningful problems in analysis and classical algebra. His finest

rcsearch included: geometric and algebraic properties and relationships between

algebraic curves and surfaces: cun;es and surfaces (not necessari ly algebraic) of

maximal index and nlaximal class index (one of his most fruitful pieces of research):

the geonletry of con\·ex regions and bodies: the theory of geometric constructions:

and Illany kinds of questions conccrning the distribution of roots of rational and

transccndcntal functions.

\y~ will always cherish the memory of Gyula Szôkefah'i-Xagy and his amazing spirit.

4.;
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6.3. Tiberiu Popoviciu.

The fol1owing obituary has been translated from (208]33 by Alexandru Ghitza.

Professor Tiberiu Popoviciu passed away on Oc­

tober 29: 197.5. He was a member of the Fac­

ulty of ~Iathematics of the Babes-Bolyai Univer­

sity in Cluj-Napoca, and a renowned representa­

tive of Romanian mathematics. Born on February

16. 1906 in Arad~ his exceptional talent became ap­

parent while he was still in high school. He was an

active contributor to Gazeta J,\tiatematica as well

as an editor of Jurnal IHatematic which became

a publication known abroad. After he obtained

his bachelor degree in Bucharest~ he attended the

École Normale Superieure in Paris between 1927

and 1930.

This is where he obtained his doctorate in mathematics in 19:3;3 - in his thesis J.S ur

quelques propriétés des fonctions d~une ou de deux variables réelles" ~ he introduced

the notion of a convex function of higher order~ which has proved a fundamental

tool in the study of approximation of functions.

Back in his natal land~ he dedicated aIl his efforts and talent to the development of

mathematical education in Romania and moved to the top of the academic hierarchy

in the universities of Cluj~ Bucharest and Iasi. In 1946 he settled permanently in

Cluj, where he created a prestigious school of numerical analysis~ weIl known and

appreciated by the eotire mathematical community. At the same time he contributed

significantly to the organization of rnathematical education, as dean of the Faculty

of Nlathematics and Physics in Cluj between 19.50 and 19.53~ and as head of the

analysis group until a few years before his death.

As a recognition of his extraordinary scientific meriL he was elected correspondent

member of the Romanian Academy in 1948~ to become a full member in 1963. As

such he organized and chaired the Institute for Computing of the Academy in Cluj­

~ apoca, based on a close collaboration between mathematical research and industry,

an idea that Tiberiu Popoviciu supported with energy and competence during his

33Copyright release requested
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entire life.

As a man of science. he contributed to the international renown of Romanian mathe­

maties through his acti\'e participation in the international mathematics community

as weIl as the organization~ in Cluj-Xapoca. of se\'eral prestigious scientific acti\"ities.

Through his remarkable results. recorded in more than 300 st udies and monographs.

he appears as a leading specialist in fields like analysis. numerical analysis. algebra.

number theory and functional analysis.

Founder of the Romanian school of numerical analysis. he greatly contribllted to

the subject. He established calculus of divided differences as a pre-differential cal­

cul us. proved a gencral a\'erage formula which allows the explicit formulat ion of

the rcmainder of lincar approximation formulas in analysis. and began the study of

consen"ation of shape properties for operators that come up in the theory of best

approximation.

:\ teacher and a scientist. Tiberill Popo\'iciu also helped a great deal in the pop­

Illarization of nlathematics. as president of the Cluj subsidiary of the Society for

~Iathematical Sciences.

For his special contributions. he was awarded the prestlglous title of "Emeritus

SCif'Ilt ist" as \\'ell as sen;'ral awards and medals of the Socialist Republic of Romania,

In Tiberiu Popo\'iciu. science and education in Romania loses one of ils foremost

rcprescn ta t i\'es .

·17



• 6.4. Keshavan Raghavan Nair.

Keshavan Raghavan Nair was born on 13 NIay

1910, the only son of seven children, in the vil­

lage of Parur near the southern tip of India. He

completed his B.A. CHonours) degree at the ~Ia­

haraja's Science College in 1932 but had the mis­

fortune of graduating in the midst of the Great

Depression. Against the stiff competition of that

period, K. R. Nair succeeded in procuring a schol­

arship for research from the University of NIadras

that eventually Iead to a NIaster of Science degree

in 19:36.

•

The foIlowing years spent at the Indian Statistical Institute with colleagues such as

P. C. wlahalanobis, R. C. Bose, and C. R. Rao, were described by Nair [177] as ..the

most fruitful in my research career" .

After a seven year term at the Indian Statistical Institure and several additional

years under the Government of India, K. R. Nair attended the University of London

and completed his Ph.D. degree under the supervision of E. S. Pearson and H. O.

Hardey in 1947. Following the completion of his doctorate, Nair returned to India

and continued statistical work for the Government of India and then eventually the

United Nations.

In 1992 Nair observed in his autobiographical essay .4In statistics by design" [177]

that

';'Ün the research side, after almost two decades of hibernation, 1 found

during 1979, to my amused amazement, that an inequality establish­

ing the upper limit of the extreme deviate from a sample mean which

l had presented in a small section of the third part of my Ph.D. the­

sis [168] of 1947 and published in the Journal of the Indian Society of

Agricultural Statistics, Vol. l (1948) (see [171]) was rediscovered by the

world renowned American Economist, Professor Paul A. Samuelson, No­

bel Laureate, two decades later in a paper entitled: "'How Deviant Can

You Be'?" [216] in the Journal of the American Statistical Association,

Vol. 63 (1968). ... this paper escaped my attention until 1979 when
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1 chanced to see a reference to it in an article entitled "Extensions of

Samuelson ~s Inequality~ [2.56] in the "A.merican Statistician~, Vol. 33

(August 19ï9 issue). That tempted me to proclaim, through a Letter to

the Editor of that .Journal in 1980 my precedence O\'er Professor Samuel­

son in the discovery of this inequality."

Copyright release for photograph requested
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6.5. Paul Anthony Samuelson.

Paul Anthony Samuelson was born on 15 l"lay

191.5~ though he himself daims that [218] "truly,

he was born on the morning of January 2, 1932, at

the University of Chicago." He graduated amidst

innumerable honours with a B.A. degree in 193.5

from the University of Chicago, and then with

both a NLA. degree in 1936 and Ph.D. degree in

1941 from Harvard University. During his doctoral

work at Harvard, Samuelson wrote his celebrated

Foundations of Economie Analysis. Tempted away

ta a position at the Nlassachusetts Institute of

Techonology in 1940, Samuelson was to remain

there for his entire career.

He also served as advisor to several government offices, induding the V.S. Treasury

and the Federal Reserve Board. Among his most prominent accolades were the first

John Bates Clark ~Iedal of the American Economie Association in 1947 and the

1970 Nobel Prize in economics.

:\.ccording to Samuelson's autobiographical essay "Economies in my time" [218]:

""\Vben l began the study of economics back in 1932 on the University

of Chicago ~Iidway~ economics was literary economics. A few original

spirits-such as Harold Hotelling, Ragnar Frisch and R. G. O. Allen­

used mathematical symbols ... Such esoteric animaIs as matrices were

never seen in the social science zoos. At most a few chaste determinants

were admitted to our Augean stables. Do l seem to be describing Eden,

a paradise to which many would like to return in revulsion against the

symbolic puss-pimples that disfigure not only the pages of Econo-metrica

but also the Economie Journal and the American Economie ReviewT'

Photograph © The Nobel Foundation
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