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Abstract

Commutation signaling is an anti-multipath modulation technique that employs

bandwidth spreading to overcome multipath induced intersymbol interference. In this

work, a wireless communication system using differential binary phase shift keyed

commutation signaling has been considered for a twcrwave Rayleigh fading channel.

Commutation signaling code parameters that characterize the system performance

(average and worst case) are revealed and codebooks have been constructed based on

these parameters. For binary codebooks constructed based on average perfonnance,

the maximum prohability of error may he very large at certain inter-wave delays. On

the other hand, binary and four phase codebooks constructed based on the worst case

performance not only ensure an acceptable maximum probability of error, but also

give very good average performance. Normally, systems using codebooks that require

more bandwidth expansion have better anti-multipath capability. It:s aIso found

that with the same bandwidth expansion, the anti-multipath capability is increased

by using four phase codebooks instead of binary codebooks. For a performance degra­

dation of about 3dB with respect to ideal twcrfold diversity, four phase codebooks

of length 4 can be used for inter-wave delays of up to nearly three times the symbol

duration, while codebooks of length 8 can cape with delays as large as nearly sixteen

times the symbol duration.
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Résumé

La signalisation par commutation est une méthode de modulation qui réduit

l'interférence due aux chemins multiples dans un canal, grâce à. une extension du

spectre. Dans ce mémoire, un système de communications sans fil qui utilise la

signalisation par commutation avec DBPSK est analysé, sur un canal de transmis­

sion Rayleigh à deux chemins. Les paramètres des codes de commutations qui car­

actérisent la performance du système sont mis à jour (cas moyen et pire cas), et

des familles de codes sont construites en se basant sur ces paramètres. Pour les

familles de codes binaires construites à partir d'un critère de performance moyenne,

la probabilité d'erreur maximale peut-être très élevée pour certaines valeurs du delai

inter-ondes. Cependant, les familles de codes binaires et quaternaires (quatre phases)

construites pour minimiser la probabilité d'erreur maximale donnent une très bonne

performance moyenne. Normalement, plus le code étend le spectre, et plus les effets

de chemins multiples sont réduits. Pour une même extension du spectre, il ressort que

les codes quaternaires réduisent les effets de chemins multiples dans le canal mieux

que les codes binaires. Contre une dégradation de 3dB environ par rapport à une

diversité idéale d'ordre 2, des familles de codes quaternaires de longueur 4 peuvent

être utilisées pour des délais inter-ondes de presque 3 fois la durée d'un symbole. De

même, des familles de codes de longueur 8 peuvent supporter des délais aussi longs

que seize fois la durée d'un symbole.
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Chapter 1

Introduction

Due to the increasing demand for personal communication services in recent years,

broadband indoor wireless communications has received extensive attentions[l, 2].

One of the advantages of wireless systems is the mobility that it allows, i.e., users

can move freely within the coverage area of the system. Another advantage is the

tetherless access to communication services. However, a wireless indoor radio sys­

tem has to operate over multipath fading channels[3]. The multipath propagation is

mainly due to the radio wave refiections by walls, fioor, ceiling, objects and people.

The fading phenomenon is primarily a result of the time variations in the phases

of radio waves from different paths. These components may add constructively or

destructively depending on their phases, Ieading to amplitude variations in the re­

ceived signal. One characteristic of a multipath fading channel is the multipath delay

spread, which is the time delay between the first and last significant multipath com­

ponents. Over a multipath fading channel, the transmission rate is limited by the

intersymbol interference (ISI) due to the multipath propagation. When the informa­

tion rate R [bit/sec] is larger than the reciproca1 of the multipath delay spread ô..,

i.e., when R il > 1, severe ISI can occur because the channel's response to previ-
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ous symbol may still be "ringing" during the current symbol's reception. Consider

the 20-60 GHz band for broadband indoor wireless communications. Advantages of

using this millimeter-wave band compared to the conventional UHF bands are the

availability of high information transport capabilityand the possibility of frequency

re-use between neighboring rooms due to the severe attenuation of most inner walls

at this millimeter-wave band. Moreover, the band around 60 GHz is especially ad­

vantageous with respect to frequency re-use because of the specifie attenuation due

to atmospheric oxygen of about 15dBIkm. The wideband propagation characteristics

at or near 60 GHz has been measured, and the values of the root-mean-square delay

spread were found to be in the range of 13-98ns[4, 5]. Suppose the transmission rate

R is 155.52 Mb/sec, which correspondiog to the SONET OC-3 bit rate. 11R is about

60S, one order of magnitude smaller than the worst-case delay spread of 98ns. Even

if a four carrier scheme is considered, each carrier has to support a transmission rate

of about 40 Mb/sec, and 1/R"'25ns is still significantly smaller than the worst-case

delay spread, leading to severe ISI.

To overcome the ISI, severa! techniques can be used:

1) Adaptive equalization-The idea of equalization is to compensate for the

channel distortion by employing a filter with adjustable parameters. These parame­

ters are adjusted to reduce an error criterion. For multipath fading channels, adap­

tive equaIization, where the filter parameters are updated on a periodic basis, is

necessary since the channel characteristics is time dependent. Adaptive equaIization

techniques require no extra bandwidth and have been investigated extensively[6, 7].

However, equalization usually leads to complex receiver implementation. Further­

more, for broadband indoor wireless communications, equalization is computational

intensive, and thus demands large power consumption. This may limit its use for

portable applications.

2) Anti-multipath modulations-Some anti-multipath modulation schemes have

2
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been proposed in which a redundant phase or amplitude transition is imposed on a

conventionaI modulation technique. These schemes include double phase shift keying

(PSK)[8], Manchester-coded PSK[9], return-to-zero PSK[10], and PSK with varied

phase[ll, 12]. However, these techniques can only cope with multipath delay spreads

of less than one symbol duration. With commutation signaling technique introduced

in [13], it is possible to cope with much larger multipath delay spreads at the expense

of bandwidth. In fact, the amount of multipath delay spread that commutation

signaling can cope with depends only on the allowable handwidth spreading. The

concept of commutation signaling is to switch among a numher of different signaling

alphabets in such a way that any signal that is still "ringing" in the multipath channel

will not he used until it fades away. Assume that we have N distinct M-ary signal sets

and the signais from different sets have good cross-correlation properties such that

the interference hetween them is very smaI!. When N signal sets are used cyclically

and N > RÂ/lo92M, two transmitted signals from the same set are separated in time

by NT = N(log2M)/R. Since NT > Â, there is no interference between them. We

know that the interference between signais from different sets is very smaI!. There­

fore, multipath induced ISI is significantly reduced and it is possible to cope with

a multipath delay spread of up to N symbol duration. This is the concept of MxN

commutation signaling. The total number of the signais required is MN. If we take

N = rRt:J./lo92Ml , where rxl denotes the smallest integer not less than x, then we

have

MN = MfRÂ/log2 Ml (1.1)

(

It can he seen that the numher of the required signais increases only linearly with

the multipath delay spread. Moreover, the signaI-to-noise ratio (SNR) performance

is determined by each of the signai set. Therefore, we have a separation between

the anti-multipath capahiIity which is determined by the number of the signai sets,

3
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and the SNR efficiency which is determined by the signal constellation in each signal

set. It has been reported[14J that with a receiver that employs matched filtering with

equal weight square-law RAKE combining, the commutation signaling technique not

only reduce the effects of multipath induced ISI, but also makes it possible to use

simple RAKE receiver to exploit the inherent time diversity of multipath.

It is seen that if bandwidth spreading is impossible, adaptive equalization has

to be employed to overcome rsr. Since the 20-60 GHz millimeter-wave band offers

more bandwidth than the lower frequency bands that are used (or considered to be

used) for indoor wireless systems, bandwidth expansion is possible and commutation

signaling technique seems to be an attractive candidate for combating multipath

induced intersymbol interference. In this work, we will examine a communication

system over a twO-wave Rayleigh fading channel, using differential binary phase-shift­

keyed (DBPSK) commutation signaling. The multiwave Rayleigh model has been

widely employed to model multipath fading channels[15, 16J. It appears that the

twO-wave Rayleigh fading model preserves the essential nature of multipath fading

channels, while still being amenable to analysis[16, 17J. Our emphasis is on the

construction of commutation signaling codebooks. Commutation signaling sequences

(or codewords) are bandwidth spreading sequences similar to the signature sequences

used in direct sequence spread spectrum multiple access(DSjSSMA) communication

systems, except that the length of commutation signaling sequences has to be quite

short due to bandwidth limitation. Bandwidth spreading sequences with good cross­

correlation properties have been studied extensively[18-24J, but the emphasis is on

signature sequences longer than 50. The research on short bandwidth spreading

sequences is very limited.

The signature sequence construction methods in [19] cao he used for short band­

width spreading sequences, and it is shown that the average performance of those

short sequences is quite good: better than that of the random sequences. However,

4
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concerning a systematic approach on construction of short sequences (also called

codes) with good worst case performance, no publication has been found. In this

work, analysis has been performed to reveal which code parameters characterize the

worst case performance and code construction methods have been developed based

on the worst case performance criterion. It is shown that codes constructed using the

methods not only ensure the worst case performance, but also give average perfor­

mance that is often better than that of the codes constructed hased on the average

performance criterion in Ref. [19].

The thesis is organized as fol1owing: In chapter 2, the system model is described

first, then the error probability performance of the system is considered and the

method of computing the probability of error is presented. Because the computation

of the probability of error is complicated, it is very difficult to see its dependency on

the cross-correlation properties of the commutation signaling codes. Therefore, the

probability of error is not an appropriate performance measure for the construction of

the commutation signaling codes. As an alternative approach, the signal-tcrnoise ratio

will he considered as the performance measure in chapter 3, and the system using

DBPSK commutation signaling is analized to reveal which commutation signaling

code parameters characterize the system performance. Based on this analysis, short

commutation signaling codes with length less than or equal to 9 are cODstructed. In

chapter 4, the probability of error as a function of inter-wave delay will he presented

for different codebooks. The anti-multipath capahility and bandwidth spreading for

different codebooks will he compared. Finally, conclusions are drawn in chapter

5. The good codebooks we have constructed will be listed in appendix A, and the

software used to construct the commutation signaling codebooks are described and

presented in appendix B.

5
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Chapter 2

System Analysis

2.1 System Model

The block diagram of the communication system that we will consider is shown in

Figure 2.1. The binary source data is differentially encoded and then multiplied by a

commutation signaling codeword. This waveform is then converted to passband (see

fig. 2.2). The commutation signaling codewords are used in sequence. The channel is

modeled as a two-wave Rayleigh fading channel. The commutation signaIing demod­

ulator (see fig. 2.3) includes a bank of filters matched to the commutation signais,

and followed by square-Iaw devices. The differential decoding operation cao also be

implemented by a delay and multiplyoperation, and the outputs of this operation are

combined by the RAKE processor with activated taps corresponding to the channel

multipath delays.

Consider a polyphase commutation signaling codeword s(i) with length L, the

corresponding signal is
L-l

Si(t) = E sfi)PTe(t -lTc) (2.1)
1=0

where Tc denotes the chip duration and Sfi} is the l-th element of the polyphase

6
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~------------------------------
Figure 2.1: The block diagram of a system using DPSK commutation signaling.

( codeword (or sequence) sei). For a M-ary phase codeword, s~i) E {exp(j27rn/M)ln =

0,1,··· M - 1}. PT(t) is a unit rectangular pulse of duration 'T

{

l Q<t<T
PT(t) = --

o elsewhere
(2.2)

Let a(k) denotes the binary (±1) data sequence. The transmitted signal for phase

shift keying (PSK) is

00

x(t) = Re{ L a(i)si(t - iT)eiwt
}

i=-oo

(2.3)

where Re(·) denotes the real part of (.) and w is the carrier frequency. T is the symbol

period and T = LTc • When differential PSK (DPSK) is employed, the transmitted

signal can he written as

00 • O( t+'" (J)x(t) = Re{ L Si(t - 7.T)è tN L-i=-oo 1 }

i=-oo

(2.4)

.( 7
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where 0, E {D, 1r} is the phase shift corresponding to the source data.

Assuming that the codeword sei) is from a codebook of size N (that is, the code­

book consists of N codewords), and the codewords are cycled sequentially through

the codebook. This means

(2.5)

for any integer k. Therefore, we have

(

Using the complex envelop representation,

x(t) = Re{x(t)eic.d}

where x(t) is the complex envelop, for DPSK, we have

00

x(t) = E Si(t - iT)e!tPi
i=-oo

where cPi = L;=-oo Be-

The delayed waveform, that is, x(t) delayed by T, is

(2.6)

(2.7)

(2.8)

00 1

z(t) = x(t - T) = E SiCt - T - iT)cos(w(t - r) + L ot) (2.9)
l=-(x) l=-(X)

Denoting the complex envelop of z(t) as z(t), we have
(X)

z(t) = L Si(t - r - iT)eiCtP,-wT)
i=-oo

(2.10)

The complex envelop of the output of the two-wave Rayleigh fading channel is

]jet) = Alx(t) + A2z(t) + Ti(t) (2.11)

The path gains Al and A2 are independent, zero mean, complex Gaussian random

variables whose real and imaginary parts are independent and identically distributed.

Thus, we have

(2.12)

( 10
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where u! is twice the variance of the real or imaginary parts of Ai. In (2.11), the

factor e-jr..rr in z(t) can he absorbed into A2• This new random variable satisfies (2.12)

if it is still denoted as A 2 • net) is the complex envelop of the white Gaussian noise

net), which has a double sided power spectral density of No/2. Then, we have

E[n(t)n(t')] = 0 E[n(t)n"(t' )] = 2Noa(t - t') (2.13)

For a mu1tipath channel modeled as a linear filter with the complex, lowpass

impulse response expressed as
00

h(t) = E a i e.16i a(t - Ti)
i=O

(2.14)

(

where ai, Bi and Ti are the path gain, phase shift and time delay of the ith resolvable

path, it is shown that the optimal generalized likelihood receiver consists of a matched

filter and a square-Iaw equal weight RAKE combiner[14]. In the case of two-wave

Rayleigh fading channel, this receiver was shown to be suboptimal[17}. Since the

optimal receiver is complex to implement, and the difference in performance between

the optimal and suboptimal receivers, in the binary signaling case, is small at high

SNR[25], we will consider the simple suboptimal receiver here.

Assuming that a codebook has N commutation signal codewords, the receiver

contains matched filters with the impulse response hi(t) = si(-t), i = 0,1,·· ., N - 1

(the symbol * denotes complex conjugation). For the matched filter with ho(t) =
soC-t), the decision variable is

(2.15)

For the differential encoding, the signal transmitted over the interval [0, 2T] is

(

and the decision variable is

do = 1! y(t)u~(t)dtI2 + 1Jy(t)u~(t - T)dtl 2

Il

(2.16)

(2.17)
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For hinary DPSK, suppose that the signal transmitted under the other hypothesis

is

and denoting

vo(t) = so(t) + Sl(t - T)ei8~

d~ = 1Jii(t)v~(t)dtf2 + 1Jii(t)v~(t - T)dtl 2

(2.18)

(2.19)

The detector makes its decision based on S = do - d~. If s > 0, it decides that the

transmitted message is corresponding ta Bl , otherwise, the transmitted message is

corresponding to 6~.

-2.2 Performance

Let us define the fol1owing complex random variables

( VI = Jy(t)u~(t)dt

V2 = Jy(t)u~(t - r)dt

V3 = Jii(t)v~(t)dt

lt4 = Jy(t)v~(t - T)dt

then

(2.20)

(2.21)

If we define a random vector Y = (Vi V2 V3 lt4)t (t denotes simple transposition), s

can he written as

(

S=yHQV

12

(2.22)
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where H denotes the Hermitian operator (complex conjugation followed by simple

transposition) and Q is a Hermitian matrix given by

(2.23)

It is seen that s is a quadratic form in the random variables Vi, \12, V3 and ~.

E[Vi Vi] - E[J y(t)u~(t)dtJy(t')u~(t')dt']

- E{J J [Alx(t) + A2z(t) + nCt)]

[AIx(t') + A2z(t') + n(t')lu~(t)u~(t')dtdt'} (2.24)

Since AI, A2 and net) are mutually independent and E[Ad = E[A2 ) = E[n(t)] = 0,

(
E[Vi Vi] = f f {E[AIAdx(t)x(t') + E[A2A2 ]z(t)z(t') + E[Ti(t)n(t')]}

u~(t )u~(t')dtdt'

Using (2.12) and (2.13), we can show that

E[Vi VIl =0

In fact, it can he shawn E[Vi\tJ] = 0 for i,j = 1,2,3,4. This means

(2.25)

(2.26)

(2.27)

(

It has been shown[26, 27J that for a random vector V which satisfies (2.27), the

characteristic function of the quadratic fonn s = V H QV is given by

~(jw) _ E[&W"]
1

- 11- jwrQI exp{-UHr-I[I - (I - jwrQ)-l]U} (2.28)

13
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where U = EM is the mean of the complex vector V and r = E[(V - U)(V - U)H]

is the covariance matrix. 1 is the unity matrix. The probability density function of s

is given by the Fourier transform of ~(jw)

1 100
.p(s) = -2 ~(jw)e-Jw·dw

1T' -00

The cumulative distribution of s is then

1% 1 1% 100
.Pres < x) = -00 p(s)ds = 27r -00 -00 ~(jw)e-Jw·dwds

Integrating over s and let z = jw, we have

l 1;00 ~(z)Pres < x) = --. --e-ZXdz
27rJ -joo z

(2.29)

(2.30)

(2.31)

(2.32)

(2.33)

(

(

where the path of integration is taken to be deformed into the left-half z-plane at all

imaginary-axis singularities.

In our case, U = E(Y] = 0, and ~(z) assumes a simple form[26]

1 4

ct>(z) = Il _ . rQI = II (1 - ÀnZ)-l
JW n=l

where Àn are the eigenvalues of rQ. We see that ~(z) is the reciprocal of an fourth

degree polynomial in z. The zeros of the polynomial lie at the reciprocals of the

eigenvalues An. The singularities of ct>(z) in this case consist of finite number of finite­

order poles. Once the eigenvalues of rQ are found, Pres < x) is easily determined

through the use of the residue theorem(26, 27].

Pres < 0) =-~ 1;00 (l(z) dz = - L res{ ct>(z)}
21T'J -joo Z Z

Next, we will eva1uate the elements of covariance matrix r. With no 10ss of

generality, it is assumed that 4>0 = L?=-oo 0, = o. Suppose 0 ~ kT ~ T < (k + l)T <

NT, the random variables \Ii is

[2T
VI = Jo ii(t)u~(t)dt

14
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l2T ·8- o [Alx(t) + A2z(t) + ii(t)][s~(t) + si(t - T)e-J

1 ]dt
2T 00

- Al L [L Si(t - iT)ei,pi][S~(t) +si(t - T)e-i81 ]dt
o i=-oo

l2T 00 .~ ·8
+ A2 [ L Si(t - T - iT)e' i][S~(t) + Si(t - T)e-J I]dt

o i=-oo

l2T+ o n(t)u~(t)dt (2.34)

Denoting

E. = loT ISiI2(t)dt; i = 0,1,··· ,N - l. (2.35)

and

al2 - ~. {ei~-('+I} JSN-(k+I)(t - T + (k + l)T)s~(t)dt

+ eJtP-1c JSN-k(t - T + kT)s~(t)dt

(
+ ei(,p-1c-8d JSN-k(t - T + kT)si(t - T)dt

+ e'(,p-(Ic+l)-8d f SN-(k+l)(t - 'T + (k - l)T)si(t - T)dt} (2.36)

we have

Vi == E.(2A1 + al2A2) + f n(t)u~( t)dt (2.37)

Defining the continuous-time partial cross-correlation functions as[28J

Rj,i(T) = loT Sj(t - T + T)s~(t)dt

.. fT
Ri,i(T) == Jo Sj(t - T)s;(t)dt

for 0 < T < T. al2 can he written as

(2.38)

(2.39)

(

au - L[ei~-('+I) RN-(k+I),O(T') + ei~-'RN-k,o(T')

+ e'(,p-Ic-Od RN- k,1 (T') + ei(<P-(Ic-l) -Bd RN-(k-l),l (T')] (2.40)

15



(
with T' = T - kT. ft should he noted that the indices i,j of Rï.j(r') should he

understood as i mod. N and j mod. N since Si(t) = Si±kN(t) for any integer k.

\.'2, ~ and V4 can he evaluated in a similar way and all the results are summarized

in the following:

VI = E,,(2A1 + a12 A2) + / n(t)u~(t)dt

1I2 = E.(a21 A l + 2A2) + / n(t)u~(t - T)dt

~ = E.A32 A2 +/ ii(t)v~(t)dt

V4 = E"A.uA l + Jn(t)v;(t - T)dt (2.41)

and

a12 -

+

( a21 -

+

a32 -

+

a41

+

with T' = T - kT.

~. [ei';-(>+I) RN-(k+1l,o(r') +ei,;->RN-k,O ( r')

ei(cf>-k-Sd RN-k,l(T') + ei(~-(k-l)-sdRN-(k-I),l(T')]

~. {ei';(>+I) [Ro,k+I (r')]" + .loi> [Îlo,k( r')]"

ei(tP(k+:l) -8d (R1.k+2(T')t + ei(tP(k+l)-8a) [RI.k+l (T' )]-}

~. [ei';-(>+I) RN -(k+I),O(ri) +eiol->RN-k,O(r')

ei(tP-k-Sn RN-k,l (T') + eÏ(tP-<k-l)-Sn RN-(k-l),l (T'»)

~. {ei';( >+1) [ Ro,k+I (r') JO + .loi> [Îlo,k( r')]"

ei(cf>(k+2)-en[RI •k+2(T')]* + ei(tP(A:+l)-sn[1îl,k+l(T')]*} (2.42)

Since E[l{) = 0 (i = 1,2,3,4), the elements of the covariance matrix are rij =
E[Vivj].

(

r 11 - E[lIl ~-]

- E{[E.(2A I + a12A2) + / n(t)u~(t)dt]

[EIJ(2A~ + ai2A;) + / n*(t')uo(t')dt']}

16
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(
Because Ab A2 and nCt) are mutually independent, (2.43) can he simplified to

ru - 4E~E[A1Ai] + E;/a1212E[A2A;]

+ f E[n(t)n·(t')]u~(t)uo(t')dtdt' (2.44)

Recalling that E[AiAil = f71 (i = 1,2) and E[ii(t)n*(t')] = 2Nod(t - t'), we have

ru - 4E;f7~ + E;la1212ooi + 2NoJuo(t)u~(t)dt

- 4E;f7~ + E;la1212ooi + 4E.No

[E. 2 1 12 E. 2 ]- 4E.No No 001+ a12 4N
o

002+ 1 (2.45)

(

(

Setting the signal-to-noise ratio (SNR) 1 = 2Ej;o' and 1i = 2E,;o f71 to he the average

SNR of the ith path (i=1,2), then

(2.46)

Similarly, we have

r 12 - E[ltl v;*]

- E{[E.(2A1+a12A2) +Jn(t)u~(t)dt]

[E.(a;IAi + 2A;) +J7ï*(t')uo(t' - r)dt1}

- 2E;a;IOO~ + 2E;a12u~ + 2NoJu~(t)uo(t - r)dt (2.47)

Defining b12 = f uô(t)uo(t - r)dt, then

b12 - Ju~(t)uo(t - T)dt

- J[s~(t) + si(t - T)e-i9IHso(t - T) + Sl(t - T - T)eie1
]

- f soCt - T)s~(t)dt + e- je1 JsoCt - r)si(t - T)dt

+ eiel ! Sl(t - r - T)s~(t)dt + JSl(t - T - T)siCt - T)dt (2.48)

17
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With

JSl(t - T - T)s~(t)dt = 0 (2.49)

f so(t - T)sô(t)dt = { ~'O(T) O<r~T
(2.50)

T>T

J · {Rl,I(T) O<r<T
(2.51)Sl(t - r - T)SI(t - T)dt = 0

r>T

~,l(r) O<r<T

Jso(t - r )si(t - T)dt = Îlo,I(r - T) T<r<2T (2.52)

0 T > 2T

we have

i, [Î4J,o(r) + e-i01 ~,I(r) + Rltl(T)} O<r:5T

b12 = 1 "0"
T<r~2T (2.53)-e-J 1 Ra l(r - T)

E. '

(
0 T > 2T

and

r l2 = 4E.Noblail + "Yl al2 + b~2] (2.54)

Other elements of the covariance matrix can he evaluated in the similar way and

they are shown helow.

f l3 = 4E.tNo[~ aI2a;2]

r14 = 4E.No["Yl a~l + b~4l

f 22 = 4E"No[~1Ia2112 + 212 + 1]

r 23 = 4E.Nob2ai2 + ~3l

f 24 = 4E"No[~1 a21a :l}

r33 = 4E"No[~2Ia3212 + 1J
b:w

f 34 = 4E"No[2]

( 18
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where
1 A "0 A

E.[Ro,o(r) + e-J 114>.1(1') - R I •1 (r)] 0 < r ~ T

bl4 = i. e-
jOl Ra.l(r - T) T < l' < 2T

Or>2T

~. {[~,o(T)]-+ e-;oqRo,l(r)]- - [RI.1(r)]-} 0 < T < T

~3 = ~. e-ioqRa.1(1' - T)]- T < T < 2T

o l' > 2T

~.rRo.o(1')+ e-j8~14>.1(r) + RI,I(1')] 0 < r < T

b:w = ~. e-jO~ Êlo.I(1' - T) T < r < 2T

Or>2T

(2.55)

(2.56)

(2.57)

(2.58)

{

(

Since r is a Hermitian matrix, the matrix elements that are not listed can be

determined from the elements shown above by using f ij = r;i. Here, the singularities

of ~(z)/z on the left-half z-plane consist of first and second order poles and the

residues at those points depend on the ratios (rather than the values) of eigenvalues

of matrix rQ. Therefore, r can he normalized by dividing its elements by 4E/lNo.

After doing 50, it is seen that given ()l, rP-(k+l), rP-k, 4>-(k-I}14>k, rPk+l, and 4>k+2, the

conditional error probability Pres < 0) depends on the average SNR of the two waves

("YI and /2) as weil as the continuous-time partial cross-correlation functions Ri.;(T')

and Êlï.;(r' ). The conditional errar prohability cao he calculated using the residue

method and the prohability of error is then obtained by average the conditional error

probability over all possible values of ()h rP-(k+lJ, 4>-k, 4>-(k-l)' <Pk, rPk+l1 and </>k+2.

Suppose a codebook of size four is used, then N = 4. Let us look at the ai; that

determine the covariance matrix f when inter-wave delay T is in different range. If

o < r ~ T, we have k=O. <P-k = <Pk = <Po = 0 and 4>-(k-l) = <Pk+1 = rPl = ()1.

19
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Therefore, we only need to consider 4>11 4>-(k+l) = </>-1 and cPk+2 = <1>7.. Denoting

we have

an -

au -

a32 -

a41 -

1 A A

E. [d1R3,o(r) + Ro,o(r) + d2il<J,I(r) + RI,I(r)]

:. {d2[Ro" (T)j' + [Ho,O(T)]" + d3(RI,2(T)J" + [R"l(r»)"}

1 .. ..
Es [dl Ra,o(r) + Ro,o(r) - d2Ro,I(r) - RI,t(r)]

:. {d2[Ro.l (T)j' + [Ho,O(T)]" - d3[RI,2(T)J" - [RI.l(T»)"} (2.60)

al2 -

+
a21 -

+
aa2 -

{

(

In this case, the probability of error is the average of the conditional error proba­

bility over a1l possible values of db d2 and d3 . For T < T :::; 2T, k = 1. Among

OI, ~-(k+l)' 4J-k, 4>-(k-l), <Pk, </>k+b and cPk+2, five variables are in dependent, and they

are cP-(k+l) = </>-2, <P-k = 4>-17 <Pk = </>1 = 01, <Pk+l = <P2 and <Pk+2 = 4>3.

L[,j"-' R2,o(T') + ,j"-' R3.o(T')

eiCtP-l-Od Ra,l (r') + ei(tk-Od Îlo,t (T')]

:. {,j'" [Ro.2(T')]" + ,j'" [Ho.,(T'))"

eiCtP3 - 0t} [R1,3(T')]* + ei{t/>2-8d [R I,2(T')J*}

L[,j"-' R2•0(T') + ,j"-' Jt,o(T')

ei(tP-l-Sd Ra,1( r') - ei<tPo-81)Îlo,l (T')]

a41 - :. {,j"'[Ro,2(T'»)" + ,j'" [Ho,,(T'))"

ei{tP3-0d[R1,3(r')t - eiCth-6d[RI,2(T')]*}

(2.61)

with T' = r - T.
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Define

we can write

dl = ei"'-2 d2 = ei"'-1

d.. = eith ds = ei(~-8d (2.62)

(

al2 - : [dt R2•0(T') + d2~,o(T') + d2d3~.t(T') + d3Ro,I(T')]
•

a2t - : {d4 [Ro.2(T'))" + d3[Ro.t(T'))" + ds[R1,3(T'))· + d4d3[R1•2(T')]"}
•

a32 - : [dt R2•O(T') + d2R3•O(T') - d2d3R3.I(T') - d3Ro.I(T')]
•

a4t - : {d4 [Ro.2(T'))" + d3[Îlo.t(T'))" - ds[R1,3(T'))" - d4d3[R1•2(T')]"}
•

(2.63)

The conditional error probahility has to he averaged over five independent data

symbols dl, d2 , da, d4 and ds. For 2T < T $ 3T, k = 2. The seven phase shifts

(JI, <P-(k+l)' 4>-/0 4>-(k-Ib <Pk, (P,'+l, and 4>k+2 are independent of each other. Using the

fol1owing notations

(2.64)

we have

al2 -

a21 -

Q32 -

Q41 -

(

:. [dIR1.O(T') + d2R2.0(T') + d2d.R2•I(T') + d3d4 R3.I(T')]

:. {t4;[Ro,3(T'))" + dS[Îlo.2(T'))· + d7 d.[R1•O(T')]· + t4;d4 [R1,3(T'))"}

L[dIR1.O(T') + d2R2•O(T') - d2d4 R2•I(T') - d3d'~.I(T')]

:. {t4;[Ro,3(T'))" + ds[Îlo.2(T')]"

d7d4 [R1,o(r')]* - <4:,d.. [R1 ,3(r')r} (2.65)
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(
with 1'/ = l' - 2T. Now, the probability of error is an average of conditional error

probability over seven independent data. Finally, When 3T < T < 4T, k = 3. Let

r = T - 3T, aij can be written as

a12 -

a21 -

a32 -

an -

~. [d.Ro.o(T' ) + d2 Îl.,o(T') +d2d4 R.,.(T' ) + d3 d4 Îl2•• (T')]

~. {dt; [Ro,o(T') l" + ds[Îlo,3(T'))" + d1d4 [ RI,.(T'))" + dt;d4 [Îl••o(T')n
~. [d.Ro,o(T' ) +d2 Îl•.O(T' ) - d2d4 R.,.(T' ) - d3d4 Îl2•• (T')]

L{ds[Ro,o(T'))" + ds[Îlo,3(T')]' - d1d4 [R1,. (T'))" - dsd4 [Îl1,O(T' )]"l2.66)

.( (2.67)

(

Again, when calculating the probability of error, the conditionaI error probability is

averaged over seven independent data.
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(

(

Chapter 3

Code Construction

3.1 Code Design Rules

Ideally, the commutation signaling codes should he constructed to minimize the con­

ditional error probability given BI, 4>-(k+lb 4>-k, 4>-(k-l), 4>k, 4>k+1, and 4>"+2. However,

it is shown that a close fOrIn for the conditional error prohahiIity can not he derived

for the system we considered here, and the computation of the conditionaI error prob­

ability is quite complicated. Therefore, it is very difficult to see how the conditional

error probability depends on the correlation properties of a code and which code pa­

rameters have the strongest effect on the conditionaI error probability. Due to this

problem, we have taken an alternative approach where the signaI-to-noise ratio is

used as a performance measure for the purpose of code construction[29]. The system

is analized in terms of average performance and worst case performance. The error

probability results for codebooks constructed here will he presented in Chapter 4.
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3.1.1 Average Signal-to-Noise Ratio

Concerning the average performance, one of the important measures is the average

signal-t<rnoise ratio[29]. 1t should he noted that the two integrals in the decision

variable do, i.e., VI and \12, are the outputs of the matched filters. Recalling

(3.1)

1t can he seen that the first term is the desired signal. The second term is the

interference due to the multipath, and the last term is a Gaussian random variable

due to the noise. Similarly, the three terms in V2

(3.2)

may he interpreted in the same way. Denoting the two multipath interference terms

in VI and \t2 as /01 and /02 respectively, we have

( /01 - A2 [ei4l- CA:+l) RN-(k+I).O(r') + eit/J-It RN-k.o(r')

+ ei(4l-1c-8d RN-le.l(r') +e'(4l_(k-l)-8d RN-(Ie-I),I(r')] (3.3)

/02 - Al {eitP(Ic+l) [Ro.k+I( r')t + eitPlc [Ro.k( r')]*

+ ei(tP(Ic+2)-8d [R l ,k+2(r')]* + ei(tP(lc+l)-8d [R1,k+l (T')]*} (3.4)

where r' = T - kT and kT < r :::; (k + l)T.

In this approach, the time delay and the data symhols are treated as mutually

independent random variables. It is assumed that the time delay T is uniformly

distributed in the range [0, NT) and (h takes on the values of 0 and 1(" with equal

probahility. This implies that 4>i takes on the values of 0 and 1(" with equal probability.

The multipath induced interferences can then he treated as additional noise, thus the

new noise components become

(
nI = lOi +Jn(t)u~(t)dt

24
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(
n2 = 102 +! ii(t)u~(t - r)dt

Since

E[ei81
] = 0 E[ei tPi ] = 0 E[ii(t)] = 0

we have

E[1011= E[102] = 0

E[! ii(t)u~(t)dt)= E[! n(t)u~(t - T)dt) = 0

therefore, the means of ni and n2 are zero. The variance of nI is

(3.6)

(3.7)

(3.8)

(

var(nd - E[nlni]

- E[Ioll~l + lOI! ii*Ct)uo(t)dt + l~l! ii(t)u~(t)dt +! iiCt)u~Ct)dtJn·(t')uo(t')dt']

- E[IoIl;l] +f f E[ii(t)ii·(t')]u~(t)uo(t')dtdt' (3.9)

Recalling that E[ii(t)ii·(t')] = 2Nod(t - t'), we have

varent} = varC10d + 2No! uo(t)u~(t)dt = var(Iol ) + 4NoE. (3.10)

where Ea is defined as

(

E. = faT Is;12(t)dtj i = 0, 1, ... ,N - 1.

Similarly, the variance of n2 is given as

Now, let us look at the var(lot} and var(102).

25
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The expectation is with respect to time delay T and data symbols. Since data symbols

are mutually independent,

(3.14)

T and data symbols are independent and T is uniformly distributed in the range [0,

NT), thus

lA 12 N-I

1
T

- N
2r E {IRN -(k+I),O(T')12+ IRN_k,o(T,)!2

k=O 0

+ 1RN-k,l (T') 1
2 + 1RN-(k-l),l (T') 1

2
} dT' (3.15)

(

Similarly, we have

lA 12 N-I T

- N~ {; fa {IBo,k+! (r'W + 1Êlo,k(r'W

+ IR1,k+2(T')12 + IR1•k+I (T')1 2 }dT'

Consider the first integral Vi

VI - 2E.. A 1+ a12E"A2 +Jn(t)u~(t)dt

- 2E.A1 + nI

(3.16)

(3.17)

The signal-to-noise ratio (SNR) is determined by signal power and the variance of

the noise.

(3.18)

(

Similarly, the signal-to-noise ratio for the second integral 112 is given by

(SNRh = 12E.A2 1
2 = 12E.A212 (3.19)

var(n2) var(Io2) + 4NoE.

It can he seen that the desired signal (numerators in (3.18) and (3.19)) and the

second terms of var(nt} and var(n2) are not dependent on the commutation signaling
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codes, therefore, concerning the efi"ects of commutation signaling codes on the average

signal-t<rnoise ratio, var( lod and var(102 ) are the only parameters to he considered.

Next, foI1owing a similar procedure as in [30], we will establish the relationship

between the continuous-time partial cross-correlation functions Rj,'(T), Ri,i(T) and

the discrete aperiodic cross-correlation functions Cj,i(l) and Cj,.(l- L), which are

defined as
"L-I-l sU) [s(i}]* 0 < 1 < L - 1
L.4n=O n n+l

(3.20)

o III > L

(

Recailing
.. fT

Ri,i(r) = Jo si(t - T)s;(t)dt

L-l

si(t) = L[s~)]*PTe(t - nTc)
n=O

L-l

siCt - r) = L s~)PTe(t - T - mTc )

m=O

(3.21)

(3.22)

(3.23)

Assume that lTc < r < (l + l)Tc, let u = r -lTc , thus r + mTc = (l + m)Tc + u and

Ri.i(r) - loT Si(t - r)si(t)dt =IT
siCt - r)si(t)dt

L-l L-l T

- L E s~)[s~)]·l Pre(t - nTc)PTc{t - (m + l)Tc - u)dt (3.24)
n=Om=O T

The integrai is not zero only when n = m + l or n = m + l + 1. Since n can oot

take on values larger than L - 1, the summation over m will he from 0 to L -l - 1

for n = m +1 and he from 0 to L - l - 2 for n = m + l + 1.

(

Rj,i(r) =

+

L-I-l . . l(m+l+l)TcE s~}[S~+I]· PTc(t - Cm + l)Tc)PTc(t - (m + I)Tc - u)dt
m=O (m+I)Tc

L-I-2
~ (j)[ (i) ]*
LJ sm Sm+l+l
m=O
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(

1
(m+l+2)Tc

PTc(t - (m + l + l)Tc )PTAt - (m + l)Tc - u)dt
(m+l+l)Tc

It is clear that

L-l-l
C· ·(l) = ~ s(j)[s(i) ]-

J,I L...J m m+l
m=O

L-I-2

Ci,i(Z + 1) = L s~)[S~+I+l]·
m=O

l
(m+l+l)Tc

PTc(t - (m + l)Tc)PTc(t - (m + l)Tc - u)dt = Tc - U
(m+l)Tc

1
(m+l+2)Tc

PTc(t - (m + l + l)Tc )PTc(t - (m + l)Tc - u)dt = U
(m+l+l)Tc

Thus, we have

Rj,i(r) - Cj,i(I)(Tc - u) + Cj,i(l + l)u

- Cj,i(l)Tc + [Cj,i(l + 1) - Ci,i(l)]u

- Cj,i(l)Tc + [Ci,i(l +1) - Cj,i(l)](T -lTc )

similarly, it can he shown that

(3.25)

(3.26)

(3.27)

(3.28)

(3.29)

(3.30)

Ri,i(r) = Ci,i(l- L)Tc + [Cj,i(i + 1 - L) - Ci,i(l- L)](r -[Tc) (3.31)

for lTc $ T < (l + l)Tc•

Now, writing

( 28

(3.32)



(
Substituting (3.30) and (3.31) into the right sicle of (3.32), we obtain

N-l T

E f {/RN_(k+l),o(r,)/2 + /RN_k.o(r')1 2}dr'
k=O Jo
T3 N-l L-l

- "t L L {ICN-(k+l),O(l- L)/2 + /CN_k,o(l)1 2

k=0 1=0
+ /CN-(k+l).O(l + 1 - L)/2 + ICN-k.o(l + 1)/2

+ Re{CN-(k+I).o(l- L)[CN-(k+I),O(l + 1 - L)t

+ CN-k,o(l)[CN-k,o(l + 1)]-}} (3.33)

Since N codewords sei), i = 0,1, ... , N - 1, cycles sequentially with index i, the

subscripts j and i of Cj,i(i) should be understood as j modo N and i modo N. With

this in mind, it is easy to show

N-l N-I

E CN-(k+l),O(i-L)[CN-(k+I),o(l+l-L)]* = L Ck,o(l-L)[Ck,o(l+l-L)r (3.34)
k=o k=O

{ N-l N-l
E CN-k,o(l)[CN-k,o(l + 1»)- = E Ckto(l)[Ck,o(l + 1)]-
k=o k=O

With (3.34) and (3.35), (3.33) can he simplified to

(3.35)

(

N-l TEfa {IRN-(k+l).O(r'W + IRN-k,o(r'W}dr'

T3 N-l L-l

- "t E E {/Ck..o(l- L)/2 + /Ck,0(1)12+ /Ck,o(l + 1 - L)/2 + /Ck,o(l + 1)/2
k=O /=0

+ Re{Ck,o(l- L)[Ck,o(l + 1- L)]* + Ck,o(L)[Ck.o(l + 1)]*}} (3.36)

Using the following identity

L-l L-l

L[lCk..o(l- L)12+ ICk,0(1)12
] = L[JCktO(l + 1 - L)12+ ICk,o(1 + 1)12

] (3.37)
1=0 1=0

we have
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T3 N-I L-l- f E E {2(1Ck,o(l- L)12 + ICk,o(l)12

]
k=O 1=0

+ Re[Ck,o(l- L)CZ,o(l + 1 - L) +Ck,o(l)C;.o{l + I)]}

Similarly, it can he shown that

(3.38)

N-l T

L f {IRN_k,l(r')1 2 + IRN_(k_l),1(r')12 }dr'
k=O Jo

- ~EË {2[ICk,,(l- LW + ICk,,(lWJ
k=O 1=0

+ Re[Ck,l(l- L)C;,I(l + I - L) + Ck,I(l)CZ,I(l + 1)]} (3.39)

Substituting (3.38) and (3.39) into (3.15), we obtain

Following similar procedures, we have

N-l T

~ 10 {IRo,k+I(r'W + IRo,k(r'Wldr'
T3 N-l L-l

- t L E {ICO,k+l(l - L)1 2 + ICO,k+l(l + 1 - L)l2 + ICo,k(l)12 + ICo,k(l + 1)12

k=O 1=0

+ Re[Co,k+l(l- L)C~,k+l(l+ 1 - L) + Co,k(l)C~,k(l + I)]}
T3 N-l L-l

- t L E {ICo,k(l- L)12 + ICo,k(l + 1 - L)12 + ICo,k(l)1 2 + ICo,k(l + 1)12

k=O 1=0

+ Re[Co,k(l - L)C;,k(l + 1 - L) + Co,k(l)C~,k(l + 1)]}
T3 N-l L-I

- t L L {2[1Co,k(l + 1)12 + ICo,k(l + 1 - L)1 2
]

k=0 1=0

+ Re[CO,k(l- L)C;,k(l + 1 - L) + Co,k(l)C~,k(l + l)]} (3.41)

(

var(Iod
lA 12T 2 N-l L-l

- 3~Le L L {2[1Ck,o(l)1 2 + ICk,o(i- L)f + ICk,I(l)1 2 + ICk,l(l- L)1 2
J

k=O 1=0

+ Re[Ck,o(l)CZ,o(i + 1) + Ck,o(l- L)C;,o(l + 1 - L)

+ Ck,l(l)C;,I(l + 1) + Ck,l(l- L)CZ,I(1 + 1 - L)]} (3.40)
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+

-

+

-

+

T3 N-l L-l-t E E {IC1,k+2(l- L)1 2 + IC1,k+2(l + 1 - L)12 + IC1,k+l(l)l2 + IC1,k+l(l + 1)12
k=0 (=O

Re[C1,k+2(l- L)C;,k+2(l + 1- L) + C1,k+I(I)C;,k+l(l + 1)]}
T3 N-I L-l-t E E {IC1,k(l- L)12+ IC1,k(l + 1 - L)1 2 + ICl ,k{l)12 + IC1,k(l + 1)/2

k=O (=O

Re[C1,k(1 - L)C;,k(l + 1 - L) + C1,k(I)C;.k(1 + l)l}

~ElÊ {2[/Cl ,k(l + lW + jCl,k(l + 1 - LW]
k=O (=O

Re(C1•k(l- L)C;,k(1 + 1 - L) +C1.k(I)C;.k(1 + 1)]} (3.42)

(

(

Then the variance of the mu1tipath induced interference in V2 can he written as

lA /2T2 N-l L-I

var(/02) - 3~Le L L {2[1Co,k(l + 1)12 + /CO,k(l + 1 - L)12

k=O /=0

+ IC1,k(l + 1)/2 + IC1,k(l + 1 - L)12
]

+ Re[Co,k(I)C;,k(1 + 1) +Co,k(l - L)C;,k(l + 1 - L)

+ C1,k(I)C;,k(l + 1) + Cl,k(l- L)C;.k(l + 1 - L)]} (3.43)

Replacing L -l - 1 with l and noticing that Ci,iCl) = Ci,j( -l), we have

lA 12T 2 N-l L-I

var(102) - 3~Le L E {2[1Ck,O(l) 1
2 + ICk.O(l- L)12 + ICk,l(l)12 + ICk,l(l- L)12]

k=o /=0

+ Re[Ck,o(l)CZ,o(l + 1) +Ck,o(l- L)CZ,oU + 1 - L)

+ Ck,l(l)Ck,l(l + 1) + Ck,I(l- L)CZ,l(l + 1 - L)]} (3.44)

It is seen that except the factor IAi I2 , the variances of /01 and /02 are the same.

Since we are interested in the influence of the commutation signaling codes on the

system performance, the factors IAi~71 (i = 1,2) in (3.40) and (3.44) can he ignored

and the multipath induced interference for the filter matched to uô(-t) (actually for

the filters matched to soC-t) and sie-t) cao he characterized by

1 N-l L-l

10 = N LEE{2[ICk,o(I)12+ ICk,o(1 - L)l2 + ICk,l(l)12 + ICk,l(l- L)12]
k=O {=o
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+ Re[Ck.o(I)CZ,o(l + 1) + Ck,O(l- L)CZ.o(l + 1 - L)

+ Ck.l (I)CZ.1(l + 1) + Ck.1(1- L)CZ.1(1 + 1 - L)]} (3.45)

In general, the multipath interference for the filter matched to u~(-t), m =

0, 1 ... , N - 1, cao be characterized by

1 N-l L-l

lm - NL E E {2[ICk.m(l) 1
2 + ICk.m(l- L)12 + ICk.m+l(I)1 2 + ICk,m+l(l- L)12

J
11:=0 1=0

+ Re[Ck.m(l)CZ,m(l + 1) + Ck.m(l- L)CZ.m(l + 1 - L)

+ Ck.m+1(I)CZ,m+l(l + 1) + Ck.m+l(l- L)CZ,m+l(l +1- L)n (3.46)

We can aIso consider the average of lm over all the matched filters in the receiver,

which is given by
1 N-l

Ja.v = N L lm
m=O

(3.47)

(

(

It should he pointed out that the summations in (3.46) contains terms with zero

inter-wave delay (T = 0), which corresponding to the desired signal. Since this con­

tribution is a constant independent of m, it will not be subtracted from lm. This

facilitates the computation of la.v when we consider the code construction later.

3.1.2 Worst Case Performance

In the previous section, the average performance has been considered in terms of

average SNR. It should he noted that this SNR is a statistica! average with respect to

the time delay and data symbols. It is possible that the probability of error are quite

large at certain time delays even the average SNR is high. For sorne applications, it

is desirahle to find commutation signaling codes for which the probability of error is

acceptable for all time delays. In this case, the maximum value of the error probability

needs to he considered.
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It has been shown that the decision variable do contains two integrals which are

outputs of the matched filters.

~ = 2E.A l + lOI +Jn(t)u~(t)dt

V2 = 2E.A2 + 102 + Jn(t)uo(t - T)dt

(3.48)

(3.49)

(

where 2E.A1 and 2E"A2 are desired signais and lOb 102 are multipath induced in­

terference. The two integrals are Gaussian random variables due to noise. It is

cIear that the desired signais are not dependent on the commutation signaling codes.

The noise terms are integration of commutation signaling codewords multiplied by a

white Gaussian process, therefore, the commutation signaling codes have little effects

on these terms. ft is expected that lOI and /02 are the key parameters that character­

izing the effects of commutation signaling codes on the conditional error probability

of the system. For equaI weight combining, 101 and /02 are equally important and it

is reasonable to assume that the maximum conditional error probability is essentiaIly

dependent on max(lloll + 1102 1). Because the probability of error is an average of the

conditional error probability, the maximum probability of error does not only depends

on max(l/od + /102/)' However, it is expected that max(/IOlI + 1/02 1) is one of the key

parameters that determine the maximum probability of error. Defining

(

we have

fOl - ei4>-(k+l) RN-(k+l),O(T') + ei4>-k RN-k,o(T')

+ ei(4)-k-6d RN-k,l (T') +ei(4)-(k-l) -6.) RN-(k-l),l (T')

f02 - ei4>(k+l1 [&,k+l (T')J* + ei4>k [Êlo,k(T')t

+ ei(4)(kH)-8d [Rl ,k+2(T' )]- + ei(4)(k+l)-B.)[R1,k+l (T')t

max(l loll + 1/021) = max(IA2 1lfoll + IA l llfo21)
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Since Al and A2 are two independent, identically distributed random variables,

and they do not depends on the commutation signaling codes it is reasonable to ignore

Ab A 2 and only to consider max(lfOiI + 1/021).

From (3.30) and (3.31), it is seen that Rjt.(r) and Rit.(r) are linear functions of r

when 0 < ITc ::; r < (1+I)Tc $ T for l = 0,1, ... , L-l. Therefore, 1/011+1/021 can take

on maximum value only when T is a multiple of Tc. For r = ITc, l = 0,1, ... ,L - 1,

Ri"(T) = Citi(l- L)Tc and Rit.(r) = Cj,.(I)Tc• Then

fOl eirP-uc+!)CN_Ck+l),o(l- L) + eitP-IcCN_kto(l)

+ eÏCtP-Ic-BdCN_k,l(l- L) + eÏCrP-(k-l)-8dCN_Ck_l)tl(l) (3.53)

102 eirP(lc+l) C* (l - L) + eitPlcC* (l)O,k+l O,k

+ eiCtP(k+2)-81)C* (l - L) + ei(tP(Ic+l)-81 C· (l)l,k+2 l,k+l (3.54)

(
and

max(lfoll + 1/021) - Tcmax{ICN-(k+l),o(l- L) + CN-k,o(l) + CN-k,l(l- L)

+ CN-Ck-l),l(l)/ + IC;,k+l(l- L) + C~,k(I)

+ C;tk+2(l- L) + C;,k+l(l)l} (3.55)

(

In general, for the filter matched ta u~(-t), m = 0,1,··· ,N - 1, the code pa­

rameter that characterizes the influence of the multipath induced interference on the

maximum conditional error probability is given by

max{lfmd + 11m2!) = Tcmax{ICN-(k+l)+m,m(i- L) + CN-k+m,m(l)

+ CN-k+mtm+l(l - L) + CN-(k-l)+mtm+l(l) 1+ I[Cm,m+k+l(1 - L)]*

+ [Cm,m+k(l)]* + [Cm+l ,m+k+2(1- L)]* + [Cm+1,m+k.H(l)1*1} (3.56)

For binary codes,
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(

(

+ ICN-k+m,m+l(l- L)I + ICN-(k-l)+m,m+l(l)1 + ICm.m+k+l(l- L)I

+ ICm.m+k(l)1 + /Cm+1,m+k+2(l- L)/ + ICm+1,m+k+l(l)1} (3.57)

Again, the suhscripts i,j of CiJ(l- L) and CiJ(Z) should he understood as i modo

N and j modo N.

Concerning the worst case performance, that is, the maximum conditional error

probability, commutation signaling code should he selected to minimize maz(IfmIl +
11m2!) for 0< m, k ~ N - 1, 0< l :5 L - 1 (l;af 0 for k = 0).

3.2 Code Construction

3.2.1 Code Construction Based on Average Performance

Based on the analysis of the average performance, it can he concluded that the com­

mutation signaling code {s(O), SCl), • •• , s(N-l)} should be constructed to minimize the

largest Jm (defined in (3.46» for m = 0, 1, ... , N -1. Similar to the performance anal­

ysis on direct-sequence spread-spectrum multiple-access (DS/SSMA) systems[19], we

can also consider the average of lm, that is, Javas an alternative performance mea­

sure. Next, we will focus on the minimization of lav. However, the hounds of lm will

be considered whenever it is possible.

Average Performance for Random Code

Before commutation signaling codes are constructed, it is useful ta look at the aver­

age performance for random code. This can he done by calculating the expectation

value of lm and Jav assuming that the codewords sCm), m = 0,1'··' N - 1, are

randam sequences. In this report, only two phase (or binary) and four phase code­

words are considered. For binary codewords, s}m) (j-th element of the codeword

sCm)) is assumed to he independent and identically distrihuted random variables with
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Pr{s~m) = 1} = Pr{s;m) = -1} = t for j = 0,1 '.', L - 1. While for four phase

codewords, s~m) is supposed ta be independent and identically distributed random

variables with Pr{s~m) = l} =: Pr{s}m) = -1} =: Pr{s}m) = i} = Pr{s}m) = -il = i
for j = 0,1 "., L - 1.

Define
L-l

Tk,m - L {2[/Ck,m(l)12 + ICk,m(l- L )12]
1=0

+ Re[Ck,m(l)C;,m(i + 1) +Ck,m(l- L)C;,m(l + 1 - L)]} (3.58)

L-l L-l

E[Ck,m(l)C;,m(i+l)+Ck,m(I-L)C;.m(i+1-L)] = L Ck.m(l)C;.m(l+l) (3.61)
1=0 I=l-L

r k,m can he written as

(

then lm can he expressed as

1 N-l

lm =: N L L (Tk.m + rk.m+d
k=O

Using the following identities
L-l L-l

2: [ICk ,m(l)12 + ICk,m(l- L)1 2
] = L ICk,m(l)/2

1=0 I=l-L

L-l

rk,m = L {2/Ck,m(l)l2 +Re[Ck,m(l)C;,m(l +1)]}
I=l-L

(3.59)

(3.60)

(3.62)

For binary case, the expectation of rk,m for m f; k has been shawn ta be 2L2 [31].

Here, we will consider four phase codewords. In our case, k may he equal ta m. Thus,

the expectation of rk,m is different from that obtained in the hinary case.

Recalling that Ck,m( l) is given by

"L-I-l s(k) [s(m)]- 0 < l <_ L - 1
LJn=O n n+1

(3.63)

(

o
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Assume that k -=f:. m, for 1 < 0, we have

E{Ck•m(l) [Ck.m (l)tl
L-l-l L-l-l

E L E{sik)[s~k)r}E{sf~J[s~~~l·}
n=O i=O

L-l-l

L E{s~k)[s~k)]*}E{s~~~[s~~~]·} = L-l
n=0

(3.64)

L-l-l L-I-2

E{Ck,rn(l)[Ck.m(l + 1)]*} - E E E{s~k)[s!k)]·s~~l+l[s~~~]*} = 0 (3.65)
n=O &=0

For 1< 0, we can show that

(3.66)

(3.67)

( When k = m, if l -=f:. 0, the results above are still true. However, if 1= 0,

L-IL-l
E[ICk.m(I)1 2

] = L L E{s~k)[s~k)]*}E{s~k)[s~k)]*} = L 2 (3.68)
n=O &=0

But still

In summary, we have

{
L - III l ~ 0 or k ~ m

E[lCk tm(l)f2] = L2
l = 0 and k = m

E[Ck.m(l)CZ.rn(i + 1)] = 0

(3.69)

(3.70)

(3.71)

k-=f:.m

(

It then follows

{

2L2
E[rk.m] =

4L2 - 2L k = m
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Similarly, we have

(3.73)

With the expectations of rk,m and rk,m+b the expectation value of lm can he

evaluated

1 N-l

E[/ml = N L E {E[rk,ml + E[rk,m+d}
cO

1 N-l N-l

- N L {E[rm,ml + L E[rk,ml + E(rm+l,m+ll + E E[rk,m+l]}
k=O,k;im k=O,k;lém+l

- ; L [2(4L2
- 2L) + 2(N - 1)(2L2

)]

4L-4
- 4L + N (3.74)

This is the expectation value of lm for random four phase codeword. Since the result

is not dependent on m, we have

{ 4L-4
E[Jav] = 4L + N (3.75)

It should he point out that the expectation values of lm and la.v for random two phase

codewords are the same.

Construction of Binary Codes

We have round that the code parameters ta he minimized (Jm and Ja.v) are similar

to those for a DS/SSMA system[19]. Therefore, commutation signaling codes cao

he constructed in a way similar ta that used to construct signature sequences for

DS/SSMA systems. Here, only two phase (binary) codes are considered.

First, we will rewrite the expression of lm using the following identities[21]

(

L-l L-l

E Ck,m(l)Ck,m(l + 1) = L Ck,k(l)Cm,m(l + 1)
l=l-L l=l-L
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With (3.76), we obtain

L-l

L {2ICk,m(l)12 + Re[Ck,m(l)CZ,m(l + 1)]}
l=l-L

L-l

L: [2Ci.m(l) + Ck.m(l)Ck.m(l + 1)]
l=l-L

L-l

L: [2Ck,k(l)Cm•m(l) + Ck.k(l)Cm.m(l + 1)]
l=l-L

(3.77)

L-I

L {2ICk•m+l (l)1 2 + Re[Ck,m+I(l)C;.m+l(l + 1)]}
l:l-L

L-l
L [2C~,m+l (1) + Ck •m + 1(l)Ck,m+l (l + 1)]

l=l-L
L-l

E [2Ck,k(l)Cm+1,m+l(l) + Ck.k(l)Cm+1,m+l(1 + 1)]
l=l-L

(3.78)

(
Suhstituting (3.77) and (3.78) into (3.59), lm can he written as

1 L-l

N L L [2Cm,m(l) + Cm.m(l + 1)
l=l-L

N-l

+ 2Cm+1,m+I(l) + Cm+1,m+l(l + l)][E Ck,k(l)] (3.79)
k=O

Next, two construction methods will he presented. For the first construction

method, N binary codewords s(k), k = 0,1,···, N - l, of length L = N - 1 are

constructed from an rn-sequence of period L and an arhitrary sequence of length

L. Let u he the rn-sequence and v be the arbitrary sequence, then the codewords

s(k), k =0, 1,··· ,N - 1 are defined by

and

seN-1) = (Va, VI, .•• , VL-d
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For 0 < l ~ L - l, we can write

L-l-l
~ (k) (k)

Ck.k(l) = L..J Sj Sj+l =
j=O

then we have

",L-l-I
LJj=O VjVj+/

k = 0, l, ... , N - 2

k=N-l

(3.82)

N-2 L-I-l L-I-I

- L 2: VjUk+jVj+IUk+j+l + L VjVj+1
k=0 j=O j=O

L-I-l L-l L-I-I

E VjVj+l E Uk+jUk+j+1 + L VjVj+l
j=O k=O j=O

- C[v](l)[l + 8[u](l)] (3.83)

where C[v](l) is the aperiodic auto-correlation function of the sequence v and O[u](l)

is the even correlation function of the sequence u defined by

( O[u](l) = C[u](l) + C[u](l - L) (3.84)

It is easy to show that (3.83) is aIso valid for 1 - L ~ l < o. Since u is an

rn-sequence,

We see that

{

-1
O[u](l) = L

o< III < L - 1

1=0
(3.85)

N-l { 0E C".k(l) =
k=o NL

Substituting (3.86) into (3.79), we have

o< III < L-1

l = 0
(3.86)

(

Now lav can be evaluated easily sinee E~~ Cm.m(l) = L~::~ Cm+l ,m+l(l) = 0

lav = 4L
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which is smaller than the expectation vaIue for the random code.

If v is one period of an rn-sequence of period L, and u, v form a preferred pair of

m-sequence, then each codeword s(k) consists of one period of a Gold sequence[23, 24].

In this special case, bounds on lm can be obtained. Since

(3.89)

It is known that for a Gold sequence, Om,m (1) can only take one of the three values:

-t(n), -1, and t(n) - 2, where t(n) = 1+2LCn+2)/2j and n = lOg2(L + 1), LaJ denotes

the integer part of a. This indicates

(

- t(n) ~ Om,m(1) ~ t(n) - 2

It is cIear that Cm •m (1 - L) must have vaIue 1 or -1. From (3.89), we can see

Similarly, we can show

- 2l(n+2)/2j - 2 < C (1) < 2l(n+2)/2j_ m+l,m+l _

Combining (3.87) with (3.91) and (3.92), we obtain the bounds for lm

4L - 2(2 LCn+ 2)/2j + 2) ::; lm ~ 4L + 2l(n+2)/2j+l

(3.90)

(3.91)

(3.92)

(3.93)

With the second method, commutation signaling code {s(O), S(l), .•. ,s(N-l)} of

size N and length L are constructed from an rn-sequence of period N where L and

N are relatively prime and L < N. Suppose x is a vector of length N given by x =

(xo, X!,"', xN-d and x is an (infinitely long) rn-sequence of period N obtained by

repeating the vector x over and over again. Let the codeword s(k) he defined as

(3.94)
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Since N and L are relatively prime, there are only N distinct codewords defined hy

(3.94) and s(k) = s(k+N). Furthermore, the starting elements of the N codewords,

ZkL, k = 0,1,··· N - 1, are just the elements Xk, k = 0,1,··· N - 1, in a different

order. This can he shawn as fol1owing. First, we notice that the index of every x kL

modulo N, that is, kL modo N must he the index of sorne Xk. On the other hand,

since N and L are relatively prime, there exist integers a and b 50 that 1 = aL + bN.

It follows that k = kaL modo N, which indicates that every index of Xk is a multiple

(modulo N) of the index of the starting element for sorne codeword.

Based on the above arguments, we have for 0 ~ l < L - 1

N-l L-l-l L-l-l N-l

- E E s~k)s~~l = E L XkL+nXkL+n+l
k=O n=O n=O k=0
L-l-l N-l

E [I: Xk+nXk+n+d = (L -l)6[x](l)
n=O k=O

(3.95)

(
where Orx] (l) is the even correlation function of the vector x.

similarly, we can show that for 1 - L ~ l < 0

N-l

L Ck,k(l) = (L + I)O[x](1)
k=O

Thus, for 0 ~ III ~ L - 1, we have

N-l

E Ck,k(l) = (L -llI)O[x](l)
k=O

(3.96)

(3.97)

Substituting (3.97) into (3.79), we obtain

1 L-l

lm = NL L [2Cm,m(l) + Cm,m(l + 1) + 2Cm+1,m+l(l) + Cm+1,m+l(l + 1)]
l=l-L

(L - flI)O[x](l) (3.98)

(

Using (3.97), it is easy to show

1 L-l

[av = N2L L: {4(L -ll\)O[x](l) + 2(L -Il + 1I)O[x](l + 1)}(L -III)O[x](l) (3.99)
l=l-L
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Since 6[x](0) = N and 8[xJ(-l) = 6[x](I), we can write (3.99) as

[.v = N;L (,v2L2 + N L(L - 1)6[x](1)]

+ N;L I:(2(L -l)26[x]2(1) + (L -1- l)(L -1)6[xJ(1 + 1)6(x](l)(3.100)
1::1

Because x is an rn-sequence of period N, we have 8[xJ(l) = -1 for 0 < L < N,

then (3.100) simplifies to

1 =4L- 4(L-l)(N-L+l)
av N2 (3.101)

(

(

It can he seen that [av is even smaller than that ohtained in the first method, and

of course it is smaller than the expectation value for the random sequences. However,

hound on lm can not he estabIished. Moreover, for a codebook constructed in this way,

the multipath interference is large at sorne delays. Look at the N codewords we have:

(XN-b XN,···, XN+L-2). It is clear that the first L - 1 elements of a codeword are

identical to the last L - 1 elements of another codeword (for example, Xl to XL-l are

the last L -1 elements of the codeword (XO,Xb··· ,XL-t} and the first L -1 elements

of the codeword (x l, X2, ... ,XL»' Therefore, no matter how we order these codewords

in a codebook, at certain delays, the cross-correlation between two codewords is large

due to the L - 1 same elements in the two codewords, Ieading to large multipath

interference.

For these two construction methods, the size and the length of the codebook are

very limited. With the first method, the Iength L of the codewords can ooly he 2n -1,

where n is an integer, and the size N of the codehook has to he L + 1. For the second

method, the size N of a codehook must he 2n - 1 with n being an integer, and the

length L can not he larger than N. Furthermore, N and L need to he relatively

prime. In both cases, the length L has to he smaller than size N.
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3.2.2 Code Construction Based on Worst Case Performance

It has been shawn that to construct a commutation signaling code {s(O), S(l), ••. ,s(N-I)}

that minimizes the maximumconditional error prohahility, the code parameter max(l/mll+

I/m21), which characterizes the maximum interference due to multipath, should he

minimized for O~ m, k ~ N - 1, 0< [ < L - 1 (1# 0 for k = 0). In fact, we may

neglect the constant Tc in (3.56), thus max(l/mll + 11m2 1) only contains the aperiodic

crosscorrelations between the commutation signaling codewords.

max(l/mtl + 11m2!) - max{ICN-(k+1)+m.m(l- L) +CN-k+m,m(l)

+ CN-k+m,m+l(l- L) + CN-(k-I)+m.m+l(I)1 + fCm.m+k+l(l- L)

+ Cm,m+k(l) + Cm+1•m+k+2(l- L) + Cm+I ,m+k+l(l)1} (3.102)

In this work, only the two phase and four phase codes are considered. The

codewords {s(O),s(1),···,s(N-I)} of length L are selected from all possible code­

words of length L and they have to satisfy the following two conditions (for the

two phase case, the codewords mayalso be selected from suhsequences of long m­

sequences). First, max(l/mll + 11m2/) cao not be larger than a bound we set when

O~ m, k < N - l, and 0< l < L - 1 (1# 0 for k =: 0). The bound depends on

the length of the codewords and the maximum conditional error probability. Sec­

ond, ICN-(k+l)+m.m(l- L) ± CN-k+m,m(l) 1 , ICN-k+m,m+l(l- L) ± CN-(k-l)+m,m+l(l)I,

ICm,m+k+I(l-L)±Cm,m+k(l)1 and ICm+l.m+k+2(l-L)±Cm+l.m+k+l(l)/ cao not he Iarger

than another hound smaller than L. This is to ensure that each codeword is different

from any segment of length L from the long sequence {s(O), s(l), ... , seN-1), s(O)} (ex­

cept itself, of course). Let the codeword sem) = (s~m), sim), ... ,st~'>d where s~m) can he

±l or ±i. For hinary (or two phase) case, the second condition eliminates the possi­

bility that any segment of length L is the same as _sem) = (_s~m), _s~m) , ... , -s~~d.

While for four phase case, it eliminates the possibility that any segment of Iength L

is the same as ±[sCm)]- = (±[s~m)]., ±[s~m)]., ... ,±[slr:>lJ-).
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It should be emphasized that although max(l/mlf + I/m2f) is the code parameter

that determines the maximum conditiona! error probability, the second condition

is necessary. Firstly, since the probability of error is an average of the conditional

error probability, the maximum probability of error does not only depends on the

maximum conditional error probability, it aIso depends on the distribution of the

conditionaI error probability. By setting a limit to the individual terms in Iml and

1m2, it is aimed to minimize the non-maximum conditional error probability, thus, to

minimize the maximum probability of error. Secondly, with the second condition, if

we have a codeword s(m), it is not possible for _sem) (two phase case) or ±[s(m)l* (four

phase case) to be another codeword. Therefore, we can work directly on codehooks

of length L instead of working on differentiaI codebooks of Iength L - 1[32]. It aIso

should he point out that the probability of error of the system depends on the order

of the codewords in the commutation signaIing codebook. With our construction

procedure, the codewords and the ordering of them can be considered at the same

time.

The codes are constructed by computer programs that implement above design

rules. Consider the construction of a binary codebook with length L and size N

from a rn-sequence x of period P. Let x = (Xl, X2," " Xp-b xp). We begin the

construction by setting seO) = (XI, X2, ••• ,XL), then ICo,o(l- L) ± Co,o(l) 1 is tested

for 1 = l, 2, ... ,L - 1. If they are not above the bound we set, we have the first

codeword and start to search second codeword by assigning (XL+I' XL+2,"', X2L) to

s(I). This time, the two conditions have to be checked for all possible m, k and

1. If one condition is not satisfied at certain m, k or l, S(I) will he re-assigned as

(XL+2' XL+3,···, X2L+d and the conditions will be tested again. Otherwise, we have

S(I) = (XL+l, XL+2,··· , X2L) and s(2) will he searched. The process continues until N

codewords are selected or one period of the rn-sequence has been searched. In a more

general rnethod, all binary or four-phase words are considered. Here, a codeword is
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not selected from subsequences of a long rn-sequence, instead, it is selected from all

possible words for a. given length. The same conditions are tested and the construc­

tion process is terminated when N codewords are selected or a.1l possible words are

searched.
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Chapter 4

Performance of Selected Codes

As we mentioned before, the average SNR that we considered as a measure of the

average performance is a statistical average over the time delay and data symbols.

Consequently, the codes constructed based on the average performance may not en­

sure an acceptable probability of error for all time delays. In fact, we have calculated

the probability of error for a codebook constructed based on the average performance

using the first method. The codebook is obtained from a preferred pair of rn-sequences

of period 7. One period of the m-sequences are given as u = (1 1 0 0 1 0 1) and v

= (1 1 0 1 0 0 1). In this case, the codewords are Gold sequences, and we know

that the average multipath interference pararneter Jav for the codebook is 4L = 28

(L is the length of the codebook). The maximum multipath interference parameter,

max(l/mll + 11m2!), is also calculated in order to compare with that of the code­

books constructed based on the worst case performance. Since the possible maxima

of IGiJ( l) 1 and ICiJ (1 - L) 1 are L - 1 and 1 respectively, the possible maximum of

I/mll + I/m21 is 4L. To facilitate comparison hetween codes with different lengthes,

max(lfmll + /lm2D will he normalized by dividing it hy 4L and will he referred to

as Jmaz • For this codebook of length 7, we have I maz = 0.71. The error probability
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for the codebook is shown in Fig.4.1. It can be seen that although the probability of

error is below 5xl0-4 for most values of delay, the maximum error probability is much

higher and reachs 5xl0-3
• Since we are mainly interested in the codes for which the

maximum probability of error is below a given limit, we will only consider the codes

constructed based the worst case performance in the following.

Binary commutation signaling codes of length 5, 6, 7,8, and 9 (with size of 3,5,8,

12 and 16 respectively) are generated using computer programs outlined before. For

four phase codes, codebooks with the same size of the binary codebooks have been

obtained, but the length of the codes are reduced by 1 comparing with the binary

codebooks. That is, the four phase codebooks are of length 4 and size 3, length 5 and

'size 5, length 6 and size 8, length 7 and size 12, length 8 and size 16. The bit error

probability as a function of the normalized delay for different codes are presented here.

For most of the codes, we have used an average SNR of 23 dB and equal average SNR

in different waves, which implies an average SNR of 10 dB for each of the two waves.

Fig.4.2 shows the probability of error for a binary codebook of length 5 and size 3.

The normalized maximum multipath interference parameter /7naz=0.6, in contrast ta

that of 0.71 for the codebook constructed based on the average performance, while the

average multipath interference parameter Ja.v is 20.356, which is 4.07L, very close ta

4L achieved by the codebook constructed based on the average performance. It is seen

that when the inter-wave delay is between 10% ta 285% of the symbol duration, the

probability of errar never exceeds 3xlO-4 for SNR = 23dB. For the ideal differentially

coherent detection of DPSK with equal weight two-fold diversity, the probability of

error is about O.8xIO-4 at the SNR of 23dB, and the errar rate of 3xlO--t refiects a

3dB degradation[33}. This means that this codebook cao be used for a delay spread

of nearly three times the symbol duration with a performance degra.dation of not

more than 3dB. The probability of error at SNR of 18dB and 13dB are aIso shawn

in the same figure. It is seen that when SNR decreases by 5dB, the probabiIity of
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Figure 4.1: Probability of error as a function of the normaIized delay for a binary

codebook of length 7 and size 8. The coclebook is constructed based on the aver­

age performance. SNR = 23dB. Codebook: [0001100, 0100010, 1111110, 1000111,

0110101, 1010000, 0011011, 1101001]
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Figure 4.2: Probability of error as a function of the normalized delay for a binary

codebook of length 5 and size 3. SNR is 13dB, 18dB and 23dB for the curves on the

top, in the middle and at the bottom respectively. Codebook: [11110, 00110, 00101]
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Figure 4.3: Probability of error as a function of the normalized delay for a binary

codebook of length 6 and size 5. SNR is 23dB. Codebook: [111000, 110010, 011101,

101001, 111101J

51



(

{

(

100 ~---'------r'------'---"----~-----"---r-----:I

10-5L----......L-__---L..__----J'---__..L....-__-l-__--L ~__....

a 100 200 300 400 500 600 700 800
Percentage Delay

Figure 4.4: Probability of error as a function of the normalized delay for a binary code­

book of length 7 and size 8. SNR is 23dB. Codebook: [1100010, 1100001, 0111001,

1001010, 1000001, 1111110, 1011101, 0100110]

52



(

12001000400 600 800
Percentage Delay

10° ~---~---~-----r-----r---_r-----~

10-<4

10-5"------...........-------I.- ~-----'-----1...-------'
o 200

.(

Figure 4.5: Probability of error as a function of the normalized delay for a binary

codebook of length 8 and size 12. SNR is 23dB. Codebook: [11100100, 01100111,

11000101, 10000111, 11100101, 01010010, 00110010, 11111101, 11011010, 01110111,

10111110, 00001010]
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Figure 4.6: Probability of error as a function of the normalized delay for a binary

codebook of length 9 and size 16. SNR is 23dB. Codebook: [101001101, 111110111,

001110100, 010011110, 101010100, 000101011, 010000000, 100110000, 011010100,

100111011, 001010010, 000011000, 111001000, 000111011, 011110000, 011011011]
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Figure 4.7: Probability of error as a function of the normalized delay for a four phase

codebook of length 4 and size 3. SNR is 23dB. Codebook: [1132, 3132, 33D3}
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Figure 4.8: Probability of error as a function of the normalized delay for a four phase

codebook of length 5 and size 5. SNR is 23dB. Codebook: [13212, 00312, 23312,

30032, 32000]
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Figure 4.9: Probability of error as a function of the normalized delay for a four phase

codebook of length 6 and size 8. SNR is 23dB. Codebook: [110103, 320000, 002010,

113000, 101200, 331310, 110200, 311030]
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Figure 4.10: Probability of error as a function of the normalized delay for a four

phase codebook of length 7 and size 12. SNR is 23dB. Codebook: [3330030, 0201030,

0011030, 2211030, 1311030, 2132030, 1232030, 2003030, 2001130, 3311130, 0132130,

0200301]
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Figure 4.11: Probability of error as a function of the normalized delay for a four phase

codebook of length 8 and size 16. SNR is 23dB. Codebook: [30111011, 21110111,

23110311, 10213311, 20210021, 02212121, 13213221, 00312321, 01312031, 22310231,

03312231, 00022331, 23220322, 00232313, 21303130, 3302001~
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error increases approximately by an order of magnitude, but the shapes of the error

probability curves remain essentially the same.

The performance for a binary codebook of length 6 and size 5 is quite similar to

that of the previous codebook (see FigA.3). The normalized maximum multipath

interference parameter lmaz is 0.67. The average multipath interference parameter

lav=3.95L is a little smaller than that of the previous codebook, and it is much

smaIler than the expectation value of lav (4.67L) for the random codebook. The

error probability is below 3x10-4 at SNR of 23dB for most values of the inter-wave

delay. Thus, the performance degradation is similar to that of the previous codebook,

but the codebook can he used for inter-wave delay of about five times the symboI

"duration.

The probability of error for a codebook of length 7 and size 8 is shown in Fig.4.4.

For this codebook, we have Imaz=O.64 and lav=4.04L. f av is smaller than the expecta­

tian value for the random codebook, which is 4.43L, and is almost the same as that for

the codebook constructed based on the average performance (4.0L). Comparing the

probability of error for the two codebooks designed based on worst case performance

and average performance (with the same size and length), it is seen that the maxi­

mum probability of error for the worst case performance codebook is only 3.28xlO-4,

much smaller than that for the average performance codebook (5xIO-3
) at SNR of

23dB. One of the reason for this is that the normalized maximum multipath inter­

ference parameter for the worst case performance codebook is smaller than that for

the average performance codebook. However, the more important reason is that the

second condition used for constructing the worst case performance codebooks makes

the non-maximum conditional error probability smaller, and therefore reduces the

maximum probability of error, which is an average of conditional error probability.

In Fig.4.5 and FigA.6, the probability of error for codebooks of length 8 and size

12, length 9 and size 16 are shown. The normalized maximum multipath interference
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parameter lmœ:r; and the average multipath interference parameter lav for these code­

books as weil as the other codebooks are listed in Table 4.1. 1t is seen that for many

codebooks, lav is smaller than that of the codebook constructed based on average

performance. For almost all of the codebooks, lav is smaller than the expectation

value for the random codebook, and the maximum probability of error is less than

5x10-4 for SNR = 23dB.

The probability of error for four phase codebooks are shown in FigA.7 to FigA.11.

Since the number of possible four phase words are much larger than that of two phase

words for a given length, it is expected that the size of the four phase codebooks is

larger than that of two phase (or binary) codebooks. In fact, this is what we obtained.

Fig.4.7 shows the probability of error for a four phase codebook of length 4 and size

3. It is seen that for most values of the inter-wave delay, the probability of error is

below 3x10-4 • This means that the error probability performance is very close ta

that of the binary codebooks of length 5 and size 3. Although the average multipath

interference parameter lav=4.39L is larger than that (4.07L) of a binary codebook of

the same size, for which the probability of error is shawn in Fig.3, it is smaller than

the expectation value of the random codebook (5.00L) and the length of the four

phase codebook is decreased. by 1 comparing to the binary codebook of the same size.

In FigA.8, we plot the probability of error for a four phase codebook of length 5

and size 5. Again, the average multipath interference parameter /av=4.27L is large

comparing to that (3.95L) of the binary codebookl of the same size (see Table 4.1),

and is smaller than the expectation value of the random codebook. The maximum

probability of error for inter-wave delay between 15% and 485% of the symbol duration

is 3.33x10-4
• Comparing to the binary codebook of the same size, the length of

the four phase codebook is reduced by 1. If codebooks with the same length 5 are

compared, we see that the size of the four phase codebook is larger than that of

the binary codebook. In fact, the conclusion is true for all codebooks with different
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lengthes and sizes.

The probability of error for four phase codebooks of length 6 and size 8, length 7

and size 12 as weIl as length 8 and size 16 are shown in Fig.4.9, FigA.10 and FigA.11

respectively. The maximum probability of error for aU of the three codebooks is less

than 5.0x10-4 • It can be seen that for ail of the binary and four phase codebooks

presented here, the error probability performance shows the same features: first, the

maximum probability of error is essentially not larger than 5.0x10-4
; second, for most

values of inter-wave delay, the probability of error is below 3x10-4
• Therefore, with

these codebooks, the performance degradation with respect to ideal two-fold diversity

is essentially not more than 3dB, while the system can cope with a multipath delay

spread of up ta sixteen times the symbol duration.

From table 4.1 and table 4.2, it is seen that the average multipath interference

parameter [av for the four phase codebooks is usually larger than that for the binary

codebooks. However, for most four phase codebooks, [av is still smaller than the

expectation value of the random codebook. Moreover, the maximum probability of

error for the four phase codebooks does not increase comparing to that of the binary

codebooks. It should be emphasized that for each given length, the size of the four

phase codebooks is always larger than that of the binary codebooks. The increase

of codebook size is 2 for length of 5 and 4 for length of 8. This indicates that for

the same bandwidth expansion, the anti-multipath capability can be increased by

using four phase codes. Or equivalently, we can say that for the same size of code­

books, the length of the four phase codes can he reduced by 1 compared ta that of

the two phase codes while the system performance in terms of probability of error is

essentially the same. This means that with four phase codes, less bandwidth expan­

sion is required to achieve the same anti-multipath capability and error probability

performance compared with the binary codes.

A hybrid multiple access scheme using commutation signaling has been proposed
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Table 4.1: The average multipath interference parameter lav and the normaiized max­

imum multipath interference parameter lmaz for different binary codebooks. Code­

book! refers to the first codebook in appendix, for which the probability of error is

plotted here. Codebook2, codebook3 and codebook4 refer to the second, the third

and the fourth codebooks listed in appendix.

codebook1 codebook2 codebook3 codebook4 random codebook

L=5 lav 4.07L 4.07L 4.07L 4.07L 5.07L

N=3 lmaz 0.60 0.60 0.60 0.60 -

L=6 lav 3.95L 4.23L 3.95L 4.20L 4.67L

N=5 lmaz 0.67 0.67 0.67 0.67 -

L=7 lav 4.04L 4.22L 3.74L 3.95 4.43L

N=8 lmaz 0.64 0.64 0.64 0.64 -

L=8 lav 3.94L 3.94L 3.88L 3.95 4.29L

N = 12 lmaz 0.63 0.63 0.63 0.63 -

L=9 lav 4.03L 3.98L 4.30L 3.74 4.22L

N = 16 lmaz 0.67 0.67 0.67 0.67 -

for broadband indoor wireless communications[34]. The intra-cel1 multiple access is

by time division and commutation signaling is employed for combating the multipath

induced intersymbol interference (IS1). In arder to reduce inter-cell interference, differ­

ent frequencies and commutation signaling codebooks are assigned ta adjacent cells.

The frequency bands of adjacent cells cao overlap to increase bandwidth efficiency.

This combined time division multiple access (TDMA), frequency division multiple

access (FDMA) and code division multiple access (CDMA) scheme is similar to a

hybrid intra-cell TDMAjinter-cell CDMA system[35], except that commutation sig­

naling is not used in the latter system. Such a hybrid system combines the high
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Table 4.2: The average muItipath interference parameter lav and the normalized

maximum multipath interference parameter lmoz for different four phase codebooks.

Codebookl refers to the first codebook in appendix, for which the probability of error

is plotted here. Codebook2, codebook3 and codebook4 refer to the second, the third

and the fourth codebooks listed in appendix.

codebookl codebook2 codebook3 codebook4 random codebook

L=4 la.v 4.39L 4.11L 5.67L 4.83L 5.00L

N= 3 lmaz 0.56 0.56 0.56 0.56 -

L=5 lav 4.27L 4.59L 3.69L 4.56L 4.64L

N=5 lmaz 0.55 0.55 0.55 0.55 -

L=6 lav 4.40L 3.93L 4.51L 4.43L 4.42L

N = 8 lma.z 0.54 0.54 0.54 0.54 -

L=7 lav 3.97L 4.28L 4.15L 3.86L 4.29L

N = 12 lmaz 0.55 0.55 0.55 0.55 -

L=8 lav 4.07L 4.23L 4.03L 4.14L 4.22L

N = 16 lmaz 0.56 0.56 0.56 0.56 -

intra-cell capacity of TDMA [35, 36} with the multipath interference rejection capa­

bility of commutation signaling. Unlike CDMA, power control is not necessary. AIso,

it does not require complex and power consuming equalization like TDMA. For such a

cellular system, at least three different commutation signaling codebooks are required

to ensure that different codebooks are assigned to adjacent cells (see FigA.12). Here,

by different codebooks, we mean that these codebooks share no common codeword.

To be more accurate, the cross-correlation between any two codewords from these

codebooks is less than the length of the codewords. We have constructed four differ­

ent codebooks for each given length and these binary and four phase codebooks are
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listed in appendix A. For binary codebooks, 0 and 1 are used to represent 1 and -1,

while for four phase codebooks, {O, 1,2, 3} are corresponding to {jO,jl,j2,j3} with

j = yCT. The average multipath interference parameter /a.tI and the normalized

maximum multipath interference parameter /mfU: for those codebooks are listed in

Table 4.1 and Table 4.2.

Figure 4.12: Cellular configuration with reuse factor of three. The celIs labelled with

the same letter will he assigned same commutation signaIing codebook.
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Chapter 5

Conclusions

Commutation signaling technique can be used for communication systems operating

over multipath fading channels to overcome the multipath induced ISI. We have

analized a system for a tw~wave Rayleigh fading channel in tenns of average and

worst case performance. Parameters of commutation signaling codes which have

the greatest impact on system performance are revealed and binary and four phase

commutation signaling codes have heen constructed based on these code p~ameters.

Concerning the average performance, binary codes that give average signal-to­

noise ratio better than that for random code cau he constructed analytically. However,

the sizes and lengthes of those codes are constrained. For one of the two methods

considered in the thesis, the length L of the codewords cao only he 2n -1, where n is

an integer, and the size N of the codebook has to be L +1. With another method, the

size N of a codebook must be 2n -1 with n being an integer, and the length L cao not

be larger than N. Furthermore, N and L need to be relatively prime. In both cases,

the length L has to he smalIer than size N. Another problem associated with those

codes is that the maximum probability of error cao be quite high at certain delays.

For a codebook constructed hased on the average performance, it is found that with
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a SNR of 23dB, the maximum probability of error is about 5xl0-3 • Comparing to the

probability of error of 8xlO-5 for the ideal differentially coherent detection of DPSK

with equal weight two-fold diversity, it is seen that the degradation in performance

is significant.

The codes generated based on the worst case performance can ensure an acceptable

maximum probability of error for a delay spread which is significantly larger than the

symbol duration. The constructed binary codebooks have sizes of 3, 5, 8, 12, and

16 with lengthes of 5, 6, 7, 8, and 9 respectively. At SNR of 23dB, the calculated

probability of error for these codebooks shows that although the maximum probability

of error is about 5xIO-4
, the probability of error is below 3xlO-4 for most values of

delays up to N (size of a codehook) times the symbol duration. Since the error rate of

3xlO-4 refiects a 3dB degradation with respect to ideaI two-fold diversity, this means

that these codebooks cao he used to cope with a multipath delay spread of up to

N times symbol duration with a performance degradation essentially not more than

3dB. For a similar error probability performance, four phase codebooks have been

constructed with sizes of 3, 5, 8, 12, and 16 (lengthes of 4, 5, 6, 7, and 8 respectively).

Since the size and the length of a codebook are related to the anti-multipath capability

and the bandwidth spreading, it is seen that with the same anti-multipath capability,

systems using four phase codebooks require less bandwidth expansion compared to

that for binary codebooks. Or equivalently, with the same bandwidth expansion,

the anti-multipath capability is increased by using four phase codebooks. Among all

codebooks, four phase codebooks of length 4 require least bandwidth expansion, and

cao be used for inter-wave delay as large as nearly three times the symbol duration

for a performance degradation of about 3dB with respect to ideal two-fold diversity.

H more bandwidth is available, codebooks of larger length (and bigger size) can be

used, and the anti-multipath capability is increased. When codebooks of length 8 are

allowed, the system cao cope with a inter-wave delay of up to nearly sixteen times
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the symhol duration for a similar performance degradation.

It should he pointed out that for most codebooks (both binary and four phase)

constructed based on the worst case performance, the average performance in terms

of average signal-tcrnoise ratio is better than that for the random code. Furthermore,

the average performance for many codebooks constructed based on the worst case

performance is even better than that of the binary codebooks constructed according

to the average performance.

Commutation signaling codebooks can be used in a combined time division mul­

tiple access (TDMA), frequency division multiple access (FDMA) and code division

multiple access (CDMA) scheme. The intra-cel1 multiple access for the scheme is by

time division and commutation signaling is employed for combating the multipath

induced intersymbol interference (1SI). To reduce inter-celi interference, different fre­

quencies and commutation signaling codebooks are assigned ta adjacent cells. For

such a multiple access system, at least three different commutation signaling code­

books are required to ensure that different codebooks are assigned to adjacent cells,

and we present here four different codebooks for each given length and size.

In this work, code construction are considered with both worst case and average

performance as criteria. Our main interest is in the worst case performance, and in

this case, both binary and quatemary codes have been constructed. For the case

of average performance, only binary codes are considered due to the limited time.

Therefore, there are something not clear about the quatemary codes. It is found

that for binary codes constructed based on the average performance criterion, the

probability of error can be very large at certain delays. What will be the situation for

quaternary codes? 1t is expected that quatemary codes will show similar behavior

as binary codes since, in general, the requirements for good average performance can

not ensure good worst case performance. However, to have a precise and convincing

answer, more work is needed. Another question arise when comparing binary codes
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with quatemary codes. Ifwe look at the worst case performance, quatemary codes are

shown to he much better than binary codes. 18 this true for the average performance?

As a suggestion to future research, we think that it would he interesting to anal­

ysis the average performance for quatemary codes and to develop code construction

methods. It is certainly useful to compare the average performance of binary codes

and quaternary codes.
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Appendix A

List of Good Codebooks

Here we list sorne good codes with different sizes and Iengthes.

Binary codebooks:

• Good codebooks of Iength 5 and size 3 (no cornmon codeword):

11110 10100

00110 , 00011

00101 11011

10010 10110

10001 , 01000

01111 11000

• Good codebooks of Iength 6 and size 5 (no cornmon codeword):

111000 100001 100111 101011

110010 011111 001010 001111

011101 , 111011 , 010001 , 000110

101001 100101 000011 001011

111101 101100 110110 110111
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{
• Good codebooks of length 7 and size 8 (no common codeword):

1100010 1100101 1101011 1011110

1100001 0111011 1011000 0010001

0111001 0011011 0001011 1101001

1001010 0110000 1100111 0011111

1000001 1010110 0010000 1110101

1111110 0111000 1001101 0101011

1011101 1010000 1101010 1011111

0100110 1111100 0010010 1001100

• Good codebooks of length 8 and size 12 (no common codeword):

(

(

11100100

01100111

11000101

10000111

11100101

01010010

00110010

11111101

11011010

01110111

10111110

00001010

11110010

00111011

11000110

11101001

11110110

10110110

11111110

10000011

00101011

01011100

11101011

10101011

11110100

01100110

00010101

11111011

01101000

10000100

01110110

01011001

11100111

00110101

01011000

11001001
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11111001

11010011

01101011

11101111

00010011

00101111

10101000

01101100

01000110

10001111

01010110

01101111
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• Good codebooks of length 9 and size 16 (no common codeword):

(

(

101001101

111110111

001110100

010011110

101010100

000101011

010000000

100110000

011010100

100111011

001010010

000011000

111001000

000111011

011110000

011011011

001100101

111010101

000111101

111101011

010111011

100011111

010010000

110011000

011111000

011000101

110010011

101101000

010010110

110111010

000001101

001100011

101100011

000110011

011101011

001000111

000011111

110111111

011000000

100010000

010011000

101111000

010100010

101010010

011011010

010111001

001111101

110100000
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100011000

010010100

101110100

011111100

100100010

011000011

111001011

101111011

110101000

011100010

100110010

000010110

001010101

111110101

011010011

111011011
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Four Phase codebooks:

• Good codebooks of Iength 4 and size 3 (no common codeword):

1132 2010 1011 1211

3132 , 3110 , 3011 , 3211

3303 0230 1022 3031

• Good codebooks of length 5 and size 5 (no common codeword):

13212

00312

23312 ,

30032

32000

01000

23200

12000

11310

02300

21300

33100

, 10200

10120

03020

12332

33332

, 13223

20220

13221

(

.(

• Good codebooks of length 6 and size 8 (no common codeword):

110103 112100 120300 112312

320000 101000 010000 300022

002010 230100 022000 323310

113000 031000 131100 223320

101200 020200 011200 120321

331310 133000 131210 232131

110200 323100 313300 023202

311030 230210 303200 022212
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• Good codebooks of Iength 7 and size 12 (no common codeword):

3330030 3131333 0212100 1330210

0201030 1331333 1112010 3232210

0011030 0002333 3012210 1230310

2211030 1202333 3202230 1130020

1311030 3012333 3231231 2123320

2132030 3332000 2131302 0010102

1232030 1221100 2321322 1322122

2003030 2031100 2230331 3000013

2001130 1302100 2000311 1002013

3311130 1320010 3002011 3212130

0132130 1032010 3333311 0103203

0200301 2310020 1010110 3012130
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• Good codebooks of Iength 8 and size 16 (no common codeword):

{

(

30111011

21110111

23110311

10213311

20210021

02212121

13213221

00312321

01312031

22310231

03312231

00022331

23220322

00232313

21303130

33020012

32232300

23231010

00333010

10330110

31332210

02333210

22331310

00000120

01100230

30203101

13201011

02300311

20112131

21312212

13221013

01030223

23002330

03022330

22003330

01310101

30320101

13202101

03212101

20320111

02203111

10230211

33111211

13131211

03102211

20010031

00030031

00220231
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10223202

33100302

23110302

32101302

11122302

01132302

30103302

10023012

00033012

11312112

10313112

22201212

02221212

10213212

11031003

33303003



(

(

(

Appendix B

Software Description

The software used to construct commutation signaling codes is described here. The

program is implemented by MATLAB software package and is named code.m. To

understand the program, it is necessary ta explain sorne variables we used. Since

bi-phase and four phase codebooks are cODsidered, a variable phase is used to spec­

ify the phase of the codebook in addition to the variables length, num that define

the length and size of the codebook. As indicated in chapter 3, in constructing

the codebooks, there are two conditions that limit the multipath induced interfer­

ence. In the program, iimit2 represents the limit for maximum multipath induced

interference max(l/mll + 11m2/), and limitl is the bound for ICN-(k+l)+m,m(l- L) ±

CN-k+m,m (1) l , ICN-k+m,m+l (l- L) ±CN-(k-l)+m,m+l(1) l, ICm,m+k+1 (1- L) ±Cm,m+k(l)1

and /Cm+l ,m+k+2(l- L) ± Cm+l,m+k+l(l)/. The array gword stores the codewords that

can not he used in constructing the current codebook. This is useful when construct­

ing severa! codebooks with no common codeword. In the program, a four phase word

is related to a quaternary representation of a decimal number (module MAXI, the

number of all possible words for a given length). For example, word (1 1 3 2) is viewed

as the quaternary representation of decimal number 94. The variables that store this
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decimal number is named gene, which is increased by step ea.ch time to form the next

searched word. step and MAXI are relatively prime 50 that after MAXI times, a.ll

possible words are searched. We start code construction by selecting the first code­

word, then the second codeword is searched by testing ail possible word. If there exist

words that satisfy the two conditions, the first one will he taken as the codeword.

The process continues until num (the size of the codebook) codewords are obtained

or all possible word are tested.

The complete program with comments is given as following.
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"',.,.,""""""""""""""""""""""""~"~t"~"~"~"~"~"~"~"~"~"~"~"~t t
, Copyright (C) 1996 McGi11 University ,
, Copyright (C) 1996 Canadian Institute for Telecommunications ,
, Research (CITR) t
t Copyright (C) 1996 Hong Ren t, ,
, This program is protected by copyright and aIl rights are reserved. ,
, Reproduction, adaption, or translation without written pe~ission t
, is prohibited, except as allowed under the copyright laws. t, ,
""""""""""""""""""""""""""""""""""""""""'"
"~"~t't"~"~"~"~"~"~"~"~"~"~"~"~"~"~"~"~"~"~"~"~"~"~'"~"~"~t"~"~"~"~"~"~"~"~"~"~"~"~, ,
, This program is used to construct commutation signaling codebooks. ,, ,
"~"~t"~"~"~"~"~"~"~"~"~"~"~"~"~"~"~"~"~"~"~"~"~"~"~'"~"~"~t"~"~"~"~"~"~"~"~"~"~"~"~

length - 5; ,t,
num - S; ,t,
phase - 4; ,t,
MAXI - phaseAlength:
limitl - 4.0;
limit2 - 11. 0:

gword - [
1 1 111

);
d - size(gword):
ge - deI); ,t,

length of a commutation signaling codebook
size of the codebook 't,
phase of the codebook 't,,t, number of possible words ,'t,

,t, The codewords that can not be used

number of the codewords that can not be used

,t,

,t,
t"

code - zeros(num,length):
f_corre - zeros(4,length):
s_corre - zeros(4,length):

,t, to save the codebook,t' aperiodic correlations,t' aperiodic correlations

,t,,t,,t,

(
"~"~t"~"~"~"~"~"~"~"~"~"~"~ Select the first codeword

TIMES - 0;
gene - 9;
step - 7;
count - 1;
while count <= 1;

cflag = 0:
while cflag < 1:

n = 1:
gene = gene + step;
gene = rem(gene,MAXI);
ge loc ... gene:
for i = l:length:

l = length - i;
expo - fix(ge_loc/phase~l);

code (count,1+1) "" (sqrtC-l»~expo:

ge_Ioc = rem(ge_loc,phaseAI):
end;
TIMES = TIMES + 1;

"~t"~"~"~"~"~"~"~"~"~"~

"~"~t"~"~"~"~'"~ check whether correlations satisfy the conditions 't""""'"
for shift = l:length-l;

f corre(l,shift) a 0;
f-corre(2,shift) ... 0:
for i = l:length - shift;

(

"~"~t"~'"~

end;

check whether the word can be used t"~"~"~"~"~"~"~"~"~'"~
while n <.. ge;

sum ... 0;
for k ... l:length;

sum - sum + gword(n,k) • conj(code(count,k»;
end:
if abs(sum) > length-l:

n ge + 1:
eiseif n '" ge;

n .. n + 1;
cflag - 2;

else
n - n + 1;

end;
end;
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j co i + shift;
f_correCl,shift) - f_correCl,shift} + code(l,i} * conjCcodeCl,j»;

end;
for i - l:shift;

j - i + length -shift;
f_correC2,shift} - f_correC2,shift) + codeCl,i} * conjCcodeCl,j}};

end;

test - absCf correCl,shift)} + abs(f_correC2,shift}};
if test > limit1;

shift - length + 1;
else

if shift -= length - 1;
count • count + 1;

end;
end;

end;
end;

"~"~t"~ open a file to save the codebook and related information "~"~t'"~
fid - fopenC'cbook', 'w');

"~'t"~"~"~"~"~"~"~"~"~"~"~ search for the other codewords "~"~t"~"~"~"~"~"~"~"~"~"~"~"~
times - 0;
count - 2;
while count <- num;

cflag - 0;
while cflag <: 1;

n '" 1;
times - times + 1;
TIMES '" TIMES + 1;

,t"~"~ terminate the program if the number of tested words "~"~t"~"~"~"~"~

"~'t"~"~"~'"~ larger than the number of possible words "~t"~"~"~"~"~"~"~"~"~
if times > MAXI;

cflag .. 2;
count c: num + 1;
mes" 'no code is found'

end;

gene = gene + step;
gene" rem(gene,MAXI);
ge_loc = gene;
for i = l:length;

l ... length - i;
expo .. fix(ge_loc/phase~l};

code (count,l+l) = (sqrt(-l})Aexpo;
ge_loc" remCge_loc,phaseAl);

"~'t"~"~"~

end;

check whether the word can be used "~'t"~"~"~"~"~"~"~"~"~
while n <= ge;

sum = 0;
for k = l:length;
sum = sum + gwordCn,k) * conjCcode(count,k});
end;
if abs(sum} > length-l;

n = ge + 1;
elseif n == ge;

n = n + 1;
cflag .. 2;

else
n = n + 1;

end;
end;

end;

"~'t"~"~"~"~"~"~"~"~ Check the two conditions 't"~"~"~"~"~"~"~"~"~

(

"~t"~ The codewords are shifted cyclicly by the following loop "~t,
first .. 1;
while first <- count

second .. first + 1;
if second > count:

second'" remCfirst+1,count};
end;
delay - 0;

"~'t, The real DELAY .. delay * length + shift "~"~t"~"~"~'"~
while delay <= count-l;

f-prev - first + delay;
if f-prev > count
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f-prev - rem(first+delay,count);

end:
f current - f-prev + 1:
if f current > count:

- f_current - rem{f_current,count):
end
f next - f current + 1;
if f next > count;

- f_next - rem(f_next,count):
end:

s current - first - delay;
if s current <- 0;

- s_current D s_current + count;
end;
s-prev - s_current - 1;
if s-prev <- 0;

s-prev .. s-prev + count;
end:
s next - s current + 1;
if s next >' count;

- s_next rem(s_next,count);
end;

if delay < count - 1;
maxsf length:

else

end;
maxsf length - 1;

end;

s_corre(2,shift) - s_corre(2,shiftl + code (s_next,il * conjCcode(second

for i = l:length-shift;
j .. i + shift;
f_corre(l,shift) .. f_corre(l,shift) + codeCfirst,i) * conj(code{f-prev,

f_corre(2,shift) .. f_corre(2,shiftl + codeCsecond,i) * conjCcodeCf_curr

end;

s_corre(4,shift) - s_corre(4,shiftl + code(s_current,j) * conjCcode(sec

for i = 1: shift;
j = i + length - shi ft:
f_corre(J,shift) f_corre(J,shiftl + code(first,j) * conj(code(f_curre

(

j» ;

ent, j) ) :

st, j) ) ;

, j) ) ;

nt,i»;

, i) ) ;

i) );

ond,i»;

shift = 1:
while shift <= maxsf;

f corre (1, shift)
f-corre (2, shift)
f-corre (J, shift)
f-corre (4, shift)
s -corre (1, shift)
s -corre (2, shift)
s-corre (J, shift)
s=corre (4, shift)

s_correCl,shift)

f_corre (4, shift)

s_corre (J, shift)

0;
.. 0;
= 0;

0:
0:

oz 0:
0;
0;

s_corre(l,shift) + codeCs_current,il * conj(code(fir

f_corre(4,shift) + codeCsecond,j) * conj(code(f_next

s_corre(J,shift) + code(s-prev,jl * conjCcodeCfirst,

(

suml - f corre (l,shift) + f corre (3,shift);
sum2 f-correCl,shift) f-corre(3,shift);
sumJ .. f-corre(2,shift) + f-corre(4,shift);
sum4 f-corre(2,shift) f-corre(4,shift);
sumS .. s-corre(l,shift) + s-corre(3,shift);
sum6 s-corre(l,shift) s-corre(3,shift);
sum7 ... s=corre(2,shift) + s-corre(4,shift);
sum8 .. s correC2,shift) s-cOrre(4,shift);
mag13p c-abs(suml + sum3); -
maglJm abs(suml sum3);
mag14p - abs(suml + sum4);
mag14m - abs(suml - sum4);
mag23p - abs(sum2 + sum3);
mag2Jm" abs(sum2 sumJ);
mag24p absCsum2 + sum4);

3



mag24m - abs{sum2 - sum4);

( magS7p - abs(sumS + sum7);
magS7m - abs(sumS - sum7);
magS8p - abs{sumS + sum8);
magS8m - abs(sumS - sum8);
maq67p abs(sum6 + sum7);
maq67m - abs(sum6 - sum7);
maq68p - abs(sum6 + sum8);
maq68m = abs(sum6 - sum8);

testl ... max(abs(suml), abs{sum2»;
test2 = max(abs(sum3), abs(sum4»;
test3 - max(abs(sumS), abs(sum6»;
test4 - max(abs(sum7), abs(sum8»;
maqml - [maq13p maq13m maq14p mag14m mag23p maq23m maq24p maq24m);
test12 - max(magml);
maqm2 - [maq57p maqS7m mag58p maq58m maq67p mag67m maq68p maq68m):
test34 - max(magm2);
testall = test12 + test34;
flaq = 0:

if testl > limitl:
flaq = 1:

end:
if test2 > limitl;

flaq = 1:
end:
if test3 > limitl:

flag oz 1;
end:
if test4 > limitl:

flaq = 1:
end:
if testali > limit2:

flaq = 1:
end;

( ~"'t"" Discard the codeword if the conditions are not satisfied "~'t"~"~"~
if flaq >= 1:

shift = length + 1;
delay = count + 1;
first = count + 1;

~"""""'t Otherwise, test the conditions for the next shift ,t"""""""
else

shift = shift + 1;
end;

""',.""""
end;

Test the conditions for the next delay
delay = delay + 1;

"~"~t"~"~"~"~,

end;

Shift the codewors
first .. first + 1; "~"~t"~"~"~'"~

end;
if shift <- lenqth:

times - 0:
count - count + 1;

end;
end:

qcd - zeros(num, lenqth);
for i - l:num;

for 1 ... l:lenqth;
if real(code(i,l» > le-2;

qcd (i, 1) - 0;
elseif real{code(i,l» < -le-2;

qcd(i,l) - 2;
elseif imaq(code(i,l) > 0;

qcd(i,l) .. 1;
else

end;
end;

qcd (i, 1) .. 3;

"~"~t"~"~"~"~"~"~"~"~"~"~Save the codebook in a file

end;

t""""""""""

(
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(
for i - l:num:

for l • l:lenqth:
fprintf(fid, 'tl.Of

end:
fprintf(fid,'\n'):

end:
fprintf(fid,'\n');

qcd (i,1»:

(

(

for i - l:num:
for l = l:lenqth:

if real(code(i,l» > le-2;
fprintf(fid,' 1 ');

elseif real(code(i,l» < -le-2;
fprintf(fid,'-l ');

elseif imag(code(i,l» > a:
fprintf (fid, , j , ) ;

else
fprintf(fid, '-j ');

end;
end:
fprintf(fid,'\n') ;

end;
status - fclose(fid);
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