Fatigue design of a mechanically biocompatible lattice for a proof-of-concept femoral stem
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Abstract

A methodology is proposed to design a spatially periodic microarchitectured material for a two-dimensional femoral implant under walking gait conditions. The material is composed of a graded lattice with controlled property distribution that minimizes concurrently bone resorption and interface failure. The periodic microstructure of the material is designed for fatigue fracture caused by cyclic loadings on the hip joint as a result of walking. The bulk material of the lattice is Ti6Al4V and its microstructure is assumed free of defects. The Soderberg diagram is used for the fatigue design under multiaxial loadings. Two cell topologies, square and Kagome, are chosen to obtain optimized property gradients for a two-dimensional implant. Asymptotic homogenization (AH) theory is used to address the multiscale mechanics of the implant as well as to capture the stress and strain distribution at both the macro and the microscale. The microstress distribution found with AH is also compared with that obtained from a detailed finite element analysis. For the maximum value of the von Mises stress, we observe a deviation of 18.6 % in unit cells close to the implant boundary, where the AH assumption of spatial periodicity of the fluctuating fields ceases to hold.
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In the second part of the paper, the metrics of bone resorption and interface shear stress are used to benchmark the graded cellular implant with existing prostheses made of fully dense titanium implant. The results show that the amount of initial postoperative bone loss for square and kagome lattice implants decreases, respectively, by 53.8% and 58%. In addition, the maximum shear interface failure at the distal end is significantly reduced by about 79%.

A set of proof-of-concepts of planar implants have been fabricated via Electron Beam Melting (EBM) to demonstrate the manufacturability of Ti6Al4V into graded lattices with alternative cell size. Optical microscopy has been used to measure the morphological parameters of the cellular microstructure, including cell wall thickness and pore size, and compared them with the nominal values. No sign of fracture or incomplete cell walls was observed, an assessment that shows the satisfactory metallurgical bond of cell walls and the structural integrity of the implants.

1 Introduction

An orthopaedic hip implant is expected to support dynamic forces generated by human activities. To avoid progressive and localized damage caused by daily cyclic loading, the prosthesis is to be designed for fatigue under high cycle regime. Recently, a methodology has been developed to design a novel hip implant made of a cellular material with a periodic microarchitecture (Khanoki and Pasini, 2012). In contrast to current hip replacement implants typically made out of a fully solid material which can be coated with a spongy layer, this implant is completely porous with a lattice microstructure displaying graded property distribution. The advantage of controlling the microarchitecture is twofold. First, the overall implant can be designed to be more compliant, which reduces stress shielding and bone resorption (Behrens et al., 2008; Glassman et al., 2006; Huiskes et al., 1992; Pettersen et al., 2009). Second, the material porosity can be optimized to also reduce bone-implant interface stresses, thereby lowering implant micromotion. Although encouraging, these results have been obtained by applying a static loading regime to the implant, thus neglecting the impact of cyclic loading that generally boosts the risk of fatigue failure.

In literature, there are several experimental and numerical studies focusing on the fatigue analysis of hip implants (Baleani et al., 1999; Hedia et al., 1996; Kayabasi and Ekici, 2007; Li et al., 2002; Ngahe et al., 2011; Ploeg et al., 2009; Raimondi and Pietrabissa, 1999; Senalp et al., 2007).
example, fatigue loading conditions, ISO 7206/3, have been applied to a hip stem to predict its elastic stress via large deflection finite element analysis (Ploeg et al., 2009). It has been demonstrated via experiments that the high cycle fatigue-life of hip stems can be adequately predicted by using alternative fatigue theories, such as Morrow, Smith–Watson–Topper (SWT), and Goodman. The Soderberg theory has also been used to design a cemented implant for infinite life; the results have been proved to be accurate although more conservative than those obtained with Goodman and Gerber theories (Hedia et al., 1996; Kayabasi and Ekici, 2007).

Among the biocompatible materials used for reconstructive orthopaedics, porous tantalum has been recently proved to be effective in facilitating bone ingrowth. For this reason, porous tantalum has been lately the object of studies aiming at characterizing its fatigue fracture mechanisms (Sevilla et al., 2007; Zardiackas et al., 2001). Similar to open cellular foams, porous tantalum has a random cellular microstructure which is typically imparted by the manufacturing process, involving a chemical deposition of pure tantalum on carbon skeleton (Bobyn et al., 2004; Murr et al., 2010; Murr et al., 2009). Due to its pore structure, the fracture propagation of porous tantalum under fatigue has been observed similar to that of open-cell foams (Sevilla et al., 2007; Zardiackas et al., 2001; Zhou and Soboyejo, 2004). It has been observed that the bending dominated failure mode of the unit cell (Gibson, 2005; Liu and Du, 2011; Vigliotti and Pasini, 2012) at the cell joints nucleates cracks that propagate throughout a strut until the final break (Li et al., 2012; Sevilla et al., 2007; Zardiackas et al., 2001). The joints are indeed the weakest parts of a cellular material, because stress peaks localize in those regions and thus severely reduce fatigue strength. However, if the geometry of the cell joints, i.e. the locations where the struts converge, is designed to level out any curvature discontinuity (Abad et al., 2012), then the joint strength can be significantly increased, thereby improving the fatigue strength of the cellular material.

While several analytic methods have been proposed to study the fatigue life of cellular structures (Cote et al., 2006; Côté et al., 2007a; Côté et al., 2007b; Huang and Liu, 2001a, b; Huang and Lin, 1996; Olurin et al., 2001), the majority fail to accurately capture the real stress distribution generated in the lattice cells (Simone and Gibson, 1998). To overcome this problem, more recently a fatigue design methodology has been introduced to model the elastic-plastic behavior of cellular materials, and used
to generate fatigue design diagrams for cellular materials (Abad et al., 2012). The method focuses on uni-axial and shear loading for relative density $\rho \leq 0.3$.

In this paper, the method of Abad et al (Abad et al., 2012) is first extended to account for multiaxial loadings of cellular materials under infinite fatigue life. The approach is then applied to the fatigue design of a planar proof-of-concept hip implant that is loaded under cycling forces of walking. Two representative cell topologies are selected to design the hip implant: the square lattice, which is a bending dominated behaviour, and the Kagome cell, whose main deformation is caused by the strut stretching. The results obtained in this paper are numerically verified through the multilevel method for damage analysis (Ghosh et al., 2001; Raghavan and Ghosh, 2004). The performance of the two lattice implants is compared in terms of bone resorption, interface stress, and mechanical strength. Finally, 2D proof-of-concepts of graded cellular implants with a square cell are fabricated to assess the manufacturability of the lattice microarchitecture.

2 Fatigue analysis of cellular materials

The deformation and failure mechanisms of a structure with heterogeneous material can occur at both macro and microscopic length scales. Experimental studies have shown that a cellular material under repetitive loading develop cracks at the microscale in regions with high stress concentration, from which fracture propagates throughout the strut cross sections (Sevilla et al., 2007; Zardiackas et al., 2001; Zhou and Soboyejo, 2004). Since the micromechanisms of deformation and fracture play a crucial role in the fatigue resistance of a cellular material, it is essential in the design of a cellular component to capture and account for the microscopic stress and strain distribution. Here, we resort to Asymptotic Homogenization (AH) theory to determine the homogenized properties of the cellular material and capture the microscopic stress and strain distribution via the analysis of a representative volume element (RVE). The underlying assumption of AH is the periodicity of RVE and field quantities at macro and microscopic scales. AH method has been widely used in multiscale analysis of composite materials (Kalamkarov et al., 2009; Kanouté et al., 2009), topology optimization (Bendsøe and Kikuchi, 1988; Bendsøe and Sigmund, 2003; Díaz and Kikuchi, 1992; Guedes and Kikuchi, 1990; Hassani and Hinton, 1998; Suzuki and Kikuchi, 1991), and hierarchical design of materials and structures (Coelho et al., 2008; Coelho et al., 2011; Gonçalves Coelho et al., 2011; Rodrigues et al., 2002).
Recently, AH has been also used to propose a computational procedure for the fatigue design of periodic cellular materials (Abad et al., 2012). Yield and ultimate strength of lattice materials have been determined for relative density \( \rho \leq 0.3 \), and used to construct modified Goodman diagrams of selected lattices under uni-axial and shear loading. This method is here extended to construct the Soderberg fatigue diagram for fatigue failure analysis of cellular structures under multiaxial loading conditions for the whole range of relative density. Here, we assume the specimen to be free of defects, such as scratches, notches and nicks. As a result, the constant life diagram can be constructed for the design of the material against fatigue failure (Nicholas and Zuiker, 1989). The damage-free assumption of the microstructure would also ensure the validity of the periodicity assumption of the microstructure. As a result, AH theory can be used to capture the stress distribution within the unit cell.

To account for the effect of micro-defects on the fatigue fracture of the material microstructure, computational techniques, such as the multilevel computational approach (Ghosh et al., 2001; Raghavan and Ghosh, 2004) or the mesh superposition method (Takano et al., 2003), can be included in the method to model local defects explicitly. This work is beyond the scope of this paper and thus is left to future study.

To obtain the stress distribution within the unit cell through AH, the following local problem defined on the RVE should be solved (Guedes and Kikuchi, 1990; Hollister and Kikuchi, 1992):

\[
\int_{Y_c} E_{ijkl} e^{1}_{ij}(v) e^{kl}_{pm}(u) dY = \int_{Y_c} E_{ijkl} e^{1}_{ij}(v) \bar{e}_{kl} dY
\]

where \( e^{1}_{ij}(v) \) is the virtual strain, \( e^{*}_{ij}(u) \) is the microstructural strain corresponding to the component \( kl \) of the macroscopic strain tensor \( (\bar{e}_{kl}) \), \( Y_c \) is the solid part of the cell, and \( E_{ijkl} \) is the local elasticity tensor. The periodicity of field quantities at the microscale is ensured by imposing periodic boundary conditions on the RVE edges; hence the nodal displacements on the opposite edges are set to be equal (Hassani, 1996; Hollister and Kikuchi, 1992). Considering the assumption of small deformation and elastic material behavior, the solution of equation (1) leads to a linear relation between the macroscopic \( (\bar{e}_{ij}) \) and microscopic \( (e_{ij}) \) strain through the local structural tensor \( M_{ijkl} \):

\[
e_{ij} = M_{ijkl} \bar{e}_{kl}, \quad M_{ijkl} = \frac{1}{2} (\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk} - e^{*}_{ij})
\]
where $\delta_{ij}$ is the Kronecker delta. For a two-dimensional case, three independent unit strains are required to construct the $M_{ijkl}$ matrix. The effective stiffness tensor $E_{ijkl}^H$ is then calculated by the following equation:

$$E_{ijkl}^H = \frac{1}{|Y|} \int_{V_c} E_{ijpm} M_{pmln} dY$$

(3)

where $|Y|$ is the volume of the entire unit cell with voids. The homogenized stiffness matrix relates the macroscopic strains to the macroscopic stresses of the homogenized material. Once the local structure tensor, $M_{ijkl}$, is obtained, the microscopic stresses corresponding to the macroscopic strain can be obtained via the following equation:

$$\sigma_{ij} = E_{ijkl} M_{klmn} \bar{E}_{mn}$$

(4)

Using the homogenized stiffness matrix, the microscopic stress distribution $\sigma_{ij}$ can, therefore, be related to the multiaxial macroscopic stress $\bar{\sigma}_{ij}$ by the following relation:

$$\sigma_{ij} = E_{ijkl} M_{klmn} (E_{ijkl}^H)^{-1} \bar{\sigma}_{rs}$$

(5)

The von Mises stress distribution over the microstructure is then used to capture the yield surface of the unit cell expressed as follow:

$$\bar{\sigma}_{ij}^y = \frac{\sigma_{ys}}{\max \{ \sigma_{\text{VM}}(\bar{\sigma}_{ij}) \} \bar{\sigma}_{ij}}$$

(6)

where $\bar{\sigma}_{ij}^y$ is the yield surface of the unit cell, $\sigma_{ys}$ is the yield strength of the bulk material, and $\sigma_{\text{VM}}(\cdot)$ is the von Mises stress of the microstructure corresponding to the applied macroscopic stress. The fatigue surface of the unit cell can be obtained through the product of the unit cell yield strength with the ratio of the endurance limit and yield strength of the bulk material as:

$$\bar{\sigma}_{ij}^e = \bar{\sigma}_{ij}^y \frac{\sigma_{es}}{\sigma_{ys}}$$

(7)
where \( \sigma_{ij}^e \) is the endurance limit of the unit cell and \( \sigma_{es} \) is the endurance limit of the bulk material. These properties are required to construct the Soderberg fatigue diagram under multiaxial loading condition:

\[
\frac{\sigma_{ij}^m}{\sigma_{ij}^*} + \frac{\sigma_{ij}^a}{\sigma_{ij}^e} = \frac{1}{SF}
\]

where the mean and alternating macroscopic stresses, respectively, \( \sigma_{ij}^m \) and \( \sigma_{ij}^a \) are calculated by the following relations:

\[
\sigma_{ij}^m = \frac{\sigma_{ij}^{max} + \sigma_{ij}^{min}}{2}, \quad \sigma_{ij}^a = \frac{\sigma_{ij}^{max} - \sigma_{ij}^{min}}{2}
\]

\( \sigma_{ij}^{max} \) and \( \sigma_{ij}^{min} \) are the multiaxial macroscopic stresses that cause, respectively, the highest and the lowest values of the von Mises stress in the microstructure.

In this study, the above procedure is applied to design a 2D graded cellular implant. To generate the lattice, we select the square and kagome unit cells, as representative of bending and stretching dominated topologies, and we predict their mechanical and fatigue properties. For the material properties of the lattice, we consider Ti6Al4V (Parthasarathy et al., 2010) with mechanical properties: 900 MPa for the yield strength of the solid material, 600 MPa for the fatigue strength at \( 10^7 \) cycles, 120 GPa for the Young’s modulus, and 0.3 for the Poisson’s ratio. These properties are experimental values obtained from mechanical testing of EBM samples after post-process by hot-isostatic-pressing (HIP) (ARCAM, 2013). Although micro defects and voids can be largely eliminated by the HIP process, remnants may still persist in built samples. In our analysis, we assumed that the specimen is free of micro defects, and the cell wall material is a continuum medium with properties comparable to those of the bulk material.

For long terms applications of Ti6Al4V, concerns on the toxic effect of vanadium and aluminum have led to the development of a second generation of titanium alloys with nontoxic alloying elements, such as Ta, Nb, Zr (Geetha et al., 2009; Schuh et al., 2007). While we acknowledge this advance, in this exploratory study we select Ti6Al4V because it is the most common titanium alloy used with EBM (Li et al., 2012; Li et al., 2010; Marin et al., 2010; Murr et al., 2010; Murr et al., 2012; Murr et al.,
2009). In addition, the mechanical properties of Ti6Al4V including elastic Young’s modulus, yield, ultimate and fatigue strength, are well documented in the literature for lattice samples fabricated by EBM, (Li et al., 2012; Murr et al., 2010; Murr et al., 2012; Murr et al., 2009; Parthasarathy et al., 2010). These experimental data provide reference values to verify the results of this work.

2.1 Prediction of the effective mechanical properties of the unit cell

The effective elastic moduli and yield surfaces of square and Kagome lattices, with uniform wall thickness, are obtained by using AH for the range of relative density \( 0.05 \leq \rho \leq 1 \). Figure 1 illustrates the homogenized elastic constants of the cell topologies as a function of relative density. As can be seen, the effective Young’s modulus, shear modulus, and Poisson’s ratios converge to the elastic constants of the base solid material as the relative density reaches one. Since the Kagome cell topology is elastically isotropic and the square has orthotropic symmetry, the Young’s modulus is equal in both \( x \) and \( y \) directions. The square cell has a superior elastic stiffness due to the capacity of realigning the cell walls along the loading direction, but it exhibits very low stiffness under shear loading as a result of cell wall bending.

The yield surfaces of the cell topologies are also obtained for multiaxial macroscopic stresses. As shown in equation (6) and being in linear elasticity, the location of the yield point on the yield surface of each lattice is obtained by multiplying the macroscopic stress with the ratio of the material yield strength and the maximum von Mises stress. Figures 2 and 3 show the yield surfaces normalized with respect to the yield strength of the square and Kagome lattices in the uniaxial and shear loading directions at a given relative density. Figure 2 refers to the square lattice for the relative density of 50%, and Figure 3 pertains to the Kagome cell for the relative density of 30%. We selected 30% for the Kagome, because for a 50% relative density the base material almost completely fills the triangular voids, and thus the Kagome structure cannot be realized.

Once the yield surface is determined, the multiaxial endurance limit of the cell can be obtained by scaling the yield surface with the coefficient given in equation (7). These data can be inserted into equation (8) for the infinite-life design of cellular structures under multiaxial fatigue loading conditions. For design purposes, it is often convenient to resort to closed-form expressions that can approximately describe the geometry of a yield surface. For this reason, Table 1 lists the functions
along with relative fitting parameters of the yield surfaces for the unit cells here under investigation. For the square cell (Figure 2b), a pyramid with an elliptical base is used to resemble the yield surface. $F_{xy}^\ast$ (Table 1) governs both the slenderness ratio and the inclination of the major axis of the elliptical base. For the Kagome cell (Figure 3b), the yield surface is approximated by a parallelogram, and $m_1$ and $m_2$ (Table 1) are the slopes of the parallelogram lines, expressed as a function of the relative density. The parameters $\sigma_{xx}^\ast$, $\sigma_{yy}^\ast$, $\tau_{xy}^\ast$ (Table 1) are the yield strength of the unit cell under uni-axial and shear stresses. Figures 4a and 4b show the variation of the yield strength as a function of relative density. When the material is fully dense, the yield strength is equal to that of its solid material. A common feature in the plots of Figure 4 is the abrupt decrease of the effective yield strength for decreasing values of relative density. The reason for this is the presence of stress concentration at the cell joints, which locally increases the level of stress. We note here that the fatigue strength of the lattice can be significantly improved by optimizing the cell shape and removing the curvature discontinuity at the joints (Abad et al., 2012).

3 Fatigue design of a hip implant with controlled lattice microarchitecture

Figure 5 illustrates the methodological steps to design a graded cellular implant for infinite fatigue life. The approach combines multiscale mechanics and multiobjective optimization. The former deals with the scale-dependent material structure, where the local problem of the RVE is first solved, and then the effective elastic moduli and yield strength are obtained and used as homogenized properties of the macroscopic model of the implant. The latter handles the conflicting nature of bone resorption and implant interface stress. A fatigue failure theory can thus be embedded in the procedure to design the implant for infinite fatigue life. A brief description of the main steps identified by the numbers in the flowchart is given in Figure 5.

- (1) A finite element model of the bone is created by processing CT-scan data of a patient bone.
- (2) A 3D lattice microstructure is considered as the building block of the implant, and its mechanical properties are predicted through AH. The homogenized elastic modulus, yield and fatigue surfaces of the cell topology under multiaxial loading conditions are obtained.
• (3,4) From FEA, the mean and alternative macroscopic stresses are obtained, and used in the fatigue design diagram to determine the design safety factor (SF). In this study, the Soderberg’s fatigue failure criterion is considered for the analysis.

• (5) The two conflicting objective functions, bone resorption $m_r(b)$ and interface failure index $F(b)$, are minimized via a multiobjective optimization strategy subjected to a set of inequality constraints. The amount of bone resorption is determined by comparing the local strain energy per unit of bone mass between the preoperative and the postoperative situation. Bone start to lose mass when its local strain energy ($U_i$) per unit of bone mass ($\rho$), averaged over $n$ loading cases ($S = \frac{1}{n} \sum_{i=1}^{n} \frac{U_i}{\rho}$), is beneath the local reference value $(1 - s)S_{ref}$. $S_{ref}$ is the value of $S$ when no prosthesis is present, and $s$ is the threshold level or dead zone that bone can tolerate before resorption. Using this definition, the fraction $m_r$ of resorbed bone mass can be obtained from:

$$m_r(b) = \frac{1}{M} \int_V g(S(b)) \rho dV$$

(10)

where $M$ and $V$ are the original bone mass and volume respectively, and $g(S(b))$ is a resorptive function equal to unity if the local value of $S$ is beneath the local value of $(1 - s)S_{ref}$ and equal to 0 if $(1 - s)S_{ref} < S$. In this study, 0.5 is the value assumed for the dead zone $s$ (Kuiper and Huiskes, 1992). The interface failure index $F(b)$ is expressed by the following relation:

$$F(b) = \max \left\{ \frac{f(\sigma)}{\frac{1}{A} \int_{\Delta} f(\sigma) dA} \right\}$$

(11)
where $i$ is the loading case (1, 2, and 3), and $A$ is the interface area. $f(\sigma)$ is defined as the interface failure caused by shear stress, and is expressed as $\frac{\tau}{S_s}$, where $\tau$ is the local shear stress at the bone-implant interface, and $S_s$ is the bone shear strength. In equation (11), the interface failure $f(\sigma)$ is normalized with its average over the bone-implant interface area. The minimization of $F(b)$ will lead to a design with minimum and uniform shear stress distribution at the interface. The shear strengths of bone can be expressed as a function of bone apparent density according to the power law relation obtained by Pal et al. (Pal et al., 2009):

$$S_s = 21.6 \rho^{1.65} \quad (12)$$

During the optimization procedure, the values of mean porosity and pore size are selected to ensure bone ingrowth (Bragdon et al., 2004; Harrysson et al., 2008), and the minimum thickness of the cell walls is determined by the resolution of the manufacturing process, i.e. the manufacturing limits.

- (6) The vector $b$ of the design variables is updated until the set of non-dominated solutions of the Pareto front are obtained.

The methodology described above is now applied for the design of a 2D graded cellular implant. Square and Kagome cell topologies, which are characterized in the previous section, are considered as the cell architecture of the implant. The lattice is designed to support the cyclic load of walking and is optimized to reduce bone resorption and interface stress. The FEA model of the femur and implant, loading and boundary conditions, and the results are described in the following sections.

4 Design of a 2D Femoral Implant with a Graded Cellular Material

4.1 2D FEM model of the Femur

Figure 6a shows the geometry of the femur considered in this work along with the applied loads and boundary conditions. CT scan data of a 38-year-old male, obtained through the visible human project (VHP) database of the national library of medicine (NLM, USA), is used to construct the 3D model of the femur. The stack of CT images are imported into ITK-SNAP (Yushkevich et al., 2006) to create the
STL file of the femur geometry by using the semi-automated segmentation process. The 3D geometry is then created by using SolidWorks® software package, and meshed with tetrahedron elements in ANSYS (Canonsburg, Pennsylvania, U.S.A). The apparent density $\rho$ for each element of the FE model is then determined from the Hounsfield value (HU) measured from CT data ranging from -1024HU to 1567 HU. The CT data set represents a regular cubic grid where a HU value is assigned at each point. A linear relation between HU and apparent density is considered. The maximum value of HU corresponds to the densest region of the cortical bone with apparent density of 2.0 g/cm³, and HU value of water and its apparent density equal to zero. Once the apparent density of each CT grid point is obtained, elements of the FE model are superimposed on the CT grid points to evaluate the average of relative density for each element using the procedure described in (Zannoni et al., 1999). From the apparent density distribution, the effective elastic moduli of bone are obtained through the relation (Austman et al., 2008; Baca et al., 2008; Peng et al., 2006):

$$
\begin{align*}
E &= 1904\rho^{1.64} & \rho < 0.95 \\
E &= 2065\rho^{3.09} & 0.95 < \rho
\end{align*}
$$

From the apparent density distribution, the effective elastic moduli of bone are obtained through the relation (Austman et al., 2008; Baca et al., 2008; Peng et al., 2006):

$$
E = \begin{cases} 
1904\rho^{1.64} & \rho < 0.95 \\
2065\rho^{3.09} & 0.95 < \rho
\end{cases}
$$

An isotropic material model is considered for the bone, as this simplification does not lead to a noticeable difference from those results obtained by assigning to the bone orthotropic material properties (Baca et al., 2008; Peng et al., 2006).

For the purpose of this exploratory study, the 3D geometry of the femur is simplified to a 2D model, which is assumed to have a side plate of variable thickness (Huiskes, 1990; Weinans et al., 1994). The mid-frontal section of the femur is considered for the 2D model geometry, and the anterior and posterior parts of the femur are represented by the side plate. The 2D model and the side plate have variable thickness such that the second moment of area about the out-of-plane axis of the 2D model does not differ from that of the 3D model (Huiskes et al., 1987; Weinans et al., 1992). The material properties of the front plate are extracted from the mid-frontal section of the 3D model, and the mechanical properties of the cortical bone are considered for the side plate. This simplification helps reduce the computational cost involved in the optimization process. Nevertheless, many of the essential features of the implant physics can still be captured with a 2D model. For mid-frontal loadings, von Mises and interface stresses distribution can be calculated with an accuracy similar to that of a full 3D model (Weinans et al., 1994). As a result, the remodeling process in the metaphyseal...
and diaphyseal parts, and the failure at the bone-implant interface, can be approximated with a 2D geometry. The distal end of the femur is fixed to avoid rigid body motion, and three loading cases, 1, 2, and 3, representing the cyclic load during walking movements are applied to the hip joint and the abductor (Carter et al., 1989; Pérez et al., 2010; Weinans et al., 1992a). With respect to the load cases, magnitude and direction of the hip joint are given here together with the abductor forces in brackets: 1) 2317 N at 24° from vertical (702 N at 28° from vertical), 2) 1158 N at 15° from vertical (351 N at 8° from vertical), 3) 1548 N at 56° from vertical (468 N at 35° from vertical). ANSYS (Canonsburg, Pennsylvania, U.S.A) is used to build, mesh, and solve the 2D model. Assuming in-plane loading conditions, a 2D eight-node element type (Plane 82) is used since it can model curved boundaries with high accuracy.

4.2 FEM model of the Cellular Implant

Figure 6b illustrates the model of a cementless prosthesis implanted into the femur. The grid depicts the domain of the implant to be designed with a functionally graded lattice material. The variable of the lattice model is the relative density attributed to 115 sampling points, 23 rows along the prosthetic length and 5 columns along the radial direction. The values of relative density are constrained in the range $0.1 \leq \rho \leq 1$ to prevent elastic buckling in the unit cell from occurring prior to yielding (Wang and McDowell, 2004). The relative density distribution throughout the implant is obtained by linear interpolation between the corresponding values at the sampling points. The homogenized stiffness matrix and the yield surfaces of each element are then computed from those values respectively illustrated in Figure 1 and Table 1. The former is employed to assemble the global stiffness matrix for the Finite Element (FE) solver, and the latter is used to construct the Soderberg diagram for fatigue analysis.

Since the implant is designed to have a cellular microstructure with suitable pore size for bone ingrowth, it is assumed that the prosthesis and the surrounding bone are fully bonded (Khanoki and Pasini, 2012; Kowalczyk, 2001). This choice significantly decreases the computational cost required for the stability analysis based on a non-linear frictional contact model (Viceconti et al., 2000). Although bone ingrowth does not exist in a postoperative situation, it can appear later, if local mechanical stability is guaranteed. It is expected, however, that the minimization of interface stress reduces the risk of interface micromotion and instability (Kowalczyk, 2001).
5 Results

The procedure illustrated in section 3 is applied for the fatigue design of the implant after having calculated the yield and fatigue strengths of the microstructure, as described in section 2. To solve the multiobjective optimization problem, the non-dominated sorting genetic (NSGA-II) algorithm (Deb et al., 2002) is here used. Once the initial population is evaluated, a set of solutions, called parents, are selected based on their rank and crowding distance. Genetic operators are then applied to the population of parents to create a population of off-springs. Finally, the next population is produced by taking the best solutions from the combined population of parents and off-springs. The optimization continues until the user-defined number of function evaluations reaches 25000 (Deb et al., 2002). The computational cost required to run the optimization process in a single 2.4 GHz Intel processor was about 300,000 CPU seconds, 3 days and a half. Parallel computing with a PC cluster will considerably reduce the computational time, since each function evaluation can be performed independently.

Figure 7(a) and 7(b) show the optimum relative density distributions for a 2D hip stem designed with square and Kagome cell topologies. The x axis represents the amount of bone resorption for the implanted hip; on the y axis is the interface failure index. Among the optimal solutions, we examine three representative relative density distributions: the extreme points, A and C, of the Pareto frontier, for which one objective function has importance factor 0 and the other 100%, and solution B characterized by weight factors of 50%. For these solutions, the following characteristics are also illustrated in Figure 7: amount of bone resorption ($m_r$), interface failure index ($F(b)$), maximum shear interface failure ($f(\sigma)_{\text{max}}$), average porosity of each hip stem ($\phi$), and design fatigue safety factor ($SF$) from the Soderberg diagram.

The advantage of formulating and solving the problem as a multiobjective optimization task is that a set of optimum solutions are available to the user, without requiring to choose in advance any weighting factors for the objective functions. Once the whole set of Pareto solutions has been determined, the surgeon has the freedom to select the desired implant design based on the relative importance of the objective functions. Through a comparison of the results, we observe that an increase in implant porosity from point C to A results in a stiffness decrease of the implant. This increase, on one hand, lowers bone loss, and, on the other, enhances the risk of interface failure. The implant initial stability is the first objective in hip replacement surgery as it governs the long term performance and
the success rate of the implant. Therefore, the implant with maximum stability, solutions C in Figures 7a and b, might be selected from the Pareto front. By contrasting solutions B and C, we note a significant reduction of bone resorption with only a slight increase of the interface failure index. From solution C to B (Figures 7a and b), the amount of bone resorption decreases by 62% and 51%, respectively, and the interface failure index increases by 17% and 15%. Solutions B can thus be considered as preferred designs. It should be noted, however, that the selection of the best implant depends also on other factors, such as patient’s bone characteristics, the range of activity, age, and the desired level of bone mass preservation after implantation.

As can also be seen compared to the implant with square lattice, the implants designed with Kagome cells have better performance in terms of bone loss and interface shear stress. If solutions B in figure 7a and b are compared, we note that the amount of bone loss decreases of about 4.2% and the shear stress concentration factor at the interface reduces by up to about 24.5%. While both implants have been designed for infinite fatigue life, the fatigue safety factor has improved approximately 81% for the implant designed by the graded Kagome cell topology. The reason for this is that Kagome is a stretching dominated cell with higher mechanical strength compared to the square cell for a given relative density. This provides a wider range of relative density for the optimization search to choose the design variable from, and control the stress distribution at the interface. Moreover, lower values of relative density can be selected to increase the implant flexibility and reduce bone resorption. We remark here that beside mechanical strength, other physical parameters, such as pore shape, interconnectivity, permeability and diffusivity of the unit cell, should be taken into account for the selection of a proper lattice cell for bone tissue scaffolding (Hollister, 2005; Hollister et al., 2008; Kang et al., 2010; Reilly and Engler, 2010; Van Bael et al., 2012). Further research is required in the near future to address these aspects.

6 Verification of the numerical results

During the optimization procedure, AH is applied for the multiscale analysis of the cellular implants. Although this method is quite effective in computing the stress and strain distribution at each scale, the results needs to be verified especially at regions where the underlying assumption, Y-periodicity of field quantities, is not satisfied. This can include regions with locally varying structure, areas with a high gradient of field quantities, or zones in the vicinity of borders (Dumontet, 1986; Ghosh et al.,
The multilevel computational method can be used for the analysis of these critical regions (Ghosh et al., 2001; Raghavan and Ghosh, 2004). This method decomposes the computational domain into two levels of hierarchy: a) the detailed cellular microstructure and b) the homogenized medium. The region of interest, composed of a cellular microstructure, is modeled by a fully detailed FE analysis, and the results are compared with those obtained from the homogenization method to verify the periodicity assumption of AH. The following criterion can be defined to measure the departure from the periodicity conditions:

\[
\frac{F(\sigma_{ij}, \varepsilon_{ij})^{FEA} - F(\sigma_{ij}, \varepsilon_{ij})^{RVE}}{F(\sigma_{ij}, \varepsilon_{ij})^{RVE}} \geq C
\]

where the function \( F \) is a function of \((\sigma_{ij}, \varepsilon_{ij})\) and can be defined, for example, as the average of the microscopic stress over the RVE. The superscript \( FEA \) refers to the evaluation of the function \( F \) via a detailed finite element analysis of a given microstructure. The macroscopic displacement solution, obtained from the homogenized model, is imposed on the unit cell boundary of the detailed FE model, and the stress and strain distribution within the microstructure is obtained. The superscript \( RVE \), on the other hand, corresponds to the computation of \( F \) for each RVE through the imposition to the unit cell of a macroscopic strain with periodic boundary conditions. \( C \) is a user defined adaptation tolerance; \( C=0.1 \) can be considered as an appropriate transition value to map the homogenized model to the detailed analysis of the local microstructure (Raghavan and Ghosh, 2004). Here as functions, a) the average and b) the maximum value of von Mises stress over the unit cell, are considered respectively to verify the periodicity assumption of field quantities at the macroscale, and to assess the estimation of material yield in the lattice.

We investigate two regions to verify the results of AH: one at the proximal part, where the \( Y \)-periodic assumption of field quantities is expected, and the other at the vicinity of the implant boundary, where this assumption does not hold. Figure 8 illustrates the macroscopic von Mises stress distribution throughout the square and kagome lattice implants associated with the loading condition number 1 applied to the hip joint. The mesh of the macroscopic elements at the vicinity of the implant border has been refined to capture the interface stresses with a higher resolution. The stress and relative density distribution, shown in Figure 8, corresponds to the
solutions B in Figure 7. We can observe almost a uniform stress distribution in the proximal region of the implants; however, there is higher stress gradient at the vicinity of the implant boundary especially for the square lattice implant, which might affect the periodicity assumption of AH. To perform the detailed FEA and verify the results of AH, the microstructures need to be constructed at the specified regions. For the square cell, a 2×2 mm size is selected to satisfy the manufacturing constraint \((t_{\text{min}} \geq 0.1\text{mm} \text{ for } \rho \geq 0.1)\) and to uniformly tessellate the regions with a 5×5 cells block. For the Kagome topology, the RVE has a rectangular shape with the same cell size as the square in the x direction. To produce the cell geometry from the relative density distribution, 3×3 Gauss points are assigned to each cell, as shown in Figure 9. Using a Gaussian quadrature integration (Zienkiewicz and Taylor, 2005), the average relative density of the RVE is obtained as:

\[
\bar{\rho} = \sum_{i=1}^{9} \sum_{j=1}^{9} W_{ij} \rho_{ij}
\]

(15)

where \(\rho_{ij}\) and \(W_{ij}\) are the relative density and weight factors at each Gauss point, respectively. The relative density at each Gauss point is obtained with respect to its local coordinates within the macroscopic element of the homogenized model (Figure 9). Once the average relative density is obtained, the cell geometry can be constructed for both the square and Kagome lattices, as depicted in Figure 8. The displacement of the macroscopic solution is then imposed on the boundary of the cells block (Raghavan and Ghosh, 2004), so as to calculate the stress distribution of the microstructure. The average and the maximum von Mises stress for the unit cells is then computed and used in equation (14) to verify the periodicity assumption and the results of AH. To recover the stress distribution throughout the microstructure via AH, the average macroscopic strain is needed over the RVE. Figure 10 illustrates the macroscopic strains distribution, \(\varepsilon_{xx}, \varepsilon_{yy}, \tau_{xy}\), over the regions proximal and closed to the boundary of the square and Kagome lattice implants. As can be seen, there is a uniform variation of macroscopic strains in the proximal region, while there is high strain gradient close to the boundary which might affect the AH periodicity assumption. Therefore, the results obtained by the homogenization method needs to be verified. Using the procedure described above, the average macroscopic strain for each unit cell is computed; the strain tensor is used in equation (2) to obtain the
microscopic strain distribution throughout the microstructure, from which the microscopic stresses are calculated via the constitutive equation of the base material. For the block at the proximal region, the microscopic stress distribution of the unit cell located at the center of the block is compared with those obtained from a detailed FEA. For the block at the implant border, the stress distribution within the cell in the middle of the first column of Figure 8 is considered. Based on the results of several analyses, we have observed that a change of the block position has a negligible effect on the unit cell stress distribution if the location of the selected unit cell is prescribed within the implant.

The von Mises stress distribution of the unit cells, obtained by AH and by detailed FE analysis, are given in Table 2. The average and the maximum value of von Mises stress over the unit cells obtained by AH are also compared with the detailed FE analysis, and the relative errors, defined by equation (14), are illustrated in Table 2. For the square unit cell located in the proximal region, the average and the maximum value of von Mises stress can be estimated with an error of 0.98% and 7.1%, respectively. However, for the unit cells close to the boundary, a higher relative error for the microscopic stresses is observed as the Y-periodic assumption is not satisfied. For the Kagome lattice located in the proximal region, the relative error for the average and the maximum von Mises stress is 1.2% and 8.2%, respectively, percentages that increase to 3.8 and 18.6 when the Kagome unit cell is located at the implant boundary. Considering C=0.1 as the criterion for creating the transition from the homogenized model to the fully detail analysis, it can be seen that the periodicity assumption can capture the average of the macroscopic stress distribution throughout the implant with an error below 0.1. The average macroscopic stress in Table 1 can be used to assess the material yield at the microscopic level of the lattice struts. For unit cells located at the implant boundary, where non-periodic local heterogeneity and non-uniform macroscopic field exist, the finite element mesh superposition method integrated with AH is better suited to capture the microscopic stress distribution with higher accuracy (Takano et al., 2010; Takano and Okuno, 2004; Takano et al., 2000; Takano et al., 2003). This would significantly reduce the computational cost of the numerical simulations, since a fully detailed FEA of the implant might be unfeasible. The computational cost required to perform a single simulation of a fully detailed FE model of a cellular implant on a 2.4 GHz Intel processor is about 1,500 CPU seconds. Considering 25000 function evaluations for the optimization procedure, the
simulation time required for the fully detailed FE model would be $3.75 \times 10^7$ seconds which is about 100 times higher than the simulation time needed for the analysis of a homogenized model.

7 Discussions
In this section, we examine the results within the context of a performance comparison of other implants currently available in the market as well as on the manufacturability aspects. As a benchmark for the comparative study, a fully dense titanium implant is chosen. Its bone resorption and the distribution of local shear interface failure are determined, and then compared with those of the cellular implants represented by solutions B in Figure 7 for both the square and Kagome lattice.

As expected, Figure 11a shows that for a fully dense implant, bone mass loss is about 71.4%. This initial postoperative configuration of bone loss is in good agreement with that in literature (Huiskes et al., 1992; Weinans et al., 1992a). A high amount of bone resorption is found throughout the medial and lateral part of the femur around the fully dense stem. Compared to the fully dense implant, the amount of initial postoperative bone loss of the square and kagome lattice implants decreases, respectively, by 53.8% and 58%. This shows that the design of a flexible implant through a graded cellular material has the beneficial effect of improving the load-sharing capacity of the implant with the surrounding bone, thereby reducing bone resorption.

Figure 12 shows the distribution of the local shear interface failure, $f(\sigma)$, around the fully dense titanium, square and kagome lattice implants. At each point, the maximum value of interface failure caused by any of three loading cases is shown. Since the function $f(\sigma)$ is the interface shear stress normalized with respect to the local shear strength of the bone, high probability of interface failure is expected for $f(\sigma) \geq 1$, whereas for $f(\sigma) < 1$ the risk of interface failure is low. For the fully dense titanium implant, we observe that the maximum value of shear interface failure occurs at the distal end with magnitude of 0.96. This means that the shear stress is almost equal to the shear strength of the host bone, which may cause interface micromotion and prevent bone ingrowth. For the square and kagome lattice implants, the maximum shear interface failure reduces significantly of about 79% to 0.19 and 0.2, respectively. An optimized graded distribution of the cellular microarchitecture can reduce the stress distribution at the implant interface. For the numerical verification, the interface shear stress of fully dense titanium implant is also compared with those obtained in literature (Kuiper and Huiskes, 1992, 1996). We have that the interface shear stress varies from 3.8 MPa at the proximal
region to the maximum value of 42 MPa at the distal end, which is in good agreement with the stress regime available in (Kuiper and Huiskes, 1992, 1996).

The fatigue analysis of the fully dense titanium implant shows that its safety factor is 4.95. Although this value is about two times higher than the corresponding value of the kagome lattice implant, a safety factor of 2.3 for kagome lattice implant can be still considered as a reasonably safe margin for the design against fatigue fracture. To improve the implant fatigue strength, either a lattice with smooth cell geometry could be considered (Abad et al., 2012), or the implant core can be designed as fully dense.

To assess the manufacturability of the implant microarchitecture, 2D proof-of-concepts implants were fabricated via EBM. Ti6Al4V powder supplied by ARCAM (ARCAM, 2013) with powder particle size between 45 and 100 micron was used for fabrication. The relative density distribution of solution C in Figure 7a was selected and mapped into a square lattice implant with the following cell size: 1 mm, 2 mm, and 3 mm. A uniform cell tessellation was assumed to draw the geometric model. 3×3 Gauss points were assigned to each cell, and the average of relative density was computed through equation (15). The geometry of each lattice cell was then calculated from the average relative density and the size of the unit cell. STL files of the cellular implants were created and finally processed by EBM.

Figure 13 shows the implants with their representative microstructure. An optical microscope equipped with a digital camera was used to measure morphological parameters of the cell, such as cell wall thickness and pore size. No sign of fracture or incomplete cell walls was inspected, an observation that shows good metallurgic bond between cell walls and structural integrity of the lattice. Figure 14 provides the comparison of the average cell wall thickness and pore size between the nominal values and the fabricated parameters for each prototype.

For the implant with unit cell size of 1mm, the average wall thickness and pore size exhibit a high relative error. The average wall thickness of the fabricated implant is 33.5% higher than the nominal value, while its average pore size is 53.6% lower than the nominal one. As can be seen in Figure 13, the pores are partially filled with non-fully melted powder particles, a side-effect that increases the wall thickness and decreases the effective pore size. Although the pores size range between 60 and 560 μm is still an optimum range for bone ingrowth, the average pore size has decreased of 46%, from the nominal value of 660 μm to the real size of 306 μm.
On the other hand, for cell size of 2mm and 3 mm, the morphological parameters are in a good agreement with the design values. The difference between the average pore size decreases from 5.5% for 2mm unit cell size to a negligible value of 0.1% for 3mm cell size. While a cell size increase provides more control on the results, it may lead to a pore size greater than the suitable size for bone ingrowth. For the prototype with unit cell size of 2 mm, the pore size varies between 323 and 1305 μm with an average of 1040 μm; this value is slightly higher than the optimum size for bone ingrowth. For the implant with unit cell size of 3mm, the pore size range is between 395 and 2240 μm with an average of 1660 μm, which is significantly higher than the optimum size prescribed for bone ingrowth.

To provide a suitable environment for bone ingrowth, a periphery layer with either a smaller unit cell size or a conventional porous coating is suggested to be integrated on the implant surface.

Exploratory in nature, this study holds some limitations, which are here discussed. For the numerical simulation, the material has been assumed free of defects with mechanical properties comparable to those of the bulk material. The effect of unevenness of samples surface leading to surface curvatures and corrugation could be also accounted for. These defects result in local non-periodic heterogeneities and stress concentrations which affect the stiffness and strength of the lattice. A multiscale finite element analysis (Takano et al., 2010; Takano and Okuno, 2004; Takano et al., 2003) combining enhanced mesh superposition method with AH theory could be implemented. In addition, further work is required to examine the sensitivity of the results to variations of bulk material properties. Another aspect is the simplification of the 3D model of the implanted femur to a 2D model. To extend the proposed procedure to three dimensions, the 3D geometry of the implanted femur should be created. Then the topology of the three-dimensional lattice at the periphery of the implant should be selected to respect desired values of porosity and cell interconnectivity (Cheah et al., 2003a, b) to meet bone vascularization requirements. Finally, more detailed models on bone resorption (Boyle and Kim, 2011a, b; Weinans et al., 1992a; Weinans et al., 1992b) and implant stability (Abdul-Kadir et al., 2008; Viceconti et al., 2006; Viceconti et al., 2001; Viceconti et al., 2000) could be used to assess both the short and long term performance of the implant.

8 Conclusions

A hip-joint implant with a graded lattice material can improve the load sharing capacity of the implant with the surrounding bone tissues as well as decrease the amount of bone resorption. In this study, the
lattice microarchitecture of a 2D proof-of-concept implant has been designed against fatigue fracture to support cyclic loads in the hip joint. Asymptotic homogenization has been used for the multiscale analysis of the structure to obtain the stress distribution at the macro and micro scale, while the Soderberg fatigue criterion has been integrated in the procedure to design the implant for infinite fatigue life. The numerical results obtained have been verified via a detailed FE analysis. Square and kagome lattices have been used in a multiobjective optimization procedure to simultaneously minimize bone resorption and interface failure. It has been found that for the square and kagome lattice implants the amount of bone loss is respectively 54% and 58% lower than that of a fully dense titanium implant. The maximum shear interface failure at the distal end of the implants decreases as well of about 79%. Finally, a set of 2D proof-of-concepts have been fabricated with EBM to demonstrate the manufacturability of the lattice implants.
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Table Caption

Table 1 Yield surfaces as a function of relative density for square and Kagome unit cells

Table 2 Comparison of microscopic stress distribution obtained by detailed FEA and AH for the unit cells located at the proximal region and closed to the implant border
Figure Caption

Figure 1 Effective elastic constants as a function of relative density for the (a) square and (b) Kagome lattices

Figure 2 Yield surface of a square cell topology under combined multiaxial macroscopic stress state (\(\sigma_{xx}, \sigma_{yy}\) and \(\tau_{xy}\)) for a relative density \(\rho = 50\%\)

Figure 3 Yield surface of a Kagome cell topology under combined multiaxial macroscopic stress state (\(\sigma_{xx}, \sigma_{yy}\) and \(\tau_{xy}\)) for a relative density \(\rho = 30\%\)

Figure 4 Yield strength as a function of relative density for (a) square and (b) Kagome

Figure 5 Flow chart illustrating the fatigue design methodology of a graded cellular hip implant

Figure 6 a) 2D Finite element models of the femur and b) the prosthesis implanted into the femur

Figure 7 Trade-off distributions of relative density for the optimized cellular implant made of a) square and b) Kagome lattices

Figure 8 Regions used to verify the results of the AH model (left and middle) with respect to a detailed FE analysis of a 5x5 lattice microstructure (right)

Figure 9 a) 3x3 Gauss points in the RVE; b) superposition of the RVE on the macroscopic mesh of the homogenized model

Figure 10 Macroscopic strain distribution (solution B in figures 7a and 7b) as a result of load case 1 at (a) the proximal part and (b) the border of the square lattice implant, and (c) the proximal part and (d) the border of the kagome lattice implant

Figure 11 Distribution of bone resorption around (a) fully dense titanium implant, (b) graded cellular implant with square topology (solution B in Fig. 7a), (c) graded cellular implant with Kagome topology (solution B in Fig. 7b)
Figure 12 Distribution of local shear interface failure $f(\sigma)$ around (a) fully dense titanium implant, (b) graded cellular implant with square topology (solution B in Fig. 7a), (c) graded cellular implant with Kagome topology (solution B in Fig. 7b)

Figure 13 Fabricated Ti6Al4V graded cellular implants with their corresponding microstructure

Figure 14 Cell wall thickness and pore size of cellular implants fabricated with alternative cell size are compared to the nominal design parameters. $\Delta$ represents the difference between the average as-fabricated and the nominal values