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Résumé 

- ... 

Etant donnés un ensemble fini X'~de points} un ensemble de transformations de X 

(générateurs) et une alltre transformatidn f de X, 0 on analyse ~ complexité du 

problème de l'appartenance, qui consiste à décider si f' peu t être obten u par compo-
, .. 

sitions' successives des générateurs. Ce problème est étudié pour diverses classes 
(pseudovariétés) de monoides. Sa complexité est NP-diffi~i1e pour les monoides de 

seuil 2 ou plus, en particulier NP-complet pour les monoides commutatifs, J- et R­

triviaux. Pour les monoides idempotents (apériodiques de seui] 1), le problème de 

l'appartenance -est NP-complet dans le cas gén éral. On identifie également la plus 

grande classe de monoides apériodiques pour laquelle le problème appartient à FL, de 

même que la plus grande classe pour laquelle le problème de l~~ppartenance n'est pas 

NP-difficile. 

Le problème qui consiste à caractériser un mon~ide idéll?potent est ~galement étudié: 
étant donné un ensemble de transformations, on peut dé<lider en N02 si le monoide 

qu'il engendre est idempotent. Des tests similaires sont donnés pour les classes de 
~ 

monoides idempotents Ri et Lb dont ta complexité est NOl, 

Une borne supérieure dans le modèle séquentiel classique est fournie pour chacune'aes 

't-omplexités en parallèle susmentionnées. 
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Abstract 
Ji 

'~ 

·Given a finite set X of states, a finite sei of transformations of X (generators), and 
, . ,~ .. 

another transformation 1 of X, we analyze the complexity of the membership prob-
• e 

lem, which ,consista in deciding wh ether 1 can be obtained by composition of the gen­

erators. This problem is studied for v~rious classes (pseudovarieties) of monoids. It is 
shown that the complexity is Np,.hard for monoids of. threshold 2 or more, ap.d NP­

complete i,n commutative, J- and R-trivial monoids. For idempotent monoids 

(aperiodic of threshold one), the problem is NP-complete in t~e general case; subcases 

are analyzed, ,and a largest class of aperiodic monoids is iden tified for w hich, the prob-

, lem is in FL 1 as weIl ,as a largest class for which the problem is not NP-hard, 

The ptoblern which qonsists in characterizing an idempotent monoid is ~ addressed: 

given a set of transformations, it can be decided in NC 2 wheth13r the monoid they 
generate is idempotent. 'Stlnilar tests are given for the classes of idempotent monoids 

. RI' and LI' In these cases, the complexity ià NOl. 

A sequential upper bound is aiso given for each of the parallel complexities ,given 
~ 

above. 
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Introduètion 

This thesis analyses the computational complexity of the Membership Problem, -~, 

defined as follows: • c 

Given ,a set A of transformaJions of a set'X (both finite), Imd another tr,ansformation 

/, deca'de whether f be/ongs ta the monoid generated by A. 

The input for 'an instance of this pr6blem is a de~cription of the action of the n 

transformations of A o'n the tn elements of X, plus a similar description for 1 . The 

size of tpe input and- the computational complexity of the prohlem are measured in 

terms of the two parameters;n and n . 

This complexity ranges from n~~t-to-trivial (a monoid can have as little as one ele­

men t), up to complete for PSpace in the general case, a résult prç>ved by Kozen [Koz]. 
The Problem can be restricted to a given class of monoids, in which case its complexi-

, <. 

ty may end u!? somewhere between these two extremes. " 

The" Membership F-roblem was first studied jn the context of' ermutation groups 

(Group Membership), as a part of the already weB-established fi Id of computational 

group theory; its study w~ particularly motivated by the iinlè " etween problem on 
permutation groups and the Graph Isomorphism Problem (see [Hof]). A first result 

w.as Sims' tp,lgorithm [Sims], which provided a polyno~ial-ti~e se4uential membership 

test [FHL,Jer]: More r(l?t rese'arch has been directèd at find,ing the parallel compu­
tational complexity of the Membership Problem, which was sho*n to he feasible in 

polylog time on a polynomial number of processors, first for Abelian groups by 

McKenzie and Cook, who provided an algorithm later completed by Mulmuley 
[MeC,Mul], then for solvà.ble groups [LMK], and recently for the general case of arbi­

trary permutation groups [BLS]. 
The purpose of this thesis is to partially fill the void which rerriained between this 
successful work ont groups' and Kozen's result. It deals primarily with aperiodic 

rrlonoids, and studies how the complexity of the Problem rises when ascending the \ 

hierarchy of monoids classes. 

• J 
The above-~entioned research on groups has not be~'stricted to the sole Member- . 
ship Problem: problems such as finding the order of he group, computing generators 

for certain subgroups (poi~twise and setwise stabilizer , intersections), or testing for 

isomprphism have 301so been studied [FHL,McC,BLS;Hof]. Similarly, other problems 

on monoids have been looked at, such as the complexity of computing the monoid ele- ' 

ment corresponding to a given expression [CFL,BP], and characterizing semiautomata, "~ 
" by their transforma.tion monoids (and con~ersely) [GBB,Stei,Ste2]. 

The theory of mono!~s is closely linked to the ~heories of languages and of a~Jtorrrata 
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[E il,J.. aIl] , 50 that classes of auto~ata can be d~fined and described in term~ of their' 
transform,ation monoids or of the type of langu'ages they recognize. Transformation ;; , 

monoids can therefore be related to modttls ofr;oo~putation and, be~nd, to classes (\f 

-comp~tation~l complex.ity .. Work is currently being don.e with Ule intention of cstll.b­

lishing more precise links between t~ese theoJies, and possibly gain more knowledge 

on the theori of computational complexity. For instanée,< recent resC'arch, has been 

concerned with classes of .non-uniform Boolean circuits, su ch as N.O 1, defined by cir­

cuits ~f polynomial size' a'nd logarithmic depth with gates of constan t fan-in and un-

'bounded fan-out, and lts subclass ACQ, where the circuits have constal\t depth and 

the gates unbounded fan-in. The r,esults obtained so far include the proof thll.t the 
, . 'l, 

languages belonging to non-uniform !'lC t are exactly those recognized by polynomial-

sized branching prograf!1s of width five [Bar], similar relationships establishcd bctween • 

ACQ and its subclasses and polyhOlnial-sized non-uniform tleterministic finite automa-

ta on~arious classes of monoids [BT], and a characterization of non-'uniform ACQ in 

term,s of the complexity Df corh pu ting the product' of a fist of elell}en ts of. a monoid 

[CFL]. , 
These results actually establish strict inclusions between thesc complexity classes. A 

natural extension of this work is therefore to look for a ~milar kind of chal'acterizll.-1 _ 

tion for other models of computational c~mplexity an'd their Il.Ssociated classes, i~ an 

attempt to solve open questions such as the well-known NP-problem, or the rcl~tion-
~ ~ 

ship betwéen NO and FP . ....., 
• (l 

The Membership Problem has advalltages which could make-'it useful for r-esearch in 

this vein: it is defined for all classes of monoids, including groups, and its computa­

tional complexity covers a wide range of complexity classes, while not rising as rapidly 
• < 

as that of other problems on monoids, to which the Membership Problem reduces (see 

chapter Seven). ./ 

'. 
The data for the Membership Probrem include a list of generators for a transforma- L oP 

tion monoid; verifying wh ether this mono id belongs to a given class is an important 

problem by itself [Stel,Ste2]. In thï.s thesis, it is identified as the nlass Test, and will 
be discussed for most of the classes in which the Membership Problem is .c'Ônsid-ercd. . . , 

> \ 

olt has been chosen in this thesis to work within those models of cbmputation alrca4y 

used for the study of Group Membership, that is, the usual one-processor sequential 

model al!? the synchrono~s uJliform Boolean ~ircuit, introdüëed by Borodin [Borj. 

Given this choice, the approach preferred has been to <fxplore the lattice of c1!l86cS of 

monoids, looking for upper bounds or completeness results, with a particular cm­

phasis on those classes where polynomial-time sequential complexitie#l) can be ob~ 

tain~d. In su ch cases, beth a parallel and a sequential algorfthm were BOught. The 

upper bounds thus obtained are not known to -he tight. Techniques to find lower_ 

bounds are still te be developed; furthermore, in the context of a first look at a yetL 
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. unexplored are a, it
Q 

s~emed reasonable to leave aside a se arch for lo'wer bounds , until 
, ) 

research done? on a wide enough range of monoid c!asses would allow to decide where 

a more det.ailed analysis is worth doing. 

Overvièw of the thesis: The' rest of this thesis is divided into six chapters, the tK'ree 

central ones dealing with different classes ?f monoids. With the exception of more spe-
'cialized data, ail the necessary b~kground and definitions have been gathered in 

i chapter Two. In chapter Three, it is shown that testing mem bership in arbitrary 
commutative transformation monoids can be reduced to testing in aperiodic commu­
tative. monoids and Abelian permutation groups. The ~ other results Of this chapter 

open the way for the ~iscussion which follows in the rest of the thesis: it is proved 

Il, 

',that membership testing in monoids of threshold 2 or more is NP-hard, and in N03 

for commutative monoids of threshold one. Chapter Four explores the direction of 
idempotent moboids (aperiodic of threshold one); its main results are that _ t,he 
Membership Problem, for such monoids in general, is NP-complete, and that there is 

a u"nique largest class of aperiodic monoids for which the Membership Problem is in 
FL, and another largesf class for which it is feasible in polynomial sequential time. 
The thesis is concluded, with commen ts on other classes of monoids, ~n which the 

Membership Problem is intractable, but in sorne cases possibly not in NP (chapter 
Five~ a discussion of the consequences of considering transformation semigroups in­
steaâ of monoide (chapter Six), and an application of the methods used in thisO thesis 
to other problems in the theory of automata (chapter Seven). ' 

t ' 

The standard nomençlp.ture for statements ('Theorem', 'Lemma', 'Proposition', 

'Co'rollary') will be rese~ved for new reeults, although the reader will observe that 

sorne propositions and corollaries have been obtained by merely looking at known 

facts from a different perspective; the name 'Fact' will be used to designate data tak-

en frorn the literature, with the reference given, or to results for which no ?riginality 

is claimed. J 
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( II Background 

2.1 Monoids, and their represen~tions 

Q o 

Most of, this section is based on the standard references in the field of semigrO\lp 

theory {CP ,Lall,Eil] and in the closely related theories of finite automata [LP,HU) and 

O~f formaI languages '[Pin]. I-t is assumed that the reader is familiar 'with ail three 

fields. More specialized background will be introduced in the other chaptera, immedi­

ately before it is needed. 

A semigroup is a set equipped with an associati~e bin ary operation. Givpn a set X, a 

transformation of X' is a mapping from X to X. A set of transfo.rmations, with the or­

dinary composition of functions as the b'inary operation, will be a scmigroup whenev­

er it is I:Itable Ulnder this operation. In particular, given a set A of transformtl.tions oi 

X (generators), the smallest semigroup containing A (the 8emigroup generated by A, 

jenoted <A», will coincide with the set of ail transformations of X exprcssible as 

composition of elements of A. l 

A monoid is a semigroup S containing a neutral element, that is, an element 1 BU eh 

that 9 1 = 19 = 9 for e,yery 9 ES. The identity transformation l, which maps every 

element of X on itself, will be the neutral element in ail the monoids considered in 

this thesis. 

Throughout the thesis, the words 'semigroup' and 'monoid' will always be undcrstood 

to mean 'transformatf~emigrO~p' and 'monoid'; wh-ene,ver abstract monoids are 

considered 1 this will be specified explicitly. ':::'t1 
Here are SônÙ! definitions related to a semigroup <A> of transformations of X: 

"' ' 
- the elemen ts of X sh ail be called states; " 

- the image of st~te x by transformation ~ ,is denoted xg ; 

- for Y ~ X and 9 E <A>, define Y g = {yg 1 y E Y }; 
- for x E X and 9 E <A> 1 define xg -1 = { y E X 1 yg = x }; 

1\ 

- similarly, with Y C X, define Yg-I = { x EX 1 xg E Y}. 

Ali sets considered in this thesis are finite, with the exception of the free semigroup. 
on A, denoted A+, and the free Illonoid A' ... A+ U {Il. \ "" 

In a finite semigroup, if an element g is composcd with i\self, then eventually 

g' t +f = g t for sorne t ~ 0 and q ~ 1; the smallest sueh jntegers are called the th res­

hold and the period of g. An element with period q = 1 is callcd aperiodic, white a 

transformation with threshold t = 0 is a permutation:- Furthermorc, an clement 9 

for which t = q = 1, that is, such that g2 = g, iB called idempotent. 

These definitions extend to the semigroup as a whole: a (transformation) semigroup 
" ~ 

whose ele~ents ail have threshold zero is a (permutation) group; a semigroup whose 
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elements a.1I h~v"e period one la called ape;iodic, or g;o-;;p:j,ee. A ~~içoup is sa.id to , ' 

be oC thresbold t if the largest threshol~ ita. flements cao have is t. An i~empote_ot 
semigroup is tberefore défined as being àperio~ic of threshold o~e. 

As. far 88 the Me ership Problem~ is coocerned, there is 00 differenc~ ~~tween wdrk­
ing in a given, emiu: p S or in the monoid Su {I}: whether the data. given 

-represents a sernigr up'or a monoid can be easily tested~ 

Fact/2.1: SemigrouJ? <A> conta.ins the id'entity tra.nsformation Uf at least, one 

element 0$ A is a permutation. 

J 
l'roof: For any permu.tation 9 of m states, one has 9 ml == 1. Conversely, permùta-
tions are the only transformations for which the sets XI and X have the same cardi­
nality,5O that I c_an be generated by nôthing but permutations. 0 

ln the. rest of this- thesis, with the exception of chapter Six, it will exclusively be }IUeS­
tion of monoids; X~ en a set A of generating transformations, the notation <A> will 
be understood tg present the union of th.e semigroup generated by A and of the sin-, , 

gleton {ll, this addition being redundant if A contains a permutation. The definitions 

an~ facts which follow in this chapter are given in -ter ms of monoids; however, they 
can be applied to semigroup; as weIl, with but minor modifications in sorne cases. 

, ~ -

Greèn'a relations [Gre] are equivalence relations inside monbids, defined as follows: for 
every elemen ta j and 9 of a monoid S, oné has 

1 L 9 1ft' there are u ,v es such that ul = 9 and f == vU; 

1 R " iff there are u ,v e S,such that'j u == 9 and! == Uv; 

1 H 9 iff 1 R 9 and 1 L g; 
" .. 

1 J,1ft' thereareu,u,u'.,v' eS suchtha~/u~ = 9 and! == "gv'; 
1 D,1ft' there is an h e S such that! L A and h R " or conversely. 

Relations D and J coincide in finite monoicls; the lanel J will therefore be used to 

represent both. Equivalence classes for these refations are called L-, R., J-, and H­
elasses. Notice that, in an aperiodic monoid, the H-classes are trivial, that is, they aU 
cons.st of a unique element [Pin]. 
Green's relations induce the f9110wing conditions on transformations. 

, 

, Fact 2:2: [Cp.,LaU} In any mo~id of transformation'S ,of a finit~ set X, ODe h~: 
1 .j , only If 1 XII... 1 Xg l, ' ' . 
1 L , only if XI - X,. , 

, , 
1 R , only if for aU , e XI , there is an :r E X, such thJl.t 111 -1 _ :r,-I. 

A mon~id of tra~srormati)~ 

• 

of a. set X given by a. set A of generators can be . 
0> 

1 . 

(~ \1 
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represented as a semiautomaton, denoted (X,A), which ïs-a...directed grl!-ph with a ver­

tex for every state of X, and an edge labe,led 4 from vertex « to vertex «a , Cpr every 

« E X and a E A. The monoid <A> oC transformations of X is the transformation 

monoid of the semiautomato~X,A). Definitions related to this representation are: 

• a source: astate is a ~urce for <A> if. the corresponding vertex in (X,A) is of inde­

gree zero, disregarding trivial loopsj, . 

- a confiected component, or CC: semiautomaton '(X,A) is partitioneAnto CCs by~e" 
foUowing relation qf equivalence:, two states belong to Ithe same CC ur there is a' 

path between them" in tlle semiautomaton, disregarding the "direction of the edgès; 
IJ Q., th 

- a strongly connected component, dr SCC: semiautomaton (X,A) 'is partitioned into 

secs by the follo~in~ relation ~f equivalence: two states ~ and SI belong to the same 

sec if[ there are an f and a fJ in <A> such that:.I = SI and JIU = :; 
- a 8ub-SGG of a strongly connected component K of (X,A) is an sec of the semiauto­

maton (K,B), where B is a sub&et of A;" 

- a maxima/state (resp. ~Cc): state : ~ill be maximal for a subset B of A iC, for every 

a E B, :ra .. :t (resp. an sec K is maximal for B when Ka ~ K for ail a E B); 
- a state of (X,A) is called a sink if it is maximal for A; , • 

- a sec' is said to dominate the connected component of (X,A) it is inclUJt.ed in, if it is 

the only sec of this CC to be maximal for A. 

In the context of the theory of languages, the generators of A can 'he seen as ch~ràc­
ters, and an expression can be regarded as a word, that is, an element oC the free 

monoid A' 1 with the empty word denoted e. More formally, an abstra.ct monoid S, 

defined as S - (E .-,1), whete E is the set of monoid elements, _ the operation, and 1 

the identity, is said to be generated by a set A of characters under the mapping 
• 

4J : A-E if 4J can be extended to the free mono id A' in order to have 
~ 

~(al •.• 4.),= ~(al)_' •. -4>(a ll ) for every word al'" a~ E A+, and ~(e) - 1, 50 

that ? is a surjective homomorphism. 

This mapping defines a relation of equivalence on A- (the kernel of 4J, denot~d Ker~, 

see [LaUj, chapter One, Proposition 4.2): words w, and 1112 are equivalent 1ft' 
t 

4>( w 1) = 4>( W2)' This relation is a. congruence, in tha~ it satisfies the proper,ty that, if 

words v, and V2 are equivalent by the relation, then 8O_are tltI,W and Utl2W, for every 

fi JW E A'. ." 
~ In the rest of this thesis, given a monoid generated by a set A, the notation q, will be 

reserved for the homomorphism which maps A- onto tll'è abstract monoid isomorphic 

• to <A>, and by extension, onto <A> itself (canonical homomorphism). 

-
The maza'mal alphabet oC a transCormatiop 1 E <A> is defined as the set oC ail thoee 

chara.cters which can appear in an expression of f : 

• 
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/ 
a (J ) - { /J E Ail - ,ah (or sorne "la E <A> }. 

, ' 

Th is shaH Dot be confused with the alphabet of a word W E A-, denoted a( w), which 

îs the s~t of those characters which appear in ·'w. An equivalent definition for a (J ) 

is therefore: a (f ) = U a( w ). 
1 - ;(.) 

The~xpre8Sion 'class of monoids' used up to DOW meaDS the set of aIl th~se monoids 

sharing sorne set of properties. These 'classes' are formally defined as p8eu~ovarietie8, 

that is, collections of finite monoids, closed under homomorphism, taking of sub­

monoïds, and under finite direct products [Eil,LaU] (a submonoid is a subset of a 

mono id which is itself a monoid). Thro~ghout this thesis, the words 'class' and 'pseu­

dovariety' will be considered synonymous. 

A monoid belongs to a given class iff it satisfies to a set of conditions, which define 

the pseudovariety. These co'nditions can be given in terms of defining identities, a set 

of equations which ail the elements in the monoid must satisfy to. For instance, the .. 
class of the aperiodic monoids of threshold t is defined by the two identities 

1, - ,1 and 9 t +1 = 9 t . 

Pseudovarieties can aIso be defined in terms of ~ongruences. A monoid generated by 

an alphabet A defines a relation of equivalence between the words of A-, as explained 

above. A pseudovariety can aIso be defined by a relation on A', which every monoid 

belonging to it must satisfy: if the cIass P defines relation l!- on A- , th en the monoid 

S, defined by the congruence T, will belong to P iff R CT. It can happe'.l that 

R ... T, in which case S is called the free monoid on A for claS8 P. It is worth notic­

ing that the cardinality of the free monoid coincides wi1{h the index (number of 

equivalence classes) of the congruence R, which is not always finite. 

This section is completed by two examples which illustrate the notion of pseudo­

variety-. 

Fact 2.3: Let ~e semiautomaton (X,A), with transformation monoid S, be parti­

tioned into conn~~ted components Kil' .. ,Kj, .and let ·S, be the transformation 

monoid of (Ki ,A). Then S belongs to a given pseudovariety iff each Si belongs to 

this same class, 50 that the Class Test can :be \rformed on" each connected com-

ponen t separately. . \ 

proo!: Each monoid S" is generated by the alphabet A, through its individual canon­

ical ho~omorphism, denoted l/Ji' Assume that each Si belongs to the pseudovariety 

P, and cQ.nsider the direct product SIX ... X SIl whose elements are of the form 
\l,~ 

(tPI(Wl),' .. ~i(wi))' Observe that S is isomorphic to {(l/JI(W), ... ,l/Jj(w» 1 W E A- }, 

a submonoid of SIX' .. X Si' Therefore, if S" ... , Si belong to P, then 50 does S. In 

the other direction, it suffices to observe that if ~ery element of S satisfies to the 

defining identities of PI then so do the elements of every Si' 0 

)/ 

,. 
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'" Example: In the pseudovariety Al of a.Il finite idempotent monoids, which defines 

relation •• ~ on A· , the defining identity ,2= ~ (idempotency) implies that any word 

of A' tContaining a square, that is, of the shape UVVttl , will be equivalen t to the same 

-"word where the square vv has been reduced, that is, to UVttl-: In every idempoten.t 

monoid:zgenerated by the alphabet A, the words UIIVW and tlVW will r~ain cquivalent; 

this is an example of the inclusion of ~ in the relation R defined by ·t1~1 monoid. ~ 
'The canonical homomol'phism 4> by which the free idempotent monoia generated by 
alphabet A is obtained from A' is such that Ker 4>::1 ~; this congruence is of finite 

• 0 • 

index [GrR]. 

2.2 'Complexity Theory 

~ 

As was mentioned in chapte~ One, this thesis analyses problems whose computational 

complexity covers quite a wide range, and is aimed at discovering where these proh­

lems ~re located on the lattice of com'plexity classes. In what follows, it is expected 

that the reader is familiar with the theories of sequential complexity and of in tracta.­

bility [.\,HU1,HU,GJ]. In particular, the reader is referred to [GJ] for definitions of 

the notions of NP -completeness and NP -hardness, which will be used in this, thesis, 

a.nd for a comprehensive survey of the open problem concerning the relationship . 
between the complexity classes FP and NP . 

The Membership Problem and the Class Test satisfy to the definition of a decisÎon 
problem, whicn can be charaderized by ~ total f~nction{,from {O,l}" (the input} onto 

{O,!} (one-bit answer). However, other problems used in this thesis require a descrip­

tion in ternis of a search problem, described by partial, ~ultiple-valued functions 

from {O,!}" (the input) to {O,l}m; a circuit is said to compute this function if it 

returns one of the possibly many m - bit long solutions in the case thcre ia at least one, 

-. and reports the non-existence of solutions otherwise. Classes of sequential complexity 

can be defined in terms of search problems: for example, the class FP is the set of . 

those se arch problems solvable by a sequential processor in polynomial time. Similar 
'\t 

definitions a,pply for FL (se arch problems feasible in deterministic logarithmic space) 

and for NL (non-deterministic log-space). 

For parallel complexity, the model u,!3ed in this thesis is the Synchronous Boolean Cir­

cuit; it is discussed in Cook's survey [Cook], on which the rest of this section is based. 

A Boolean circuit consista of a directed acyclic graph whose
D 
edges are wires and wh08e 

~ 

nodes are gates with fan-in zero (data gates), one (NOT gates) or two (other Boolean 

gates). Of the data gates, n of them actually provide the input, while the ~ther8 give 

constant values (0 or 1). ran-out is unrestricted.! With m gates labelled output gates, 



( 

c 

- 9-

the circuit will be computipg a function from {O,l}" to {O,l}m. The Bize of the circuit 
js the 'Oum ber of gates it con tains, and its depth is the longest p~th from an input 

node to an output node. 

The Boolean circuits designed to solve a given problem are defined in tèrms of circuit 
Jamilie8 <an >,;of which the n/~ member a" computes the same function for aIl 

inputs of size lt most 9 (n), with 9 a polynomially-bounded, monotonie 'increasing 
function. Circuit families are required to be uniJorm, so that the n Il. circuit can be 
constructed in a realistic fashion. The deflhition of uniformity adopted in this thesis is 

1) that of log-8pace' uniformity, _ for which circ'it\ a" must be constructib~ by a deter­

ministic Turing machine with 'value n as an input (in binary notation), and 0 (logn) . 
storage space at its disposaI. 

?t 

Complexity classes for paraTIel computation are defined in the following fashion. The 

class NO" is the class of aIl problems solvable by a (log-space) uniform circuit family 
<a,,>, with·Size(a .. )= nO(I) and Depth(a .. ) = O(log"n). The class NO is the 
union of ail classes NO" , and is included in FP . ~ 

The class NO can be defined in terms of several other models of paraUel computati9nj 

a parallel algorithm written within the above model can be translated in terms of, for 
example, ParaIlelltandom Access Machines (with protocols such as Concurrent-Read, 

Exclusive-Write), at a cost of possibly inc~easing the exponent of logn in the depth, 
but still retaining polynomial-size and polylog-depth. 

Proving upper bounds on parallei boolean circuits can be done using NOI-reducibility: 

a problem 1 is NOI-reducible to a set S of problems, denoted 1 <, S,~iff 1 can be 
~computed by a uniform family of circuits of size n 0(1) and depth 0 (logn ) using oracle 

gates for problems of S. In èounting the depth of this circuit, an oracle node 9 counts 

lt88 depth r log(r +8) l, where rand 8 are the size of the input and output of g. 

In aIl cases considered in this thesis, oracle gates will count for depth 0 (logn), and 

the NOl reductions will follow a similar pattern: they will consist in rearranging the 

data in order to put it in a form acceptable as an input for the oracle gates, an opera­

tion done by a log-depth circuit; the output of the oracle will then he taken as such 

or fed into a circuit for sorne boolean operation, so that there is no more than one 

oracle gatc along any path from input to output. In the case of an algorithm consist­
ing of several steps, the output from one step is fed into the next step, at the cost of 

possibly sorne NOl data reorganization, so that the overalf depth of the circuit for the 
whole algorithm remains logarithmic. 

Here follow sorne facts from the theory of N0 1-reducihility. 

Fact 2.4: The relation of NOl reducibility is transitive. If 1 is a problem and S a 
" , 

set of problems, if S C NO', and 1 ~ S, then 1 E NO". The class NOk is closed 

.. 

'- / 
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un der < for any k •• 

The class FL - (resp. NL -) is the set of aU sea~h problems N0 1-reducible to problems 

in PL (resp. NL). 

Fact 2.5: Given below are the classes of computational complexity considered in 

this thesis. There --are problems in FP which are complete for N01-reducibility J 

('inherently sequential' problems [Cook,JLJ); there are also problems in NL .' and FL -

) which are complete for N01-reducibility [JonI. 

ç;; NO ç; FP ç; NP ç; Papace 

• (1 , 1 . '~ 

.;!.t. ~. 

2.3 ' ,Evaluating computation al cornplexitie's~" "', . , 

( 

Whene~r a. problem is not' intractal>le, one looks for both ota. parallel and a sequential 

algorithm to solve it. In only one case (Section 4.6) is the sequen tial algorith m the 

only one available. The complexity analysis of these algorithms is based on con­

sidel'ations developed in this s~ct5on. 

Transformations on a set X of m states can be represented as 2 X m matrices, with 

the first row enumerating the states, and their image given underneath on the second 

row. If the states are always given in the same order, the first tow becomes redun­

dant, as seen in this example: 
\ 
") 

( 12345) 
3 4 1 4 3 °8 (3 4 1 4 3 ) 

In either case, this means 0 (m logm) bits to represent a transformation in binary 

notation, and 0 (nm logm) bits to encode the input for the MCIllbership Problèm, 

which consists of n ,generators plus one test-transformation. 

The basic operations on these transformations consist of comparing and composing 

them. In sequential computation, the choice is made to count as taking 0 (1) steps 

basic operations such as comparison, data transfer, addition and substraction of 

indices. Therefore, comparing or composing two transformations ~akes 0 (m) time. 

In parallel, this can be done with m -fold Boolean operations, hence NO 1. 

Whenever upper bounds for the complexity of a problem belonging to NO aJiC given, 

the results in parallel and in sequential are stated together, separatcd by a 8lash. 
Example: NOl / 0 (mn ). Parallel complexities do not take into account the size of 

the circuit, otherwise than specifying that it is polynomial. Sequential complexities 

," 
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are measured in terms of m and n, the cardinalities of the sets X and A. 

Fact 2:6: The algorithms discussed in this thesis take the following problems as 
\. building blocks: 0 

-taking the product of n tr,ansformati~of m states· NC2jO (mn) [McKJi more 

precisely, this belong$ to FL ; 

- accessibility problem in a directed graph with m vertices and il edges: 

NO 2/ 0 (max{m,e}) [Bor,Jon,AHU2]i . 
- decomposition of a directed graph ~th m vertices and e edges into connected or 

strongly connected components: NC 2jO (max{m,e})' [Bot, Jo , 
- membership testing in an Abelian group of permutation of m st tes, given by n 

generators: N0 3
/ 0 (SLC(mn» [McC,Mul].-This is the comple . y of solving a 

system of linear congruences modulo an ~nteger, as explaine~ in t e appendix. 

~ 
Examp1e.: Sorne of the problems encountered ln this thesis reduce to testing the 

inclusion of a regular language in another, with the following r!lstrictions: the 

languages are accepted by finite automata constructed on the same semiautomaton 

'(X,A), with the same .set of final states, and different initial states. In this example, a 

routine to perform this test is presented, 

For il EX and FÇ X, define the set Lz = {w EA- Ix<P(w)EF}. This is a regular 

. language, accepted by the deterministic finite automaton M = (X, A, x, 5, F ), where 
, 1 ~ \ 

X is the initial state, F the set of final states, and the transition function 
Q 

5 ç Xx AX X is given by 5(p,a) = q Uf p <P( a) = q. The language L: is defined 

similarly. 

To decide whether Lz C Lz, the equivalent condition
6 

Lz n L, = 0 will be tested, 

where L'; = A- -L, is the complement of Lz, and is accepted by the automaton 

M' = (X,A,'z,5,X-F). 

By a classical construction ([LP], exercise 2.4.3), the intersection of Lz n Lz 15 

accepted by an automaton M, with set of' states Xx X~ initial state (x,z), and 

Fx (X-F) M a set of final states. Its transition function ~ is given by ~, 

.6.((p,r ),a ) = (q,,,) iff 5(p ,a ) = q and c5(r,a) = 8. 

The language accepted by M will be empty Uf none of its final states IS accessible 

from the initial state (x ,z). The test for Inclusion is therefore reduced to a set of 

accessibility tests in a deterministic finite automaton, which can be regarded, for this 

purpose, as a directed graph with labelled edges. 

Parallel algorithm 

1. Build M. 

t. For every state (p,q) of ~, p E F, q .... rt. F, in parallel, test whether (p ,q) is 
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~.~ccessible from (:r ,%). If not, let -r(p ,q) -= Truc, else Fal3c . 

~ ,et P(:r ,z) be the AND of ail "t(p ,q). One has L. ~ L, Uf fJ(:r ,1 ), - TrUel. 

Analysi~(X,A) have m states and n generators. The automaton M is built in a 

straightforward fashion (d-epth 0 (1)). Step 2 consists in performing m -1 accessibility 

tests (N0 2) in parallel, the results of which are fed in to an 0 (m 2)-fold AND operation 

(NOl) at. Step 3. Therefore, testing .whether L. ç !-' is N01-reduced to problems 
, belonging to N02. 

Sequential algorithm 

1. Build M. 

!J. If there are p E F and qÔrt, F for which (p ,q) can be reached from (:r ,%) in the 
semiautom'aton, ·then L. Cl L •. 

'. 
A nalysis: 'Step l is 0 (m 2n), while Step 2 cao be executed by doing a depth-first 

~-

'se arch from the state (x ,z), which is linear in the number of edg~s in the ~raph 
formed by the semiautomaton, that is, 0 (m 2n). 

Fact 2.7:' Let languages L. and L, be defined as'above. 

The inclusion af L. in L, can be tested in N02 / 0 (m 2n ). 0 

2.4 Dual classes 

An abstract monoid has been defined as a set equipped with an associative binary 

operation and containing a neutral element for this operation: S == (E ,.,1). The dual 

of S is the monoid SR = ,(E ,* ,1), where * is defined by r*8 = 8 -r for every r ,& E E. 

Let A be a set of generators of S, and tP the canonical homomorphism which maps the 

free r monoid A' on to S. Then SR can also be obtained from A' . Let the m apping t/J 
be defined as follows: !{l( e ) = l, !{l( a } = tP( a} for every a E A, and 

tf;( al' • • an ) = !{l( a d *, . '. . *!{l( a" ) 

(or every word a; ... an E A·. It can be ve-l'ifi1!t that this implies 

!{l( al' .• an) = 4>( an } •.••• 4>( a d· = 4>( an .•• a d ... 

" 
Fad 2.8: Mapping!{l is surjective, and the image of A' by !{l is the monoid SR . Cl 

For 8 EE, let ~-1(8)= {w EA' I~(w)= &}, and' o!{l-l(&}= {w EA' It/J(w)- ,};_ 

<J as a consequence of the definition of t/J, one has t/J-I(,) - {w E A' 1 4>(w R ) - ,}. 
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Denote R the kernel of 4J, and RH the kernel of 1/1. F.or ail u ,v E A', uR" Hf 

~(u)- 4J(v). By the above, thiS is equivalen~ to having tP(u R
) = 1/J(v R

), that lB, 

uR RH "R.Equivalently,u RB" Hf uR R vR • 

. The defiJition' of dual monoids can be extended to pseudov.arieties: if class P is' 

defined by relation T, let pR be defined by T R , such that u T R 
tJ iff 11 R T tJ R : 

it can be \erified that pR = {SR 1 SEP}. Notice that a class or a monoid can be 

its o~n dual. For instance, a commutative monoid defines a relation R ôn A' which 

does not take into account the order of characters in a word, so that w R wR for 

every w E A'. 

/' 

A way of representing the dual of a transformation monold is to use inverse transfor­

<3 mations. Let (X,A) be a semiautomaton, and S = <A> its transformation monoid; 

denote 2" the power set o( X, and for 1 E <A>, define 1 -1 as in sectiop. 2.1. Then 

8-1 .... <A -1> = < {a -lia E A} > is the transformation monoid of (2X ,A-I). 

Fact 2.p: Monoids Sand S-I are dual. 0 

It is tempting to start from (X,A) and work with its dual (~,A-I). This, however, 

means an exponential increase in the size of the semiautomaton, so that some argu­

ment must be used which allows to restrict the work on a polynomial-sized subgraph 

of (2'C,A-l). Fact 2.10 and Theorem 2.11 are an example of this. 

Fact 2.10: \. Let (X,A) be partiti?ned into i connected components: K1I'" ,K1" 

Then the transformation monoid of (~,A-I) is isomorphic to the monoid of (Y,A- I ), 

K 
W here Y == l) 2 '. ... 

1 SIS l' 

Proof; It will suffice to prove that 1 -1 ~ 9 -1 10 (2X ,A -1) iff f -1 ~ 9 -1 in (Y,A-I ). 

The (if) part is trivial, sinctl Y ~~. For the (only if) part, no~ice that 1 -1 ~ g-1 in 

(2X ,A -1) iff there is an E C X such that El -1 ~ Eg -1. This implies the existence 

of an zEE for which there is a y EX such that yI = z and YU :;é. x. Since the 

states z, y and YU must belong to the same connected component K, of (X,A) , one 
gets (E ri Ki)1 -1;06 (E n K j )g-l. 0 

\ 
In the case where every connected component has a number of states bounded by 

sorne constant k, an instance of the Membership Problem in (X,A) can therefore be 

transformed into a polynomial-sized instance in its dual monoid, by building semiau­

tomaton (Y,A -1), which bas 0 ( 1 XI) states, and taking 1 -1 as' the test­

transformation. This reducÎion can be done in paraUel in a straightforward fashion. ' 

, 
" 

1 
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Theorem 2~11: If every connected component of (X,A.) con tains at most k states, 
with k a constant, then an instance of the Membership Probiem in (X,A) can be 
N0 1-reduced to an instance in (Y,A-1). D, . 

~ 

Most of the proofs of 'completeness' and 'hardness' appearing in this thesis consist in 
building an instance of the Membership Problem in a semiautomaton which satisfies 

to the conditions of this theorem; in such cases, the result obtained for the appropri-
... 

, ate class can be directly transferred to its dual. It is worth noticing that no similar 0 
" 

method exists yet, which would allow to transfer,upper bounds between dual classes. 

2.5 Pseudovarieties discu8sed in the thesÎ8 

In order to give the reader a global oyerview of the pseudovarieties treated in the • 

next three chapters, their defiuitions ~re given here, more or less in the aame order as 
the one in which they will later be discussed. Their' inclusion relationships are 

represented in Figures 4.1 and 5.1. 

JI: Commutative and idempotent monoïds. 

Defining equations: 1 9 = gl and g'J = g. Congruence: U fIII v 

Self-dual. . 
j-' 
\ . 

AC: aH aperiodic and commutative monoids. 

Defining equations: 1 9 = gl and 9 1 +1 = 9 1 for ,sorne t ~ o. 
Subclass: JI' Self-dual. 

RI: idempotent- R-trivial monoids. 
Defining equationa: 1 gf = 1 g and ,2 - ,. 
Subclass: JI' Dual class: !JI' 

Ms: a class of idempotent mon"oids. 

Defining equations: 1 ghl = 1 gf hl [Fen]' and ,'Jo - ,. 
Subclasses: RI and LI' Self-dual. 

N,: a class of idempotent monoids. 

1ft' a(u) - a(v). 

" 

o 

Defining equations: 1 ghkhgf - 1 ghl hUf hgl 

(see section 4.5). 

[Fen] and ,2 - g. Congruence: ~4 

Subclass: Ms. Self-dual. 

-
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XR: a·class of idempotent monoïds. 

Defining'equations: 19h ... / ,h/ hgh [Fen] and 9 2 
=: g. 

Subclass: N 4• Not self-dual. 
~ . 

Al: ail idempotent monoids. .... 

Defining equatio~: 9 2 = g. Congruence: ~ (see Fact 4.15). 

Subclasses: N.f' XR. Self-dual. 

,J; J-trivial monoide. 

1 

~ 

III 

e 

-t ' • 

Defining equations: / 11+1 ... /" and (f,)" ... (9/ )" for sorne n. > 0: 
Subclass: AC. Self-dual. 

R: R-trivial monoids. 
Defining equati~Q: (f 9 )"! ... (! g)" for BOrne n ~ 0 - [Fich]. 

Subclasses: j and RI' Dual class: L. 

A: aIl aperiodïc monoïds. 

Defining equation: / '+1 = /' for sorne t ~ 0 .. 

Subclassee: R, L, Al' Self-dual. 

~ 
Th l : aIl monoïde of threshold one. 
De.fining equation: 1 r ... ! for sorne r > o. 
Sub'Class: AI' Self-dual. 

L 

r 

.. 

t 

,.lt 

~ 

.J 
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III . 
Commutative monoids 

" o 

The class of commutative transformation monoid,s was the first to be considered [Bel, 
as it was· rightfully expected that it would he the -6.asiest to dcal with, a.nd that its 

study would provide information to s~ orientation for~ further work. lndeed, the 

main result of this chapter, the NP-completeness result of Theorem 3.10, gavè the 

demonstration of how rapidly the Membership Prohlem could hecome computation­

ally hard wheh one left\he realm of groups, as weIl as a first case for 'which the com­

plexity ofthi;' problem lies between NO and PSpace . 

Identifying a monoid ~ commutative 18 easy, as wed as fiItding its threshQI~ and 

period, as shown by ~IOWing. 

Fact 3.1: Let A be a set of transformations on X. The elements of A commute with 

one another iff <'A> is commutative. Further, if element olof A has threshold 'I 
and period Pi, and if <A> is commutative, then every clement of <A> has a thres-

hold t < m'ax( ti ) and a period P wf1ich divides lem( v,). 0 

. 
It can be shown directly that th(f Membership Problem in commutative monoids 

i " 
belongs to NP. The argument goes as follow~~ Guess an e~pression for the test­

'\ 

transformation 1: by commutativity, an the oèêurenees of a generator can be , 
grouped together, so that an expression can he given as a list of the num.ber of 

occurreî'tces (exponent) of each generator. Although these numbers can be exponential, 

bounded above by mm, each can be represented with a polynomial number of bits. 
~- , 

Then, for every generator g with exponent a, compute g., by tirst computing 

g 2, g,\ g 8 ... , and then taking the appropriate product of these powers'" of g, a method 

which takes a polynomial amount of time. Finally, compute the transformation 

correspondin,g to the whole expr~ssion, and compare it wie 1 . 
~, 

. 
3.1 A general algorithm for membership testing 

In this section, an algorithm is built, which decompos'es an instance of the Problem il} 

an arbitrary èommutative monoid int? a test in an aperiodic transformation monoid 

and a test in an Abelian group of permu tations. This algorithm is based on simple 
.observations on"{the structure of semiauto'mata having commutative transformation 

mbnoids. These observations have to do with the SCCs of semiautomaton (X,A), and 

are valid [or any transformation which 'commutes with the monoid. 

Let S be the transformation monoid of ~emiautomaton (X,A). For :r E X, denotê z 

, , 

\ 

...... 
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.. the SCC containing :r, and let X be the set of aIl secs of (X,A). Next, let transforma-
\ , 

tion '1 commute with Si and define ig = {1/g 11/ E i }. 
, . 

Proposition 3.2: In a commutative monoid S, xg ç :rg. Therefore, for any '1 

which commutes with S, a well-defined transformation g on 5ë can be built, such that 
x g = :rg; the function which maps '1 to g can also be definedj it is a homomor­

phjsm. 

f>.roo/: In order to prove the first statement, let states :r and 11 helong to the same 

SCC, 'with :ra = 'v and vb = :r, for some a ,b E S. 

with S, one has :rg = (:rab)'1 = (:ra )gb = 1/gb, 

e ' 
Th-en,efor any '1 which commutes 

50 that :rg = 1/gb. Similarly, 

1/'1 = :r'la. To show that the mapping from '1 rto gis' a homomorphism, let 9 ~nd h 

be two transformations 'commuting with S. For any :r, one has 

:r(g h) - (x g)h - ;g ;; by definition of g; since :rg can be regarded as the sec of 
1 stf\te %'1, )me gets :rg h = (:rg )h = :r (gh ); which is x gh, by definjtion of gh 0 

"-
Fact 3.3: If a transfo!mation monoid is commutative, then it will he aperiodic iff 

its secs are trivial, that is, they all consist of a single state . 

. Tliis fact is a ,restriction of a result by I.Simon [Simon] to the commutative monoids, 

.which is stated in full as Fact 5.1. For the purpose of this discussion, a proof for thè 
commu'tative case- is given here. 

, 
Proo/: The (i/) part is trivial. For the other part, suppose that S'is aperiodic and has 
a non-trivial sec containing states x ;<6 1/, so that there exist a ,b E S such that 
:ra = !! and,!b = :r. Notice that aperif"d\city. implies the existence of a smallest k for 
which :ra k+1 = :ra k F xa~-l. If k = 0, so that xa l = xao= x, then x = 1/; there­
fore,' k ~ 1. Next, observe that (xak)a~ = (xaH1)b =.(xo~)b = (xo·- 1)ab. Using ..... 

commutativity and :rob = :r, this glves :ra· = xok-l, a contradiction with the 

hypothesis on k,. 0 

Corollary 3.4: The ;~t S = { g 1 g E ~} is an aperiodic commutative monoid; 
generated by A 1<: { â 1 a E A}. 0 

An aperiodic monoid -S is therefore obtained out of S, by collapsing the secs ~ 
into sta~es of X. Cali S the aperiodic part of S, and it will soon appear how appropri­

ate this name is. Now look inside the SCCs of S. Given an SCC :r, say that a 
transformation '1 ES 8tabilizes i if :r g = i, and cali the stabilizer ofii the set Sei) 

-of a.Il su ch transformations. 

( 

" , 
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Proposition 3.5: The restriction of S(i) to % is a transitive Abeltan group gen­
er~tel by the restriction of S(i'} n A to i. 

Proo!" S(i') is obviously a set closed under composition. Further, ~ and z be 
elements~ of i, with g, hO, a,/) E S(i) 3uch that , ... %g, :r CIO ,;Ia, 1 - :ra, :r ., :b. 

One' has zgh = xagla = xgha = xa r::: Z = zhg, hence gh acts as the ideratity on i, 
and therefore is a neutral element in S(i), and every transfo~mation g in S(i) has an 
inverse h. A permutation group is transi~ve iff its semiautomaton consists of a 
ull:ique connected component [Wie], which is' the case here. 
The second part of the proposition is shown by contradiction. Let a. transformation 
g in S(i) be expressed as 

).1" ). P P 9 = al' •• ai 1 b 1 1 ••• hi ) 

so that th~ generators labelled a are in S(i) and those labelled b aren't. Le~.J" 

h =' b:1-
1 

••• h/). Making the ai's act first, one'gets i Ü = i ;;J~. But i 61 ,- i~1 
while i 9 = 'i, which means a rion-trivial sec in S, hence a contradiction with 
Corollary 3.4. 0 

As a result, if g stabilizes x, then g acts as a permutation on i, and 

Corollary 3.6: For any ~ E S, the thresholds of g and' gare e·qùal. 0 

Notice that, 'as a consequence of Fact 3.3, an aperiodic commutative transformation 
monoid over a finite set of s~ates has at least one source; if the monoid is non;­

J aperiqdic, it has at least one source-SeC (source of S). The next proposition can be 

s~n by simple use of commutativity, ~nd implies that membership testing can be 

restricted to a subset of X, the sources of the monoid. 

Fact 3.7: Let S be commu~e and let 1 and g commuté'with S, If every state in 

every source-SeC has the same image by 1 and by g, then 1 == g. 0 

For the remainder of this chapter, 1 will denote the transformation on which the 

'membership test is applied. Let! be the union of ail source-SCCs. Observe that the 

restriction çf n.... S(i)' on YI, that is, the re~triction on Y T of the set of ail t~~ 
- ~ eY/ - 1 

, ~t~~nsformati~h~ g E S su ch that x 9 = ~ for every SCO x in yf, is a group gen-

erated by th~se a, E A which individually. stabilize every SOC in YI. 
~ ~ 

For an~ transformation g which commutes with S, let 9 be a transformation of X 

-i '-l'. EY/ 

defined as follows: %9 = zg if Pi. ç 'YI and g stabilizes every SCC of Yi, and 

:rg = :r otherwÎse. Fu\er, deJine S"'" {9 i g E (L S(i)}. This set is a group, 

• 

.. 
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\ _ isomorphic to , n.-- S(i'),' and generated by the set Â == ,{ â 1 a e A}. It can now be 
J' .EY/ ',' 

- shown how the test for ~embership is split into 'a test in S and a test in S. 

~ 

Lemrna'" 3.8: Let 1 commute with commutative transformation monoid S. 

~en 1 e, S iff there exist g, E S and le E S such that f = 1. and xl ... xg. le 
for e~-y state If e Y.. _ 

ProoJ: (O~lI if) Trivial: take •• = f and g. - 1. 

< (.j) (Notice that, in generaI, le wiU no~ cbmmute with 1.). For any x E Y, one 

has i; - i", and (i'f)'e = 'XÎ, since le has been taken among those transforma.­
tion"'s of S which stabilize every sec of 'Yï. Hence xg", le = xg", De = rEl . 'This is 
true for ail states in the" source-SeCs, and cao be exten,ded to every -state of X by 

Fact 3.7. And sin ce g. and ge are elements of S, it follow: that 1 eS. 0 

This lemma gives the proof of correctness for the following algorithm, which tests 

membership" in arbitrary commutative monoids of transformations. 

AIg~r~thm 

O. Test whether 1 a = al for every genera~or a E A._1f not so, 1 rt s. 
1. Build X, Y, A and Â; the latter two sets generate the~monoids Sand S. 
e. Test whether 1 ES. If so, find an expression for ï, that is, build g, ES such 

that J ... 1.. Else,"'"fl rt S. 
8. Build le so tnat for every If in Y, (xg. )9, = xl"". 
-1. Test whether le ES. If so, then 1 E S. vp 

o ~ 

AnalysÎs and remarkB,: Step 0 belongs to NOl (0 (mn). Step 1, thrdugh the con-

struction of ~e SCCs, is N0 2 / 0 (mn). Step 2 is an instance of the Membërship 

Pro1;>lem in aperio<J,ie commutative menoids; the complexity of this step is the topie of 

the next sections. Step 3 has built-in the condition 1 = 94 De. Further, ainee the 

restriction of S t<;> any sec of Yf is a transitive Abelian group, it sufflces to define 

the a.ction of De on but one state of the sec, su ch as sorne X{/., x E Y, to totally 
.. deteimine its action over the whole SCC-(!Wie}, chapter One, Proposition 4.4). This 

step is NC l
' / OJm). Step 4 is an instance of the Membership Problem in an Abeliao 

permutation group: NOS / 0 (SLO(mn »). If this test fails, 1 does not belong to S. 

\ S\ome facts ca.n be observed from this algorithm. For .instance, sinee aperiodic commu-, 

\ \ ,tative monoids hâ.ve the property that every J-class consists 'of a unique element (it 

suffices to verif~ tha.t, by ~ommutativitYJ j J , implies 1 H fi, 'whi~h meana 1 = , 

Ur an aperiodic monoid), a.nd Binee the transformation 'e of the decom"p08ition 
1 - li 1. acte,as a permutation on the secs !n which XI is included, it follows 

''0 
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that f R fi., hence f J 9., 50 that ~tep 2 of the algorithm consists in finding the 
J-class of 1. Furthermore, it can be seen thQ..t the NP-completeness of ~he Member­
ship Problem in cpmmutative monoids resides entirely in the aperiodic p~rt (Step 2). 

3.2 Membership in aperiodic commutative monoide 

In this section, the work is restricted to aperiodic monoids. The eomplexity of the 
Memb,ership Problem in this case is shown to depend on the threshold of the monoid, 
that is, the largest threshold a transformation of this monoid can have. In the ease of 
monoiqs of threshold 2 or more, it is related to the problem of solving a system of - -
linear\ equations under a threshold, which reealls the N01-equivalence established by 
McKenzie and Cook [MeCI between testing membership in Abelian Pèrmutation 
groups and Ciolving systems of lineaJ: equations over the ring of integers modulo q. 

Lemma 3.9: Testing membership in an aperiodic commutative monoid of threshold 
two is NP -complete. 

Theorem 3.10: oTesting membership in arbitrary commutative transformation 
monoids is NP -complete. 

Proo!: By the argument whichofollowed Faet 3.1, the Problem belongs to NP. This 

reasoning ean actuaIly 'he simplifieo, sinee every ~lement of an ~periodie commutative 
monoid has at least one expression of linear length, due to the fact that no transfor­

mation of m stateS can have a threshold greater than m -:-1, 50 that no, more than 

that number of instanèes of a generator <Pn an expr.ession is non-redundant. " 

The rest of the proof is done by reducing to the Meînbership Problem a variant of the 

zero-one Integer Programming Problem [GJ], with only equalities involved. 

The reduetion corisists in bujlding a transformation monoid out 'of the following sys-

tem, where aU ai 's, bi 's and Cii 's are eitber 0 or 1: , 

{

CUal+ 
(1) .. 

cmlal+ 

o 
+ Cl" a" _ 

The construction is as follows: 
, ~ 

-For each line i, 1 S;; i < m, define states :fiO, :ri l, %i2' The set X con tains 3m states. 

-For each column j, J.. S j :;; n, define a genen,tor 91' whœe action is :rI' Il - :rll 1 

. with 1 - k +~il for Fr - 0,1 and 1 ~ 2 Cor k - ~:, for""~ll i. Generato~ 9/ je ,there(ore 
.~."'""r __ 

!,.. • 

\ 

j 
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< 
either the identity transforma.tion, in the trivial case where aH ~he Ci/'s are' zero, or 

aperiodic oC threshold 2. Let A - { g 1 , ••• , 9. } . 

• Finally, define the test-tran8for~ation 1, such that ZiIr 1 = Zil with 1 = 2 for 
k • 2, and 1 - ft +bl for ft - 0,1. This transformation is aperiodîc of threshold 2. 

-J>roposition 3.11: The monoid. <A> is commutative, aperiodic of thieshold 2, 

with sources % la , ... , XmO' 0 

Lemma 3.12: System~(I) has a solution iff test-traI)sformation 1 belongs to <A>. 

'Proo!: Without,loss of gen:era.ltey, assume that bi = 1 for ail i. 

(on/y if) Let the system (1) have a solution al , ... ,a... Construct the. product 

9 - g:~ ... fi:"; ite action on the source :riO will be Ziofl - %il, wh~e l "'" 1 if 

a 1 Ci 1 + ... + ail Ci.. ... l, apd 1 -= 2 if (11 Cil + ... + a" Cill > 2. By the hypotheeis, 

alCil + ... + a. Ci" = hi' with hi = 1, so that l';" 1 for aIl i, which means %i09 == :riol • 

And sinee ! . and 9 have the sarne action on the sources of <A>, by Fact 3.7 they 

are equal. 

(W That 1 E <A> implies the existence of an expression for / of the form 

1 ." g ~ 1 •••• fi,,··; this means that for every SC?uree :ria, <;w.,: has xiol ;= Zil with 

1 - bi , and CI lCO + ... + a. Ci" - bi - 1. Source liO defines thYe\efore a condition on 
the coefficients ~i' 1 ~ i :s: n, which corresponds to the i'· line of system (1). 0 

Lemma 3.9 generalizes to ail pseudovarieties of aperiodic 'commutative monoide of 

threshold t ~ 2. This lemma. has consequenc~ on arbitrary aperiodic monoids as'. 
well, sinee every pseudovariety of mon<?ids of threshold t con tains the class or com-
mutative aperiodic monoids of threshold t. • 

Oorollary 3.13: The Membership Problem in transformation monoids of threehold 
2 or more is NP -hard. Cl 

3.3 Commutative monoids of threahold one 

The a.bove discussion leaves open the threshold-l ea.se, whieh is now shown to belong" ... ~ 

to NO by use of the following algorithm, which tests membership in a. commutative 
monoid, a.peFiedic-of lhreshold one (idempotent). ' 

( 
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Algorithm 

1. Compute the maximal alphabet a (J ); 

generator a belongs to a (f ) ,ur a/ - /4 - / i 

.el compute the product fi of all generat?rs.of'!HI ), in a.ny orderj .Ô 

9. / E <A> iff..., = fi. 

" 'The algorithm can be seen tQ be valid as follows. First, notice that a E a (f ) implies -

that al == l, sinee commutativity allows·to bring the extra. q a.t the left of a/ Mxt 
, to the nearest oceurence of a in the expression of 1 j it can th en he eliminated b~ 

idempotency (a 2 ..: a). The converse is trivial, and so is the rest of the algorithm. In 
sequential, this ean be done in 0 (mn); in parallel, Steps 1 a.nd 3 are NOl, while Step 
2 .. is in FL (N02). 

Proposition 3.14: The Membership Problem in idempotent commutative transfor-
mation monoids h8;S complexity N02 / 0 (mn). 0 . 

As a consequence, the complexity of the Membership Problem in arbitrary commuta­
tive monoids of threshold one is dominàted by Step 4, that is, membership in Abelian 
permutation groups. 

Theorem 3.15: The Membership Problem in commutative transformation monoide 
of threshold one has complexity NOs /0 (SLO (mn)). O· 

This result opens the possibility of finding other types of aperiodic monoide for which 

the Membership Problem is not NP -hard, namely cases w'1ere the constraint of hav­
ing threshoJa one is retained, while' the monoid no longer has to be commutative. 
This ie the subject of the next chapter. 

3:4\ . Restrictions on the monoid 

FinaIly, restrictions of another kind are mentioned. The first one consists in sett'ing a 
constant upper bound on the number of sources in the aperiodie part of S. For exam­

pIe, let a commutative aper,iodic monoid S have but one source. Since every state of X 

cao be reached from it, using a trànsformation of S, it suffices by Fact 3.7 that a 

transformation commute with Sand map this source to a state of X to make it belong, 

to the monoid. This implies that the only transformations of X that can commute 
with such a mono id are its own elements'. 

" This reasooing cao be extended to the case where S is aperiodic and has k sources, • 
.. 
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a. constan t. Build the Cartesian prod uct X· and let transformation 9 act on X· as 

(v 1 , ••• , v.)u = (r/1g , ... , JIll 9 ). \ 

This bringe the problem down to the one-source case, by testing whether (x 1 , ... , x.)1 

can be reached from (x 1 , ... , x.), with 'X ,. states in total. The sequential complex­
ity of the Membership Problem is therefore dominated by the acces~ibility test in 

'. (X· ,A), which is 0 (m· il), and by the test for Abelian Group Membership, which is 

o (SLO(mn )). In parallel, this is an instanGe of the Accessibility Problem in a 
directed graph, which lies in N02, so that the complexity in the general case is dom­

inated br Step 4 of the general algorithm of section 3.1 (N0 3
). 

Theorem 3.16: T~sting membership in a commutative monoid whose aperiodic 

part has a numb~r of sources -bounded by a constant k caQ be done in 

N0 8/O(max.{m·n, SLO(mn )}). 0 

Another restriction worth mentioning is derived from the observation that every ele­

ment of an aperiodic commutative ~ monoid has an expression of length at m,ost 
n (m -1) (see the proof of Lemma 3.9). There are m" such expressions, taking into f 
account that commutativity allows to specify only the number of occurences for every 

generator. If there is a constant upper bound on n, then aIl these expressions can be 
tried by a brute-force search, leading to a polynomial-time sequential complexity, 

~--~ 

dominated by the search, which is 0 (m Hl), and by Abelian Group Membership. In 

parallel, the test in the aperiodic part consists in first generating simultaneously ail 
the m 1\ possible expressions, and then, for each expression, computing the correspond­

i~g trll.nsformation and com~ng ,it with f . AIl three steps are NOl, so that the 

complexity is dominated by ~tep 4 of the general algorithm (N0 3
). 

Theorem 3.17: Testing membership in a commutative transformation mono id witb 

a number of generators bounded by a constant le can be 'done in 

NOs/O(ma.x{m H1 , SLG(m)}). 0 

Notice that the tirst restriction corresponds to an instance \(1) where the number of 

lines in the system is bounded by a const'ant; the second means a const'ant upper 

bound on the number of columns. 

It is also worth observing that a result analogous to Theorem 3.17 can be proved in 

any pseudovariety which defines a congruence of nnite index; Indeed, in this case, the 

number of equivalence classe,s, which is the cardinality of the monoid, depends only 
~ 

on the number of generators. If the latter is boùnded by a constant, th en 50 is the 

former . 
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IV Idempotent monoids 

-
As was proved in the previous chapter, the Meml?,ership Problem ie intractable for ail 

monoids of threshold 2 or more, excluding special restrictions such as the ones men­

tioned in section 3.4. An obvious action to take is to stay with threshold onc, a.nd to 

relax instead the condition that the monoid be commutative, in order to look for pos­

sibilities of other pseudovarieties where membership could be tested in FP or NO. 

This chapter reports therefore on the research done on idempotent monoids, thn.t is, 

aperiodic monoids of threshold one, which can be described as satisfyin~ to the 

defining identity g2 = g. 

The chapter is divided into two main parts. In sections 4.1, 4.2 and 4.3, results are 

described which hold for any idempotent monoid, namely an N02 test for idcmpoten­

CY, an NOl test for J-class, and the main result of this chapter, the fact that the 

. Membership Prohlem is NP-complete in idempotent monoide. The remaining sections 

can hE! seen as a more detailed look at the lattice of pseud0V'treties of idem poten t 

monoids, whose structure is, known precisely [Ger,Fen], with proofs that, in sorne of 

them, the Membership Problem is not intractable, as weIl as an attempt to under­

stand how the Problem evolves from feasible in NOl, in the case of the trivial 

monoid, up to _NP~complete. 

Remark: As was men tioned in chapter Two, the generators of the monoid can be re­

garded as characters (elements of A), and expressions as words (clements of A'); there 

is also a canonical homomorphism t/J which maps A' onto <A>. In order to facilitate_ 

reading, the distinction hetween an expression (word w of A') and its corresponding 

transformation (element t/J(w) of <A» will he made by a systematic use of the 

canonical homomorphism, whenever the word consists of more than one character. 
1 

4.1 Testing for ide~potency 

Qu.ite remarkably, idempotency can be tested with little knowledge of the inner struc.­

ture and properties of idempotent monoids. The algorithm, ta.kes the definition of 

idempotency and translates it in to a question on regular languages. 

Theorem 4.1: Testing whether the transformation monoid of a semiautomaton is 
idempotent can be done in N0 2/O(m 4n). 

Let:f and ~ be two s)es of X. Define L.,-- {w EA' f :ft/J(w) - , J, where obvi-
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ously L., - 0 if there is no 9 E <A> such that zg = y. 

Lemma 4.2: Monoid S = <A> is idempotent iff L" C Lw for every Z,1/ EX. 

Prao!: The (only il) part is trivial. For the (if) part, let w E A'. For any 1: ,JI E X, one 

has w EL., Hf z q,( w ) a::: JI. That L'II ç Llili implies 114>( w ) = 1/, and thus 

1: ifl( w )ifl( w )... 1/ = :r 4>( w)i this has to be true for every Il, 11 and w. Hence 

(4)( w »2 _ 4>( w ) for ail q,( w ), that is, for aIl elements of the monoid. 0 

This lemma gives the proof of validity of the following algorithm. 

Algorithm 
1. For every pair { :t ,1/ }, test whether L., ç L" and L,. ç; L ••. 

e. <A>' is idempoten t iff, the above tests are successful for every pair { :t,1/ }. 

" 

Analyais: Let (X,A) have m states and n generators. Step 1 consists in 0 (m 2).calls 

to the routine presented in Fact 2.7, which tests inclusion of regular languages, and 

'-' has complexity NC 2 / 0 (m 2n). In sequen tial, the loop on aIl pairs increases the com- ..j 

plexity of this step to 0 (m ~n), while Step 2 consists mereb in testing the value of 

the answer-bit, whose value has been updated at each iteration of the loop of Step 1. 
In parallel, Step 2 cbnsists in an 0 (m 2)-fold AND operation, which is NOl, sa that 

the problenl as a whole belongs to NC2• 0 

.. / 
4.2 The Membership Problem belongs to NP 

To set the context for the discussion which fàllows in the next sections, the main 

result of thb chapter is stated here. The reduction for the proof of NP-completeness 

requires a ,more detailed knowledge of idempotent monoids, and will he done in a 

later section (Theorem 4.25), However, the proOf that the Problem belonga to NP 

ca.n be given now; it consis~ in demonstrating the existence of. a polynomial upper 

bound on the length of an expression, for any element of an idempotent monoid. 

Theorem 4.3: The Memhersfp Prohlem in arbitrary ide~otent transformation 

monoids is NP -complete. 

Lemma 4.4: Every element of a. monoid of idempotent transformations over m 

states has at least one expression of length at most m -1. 

The proof of this lemma requires the Collowing result. 

.) 
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Proposition 4.5: Let the transformation monoid of (X,A) be idempotent. For any 

1 ",la ,le e <A>, with 1 = ,U and y E XI , one has (YI -1),1a ~ yI -1 n r (laie t l. 

Proo!: The inclusion of (yI -I),A in yI -1 is demonstrated by observing that 

(rll -lrgAI = (llf -I),A (gM:) = (7If -1),AIe == (Y/-I)I ... {JI}. 

The other inclusion is proved in a similar fashion. 0 

Proo! oftLemma 4.4: Given a transformation 1 E <A>, with expression w E A+, the 

proof consists in eliminating enough redundaQt characters in w to obtain an expres­

sion of length at most m -1. Let y E XI ; for each decomposition of w into w - uv, 

with u ,v E A' , define the sets (llf -1~4>( u ) == { x 4>( u ) l:rl = JI} and 

F, (u ) == U Ü'I -1)4>( UV 1), 

. 
'where, the union is on every possible way of cutting v intç two fac,ors "1,1111 E A- :By 

Proposition 4.5, F, (u ) ç;, JI 4>(11 t l . \ 

Isolate the last character of u, 50 that u = u la 1 a E A, and consider the set' 

(yI -1)4>(U d. If (111 -1)<fJ(u 1) ç; F, (U), then , since Fr (u) ~ y tfo(v ,-1, one gets 

(yf-I)4>(ulv)Ç; (11/-1)1 -= h}. 
Therefore, with w = U lat! 1 having (711 -1)4>( u 1) ç; F, (u la) is a suft'icient condition for 

character a to be superfluous in bringing the states of yI -1 to ,their image JI. If 

(711 -1)<fJ( u 1) ç;; F, (UI ci) for every 71 E XI, then a is redundant in w and can be 

deleted from the expression. 

To complete the proof, consider an algorithm, which reads an expression w from right 

to left, looking first at w = U la, and starting with Fr (w) == hl} for every y e XI . 

At every iteration, it is verified whether (1I1-1)4>(ud Çl F,(ula) for sorne y E XI. 

If so, then character a is reta;ned, and the sets F, (Ut a) are updated into 

F,(uI)= F,(ula)U(lIl-I)4>(ul)' Otherwise, a isredundantand isdeletedfrom w. 

Notice that, for a character to be retained, at least one Fr ~ u 1 a ) must be enlarged by 

the union with (yI -I)~(U 1)' As F, (ula) ç; yl-I for every 11" E XI and every u la, 

and sin ce the sets 1If -1 partition X, a state of X can contribute to enlarge ooly one 
-' < 

set Fr (u la), and this only once, which means that there cannot be more characters 

retained than there are states available in X-XI. With 1 X 1 - m and 1 XI 1 ~ 1, 

this means an upper bound of m -1. 0 
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4.3 Alphabets, J-classes' and strongly connected components 

In this section, it is shown that the intractability of Othe Membership Problern in 

idempotent monoids does not lie in the identification of the J-class of the test­

tra.nsforma.tion, as is the case in commutative monoids of threshold two or more. 

Ind~ed, the results of this section give a rnethod to identify t~is J-class, which is a 

firet step in the algorithms for membership testing developped in this chapter. The 

discussion in this section is based on two facts taken from [GrRJ. \. 

Fact 4.6: Let 1 and 9 belong to the sarne J-class of an idempotent monoid. Then, 

for any u,V,w,x oelonging\ to the same J-class as 1 and g, and su ch that 1 = Utl 

and, - W%, one has 1 9 = fI% and fI = wt!.' 

Fact 4.7: For any two elements 1 and 9 in an idempotent rnonoid, 

1 J 9 Uf a (1 ) - a {g ). 

As a consequence, one has 

Proposition 4.8: For ail a E A, 1 E <A>, these three conditions are\ equivalent: 

1 J 1 (J iff 1 xII.. 1 XI a 1 iff a E a (! ). 

Prao!: The first condition implies the second by Fact 2.2. 

The second implies the third, by observing first that XI al ç XI, and that 

1 XI al a 1 - 1 XI a 1 == 1 XI l, so that XI al = XI. Therefore, al acts as a per-
mutation on XI , and aperiodicity forces it to act as the identity, so that :raI == :r 

for every % E XI , hence 1 al == /. In terms of the maximal alphabet of / , this 

means a E a (J ). } -.. 

The th'ird implies the first: that a E a (J ) imptles that there are'u ,v E <A> such 
J- . 

that l "'" flav. Now, 1 ual = / ua (fiat!) = / (flaua)v = 1 ua" = 1 2 = 1 by Idempo-

teney. This means al L /, Binee / ~ (lu )al, and al L / implies 1 JI. 0 

Corollary 4.9: For every l ,g E <A>, if a (g ) ç a (J ), then 1 J 1 g. 0 

Proposition 4.10: The maximal alphabet a (J ) which 'a transfor ation 1 would 0 

have if it were element of an idempotent monoidJ <A> c1n be computed in 

N01jO(mn). / " 

Prao! (algorithm): 

O. Set aU ) - 0 ~d compute IXI 1. 
1. for each (1 E A, add fi to aU) if IX/a 1 - IX! 1. 

/ 
/ 
.!!> 

/ 
.. 
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The next two theorems are direct consequences of Proposition 4.8. They show that, 

as is the case in commutative monoids, the J-classes are" closely lil}ked to"the decom· 
position of th: serniautomaton into-strongly connected components. 

Theorern 4.11: Let (X,A) be idempotent. For every sec K of (X,A) , there is a. suh. 

set B of A such that, for every 9 E <A>: 

al if a(g) ~ B, th en Kg ç K; 

hl if a (g) g, B, then Kg n K·= 0; 

cl if a (g ) = B, then 1 Kg 1 ,... 1. 

Deline the alphabet of astate % E X to he 

a (x) = { a E A 1 a' E a (g ) Cor sorne g: xg = :r }. 

There is at least one 1 E <A> such that a (J ) - a (x) and :rI -- :r: just compose 
together ail the g E <A> for which xg == x. The following proposition allows to 

# .. 

deline the alphabet a (K) of an sec K as the alphabet of its states. ' 

Proposition 4.12: AU the states inside an see ha.ve the sarne alphabet. [J 

Proo/ of Theorem -1.11: It'is first shown that, if K is an sec, :r E K, and g E <A> 

such that a (g) ~ a (X), then %g E K. To see this, notice that, by eorollary· 4.9, for 
" " . 

ail 1 E .<A> su ch that a (f ) - a (X), one has 1 g/ :" 1 . In particular, there is a 1 
su ch that xl == x, which rneans xl gl - x - :rgl; therefore x, and' x belong to the 

sarne ~cc. This proves part al of the Theorem. 

Part hl ia demonstrated ab absurdo with a sirnilar argtfment . 
, .f} 

" 1 
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Theorem 4.13: Any prefix u and suffix tI of 1 e <A> with a (l ) = A, act on a 
8ta.t~ z e X as follows: the prefix selects the SCC into which :r will be mapped; the 
.~ then maps this whole sec onto the image-state :rI. The.~efore, tI coincid~s 

~ "1 inside the image-SCC. . 

, Notice that. the condition aU) == A does not mean a 1088 of gene,rality: if a (J ) C A, 

then work with the secs .of t'he semiautomaton (X, a,u ». 
Pro 0/: The second gart is a direct consequence of part cl of theorem 4.11, since for . . ~ 

an SCC K with a (1() = a (J ) on~ has 1 Ki 1 ~ 1 KtI 1 = 1 from 1 J tI (by Fa.ët 

2.2), and KI ç; Kil froni 1 .... uv. ~ 
For the first parti i~ suffices to show that for any z e'x,:ru and:rl a e ~n the sarne 

sec. This is obtained by observing that a (J ) = a (u ) c a (zu), a applying 

Theorem 4.11, part al. Cl 

This result suggests a decornposition of the rnembership test into three main steps: 

1. Find the' maximal alphabet a (J ), ~sing Proposition 4.10; from th en on l work 

in (X, a (J »), \) 

e. Test the suffix of 1 in thet'semiautomaton (XlI a,(J », where Xl is the union of 

a.1l secs in (X, a (J ») having alphabet a (J ). 

9. Test the. prefix in (~Ia (J )), where ~ = X-Xl U {kj 1 Kj C Xl}' that is, 
where each one of the SCCs retained at Step 2 has been replaoed by a single 

sink state, for which ki a - kj for every a E a (J ). 

4.4 An intùitive look at idempotent transformation monoids 

" The aim of this section is to introduce defi~itions which will he used in the rest of 

this c~apter, and to descri~e the action of.a. transformation' li. semiautomaton with 
an idempotent monoid, in order to give the reader an int itive idea of what makes 

the Membership Problem in such monoids intractable. 

These definitions apply to a word w E A' , and are as follows 
A left pivot of a word is the first occurence of a given character in this word, wh en 

• 
reading i} from left to right; pivots are ordered: first pivot, second, etc ... 
To a left pivot is associated a left factor, which is merely that part of the word which 
lies to the left of the pivot. 

This vocahulary is local to this thesis. However, it can be related to the nomenclature 
used in [GrR] as ,follows: the last left pivot is the initial mark, and the last left factor, 

j 

.. 

\ 
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that is, that part of the word which lies to the left ôf the initial mark, is the ini'ialof 

the word, 

Ir Dual definitions apply for right pivots, right factors, terminal and terminal mark. 

Exàmple: Expression âbèacJacbdaè'j'abà'b' has hs left pivots a,'b, c" d marked with 

dots, an? its righ t pivots b , a, d, c marked with double dots, Its left factors are: e, 

a, ab, abcac, and its right factors e, b, ab ab , dabab, !ts initial is abcac , and its 

terminal dabab , 

'these definitions are used in the· description of the congruence ~ defined on' A' by 

the pseudovariety Al of idempotent monoids on the alphâbet A. 
1 ~ \ 

Fact 4.15: [GrR] For any two words WlJW2 E A', w\ ~ W2 ift' they satisfy either 

. of al or bl: 

al Wl = W2 = e 
«i' 

.. 
bl -œ(w\) = œ(w2), and 

-w \ and W2 have the same,initial and terminal marks, and 

-the initiais of w \ and W2 are equivalent under ~, and 

-the terminais of w \ and W2 are equivalent under ~. 

Notice that this description ignores wh,atever lies between the initial mark and the 

terminal mark, provided that the former lies to the left of the latter, Furthermore, 

since w ~ ww, an expression can always be squared in ordEtf to make the initial mark 

appear to the left of the terminal mark. A word w can therefore be decomposed 

canonically into an initial u, an initial mark a, a terminal.mark b, and a terminal tJ, 

with the initial 'and the termin al themselves decomposed canon ically, so that 
, 

W ::::J tlabv, Notice also that the relation ~ implies that w 1 and W2 must have the 

same sequences of le ft ana right pivots, 

With these definitions, observe that the' image tjJ{ua) of the cOllcatcnatfbn of the ini-
1 

tiaJ and of the initial m-ark of a word w by the canonical homomorphism 18 a prefix of 

~(w), as defined by Fact 4,6, A similar observation appliè8 for the suffix, 
/ 

Ipxample: The expression abéacJacbdac'dabab' from the preN'ious example" can be re­

duced to an equivalent word by first taking away whatever lies betwecn the initial 

and terminal marks, to give w ~ cibcacJ'c'Ïabüb·. Work can th en be done on the ini­

tial and the term)nal, in order to obtain a canonical decomposition for each of thern. 

For the initial abcac, ?this gives abcbcac, and its own initial and terminal could then 
\ , 

be transfor ed similarly. 

Ope c n ais try to obtain a shortest equivalent ~xpre8Sion for w : iSy directly apply-- \ 
ing the ning identity 1 2 = f , which ~slates here jnto Z2 ~ z for ail z E A'. 
For this, start from the already simplified expression tU ~ abcacdcdabab, obtained 

. '" r -
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'. 
1 1 Q h· h b d d above, and notice that the last fOQr characters form a square, W IC can e re uee 

to give w'~ abcacdcdab. The central cdcd can also be simplified, to 'give ab.cacdab • 

Monoid elements <p( abcacd) and 4>( cdab ) are valid prefix and suffix of ~(w ). 
'1 
Ij 

The recursive decomposit'ion of 'expressions given by Eact 4.15 leads to a :recursive' " 

way of analyzing how a transformation f , whose expression w adrnits a canonical 
~ , 

decomposition uabll, maps a state ft. to its image xi . In what follows, wo[k is done in 

(X,A), with / = <p( w); it is assumed, withou t loss of generf,l.lity, that w = uabv, and 

that a('w) 0= A. 

f 'fil 
p v 

By Theorem 4.13, the prefix 4>(ua) maps ft into the sec K of alphabet a(K) = A 

which con tains xl. With 0'( U ) = A-{ a }, one lias A-{ a} ç: a (x <p(u »; BQ that either , 
ft <p( u) E K, and then the action of'character ~ 0\1 x i~ redundant, as the whole sec 

K will be mapped. anyways &to x/ by the SUffIX, ~"that ft 4>( ubv ) = 'X/, or 

z <p( u) E KI ;06 K, with a (KI) = A-{ ~J. In this case, the passage from KI to K is dope 
, J\ ( .... 

through an edge labelled a , going from stat'e x <p( u ) E KI to x ~(ua ) in K. 

Still analyzing this second case, observe that u can it~elf be ca"nonically ,decomposed 

into U"-- ula1b1vIr with x4>(ulal)EKlt and <p(bl"d mappingK I onto x4>(u), that ia, 
~ , 

selecting that statEl q = ft 4>( u ) o~ KI for which qa = ft 4>( ua) E K. 

Meanwpile, the action of sllffix <pÙv) on SOO l!< cau be described as ffows: generator 
"" • co ... 

,6 maps K onto a subset Kb C K, and~(v) then fuap~ Kb onto K4>(bv) = '{y}. Since' 

b '1. 0'( v), the action of <p( tJ) can be seen as ta~ing place in the sem-iautom'aton 

'(K,A-Jb},). With 11 being canonically decompo~into v =.U2a2b2v2, ob,serve that 

;(U2a:l) maps f<b intO'l'the correct maximal sec K2 of (K,A-{b}) which con~ns xl, 

that ia, a sub-SeC of K in (X,~ with alphabet A-{b }\~nd that 4>(b2t12) then maps 
this aub-See onto the image-state 'xl ~ ... 

- ~ ( 
\ 

~;rom this description, a ~be~ of ~ôssible causes for intractabiliw' of the Member­

ship Problem become apparent. The reader is reminded, at this point, that the Prob­

lem consists ,in giving a oneltlit ans~er to a~ question about m~mbership of / in 

<A>, and that, theoretically,\this could be done without having to e!plicitly ,COIn­
pute an expres~ion [or the test-transformation. The following considfat~ons should 

be tperefore regarded as pertaining to a test to verify whether the action Qf, f in the 
; 

semiautomaton is 'compatible' with membership in <~> .. 

. First, recall that 4>( u ) maps sec KI onto one of its states q, whÏih is its.elf mapped 

by a into the mf!imal 'SOC K. Fo/every auch SOO Klt there cafn be several states 

fi E KI auch that ~ Ei<; to a given q correspon!ils a set of possible suffixes ~(b IVl) of 

4>(u), and the number(?f possible choices of q, when combined between ail these 
~,~ -" 

1<:' 0\. 

\, '-r '" / 
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secs 8r alphabet .(\-{a}, can become exponentialpthe size~of the s~utomaton. 
- 'Inside a maximal sec K (where the suffix is tested), the decomposi~ of the ~uffix 

into <fo(lHJ) can also lead to an exponential number of possibilities to look at, as fol­

lows. Ass~first that the terminal mark b i~known, 80 that only the terminal li 

has to be tested for. With th~ canonical decomposition li = U ~a 26 2V:h the action of 

4>(b2t12) is' already defined: it maps the sub-SCC K2 onto the image-state xl . 
Meanwhile, 'the action of l,6(u 2a 2) is known for certain subsets of K: it maps K 2 into it­

s~ and similarly for every su b-SCC of alphabet 0'( li) = A- {b }, and it maps Kb in to 
K 2• However, there remain states of K which belong to none of these subsets 01 K, . . 
and for which the actiOn of 4>(U2a2) is undefined. A,gain, th~ number of possible 
choices, deciding which sub-SCC cach sucil' state is mapped into, can become ex-- ~ , 
ponen tial. r 

Finding the initial and terminal marks sèems to be less of a probleÏn: just ta'ke one 
r.; 

among the n generators and verify that it is,the right choice; but this choice cannot 

quite be verifie~ until it has been decided whether there is a valid corresponding ini-
o • ' 

tial (or terminal), which 'brings the problem back to the above considerations. 
fJ 

.-

4.5 The lattice of idempotent p~eudovarietie8 

'. . 
In section 4.6, the proof Of TlieoreI;Il 4.3 is completed, which will provide a formai 
support for the intuitive argument of the previous section. However, the lattice of 

" . classes of idempotent monoids will fir~t be describe'd and explored, in order to show 
\ l ' where the passage from NO to NP-completeness occurs. It will be dcmonstrated 

that, upon climbing this lattic~ up to Al' the Problem first belongs to FL, thcn"be­

~comes hard for NL, and therefore at least NO 2, while still feasiblc in polynomia.l 

sequential time (this section), and then reaches NP -completeness (section 4,6). 

The lattice of ~varieties of idempotent monoids is r.eprcsented in Figure 4.1; it 

i~ based on rlthe work of Gerhard [Ger] and Fennemore [Fenl, who gave ~ description 

of the whole lattice in terms of semigroupclasses, In this figure, cach arrow 

represents a relation of strict inclusion. The lattice starts at the left with a clasa con-
'J.~isting only of the trivial monoid; it is dominated at infini'ty (to the right) by the class 

AI of ail idempotent monoids. AIl pseudovarieties lying on the middle row are self­

dual. Each class on the top row is dual to its counterpart on the bottom row: The 

data used in the following sections is taken from [Gerl and [Fen], ~lthough sorne nota­
tions and vocabulary are local to this thesis.~ In particular, the labels Ms, N. and XR 

are non-standard. In qerhard's notation, these classes are identiQed as Ra Ra'fJa~.: ,0 

yt,4I14; and Ts R~ ~3: 
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.. 
FIGURE 4.1: Pseudovarieties oC ide<ifipotent nlonoids 

Alrcady seen in section 3.3 is the class JI of commutative idempotent monoids. It will 
'-c 

now be <;lemonstrated that this is the unique bugest class of idempotent, and there-
fore aperjo~ic, monoids for which the Membership Problem belongs to FL, provided 
that the complexity classes FL and NL differ. To do so, the first two classes not in­
cluded in JI are look~d at: these are RI and LI' , 

o Definition: A monoid S belongs to RI iff every g ,h E S satisfy the equations 
ghg - gh and g 2 == g. SimiIarly, the class LI is defined by the identities ghg = hg -, , 

Fact 4.16: Two words of~A+ are expressions of the samè element of the free RI 

monoid on A Uf they have the'same sequence of left pivots (right pivots for LI)' 

ProposItion 4.17: The class ~est in RI and LI belongs to NO 1 / 19 (mn 2) . . ~ 
~ Prao!: The algorithm for RI consists .in testing that the conditions g2 == g and 

ghg ... gh are satisfied by the generators: NOl! 0 (mt'l ~1 Thàt this ensures tha.t 

ghg - gh for every g,h E <A> is proved by inductio~ on the length of an expression 

, for g. Witb length l, which means 9 E A, let h == 410203 ••• Op 1 and 'd0 

.1 

,hg ... ,a 1 a 20 s ... ap g == (go I}O 20 3 ••• Op 9 = go Iga 2a 3 ..• a" 9 

..• -= 

... = 
ga 19o 2ga 3 ••• g~P 9 == go Iga 2903 ••• gap 

ga 10203 • .". Op ~ gh • 

With length greater that 1, let 9 - kb, with b E A. Then 
'~ c. 0 

kbhkb ... kbkhkb = kbkhb = kbhb = kbh. . 

• Th~t ,2 .. , is demonstrated. in a similar fashion. Th'e prOof for LI is identical. 

Notic~ that this a Class Test bypasses the test for idempotency of section 4.1, which 
has .complexity N02

/ 0 (m 4ft). 0 ~ 

The existence of a jump in the complexity of the ~embership Problem 18 DOW 

o 

( 

c 
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demonstrated, by proving a 'hardness' result for the firat two pseudo 

"potent monoids not included in il' 

Theorem 4.18: The Mernbétship Problern in--RI is non-deterministic 

hard, relative to NOI-reducibility. 

Pro 0/: The dernonstration consists in d?ing .a NOl reduction from the Aeeessibility 

Problem in .a directed graph (DGAP). 

Fact 4.19: [Jon]. DGAP is complete for NL via NOl reducibility'. 

Reduction: Let an instance of DGAP be given, as a list of nodes and edges: sets V of 

vertices and E C Vx V of edges, plus the name of the start and arrivaI nodes. 

Assume that these are III and IIm , with the graph having m vertices, m > 1. 

First, weed out trivial loops (NOl), sinee they have no influence on the outcome of 

DGAP. Then, for each node IIi, construct the sets Bi of edges incoming to Vi and 01 

of edges lèaving Vi' This is f~asible in NOl, and' consists merely in enlarging the input 

for the sarne instance of DGAP. 

An instance of the Membership Problem in a semiautomaton (X,A) is 1l0W built by 

detining a connected cornponent Ki for every vertex Vi of V, a generator of A for 

every edge of·E, plus one extra generator d, and by redefining the sets BI and C;- as 

subsets of A. The connected components of (X,A) are constructèd as follows: (The 

one-line matrix notation is used for transformations, with states of origin given in 

alphabetic order, so that the identity in {p ,9 ,r ,Ir} is denoted (p q r % )) 

KI = { Pli q l, :l ~ }, 'with every generator a E CI acting as (91 q 1 % 1), and every ~ 

a ~ CI as ( x 1 q 1 Z '1 ); 

Ki = { Pi, 9i, ri, Zi h for 1 < j < m, with every a E BI acting as (r( q( ri X( ), 

every a e Ci acting as (Xi 9i 91 zi ), geffe'rator d as ( qj qi 9i x( J, and every other 

generator as the identitYi 

K'". = { Pm, qm, rm , :lm}, with every a E Bm acting as (rm qm Tm :lm), every 

a e Cm acting as ( Xm q", %m :lm ), generator d as ( %", qm 9", Z", ), ,and every other 

generator as the ideptity. 

Detine test-transformation / as follows: for ail i, 1 :s; j :s; m, let %i 1 - Z(, and 

1 .1Ii 1 = 9j for aIl 1Ii ;oé ZI' ( 
1 

Connected components Kil Ki (for sorne i, 1 < i .:;: m ), and K", are drawn in Figure 

4.2. In "each' of these connected com"ponents, only,. those generators not acting as the 

identity are represented. The arrows are labelled with the set10f thœe gen~raOOr" 

whœe action t'hey correspond 00. 

, > 
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o , 

FIGURE 4.2: Connected components"Cor the prpof oC Theorem 4.18 

Lemma 4.20: There is a path.Jrom "'1 tO"'m iff 1 E <A~ 

Pro of: (only if) Let the vertices encountered along a path from "'1 to tlm be 
U 11 •• : ,u., with "'J" fi 1 and "'m = u.; without loss of generality 1 the path can be 
assumed to be cycle-free. It can be described by a word of A~ built from the charac­
ters corresponding to the edges traversed, listed in the sarne left-to-right order, so 

that w ' .... (U 11" 2)(U:l'" 8) ... (U'-lI"')' It is claimed that q,(wd) aets in (X,A) exactly as 
1 does. This is verified separately on every connected component. 

-
In Kil since w st arts with ("l'U 2) E 0 11 this is immediate. 
In every Ki corresponding to anode Ui along the path, one has (Ui-hUi) E Bi, and 

(U{'''i+l) E Ci' with those edges appearing ear.lier on the path belonging to neither, 
and therefore acting as the identity on this component, so that the sequence of ah ele­

ment of Bi followed by an element of Ci acts as 1 on Ki, 

In Km , one has (u. -J,u. ) E Bm , followed by d. 
" 

In thœe Ki corresponding to anode not traversed by the path, every character of w 

acts as the identity; then, d acts as 1 on Ki' 
Therefore, q,(wd) acts exactly as 1 on every connected component of (X,A). 

c 

(if) Let 1 e <A> with expression w. Connected component Km imposes t(hree con-
1 ditions: 1/ that w con tains at least one d; 2/ that at least one oC thè leCt pivots 

which precede the first occurence of d be a character from Bm' corresponding to an 

edge ~ntering vertex tI",', and 3/ that no element of 0 111 (edges leaving v",) appear 
befora the first occurence of d. , 
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It is now claimed that the~ sequence of left pivots, up to the one which is the first 
occurence of Il, gives a Hat of edges, the endpoints of which are vertices ac-:.essible 
from 111 without passing through tI,", The proof ie by induction on the pivote encoun­
tered while reading the expression from the left. 
Component KI imposes that the first character of w, that is, its first left pivot, belong 
to 0" which means an edge leaving from il l' 

Assume that the sequence (tll,U2)' h. (u'_bu,).ÏBsuch that every node Ui, 2$; .. S k, 
~ accessible from vertex "1- Then either the next pivot ie Il, which impliea "i - "", 

for sorne i S k, a constraint imposed by component Km' or the next pivot ie another 
, edge (Ui ,u/)' If vertex Ui has not been encountered so far, then aIl the characters to 
the left of the one considered now have acted as the îdentity on the connected corn­

ponent Kt' associated with ver~ex Ui; aince the new edge (Ul ,u/) belonga to 0i, the 
corresponding generator ma~s state Pi on :Et, which is not compatible with .,the action 
of / on Ki' Therefore, vertex ui must have already been encountered, and, by the 

. ' 
induction hypothesÏB, is accessible from 11 h which implies that the endpoint of the 

new edge, vertex UI' can also be reached .from "1' 

Semiautomaton (X,A) is of size linear in the size of the original graph, it has a 

transformation monoid belonging tto RI, which can ~e tested uaing Proposition 4.17, 
and its construction can be done in NOl. Cl 

Corollary 4.21: The Membership Problem in LI is al80 harl1 for NL. 

Proo!: Every connected component of the RI_ setniautomaton built for the proof of ,,' 

Theorem 4.18 has at most four states. By Theorem -2.11, this instance of the Member': 

ship Pl'oblem can therefore be NOI-reQduced to an instance in an LI monoid. [J 

- -< • 

1t is ~hown below that membership in RI anq LI monoids ,can be tested !n polynomial 
thne. Huwever, the question as to whether this problem 'belongs to NO or is complete 

for FP ('inherently sequen tial') is still open. Yet, this represents a jump in complex- " 

ity, therefore an intermediate step between FL (.JI monoids) and NP -completeness. 

The pattern of having a unique maximal class gf aperiodic monoids in which the 

Membership Problem belongs to sorne complexity class is repeated once more, this 

t,~me with the class FP 0\ problems solvable in polynomial time. The p~eudovarietiel5 
It, and L, are contained il the cl ... N., defined hI the relation "' •. 

Definition: [Ger] For p ~~ for ail W"W2 E A', Wl ~ P w2 Uf they satisfy ail of 
1/ w 1 and W2 have the sarn~equence of left pivots 

2/ w 1 and W2 have the sarne ,sequence of right pivots 
3/ every left factor u 1 of w 1 satisftes relation ~, -1 with the corresponding lert 

- ' ( 

) 
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factor a~ of W~: a 1 ~ ,-1 al! i 
4/ the sarne is true for right. factors. 

In the case p - 4, this mea.ns: for ail w I,Wl! E A' , W 1 ~. Wl! ifJ they satisfy ail of 

1/ Wl and Wl! have the sarne sequence of leCt pivots 

2/ W 1 and Wl! ha.ve the sarne sequence of right pivots 

3/ every--left factor fil of w 1 aatisfies relation ~ 3 with the corresponding left fac­

tor "2 of W2: Ul ~3 "2; two words are equivalent under the relation ~3 Uf they 

have the sa.me a.lphabet a.nd the sarne initial and final cha.ractersi 

4/ the same is true for righ t factors. 

Example: The following \WO words a.re equivalebt under ~.. In these words, the 

left pivots have been marked with dots, and the right pivots with double dots. 

li 6 a é abc d ii d b a b' Il d a Ci ~ • Ii 6 a e d c" d b' Il d à" 

/ 

Testing rnembers,hip in an N. monoid can be done as follows. 

Sequential algorlthm 

Q. Find the maximal alphabet A == a (J ); from th en on, work in (X,A). 
~-

1. Compute a prefix of 1 : 
1.1. Find an a E A su ch that 1 == al. Let B == {a} and a = a" 

1 1.e. While B ". A do . 

Look for b E Band e ri. B such that tP("be)I = 1. If none is round, then 

. HALT: 1 ~ <~>. Else, do a ... abc and B ... BU {e}. 

e. Compute a suffix of 1 : 
e.l. Find an a E A such tha.t 1 == 1 a. Let B == {a} and tI == Il. 

S.S. While It~ A do .. , 

Lool0'or b E Band e ri. B such that 1 q,(ebtl) == 1. If·none is round, then 

H~T: 1 ~ <A>. EIse~do v = ch and B == BU {e}. 

,.9. 1 - q,~) iff 1 E <A>: . 

Pr1polition 4): 1 == ;( uv) HI' 1 E <A>. 

Proo!: The ( nly if) part is trivial. The (if) part is demonstrated by showing that 

1 e <A> i plies that the algorithm goes through Step 1 without haltingi the sarne 

ean be prove for Step 2 in a similar fashion. 

The proo~ by induction, showing that every iteration in the loop of Step 1.2 gives 

aa a. resuJt a. fi which is the concatenation of a v'alid left factor of 1 and of its associ­

ated le ft pivot. The basis is clear: start with fi = a, then b = a "d 1 == ael for 

sorne c E A. At the induction step, one', has in ha.nds a a, with Q(u) - B. If 

• 
, 
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/ e <A> and ;(u)/ - / , then the sequences of left pivots in the expressions of / 
and tP(u)1 are the same, and their initial factors have the sarne a.lphabet and last 

character, by relation ,:::s s. If f e <A>, then its next left factor u' will be such 
that u / = ut, for sorne t e <a( u ». Sin ce u con tains at least one instance of 
every character in n(u), however, aU the characters of tare redundant, except the 

~ ~ 
very last, so that u' R: s ub for sorne b . 'The next left pivot is looked at (the c of 
Step 1.2), and this completes the induction. ." 

Remark that it is important to)ook for band e simultaneously, sinee tP(~b)/ - J is 
true for any b E al u ), while this is not the case 'for ~(de)/ sa / • Cl 

Theorem 4.23: Membership in an N4 transformation monoid can be tested in 

, 0 (~n s) ,qUential time. 

Proo!: The algorithm, shown to be valid in Proposition 4.22, has its complexity dom­

inatecl by Steps 1 and 2, each consisting of -a loop over A in which pairs of generators 

are tested on, hence 0 (n) iterations at ~ éost of 0 (mn 2) each. 0 

Corollary 4.24: Membership in an ~, or an LI transformation monoid can be 

'. _tested in 0 (mn 2) sequential time. 

Proo!: In an RI monoid, ail that is looked for is the sequence of left pivots, so that 

Step 2 is ignored, and Step 1.2 simplifies to 
1.e. While B;a!i A do 

look for e tt B such that ;(ue)/ - 1 . If none is found, then HALTj oise do 
u - uc and B == BU {e}. 

This lowers the complexity down to 0 (mn 2). A similar argument applies for LI' 0 

The cl~ Ms is the first idempotent pseudovariety to contain both RI and LI (Figure 
. 4.1); in the relation defined by Ma, two wo~ds are equivalent Uf they have the same 

sequences of left and right pivots. It can be observed that Corollary 4.24 extends to 

this--elass, so that membership testing in Ma can be done in 0 (mn 2). 
At this point, it might be of interest to verify whether the upper bounds obtained for 

Ms and N. are tight. If so, th en Ms would be the unique largest class for which the 

Membership Problern would be feasibte in 0 (mn 2), that is, yet another 1Jtep as the 
complexity of the Problem rises to NP -completeness. , 
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4.6 NP-eompleteness orthe Membership Problem 

In this section, the proof of Theorem 4.3 is completed: it is shown that the pseudo­

variety N. is the unique largest class of aperiodic monoids for which the Membership 

Problem is Dot in tractable. 

Theorem 4.25: The Membership Problem in aperiodic trallsformation monoïds not 

belonging to N. is- NP -hard. . ' 

Prao!, The cÏemonstration is a reduction of the problem 'one-in-three 3SAT' with no 

. negated variable [GJ] to an instance of the Membership Problem in a monoid belong­

ing to the pseudovariety XR, a su bclass of AI defined by the iden tities g 2 =- 1 and 
• 

,hi - ghkgkhk [Fen]. Along with its dual, XR is the smallest class of idem"potent 

monoids containing N. (see Figure 4.1). 

Reduction: Lè't an instance of 'one-in-three 3SAT' with DO negated variables be given 
as a set U of Boolean variables and a set of clauses of the form (ti!lU 2,tiS), with 

tJI,u2,uaE/U; a clause Ci will be satisfied iff exactly one of the three variables it 
involves ~as value True . -

Define two generators ai and bi for every variable tii, plus an extra generator called 

d. For every,clause Ci = (,,,ti2'US), a connected component Ki of (X,A) is built as 
follows. ., 

The connected compone~t consists of ten states: two sinks, designated :r and fi, and -
an sec whose eight states are labelled with the eight possible combinations of one 

generator of index 1, 2, and 3: a la 2a 3, b ,a 2a 3, a lb 243, etc ... 
The action of generator /3, on astate a r a, a, of the component Ki' where a,. is one 

of Gr or br, and /3t E {a, ,b,}, is defined as follows. 

-If q rt. {r ,6 ,t}, then Pt acts on Ki as the identitYi 

-if /3, - a,., then P, maps the state a,. a, at onto itself; 

-if q = r and Pt y6 a,., that is, if a,. is one of ar or b,. and /3, is the other, then 

the state O'r a, O't is mapped to Pt 0', at . 

A connected component Ki is represented in Figure 4.3. In this figure, those genera.­

tors acting as the identity on Ki are ignored, the action of generator d is represented 
with dotted arrows, and trivial loops are not drawn: instead, for every state of the 
sec, represented by a box, the generat6rs which map the state onto itself are listed 

inside the box; this list coincides with the label of the state. 
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FIGURE 4.3: Connected component for the proof of Theorem 4.25 

A transfsgmation with expression udtl, where d ri. a( 11), will act on KI as follows. 
Assumetnat 11 contains at least one instance of a chara.cter of index 1 (that is, 

a( u ) h {a lib 1}:;I: 0), and at least one of index 2 and 3, and consider the sequence of 

right pivots in 11 : the last occurences of character~ of index l, 2 and 3 will give the 

label of the state onto which the SCC will be mapped by tfJ( fi). Then, generator d 

maps this image-state onto one of the two sinks: to 11 if the label con tains exactly one 

a, and to x otherwise. The last part of the word, v, acts trivially on the sinks. 

Example: Consider the words 

Wl= ala2a3bl'62b3Qlblb263d 

W2= ala2a8blb2bablalb2bsd. 

The Iast characters of same indices to Oècur are b 1, 62, b 3 for w 1, and Il l, b 2/ b a for 

W2, BQ that the states of the sec are mapped by ~(w 1) onto z, and onto , by ~(W2)' 
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Propo.ition "4.26: The transformation monoid of the semiautoma'tOn thus built 

l>elongs to the class XR, and does not belong to N •. 

Proof: To show that the monoid belonga t,o XR, it suffi~s to prove that the 
transformation monoid of every connected componen t belongs to this class. This is 

demonstrated by showing that the condition ghk = ghkgkhk holds for every three ele­

ments 9 ,h,k of the monoid. 
First, let at least one of 9, h or k have an expression containing an instance of d.: 

'd e a (g ) U a (h ) U a (k). This mea~s that the seo is mapped onto the sinks by . , 
ghk, and gkhk th en acts as the identity on them, BO that the condition is satisfied. In 

the other case where d ri. a (9 ) u a (h ) U a (k), sinee the SOC takes into account 

only the last occurenceB of charaeters of index l, 2, and 3, and sinee these last 
~ccurences are 'the same in ghk and ghkgkhk, the condition is aiso satisfied. 

To show that the monoid does not belong to N., c'onsider the following two exprès-

sions: Ji.. 
/11/1263 hl h2 hs 61 hl h2 6 3 d 61 a2 as 6 1 6 2 63 

al a2 /la 61 6 2 6 a 6 1 al 62 6 3 d /11 a2 6 3 6 1 6 2 63 

First, verify that w 1 ~. W2' Then, by looking at the initiais (everything up to the d), . 
/ 

veriCy that transformation ~(w 1) will map the seo of Ki onto sink z, while /fI( w2) will 

map it onto 71, thus distinguishing between the two expressions, which shouldn't be 
in an N. monoid. 0 / 

Defin. DOW the action of th. t"l-tr~~ation 1 on K, DB follows: -1 - '. aIld 
Il - fi for every state z ;06 (t. Trtthsformation 1 maps every eonnected component 

onto sink states, so that 1 Il = 1 for any a E Ai therefore, a (! ) = A. 

With the interpretation that the value of the affectation to variable tli is determined 

by the last occurence' of a eharacter of index .. in an expression before the first 

occurence of d , with aj meaning Uj = Truc, and h, meanmg Uj 

Collowing. 

= Fa/sc, one gets the , 
Lemma 4.27: Transformation 1 belongs to the monoid ur the instance of .'on~ ~" 

in-three 3SAT' admits a solution. 

Proof: (if) If there is a solution to the instance of 'one-in-three 3SAT', then one can 

build an expression of the form QI"' •• Q. /31 ••• /3. d = wd, where /3i is the generator 

of index i which corresponds to the value affected to variable Uj, and Qi is the other 

generator oC index". 1t is claimed that /fI(wd) acts as 1 . 
For every state p in the SOC of Ki' the state p::~w) will also be inside the SOC, and 
its label will correspond to the last occurences of characters of each index in w. By 

the hypothesis, t)le label consists of one, a and two " 's, so that this image-state is 

·1 
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then mapped by d onto the sink ,. ô 

(only if) If 1 belongs" to the monoid, then there is an expression 1 - wdv' with 

a(wdtl) ç; A and d ~ a(w). It is claimed that a(w) n {II 1~61} " 0, and similarly for 
the indices 2 and 3. To see this, consider that in the connected component built for 

o , 

clause Ci' every state p of the SOO is mapped onto the sink ,: this implies that p is 
mapped by 4>( w) on astate q of the sec whose label con tains exactly one a . If p is 

\ , 

the state Il III 2a3, then w must contain at le~t two of the characters 6 11 62 and 6 a-

Meanwhile, for state Il 16 2b SI the condition is th at w con tains at least one of the Il 's. 

If these two b's and one Il are sudh that ail threè indices are not represented, for 
example, if o(w)n {as,b a} == 0, then observe that no" transforma.tion of 
<{ allIJ2,bh62}> can simulta.neously map statef:j 1111I24a and 6 1611 6a onto sta.tes 
whose image br d is 11. Therefore, aIl three indices are represented in ~his meane 
that every variable Ui is assigned a val~e, and the condition on the last occttrences of 
characters of a given index make this assignment consistent with the satisfaction of 

clause 0". Cl ' 

Proposition 4.28: The Membership Problem is NP-complete for the pseudovariety 
of monoids XR and for its dual. 

Prao!: The Problem for XR belongs to NP by Lemma 4.4, white-the above reduction 

and Lemma 4.27 prove, NP-hardness. For the dual clase of XR,' it suffices to observe 

that the number of st~tes in every connected component built in, the above reduction 

is a constant, so that Theorem 2.11 can be applied. Cl 

This result compl.etes the proof of TheorCm 4.3 (NP-completeness of :-e Membership 

Problem in arbitrary idempotent monoids); the proof of Theorem 4.25 is also corn­

pleted, recalling that the Problem is NP -hard in ail monoids of thresho~d two or 

more, by Corollary 3.13. 0 

There is no Class Test available yèt.for the classes Ma a~4 N.(. 

~ .. 

\ 

.i 
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v Othe'r pseudovàrieties 

In thia thesis, the emphasÏ8 has been put on the classes of commutative and idemp<r 
tent monoids, sinee it was there that polynomial-ti~e me~bership te~ts could be • 
Cound. Other pseudovarie'ties are now discussed, in order to give an idea of what can 
be expected from furth~r research in this field. The main relationships between these 
classes are depicted in Figure 5.1. J 

,. 

, 

FIGURE 5.1: Sorne pl!eudovarietiee oC monoide " 

5.1 Other aperiodic pseudovarieties 

A first direction in which further research on the Membership Problem can be orient­
'ad is the study of pseudovarieties of aperiodie monoids lying beyond the classes of 
oommutative and idempotent monoids. Many of them are of particular interest be­
oause of their relationships with well-discussed classes of regular languages:Mrivial 
monoids ~ciated with piecewise-testable languages [Simon]), R- and L-trivi~l 
monoide IFich], and, furthet beyond, the class of ail aperiodic monoids (felated to 
star-Cree languages [Sch]). Given the results of chapters Three and Four, the 

Membership Problem in these pseudovarieties must b~ intractabl~, the question being, 
Cor which classes it remains NP -complete. 

Walking up the lattice of these pseudovarieties, one eneounters a claSs eontaining the 
• 

aperiodic commutative monoids (denoted AC in Figure 5.1), the clase J of J-trivial 



o 
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monoids, for which a Class Test has been fbund by Stern [Stel). It is based on the fo~. 
lowing property of semiautomata with J-trivial transformation monoid. 

. 
Faet 5.1: [Simon) The transformation monoid of semiautomaton (X,~) is J·trivial 

ift' (X,,(\.) is a acyclic directed graph a.nd for every B ç: A, every connected c.om· tr (X,Bl is dominated by a.unique state. .) 

Stern 'S observation is that every (X,B) does not need to be compu tedj instead of 

working on every subalphabet, notice that there cannot be more secs than_ there are 

states in X, regardless of the alphabet, as a consequence of the acyclicity of (X,A). 

Stern 'a aequential algorithm 
1. Verify that (X,A) is acyclicj 

f. foi every x É x, compute the set E(x)(' { a E A 1 xa ... x }i 

9. for çvery p.air x ~ 11 of states, do - / 

9.1. build M = (X,E(x) n E(II )); 
9.e. compute the transitive closure M of Mi 

9.9. for every z EX, verify that (z ,x) a,nd (z ,1/) are not both edges of M. 
/J 1 

1 

Step 3.2 uses Warshall's algorithm [AHU2) to compute the transitive cl9sufe' of a 
graph with m vertices and mn edges, which takes 0 «mn )8) timej this gives an 

overall complexity of 0 (m 6n 8). This algorithm can be run in ~arallel, after sorne 

minor -adjustmen ts. 

Parallel algo~ithm 
1. Compute the secs of (X,A); verify that they are trivi~li 

f. for every x E X in parallel, compute the set E(x) - { a e Â 1 xa - x } j 

9. for every pair x ~ 11 of states in par'allel, do 
.r 9.1. build M = (X,E(x ) n E(y ))j J 

9.e. for every z E X, check that x and 11 are not both accessible from z in M. 
\ 

\ . 

Propoaitio~ 5.2: The Class Test in J belongs to NO'J. 

Proo!: Steps land 3.2 are instances of problems'in NO'J j the rest lB in NOl. CJ 

The pseudovariety J is the intersection of R and L, the classes of R- and L-trivial 

mopoids. This is made clear by these two facts,taken from [Fich]. 

Faet 5.3: A transformation monoid is R-trivial Hf its semiautomaton js" acyclic. 

-Fact 5.4: The transformation monoid of a 'semiautomaton (X,A) is~ L-trivi~l 1ft' its 

- -
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inverse semiautomaton (r:,A-1) is acyclic. 

'Corollary 5.5: The Class Test in R belongs to NO z / 0 (mn). 0. .. 

Whethep the Slass Test for L-ttÎvial monoids can be done in NO u, not known.-

1 Proposition 6.8: The Membership problemJ.!.' Ris NP-complete. 

Proo!: By Corollary 3.13, aIl that is ne~ded i~ a proof that the Problem in this case 

belongs to NP. For th~t suffices to show that~ry 1 E <A> has an expresyion w 

of length at most m (m -1), wit'fl.. m = 1 X l, a co~quence of the acyclicity of the 
semiautomaton. To see this, notice that, upon applying ~(w) character- by-character 
on sorne state x, a cycle-free path from x to xl is defined. Now, if w = ua? for 
sorne a E A, th en either x 4>( ua) = x 4>( u ) for aIl x E X, so that a is redundant, or a 

brings an x one step nearer to its image xl , with state x </I( u) never to be revisited 
again on the path from x to xl. With one path per state and a maximal length of 
m -1 for each path, this gives the desired uppèr bound o~ the length of w. 0 

The complexity of the Membership Problem in L-trivial monoids is unknown; if the 
Problem for this class were not NP -complete, this would be a first case where the 

computation al complexity of the Membership Problem for a given class would not be 
t 

Wlatched by a similar complexity for its dual. The conservative attitude is therefore to 
conjecture that the Problem is NP -complete also for L-trivlal monoids. Notice that, 

here too, it suffices to prove that the Problem is in NP, for example by establishing a 

polyn~mial upper b~~_rid __ ,o~_~~e len~th of the eiression of the ;lemènts of the 
monOld. ~/ 

Further -above is the pseudovariety of aU aperiodic monoids, denoted A in Figure 5.1. 
A look at the mon'oid used by Kozen to prove the PSpace -completeness of the 

Membership Problem in the general case [Koz] reveals that this 'monoid is aperiodic, 

so that t~e highest possible complexity can be reached without having to introduce 

groups. An interesting open problem is therefore to verify whether there is a unique 

largest class of aperiodic monoids in which the Membership Problem is in NP, a pat­

tern ~imilar to the one encountered in this thesis for the complexity classes FL and 

FP. " 

Notice that testing whether a transformation monoid is aperiodic is already coNP­

.,\, hard,.with the possibility still open that it'be PSpace -complete [Stel]. 

. ~ 

1 
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5.2 Non-aperiodic pseudovarieties 

Another direction of research is t~ look at how more complex the Membershi~ Prob­

l~m becomes when the monoid ceases to be group-free. This question' has been settled 

for commutative monoids in <,:hapter Three. Another non-aperiodic clnss worth being ~ 

investigated is the pseudovariety of monoids of threshold one, denoted Th! in Figure 

5.1. They have several properties in corn mon with idempO,tent monoids, so that the 

action of a transformation in the semiauto~aton of Buch a monoid' can be described 

quite weIl. Here are sorne (acts ab0l!t this class, ta~en from [GrR] .. 

Fact 5.7: In the free monoid of threshold one on alphabet A, for every W hW:! E A- , 

one ~as ~(w 1) H ~(W2) iff ~(w 1)'" a(w2) and there exist 'decompositioDS 

WI == ulazlbtJl and W2 = u2qz2btl2 with a ,b E A (possibly the same), such that 

a(ul) = a(u2) = a(wI)-{a'}, ,. 

a(vl) = a(1I2) = a(wI)-{b}, 

, t,6( u 1) == t,6( u 2), and \ t,6( tJ il.... t,6( tllI)' 

R~mark: The conditions for having t,6(WI) = 41(w2) are here more stringent than in 

idempotent monoids, whare every H-cl9ss consisted of exactly one element, 50 that the 
1 

above c9nditions sufficed to ensure that ~(w 1)::11 t,6( W 2)' . , 

Fact 5.8: Every H-class·'in a monoid of threshold one is a group. These groups a.re ' 

isomorphrc within thJ3 same J-class (a J-class is a disjoint union of H-classes). 

Fact 5.9: For any two elements / and 9 of a monoid of threshold one, 

f J 9 iff a (f ) - a (9 ). 

This last Fact is analogous to Fact 4.7. Actually, results similar to those oLsection 4.3 

exist for ail monoids of threshold one. 
• . 1 .', 

Fact 5.10: Any elemert f in Ma monoid of threshold on~ cap be decomposed into 

f = UZtl 1 with f J tl J tJ. If f J 9 with 9 = U IX ItI" 9 J 111 J tJ l, then f 9 {lH ''''l 
andgfHultJ. 

~ropo8ition 5.11: Let the transformation monoid of (X,A) be of. threshold one. For 

every sec K of (X,A), there is a subset B = a (K) such that, for every , E <A>: '" 

al if a (g ) C Br then Kg ç K; -.. 

DI if a (g) g B, th en K, n K """ 0; . 
cl there is a c ;;;: 1 su ch that, for a.1I g, a (, ) - B, one has 1 Kg 1 - c. 

t.. 

• 

1 , 
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Proof' The de;Bonstration for parts bl and c/ is i entical to the idempotent case. 

For part a/, let a (g) ~ a{K); for any :z E K, th re is a transformation / ' 

a (f ) - a (K), such that :z E XI . Observe that 1 H f i for aIl j ). l, ând that 
there is an integer r' for which f'~ - 1. Con 'ijer now the transfor1.Ilations 

f - 1 ./ ,-1 and h ... gl ... 91 '1'-1, with, a (g) a (K), and observe that h JI. 

Applying Faet 5.10 on the produçt A, w)th = f and VI = 1 '-l, one gets 

J h = J gf H:\:/' -1 = l, which implies Y 9f RI, and therefore there exists a 
transfor~ation such. that f = l,ft. Hence, for any state z EX for which zl E K, 

one has zf 9 E K weIl. 0 . 

The questions relative to the Membership Problem in this c1ass would therefore be: 
1/ Whether it is possible to break the membership test int a test inside an idempo­
tent mono id and a test inside,a group of permutations. It' not excluded that there 
actually be more that one of either type of test: for example if here definitely is a 
group-membership test to be done to see whether the action: of 1 on XI , which is 

that of a permutation, is compatible with membership in thE! monoid, there could~lso 
be other gro.up membership tests involved~ 
2/ If this decomposition is feasible, whether it does not lead to an exponential or lin_ 

trl}ctable ,c?mplexity. In the ~ommu~~case (the al~orithm of Section 3.1), both 
the aperiodic part and the stahllizer('the Abelian group) were generated by subsets of 

the initial generatipg seti this is not likely to remain the case: the decomposition 

might lead to instances with an exponentirll number of generators, or it might il!volve 
by itself sorne intractable compu tations. 

3/ There remains also the problem of iden-tifying a monoid of threshold one: the Olass 
Test for this pseudqvariety is stjll an open pr_oblem. 

/ 

(J 
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VI Transformation semigroups 

The previous chapters have been conoer~ed with transformation m~noids, instead of 
semigr'ups. Although the difl'erence seems negligible when it cornes to testing 
membership in a given semigroup, it becomes significant when the discussion in volves 

pseudovarieties. 
This difference cornes from the exiSteR ce of classes which differ w~en defined in ter~s 
of semigroups, and not when defined in terms of monoids. This can be seen by ob­
serving that pseudovarieties are characterized with defining identities, which must be 

satisfted by every element of the semigroup, in~luding. the element 1 in the case of a 

monoid; introducing 1 in the identity may th en lead to a condition on the other ele-

r'" ments which is more stringent than desired. For instance, consider the idempotent 
pseudovariety of semigroups Na, defined by the identities g'2 - g and /ghk - I.hgk 

" [Fen,Ger]. If S is a mèmoid, then the second identity must be satisfied in particula.r 
wh en / == k = 1, which implies gh ... hg for ail g,h ES; in other words, this meaDe 
that all monoids l::ielonging to Na must be commutative, and therefore belong to the 

class JI' 
\ 

T~is discrepancy does not extend to ail' types of classes, however: aIl pseudovarieties 

of commutative semigroups and of monoids coincide, and the same applies to the 

classes discussed in chapter Five. There remain two cases where this makes. ft. 

âifference. First, the results of chapter Four have to be revisited, since the lattice of 

idempotent semigroup pseudovarieties is much richer than with monoids. Second, 

there exist classes of threshold-t semigroups which do not have to contain aU the . 
threshold-t commutative semigroups, whîch means that Corollary 3.13 does not apply 

to them, and that ~here may therefore exiat classes of non-idempotent aperiodic semi­

groups where the Membership Problem is not NP-hard. 

It is also worth noticing that an operation done, at sorne points in this thesis, namely 

ignaring generators and working in the semiautamaton (X,B) instead of the original 

(Xl.!' ,A), with BeA, corresponds to applying a homol11Qrphism such that ,,- 9 if 
g E B> and 9 _1 if 9 ~ <B>. This implies that <B> must be a monaid. 
H nce, the choice of writing this thesis in t,.erms of monoids meant working with ft. 

simpler lattice of pseudovarieties, and allowed ta reason in terms of ignoring chara.c­

ters and working in a subgraph of th~iginal semiautomaton, 'an operation concep·. 

tually convenient, but which can be done without. 

q" 
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6.1 Idempotent lemigroups 

Idempotent pSéudovarieties were originally atudied in terms of'semigroups [Ger,Fen]; 

the lattice of monoid classes used in chapter Four bas been obtained by applying a 

\ reasoning similar to the one used above for the class Na. The' full lattice for semi­

groups is represented in Figure 6.1, where the dotted lines are drawn be'tween those 

pse~d0varieties which collapse together upon passing from semigroups to monoids. 

Two new cla.s8 names are introduced, M2 and Na, whil~ the other labels indicate the 
pseudovarieties of semigroups wbose definitions coincide with those 'used in chapter 

Four, and for which the results proved in tbat chapter remain vaUd. 

The class M2 is defined by the identities 9 2= 9 and gh! = g. Replacing 9 by 1 in the 

latter shows ~at aIl the monoide of M 2 belong to JI' It can also be seen that a s~mi­
group of this class coincides with the set { ab 1 a ,b, E A}, so that botb the Class Test 

and the Membership Problem have an easy solution. 

Already discussed in the introduction to this chapter Îs the class Na, defined by the . -
congruence 

Definition: For aU W!lW2 E A+, 

Wj:::'::a W2 Hf a(w,} ==, a(w2) and w, = au,b and W2 == aU2b 

for sorne a ,b e A which do not -have to be differen t. There are no further re~trictions 

on u 1 and u ~h as long as they allow w, and W2 to satisfy to the first condition. This 

ie equivalent to the defining identity I,hk = Ihgk. 

Proposition 6.1: The Clp.8lQrest for Na belongs to No'IO (mn 3). 

/ 
Prao!: The demonstr~n consists in ahowing first that testing for ~he condition 

1 gU - / hgk on the generators suffices. Let 1, 1 = l, let h == al' .. 'a", , and notice 

tha.t / and k do not move, and plày a role only through their last and first charac­

ter, respectively, so that no assumption has to be made on them, other that tHey 

differ from the .identity. Then 

/ghk - /gal'" a",k == /,ala2' .• amk = /àlga2' " affile 

• •• == / a 1 a 2 • • • am 9 le = 1 hgk 1 

1 

by operating a sequence of commutations on single characters. For tg 1 > 1, notice 

tha.t, can be transferred to the right character by cha~acter. The first step' of the 

a.lgorithm consista therefore in testing whether abed = aebd for every a ,b ,e ,d e A, 
which is NOl / O'(mn '). 

The sequential upper bound can be brought down to O(mnS)'by verifying instead the 

two tonditions G6cb - Gd and G6ac - abc. If the)' are ::,atisfied by aU the genera-
tors, then one has 



o 

o 

o 

abcd - abcbcd - ac6cd - ac6d 
o 

by firet applying idempotency, then using each of the two identities. 

Th~ condition abcd - ac6d does not imply idempotency, however, so that- this pro­
pert y has to be verified separately. It is claimed that testing 4~ - d, abc6' - acb, 

and dac = abc suffices. Indeed, if the generators satisfy this, then any element of the 
semigroup with expression 4wh, where 4,b E A, w E A", is idempotent: one gets 

4whaw6 ... awa6wb - aaw6wh - aawwhh - awwh 

by commuting w across a and 6 character by character. The inside of 4wwh can t,hen 
be simplified in a similar fashion. Testing the n generators for idempotency is 
NOI/O (mn). 0 

Theorem 6.2: The Membership Problem in Ns semigroups is in N0 2 1 0 (mn ). 

Proo!: From the definition of ~ 3 , it can be seen that the following algorithm tests 
for nr,mbership in an Ns semigroup . 

• 
Algorithm 

1. Compute the maximal alphabet a (f ); 
e. Find the firat:;cha,racter, a E a (f ) such that al - 1 i 
9. Find the last character, h E a (/ ) su ch that 1 - 1 b ; 

4. Compute the product 9 of aIl generators of a (f )" in any order; 

5. 1 E <A> iff 1 = "4g6 . 

Ana/gsis: Step 1 ls NOl / 0 (mn ).by Proposition 4.10; Steps 2,3, and 5 are trivially 
NOI/ 0 (mn)i Step 4 is NC 2 /0 (mn) by Fact 2.6. 0 

o 

There is therefore a unique largest c1ass of idempotent semigroups for which the 

Memtfership Problem belongs tOI FL, a result iden tical to the one obtained f?r 
monoids, where .JI played this role. 0 

Further above, it can be seen that the class N .. remains the largest one where the 
Membership Problem is not NP-hard, since the monoid constructed for Theorem 4.25 

l, 

, belongs to the pseudovariety of semigroups XR, one of the first two classes Dot 

included in N.f. It is important to notice, however, that N. is no longer the largest 
class of aperiodic semigroups in which the Problem is not NP -hard, since Corollary 
3.13 holds only for monoids. Indeed; in the next 'section, pseudovarieties of non­
idempotent semigroups are discussed, where membership can be- tested in polynomial 
time. 

'-
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FIGORE 6.1: Paeudovarieties of ideompotent semigroups 
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6.2 Non-idempotent aperiodie semigroups 

This section discusses cases of pseudovarie_ties of aperiodic semigtoups of threshold 

t > l, which do not include the class of commutative aperiodic semigroups of thres­
hold t, a.nd in which the NP-hardness result of chapter Three therefore does not 

apply. The first example is the pseudovariety NU of nilpotent semigronps, illcluded in 

the class J of J-trivial semigroups IEill. ' 
, " f 

Definition: The class Nil, is defined by the identities g 1 ••• g, - la 1 ••• h,. This 

means that a~l the words of length k or more are expressions of the same semigroup 
element. The pseudovariety NU is the union of aIl classes NU" k > 1. 

In terms of transformations, this definition has the following equivalent. 

Fact 6.3: The transformation semigroup of semiautomaton (X,A) belong! to the 
class Nil, Uf the following, holds: 

< -the semiautomaton is a.cyclicj 
... 

-every connected component of (X,A) is dominated by a unique sink sta.tej 
-there are no trivialloops elsewhere than on the sinks; 
-for any state, aIl the directed paths of length le starting from this state lead te a 
sink state. 

Proo!: The first two conditions express that the semigroup is J-t,rivial (Fa.ct 5.1). For 
the next two, the (if) part is trivial, and the (only if) part is shown as follows. If 

<A> e !':-lU" then for every state :r and words tI ,w E A + with 1 w 1 • k, one has 
z iP(!UV ) = z iP( w). If z iP( w) is not a sink, which means a loop for t/J( tI ) on this state, 
then the acyclicity of the graph implies the existence of a word fi e A + for which 

z iPfwu) is a sink. But then <p( w) F t/J( wu) with 1 w 1 .... le, a contradiction with 

<A> e Nil,. 0 

Notice that the fourth condition is the only one to mention the pa~ameter k , 80 that 

the first three suffice to determine membership in NU. Observe also that this proposi­

tion implies an upper bound on le: if 1 X 1 = m and <A> e Nil, then 

<A> e Nilm -1' The Class Test in Nil. is done as follows. 

Algorithm 
1. Test whether (X,A) is acyclic; 
e. tind the sinks: states, su ch that ,a - , for ail (1 E A; 

9. verify that there are no trivialloops on non-sink states; 

-1. partition (X,A) into connected componente and verity that each con tains 
exa.ctly one sinkj 
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5. compute the longest path length between two states, and v~rüy that it 1s at 

most k. 

Propoaltion 6.4: The Class Test in NU. belongs to N0 2 
/ 0 (mn). 

Pr~of: The validity of the algorithm is immediate by Fact 6.3. Step 1 is 
NO'JjO (mn), while Steps 2 and 3 are N0 1/0 (mn). In Step 4, once the partition into 

.. CCs bas been done, it suffices to verify that there are as many connected components 
as there are sinks: by acyclicity of the graph, each CC must contain at least one sink. 
This step is therefore N02/0 (mn). Step 5 is done in sequential using a breadth-first 
search starting from the ainks and working against the direction of the edges: 0 (mn). , 
In parallel, the- test worka as follows. Let a CC K contain sink z, and assume without 

1088 of generality that k = 2' . 

For every z E K in parallel, let L (x ) = {xa 1 a E A }j 

for P - 0 to q do 
for every x E K in parallel, let M(x) = 1 J L (If); 

, , eL(.) 
for every x E K, let L (z) - M(z)i 

, if L (%) - {z} for every %, then retur1\ True, else Falae • 

Since ea.ch step is NOl and k is 0 (m), this gives N02• 0 

Theorem 6.5: The Membership Problem in Nil. is feasible ID polynomial time 
whenever k is a constant; it is NP-complete in the general case. 

Proof: Observe that every element of a semigroup belonging to Nil. has an expres­
sion of length at most k; with 1 A 1 = n, this means for the semigroup a cardinality 

of O(n·), 50 that membership can be tested by a brute-force enumeration of an the 
elements: N01jO(mn·). 

For the second part of the theorem, observe first that the Membership Problem is in 

NP, sin ce NU C J. The proof is completed by a reduction from the 'minimum cover' 

problem [GJ]. An instance of this problem is a set T, a collection U of subsets of T, 

and an integér- m- ~ 1 TI; the question is to decide whether there is a collection U' 

of m or less elements of U such that U u = T . 
• EU' 

First, reduee trivially to a test for the existence of a U' of size exactly m. 

Next, constr~ct the semiautomaton (X,A) as follows. For each 11 EU, define ,a gen­

erator a E A. For each- element 'i of T, build a conneeted component 

Ki = { Zi,P 1> ••• ,Pm ,q li ... ,qm } 

and partition A into two subsets B.· = { a E A 1 'i E tl } and Oi = A-Bi' 

The generators aet on' Ki as follows: 

-if CI E Bi, let z; 4 - q 1; otherwise, let :ri CI ... Pl; 

( 
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-for 1 < r ~ m -1, let Pr a .. 9'+1 if a E Bi, and ,Pr a - P'+1 if a E Ci; meanwhile, 
let 9, a == q'H for aU a E A; 

-finally, for aIl a E A, Pfft a - 9", CI - p",. 

Define the test-transformation f as: %i f - 9"" and P, f - 9, f - P", for ail the " 
other states p" qr of the connected component Ki' 

A connected component Ki is represented on Figure 6.2. In this picture, the arrows 
are lahelled with the set of those generators whose action they correspond to. 

Ci J '",-1 P... A 

FIGURE 6.2: Oonnected component for the proof oC Theorem 6.6 

Proposition 6~6: 'Fhe transformation semigroup of this s,emiautomaton belongs to 
the class Nil., whe~e le .. in +1. [J 

, 

Lemma 6.7: f E <A> ift' the instancè of 'minimum cover' admits a solution. 

Proof: (if) Let, a solution of 'minimum cover' he a list U Il • , • ,UI of elements of U 1 

with 1 < m, For every ti ET, this implies that at least one of the subsets in the liat, 
say u, contains ti, which means that the corresponding generator a belongs to Bi, It 

can 'then be verified that Xi al' ,', a, == 9", If 1 < m, then append enough generators 
to give an expression of length m: let g = al' . , a, h, +1 ... hm , with no conditions on 

the 6{ 's, and verify that, acts as l'Ion every connected component of the semiauto­

maton. > 

(on/v if) Let f E <A>, with expression al' • , a" ,The condition q tf - P'" implies 
1 = m, while Xi f = 91ft means that at least one oC a Il ••• ,a, must belong to B" so 
that element ti of T is covered. ThereCore, fi 1, ••• ,flm is a liat of m elements oC U 

which cover T. 0 

The discussion continues with two more pseudovarieties, which both contain the class 
Nil. These are D, associated with definite languages [Eil,PRS], and its dual DR . 

Definition: The c1ass D. is defined by the identity z 1 ••• z. - 11 z 1 ••• ZIr' In other 
words, for aIl expressions" ,w E A+ such ttat 1 w 1 - k, one has ifo(tlw) - ;(w). The 
pseudovariety D is the union oC aIl classes D" t le ~ li it is itself included in the clue 
L of ail L-trivial semigroups. 

o 
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Considered first is the dual clase DR , included in the class R of R-trivial s~migroups. 
The characterization of this pseudovariety is analogous to the one of Nil, and is 

demonstrated in a similar fashion. 

Fact 6.8.I The transformation semigroup of semiautomaton (X,A) belongs to the 

class Dl Uf the following holds: 
-the semiautomaton is acyclic; 
-there are no trivial loops elsewhere than on the sinks; 
-for any state, ail the directed paths of length le starting from this state lead t6 a 

sink state. 

Fact 8.9: 'The Class TesWnJ?l belongs to N02 /0 (mn). 0 1 
~ 

Observe that the acyclicity condition implies that, if the transformation semigroup of 
a semiautomaton with m states belongs to D,R , then it is in D"R, for sorne k < m . A 

result analogous to Theore~ therefore be demonstrated for Dl. 

T~eorem 6.10: The Membership Problem in Dt is feasible in polynomial time 

whenever k is a constant; it is NP-complete in the general case. 0 

Similar results can be dernonstrated for the class ,D. First, the equivalent of Theorem 
6.10 is proved directly from the inclusion of Nil in D, and the following facto 

Fact 8.11: [PRS] If the transformation semigroup of a semiautornaton with m 

sta.tes belongs to D, then it is in D", for sorne k < m . 

, The Class Test in D has been done in polynomial time [PRS). A test in parallel ~an 
be done in N02, based on the following observation. 

Fact 8.12: [PRSj The transformation sernigroup of (X,A) belongs to D" ur for 
, every word w E A' of length k, every connected component of the semiautomaton is 
mapped by </>(w) onto a unique state. 

Proposition 6.13: The <:YIass Test in D belongs to N0 2 • 

.. Proo/: For every two states % ,y, define the language 

L (% ,y ) = { w E A' 1 z 4>( w ) == y and 1 w 1 =: k }; 

the condition that L (% .,) == L (z.y) for every state z belônging to the sa.rne con­
nected component as :r is equivalent to having <A> e·D". Observe that, since 
L (z.r) - 0 when JI is not in the CC of %, the test can be restricted to st~tes 
belonging to the sarne connected component. 

, " 
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The algorithm works as follows: for every connected component { Sil ••• ,zi' l, & set 

y. { :1'1,0, ••• ,:1'1,.,:1'2,0' ••• ,:li,. } 

is defined, on which the semiau tomaton (Y,A) is built, as follows. For all • S; i and 
1 < le, every a E A, if Zi a _ == z, in the original semiautomaton, then let 

Z,',' - Z, ,(1 +1); next, let Zi ,. a .... :l'i ,. for aIl a E A. , 

For every 1 < h ,i S; j, the deterministic finite automaton built on (Y,A) with :lI,O as 

initial state and Z'," as final state accepts the language Li' - L (Xi ,%1 )·A·. For any 
'other 9 ~ i, one has L"l = L" Uf L (Zi ,:ri ) = 'L (:r, ,:rl)' The charactel'ization " 
l'educes therefore to testipg, for every 1 < 9 ,la < j 1 whether Lu - L,l' ' 

Parallel algorithm ~ 

1. Partition the semiautomaton into connected components; in each of them, dis­

tinguish ,a statè XI' 

J!. For every connected component in parallel, do 

/J.t. construct the semiautomaton (Y,A)i 
2.2. for 2 S; 9 < j and 1 < h S; j, test by mutual inclusion, whethel' 

La = Lg •. 

Analysis: Step 1 is NO 2. Step 2 is a NOl reduction to the test for inclusion of regu .. 

Jar languages (Fact 2.7), which is also N02. 0 

This' chaptel' is completed with a discussion of the cl8BB :Ô'i".which is a.ssociated witb 
generalized-definite languages [Ei1]. 

Definition: 'The cl8BB D. is defined by the identity 
:r 1 ••. z. 11 z 1 • • • z" = % 1 • • • Z. Z 1 • • • ZIf • 

In ôther words, for ail expressi0:Ds u ,v ,w E A- such that 1 u 1. 1 w 1 - le, one has 
;( UtlW ) == ;( uw ). This class includes both D. and D.R. 

'In terms of transformation semigroups, this definition translates into the following. 
v 

Fact 6.14: The transformation semigroup of (X,A) belongs to 6 Hf 
-the transformation semigroup of (Y,A) is in DR, where Y is the original set, in 
which each sec has been replaced by a. sink state, and 
-the transformation semigroup of (Z,A) is in D, where Z ie the set X, minus the 

states from which more than one SOO is accessible. 

Proo!: (only if) Let <A> belong to tJ lr , for sorne k ~ l, and consider the word fltI , 

with 1 u 1 = 1 v 1 == le. Then, for any state :t and for any w E A-, one bas 

:t;( UtlWtl ) ... lP( uv), which implies that z ~(uv) and :t;( 1Jt1W) belong to the same sec 
By a reasoning analogous to the one used for Foot 6.3, this implies that ail the 

{ 

/ 
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Itrongly connected components of the semiautomaton must be maximal f~r A. The 
first condition comes 88 a direct consequence of this. The second condition is proved 
by considering that astate z E Z will be mapped by aIl 9( uv), u and tI of length le, 

into the sarne scq of (Z,A). The condition 9( UWtl) = 9( uv) irnpJies then that the 
image of the sec by ~(tI) co~ists of a single state. Therefore, the transformation) 
sernigroup of (Z,A) is in D21t: • 'v 

(il) The second condition implies the existence of a pararneter 1 such that, for every 
word u of length " every state is mapped by ~(u) onto a sink of (Y,A) , that is, into 
an sec of the original semiautomaton. Meanwhile, the third condition"implies the 
existence of a j su ch that, for every word v..of length j, ~(v) maps each sec onto a 
single state. As a consequence, the semigroup belonga to Dit: 1 where k is the larger of 
i and 1. 0 ... 

Observe that both parameters_ j and 1 are at most m, where m is the cardinality of 
X. This upper bound allows to sta.te a result identical to 

Theorem ~.is: The Membership Problem in polyrlomial time for 
Ir constant; it is NP-complete in the generai case. 

\ , 
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YII Related Problems 

.. 
7.1 , Inter.tection of regular languages 

~
It has been argued in chapte.lt'>ne th!l-t the complexity of the Membership Problem 

, oes not rise as fast aS that of many corn mon computation al pllOblem~ on transforma­

ti n mo~oids. Here are three Buch proMems; the Membership Problem reduces to 
, each one of them. \ , 

Intersectlon of two regular languages: 

given n dete!ministic finite automata, decide whether the intersection of the 
languages they accept is non-empty. 

Reduction: Testing membership of 1 in (X,A) c!l-n be transformed into testing 
whether the languages L., z E X, have a non-empty intersection, where L. ie the 
language accepted by the deterministic finite automaton built from (X,A) by marking 

, states 'f 'as initial, and xl as final. '. 

Order of a monoid: 

given a transformation monoid, compute the number of its elements. 

Re~uction: Transformation 1 belongs to <A> 1ft' monoïde <A> and 
<A U {I }> have the same cardina:lity. 

Monoid isomorphism: 
given ,two semiautomata, deci~whether 
morphic. 

their transformation "monoids are iso-, 

Reduction: Transformatiqn 1 belongs to <A> Uf monoïde <A> and 

<A U {I } > are isomorp.hic. 

The latter two problems have been shown to be in NOS for Abelian permutation 

groups [MeC]; finding the order of an arbitrary permutation group is aLso in NO 

[BLS]. 
The first of these problems is now discussed in more detail, as it was of instrumental 

use in Kozen's proof of the PSpace -c?mpleteness of the Membership Problem [Koz]. 

In the generaI case, both problems h~ve the same complexity. This is also the case 

everywhere where the Membership Problem is NP -complete, sinee an element of the 

intersection of the lan@Nlages ean be guessed in the same way as an expression for the 

test-transformation in the Membership Problem. Here are two cases, however, where 

the language intersection problem is strictly harder. 

\: 
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Fact 7.1: Testing or intersection of regular languages whose syntactic monoid is an 

Abelian permutation group is NP-complete. 

Proof- ReduGe from 'one-in-three 3SAT', with no negated variables involved [GJ]. 
For every clause (u l'U2,u 3), construc! an eight-state automaton over alphabet 

{a l,a2,a a}, aB follows. Label astate (the initial state) aB FFF, and FFFa 1 as TFF, 

FFFa'J as FTF, FFFa la2 aB TTF, and 50 on, so that there is a state for eV6fY combi­

nation of truth values for the three variables, and a generator maps astate to the one 
where the value of the correspondiog Boolean variable has been flipped, BO that each 

generator is a permutation of period two. It cao be verified that <A> is Abelian. 

'Label states TFF, FTF, and FFT as final, and take the following interpretation: 

given an expression, start with ail three Boolean variables at Fa/8e , and flip the value 

- of variable !Ji each time character ai is read. Variable !Ii will therefore have value 

True Iff generator (Ji appears an odd number of times in the word being read. An 

automaton built according to this construction is represented Ïli Figure 7.1. 0 

FIGURE 7.1: Automaton built for the proof of Fact 7.1 

Fac:t 7.2: Testing for intersection of regular lan~ages wlj,ose syntactic monoid 18 

idempoten t and commutative, that is, belongs to JI' is NP -complete. 

Proo!: The reduction is From the same problem. For every variable !Ii, define a gen­

erator ai. For each clause, define an automaton with five states, as follows. The ini­

tiaI state is FFF. Define FFFa 1 as TFF, FFFa 2 as FTF, and FFFa 3 as FFT. These 

three states are final. For everyone of them, the generators which did not map FFF 

to. it will map - it to the fifth state, which is a sink. For instance: 

TFFa'l "" TFFas = SINK. With the interpretation that aIl variables are initially set 

- - \ 
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to Falu, and that variable "i is set to T""e as soon as generat.or tJt appears at least 

once, the rest of the proof is straightforward. An autornaton built according to this 

construction, is represent'ed in Figure 7.2. Notice that trivial loops are not represen ted 

on this diagram: one haS TFFa 1 - TFF, FTFa 2 - FTF, and FFTa 3 - FFT.-O 

FIGÙRE 7 'f~maton buU' for Ih; proof oC F ... 7.2 

( l' . 
7.2 Reduction ôr finite automata. 

o 
A computation al problem related to the topic of this thesis consists, .given a. deter-

ministic finite automaton M, in building another automaton which accepts the sa.rne 

language as M with a minimal number of states-. This problem is already _ known to 

have a ~equential solution [LP,HUj; this section presents an ~Igorith~ which does this 

in parallel. s 

The sequential algorithm is based on the idea of merging together states that could 
• 1 • 

not be distinguished between one another. A..n equivalent definition for~indistinguj-

shability is introduced, which çan be tested for in parallel. Deline first a determin~tic 

finite automaton as M = (X, A, ô, qo, F ). 

Lemm~ 7.3: Let ~be as above. Two states qi and qj are indistinguishable, in the 

sense defined in ~,HU], Hf the automata M and M' _ accept exactly the Barne 

language, where M' = (X, A, fi ,qo, F), with, for a E A, Il (ql,a.) - 6(QJ,4), 
-DI (qi ,a) = ô{qi ,a), and 8' (q ,a) = 6(q ,a) otherwise. In other words, indîstinguishable 

states are, in terchangeahle. 

Pro 0/: Let w he a word in A # , and·define 

• 

, 0 
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{
l if (9 ,w) I!... (p ,e) and p e F 

Iltd( 9 ,w ) -, 0 if (9, w ) I!... (p, e) and p rt F 

States '1.1 and 9/ are defined to be indistinguishable . Hf for every word w e A- , 

reading w on M star~ing at 9f will le ad to a final state ift' reading w from 9, also 
Ieads to a final state, that Je,- in this notation: IlM( qj ,w ) - fIM( 9j ,w). It is elaimed 
that this is equivt.lent to having I1t.dgl'w)'" IlMf (qj,w). 

The proof is by induction on the number of oceurences of .qj or· q, on the path 
travelled along from qj (resp. q,) while reading w. With D.P such beeurencl,. one has 
UM' (91 ,w) - nM(ql,w), sinee 6' (gj ,a) - 8(ql ,a), and the rest is unchanged. Similarly, 
one has fIM, (9/ ,w) "" l1M{9j ,w ), ~nd therefore 

fIt.( (91 ,w) - fIM(qj,w) ... fIM' (9j',W) "" DMC9, ,w), 
, 

1't; 

whenever Il, and ql cannot be distinguishea by the word fI). 

With le oecurenées of III or q" let the path be decomposed into 
- • <1 

(qj.w) 1- (q"u) I!... (p,e), 

where q/ is th~ first oceurence of lIj or 9, en'countered along the path, and Il is the 
appropriate suffix of w. Then there are k-l such oeeurences between q, and p, and, 
by the induction hypothesis, this implies 1 . 

Hence, 

.. 
Now let 9j and III be indistinguishable. If the path trave~~ed while reading w doesn't 

pasà through either lJj or ql, then w ,E L(M) i~ w E L(M'); eIse ;t 
) . w e L(M) ift' (qo, w ) I~, (lJ/ ,Il ) I-.!:.. (p, e), . ~ 

where p E F and q, ie the first oecurence of 'lJi or ql met' along the path. This is 

equivalent, t~ h~~ing 
. (Ilo,w) I~ (q/,u) and 'l1Jll',U) = l, 

that Ïs, , 

(90'W) I~ (q/,.) and r.v (q/ ,u ) - l,. 

which meane fi) E L(M) 1ft' w ,e L(M' ). 

P~rallel algorlthm 
D • 

1. For 'every pair of states { IIi, Ill' } in paral~, construct the automaton M' , as 

, specified in the lemma.. (' . 

g. For every such automaton M' , test whether L(M) = L(M' ). ' 
9. Construct a graph with ft nodes, each labelled with a state of M. Dra an edg~ 

1 
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betweett-nodes qj and q, 'whenever the corresponding states .are indistinguish­

able'. Ea.ch connected component oC the resulting graph correspond$ to a atate 

of the minimal automaton. 

Analysis: At Step l, ea.ch of the %n (n -1) automata M' is built in constant depth. 

Step 2 is done by testing mutual inclusion of the languages, using a va.ria.nt of the 

algorithm presented in Fact 2.7: NO 2, Step 3 consista in identifying the -COs in a 

graph, a problem also in No":l. The construction of the transition table for -the 

minimal automaton is done in~stant- depth in a straightforward fashion. \J 
Theorem 7.4,: A deterministië finite au tomaton can be minimized in NO'J.. Cl 
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APPENDIX Abelian Group Membership in sequential 

The sequen tial complexity of the Membership Problem in an Abelian group of per­

mutations bas not yet been studied; aIl the available results are valid for arbitrary 

groups [FHL,Sims). In this Appendix, a translation into a sequential algorithm of 

the paraIlel algorithrn of MeKenzie and Cook [MeC] is sketched. It, is seen that the 
~ 

eomplexity thus obtained is dominated by the resolution of a system of linear 

~ongruenees, a problem to whieh Abelian Group Membership is NOl equivalent 

[MeC). In what follows, it ie assumed t~at the reader is ff.miliar with McKenzie 

and Cook's parallel algor~thm. 

The algorithm consista firet in eomputing a tentative expression li' for 1 in every 

orbit (SCC) of (X,A). If '1 E <A> 1 then 'f = l, 1" where li is a permutation 

whieh acts aB the id~ntity on thejorbit Ki' Finding / i amount; to collecting the 

edge labels on any path from ~l\iie x of Ki to its image xl = xli (.0 (mn »), and 

to identifying the conditi~nl;l for a permutation to act on Ki as the identity. These 

conditions can be expressed as a system of linear congruences on the,exponents of 

the generators, modujo the ))erîod df the group, which is the least commoJl multi­

ple of the periods of the generators. 

Let Bi be the vector of exponents of the generators in a tentative e~pression fi f?r 

/ on the orbit Ki, and Xi a vector of exponents for an expression of li. Let the 

matrix Mi define the conditions on Xi to represent an expression for the identity 

on Ki' Denote Y the vector of the exponents of the generators in the final expres­

sion of 1. Then Y and Xi must satisfy to Y = Bi+M'x,. (modq), where q is'the 

period of the group. 

Mi can be given as a lower triangular matrix for which every column (Mi)i 

represents an expression of li, with coefficien ts M~i = 0 for aU k < j. This is 

done as follows: for every generator ai' find the smallest t such that aJ restricted 

on orbit Ki ean be expressed in terms of generators ai+l> ... ,an' To do so, verify 

whether there is a path from sorne x to xa) i,n the graph (Ki ,{ ai+l' ... ,ail})' and 

keep the labels encountered on this path as an expression. Then one will have 

Mii - qJ'-t where qi is the perioQ of aJ" and the entry M1i , le > j is the number 
\ 

of occurences of generator a. in the expression thus computed. This implies an 

accessibility test for every generator and every possible value of t, 1 < t ~ r· 
, -ta "," 
where ri is the number of sta.tes in Ki' The access,i~ility test ean actually be donl 
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using a depth-first search, which gives 0 (ri 2,. R) inside an orbit, 0 (m lin Il) over the 

whole semiautomaton. 

- '-, •• ~ J ••• " 1.,. __ • 

" 

The--sequential complexity will be dominated by the next step, which consista in 

'deciding whether these systems have a solution. There are as many ~uch n X " 

systems ~ there are orbits, the number of orbits being count,ed sa 0 (m), and they 

can ~~rged înto a unique 0 (mn)x 0 (mn) system. The problem of solving a 

dx d system of linear congruences modulo q ,whose complexity is denoted SLO(d), 

has a complexity of at most 0 (d 3), if arithmetic operations modulo q are c,ounted 

for 0 (1), and reduces in the case of q prime to the multiplication of ma.trices over 

a ffeli [panl, which is 0 « d )2.3711) [CWI~ 
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