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ABSTRACT 

Telephone repeaters are bi-directional amplifiera which are 

inserted in a transmission line to compensate for losses. Because 

of their bi-directional nature special care must be taken to match 

these amplifiera to the line in order to assure stability and to 

limit the echo signal. The two basic types of repeaters presently 

in use are the hybrid and the negative impedance repeaters. In this 

study a new arrangement, called the bridge compensated repeater, is 

suggested and analyzed. After developing an analytical method by 

which the performance of repeaters of various types can be compared, 

the three systems are analyzed and it is proved that the bridge 

cornpensated system possesses sorne desirable properties as compared 

to existing systems. The basic problem in designin~ a bridge corn• 

pensated system is the design of a two-port network which must satisfy 

a specification related to its real and imaginary parts sim~ltaneously. 

A computer method for designing such networks is developed and sorne 

results are presented. A circuit for the bridge compensated repeater 

is described ann measurin~ techniques are developed to compare the 

accuracy of calculated and measured values. This technique is demon­

strated on a simple system in which case the agreement between 

measured and calculated values is fotmd to be very good. 
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1. INTRODUCTION 

The basic function of the telephon~ system iR to eRtahlisl! 

a bi-lateral co~MUnication channel between two subscribers. If the 

subscribers to he interconnected are within reasonable distance of 

each othAr, a two-wire transMission line can he used to esta.hlish 

the desired connection, (Fig. 1-l), but as the distance between the 

two parties increases, the attenuation of the line heco~es so high 

that amplifiers must he inserted to ~aintain a cert~in level of 

transmission. 

The insertion of ampli!'i"'"'S in+,o tY..e two-wire systeJl'! o'f' 

Fig. 1-1 poses a prohlem because of the bi-lateral nature of the 

system, ~mich becomes unstable if the arran~e~ent of Fig. 1-2 is 

used. Solutions presently in use for solving this nroblem are out-

1 I .. d nl l . . lined be ow. n th~s ~ntro uctory section o y qua.t~tat~ve des-

cription of these systems will be attempted, but more comprehensive 

treatment will be provided in later chapters. 

A fullv four ~rlre system is shovm on Fig. 1-3. In this 

arranP"el"'lent, separate cahle pairs are used to prmride transmiRsion in 

opposite directions. In most cases, hov.re1rer, it is l.meconomical to 

use the arranp;ement of Fig. 1-3 bec<mse for a lar.P;e percP-ntage of 

calls made by a subscriber (local calls), two-wire connection without 

any amplifier will suffice and therefore the second pair of wires 

would not be utilized to its full extent. 

Fig. 1-4 illustrates an arranp;ement which we can call a 

hvb •ct t 1}, 2 ,1'~ b f th t. (th r~ s~rs em ecause soMe o , e connec ,~.ons, e ones 

where amplification is required), are maintained on a partly two-wire, 
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partl;t fou:r v-rire basis. Local calls use a two-wire pa th. The four-

v-Tire and two-wire Rections are joim~d +.oP:ether by means of' hyhrid 

transforrners (H1 ) and (H2). (See Appendix I for the basic operating 

principle of the hybrid transformer.) Si~nals originating from 

subscriber (A) are amplified by amplifie:rs (Af1 , •••• Afn) and reach 

subscriber (B) via hybrid transformer (H2) which also prevents these 

signals from entering the 11Backward path" of amplifiers (~l' •.•• Abn). 

Similar reasoning applies to signals originatinP, at the (B) side. 

In practice, however, the return losses of the hybrid 

transformers are finite, which is Mostl;r due to the fact that corn-

pensating inpedances Znl and Zn2 are not exactly equal to the 

characteristic impedances of their associaterl transmission lines. 

This rteviation from the ideal operatinfY cnndition has two irrnortant 

effects: 

a) It limits the amplif'ication obta.inahle by this arrange-

ment, because the system beco!'les nnstable at higher gaiP 

values (singing). 

b) Sorne part of the sitmal is returnPd to the suhscriber 

from 1·rhich it originated, delayed hy the "round trip 

delay time" and proriuces an echo tyre effect. The 

larger the delay tine, the more distu:rhing is this echo 

and tables are availahle speci.f';ring the Maximum pe:rmis-

sible echo level as a function of the round trip 1elay 

tiMe ~l:Q 

In som:: cases ( especially vThen cable cost is high) i t is 

desirable to maintain the entire connection on a two-wire basis even 
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if af'lplifiers nust he used. Fig. 1-5 illustrates an a!"ran&!ement 

which can bA called the two-wire h:vhrid svstem. The hi-latP.ral 

amplifiers consisting of two hybrid transformera and two unilateral 

ampli"'iers are called h;vhrid repeaters. The operating p,..inciple 

of this confignration is identical to thP. system illustratP.rt on 

Fi~. 1-4, the only difference heing that at thP. expense of sorne 

hybrid transformers the second cable pair is saved. 

It is shown in Appendix IV that a lattice network (such 

as illustrated on Fig. l-6a) can provide bi-lateral amplification 

if Za and ~ are negative iMpedances. Such an arrangement is 

called a negative impedance repeater~A,l9]and for econowic reasons 

it is usually realized in a form shovm on Fip,. l-6b. A two-wire 

system using negative impedance repeaters is illustrated on Fig. l-6c. 

As ~dll be shown in later chapters, this system tends to be unstable 

and produces ec'"lo e.ffects if the· j_mape if'lped<mce of the repeater rloes 

not natch the characteristic iwnedance of the line. 

The object of this study is a new hi-1irectional amplifier 

,.rhich differs ver~T little in appearance f,..om the arranrrements using: 

hybrid transformers, hut p.,..omises sorne advantages as f'ar as economy 

is concerned if conparerl to the systef'ls described above. This network 

will be referred to as the bridrre comnensated repeater. The basic 

operating principle of this arranpement is illustrated on Fig. l-7a. 

A signal originating from source (A) enters the repeater 

at terminals l - 1 1 and is applied to terminal (a1 ) of diffe~ential 

The signal applied to terminal (bl) of the (A1) 

amplifier is not affected by this input signal, because it is assumed 

that the output impedance of amplifier (A2) is small conpared to the 
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value of z1 • 'lhus the signal entering terMinals l - 1 1 is amplified 

by (Al) and the output RiP,nal of the (A1) amplifier appears at 

terMinals 2 - 2 1 reduced hy the ratio 212 if it 

2t2 + Z2 

is assurned that the output impedance of (A1) is srnall compared ta the 

value of z2 • If E13 = 0 and the conditton 

= (1-1) 

is satisfied, then equally large signals appear at hoth input terminals 

of differentia! amplifier (A2) and therefore the output si~nal of this 

amplifier is not affected. 

If eB rf. 0 then due ta the assumption that the output 

irnpedance of (A1) is small compared ta the value of z1, the si~nal 

applied to input terminal (b2) of amplifier (A2) is not affected, but 

the signal appearing at terminal (a2) of (A2) will contain a component 

proportional ta eB, which cornponent will he arplified and will apnear 

at terrninals 1 - 1 1 • By sir'lilar .,..easoninR as .P:i ven bef ore, i t can be 

proved that if 

= (1-2) 

then the output signal of (A1) is not affected hy the signala origin­

ating from source (B). Therefore bi-directional amplification is 

achieved, while the stability of the s;rnt~M is assured. 
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It is worth-while to ~ention that the only difference 

between the bringe compensated and hybrid repeaters is that, in 

the case of the bridge com~ensated repeater, the hybrid coil is 

replaced by a bridge circuit as shown on Fig. 1-?b. 

As it will be shown later, the basic advantages of the 

bridge compensated system will arise from the fact that it requires 

only that the transfer function of a two-port network be realized, 

rather than driving point iMpedance, as is the case in all other 

arrangements. 
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2. TRANSMISSION LINES USED IN TELEPHONE NE~/ORKS 

In the previous chapter it was shown that all repeater 

arran~ements require sorne ~orm of compensation for the characteristic 

impedance of the transmission line to which they are connected. This 

is achieved by the compensating network in the hybrid arrangement, by 

the image impedance in the negative impedance repeaters, ann by the 

transfer function G in the bridge compensated system. Therefore, it 

is necessary to summarize sorne properties of the trans~ission lines 

considered in the following text. 

The properties of uniform (or smooth) transmission lines 

are described in great detail in the standard literature. [l,6,B] 

They can be characterized by their primary constants R, G, L, and 

C which give the valuP~of distributed resistance, conductance, 

inductance and capacitance per unit length, (usual1y per mile). 

While in cables used in practice, L and C are not frequency dependent, 

tmt. the values of R and G depend on frequency as illustrated by the 

table of Appendix II. Another set of parameters used to describe 

uniform transmission lines are their secondarv constants: 

Propagation constant: 

p 'V (R + jcoL)(G + jwC) 

and characteristic impedance: 

1\/ R + jwL 
V G + jwC 

(2-1) 

(2-2) 

Both these quantities are comp1ex numhers and the table of Appendix 

II gives the valu~of these at different frequencies for the cable 

selected as an example. 
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It can be shown that for distortionless transmission along 

a uniform transmission line the condition 

RC 
LG 

1 (2-3) 

must be satisfied. This ratio for the cable represented by the 

table of appendix II at 1000 eps is found to be : 

RC 
LG = (2-4) 

which shows that the primary constants of a practical cable are 

intrinsically ill-proportioned. 

To correct this situation inductors are sometimes inserted 

at equal distances into such transmission lines to increase L and 

thereby achieve a better ~ ratio. These lines are called 

. rl $ 13 14 15 1/1 
1oaded 1ines and the inductors are referred to as load1ng.u' ' ' ' ' ~ 

Fig. 2-1 shows a loaded line terminated in a "tS- end section11
• 

The differences between non-dissipative uniform and loaded 

lines are outlined below. These difrerences become even more pro­

nounced if los ses are considered. [l3) 

a) The characteristic impedance of a uniform line is 

resistive and is not dependent on frequency, while for 

1oaded structures the characteristic impedance denends on 

the "end section" terminating the line. It is frequency 

dependent and comp1ex, (see Appendix III). 

b) A uniform line has a transmitting band extending from 

zero to infinite frequencies, while a loaded structure 

possesses an infinite sequence of alternate transmitting 

and stopping bands. The frequency which separates the 
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lowest transmitting and stopping bands is called 

the critical freguency or the loaded line. (For 

the line taken as an example in Appendix III, 

the value or this is 4850 eps.) 
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3. QUANTITATIVE EVALUATION OF REPEA'IER PERFOIUA".ANCE (DEFINITIONS) 

In order to be able to evaluate the performance of a 

repeater and also to compare different structures, one has to define 

sorne quantitative indicators of merit by which a certain system can 

be judged. These quantities will he referred to as merit indicators. 

It was pointed out in previous sections that the intro-

duction of repeaters in a transmission system produces sorne undesirable 

side effects such as the tendency to sing and echo. The quantities 

to be defined as merit indicators will have to indicate how much 

penalty must be paid in order to obtain a certain increase in trans-

mission level. These quantities have to be defined in a manner that 

takes into account economie factors as well, because if such factors 

are disregarded, any system can he desip;ned to meet a certain 

specification. 

Before these merit indicators can be defined, sorne more 

basic definitions are needed. Fig. 3-1 illustrates a transmission 

line (either loaderl or unloaded) represented as a cascade connectton 

of identical passive two-ports (Ni) which are not necessarily sym­

metrical. [?1 Using the notation shown on this figure we can write 

v. = vif + vib (3-1) 
1 

I. = 1if 1ib (3-2) 
1 

where 
vif 

2of 
vib 

(3-3) :::: and = 2ob 1if 1ib 
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Subscripts "f" and "b" refer to waves travelling in forward (left 

to right) and backward directions respectively. 

are the characteristic impedances of the structure in forward and 

in backward directions respectively and are not dependent on the 

value of "i". 

If the line is infinite and a signal source is connected 

to the input of network (N0) then Vib = 0 and also Iib = 0 

and the power entering network N.: . 1 

= 

(3-4) 

Fig. 3-2a illustrates the sa~e structure as Fig. 3-1 

but a repeater has been inserted between networks Ni-l and Ni. 

Fig. 3-2b gives the equivalent circuit of Fig. 3-2a. where Z. is 
1 

the input impedance measured between terminals (a-a•) of the repeater. 

For this arrangement 

' ' v. ' 1 v ir ... vib 
z. --,-

' ' l. 
I. Iif - Iib 1 

(3-5) 

and from this and equations (3-3) 

1 

vib zob z. - zof 1 = 1 
... z vif zof z. 

1 ob 

(3-6) 

The ratio of the power travelling in the backward direction 

(reflected power) to the power associated with the forward travelling 

wave (incident power) is defined as echo (Ef). 
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and 

The term: 

Er:: 

Er 

Re zob 

Re Z0 f 

= 
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1 

-v~b 
2 2 

pib zor ReZob --= (3-7) 

' pif 
1 

vif zob ReZ0 f 

~- Zof ReZ0 b -- (3-8) 
z. + zob ReZ0 f 1 

is irrelevant as far as repeater performance 

is concerned because it is a function of the transmission line only. * 
Therefore, the reflection (R) is defined here as: 

= (3-9) 

and will be regarded as being representative of the echo properties 

of a repeater. 

Because the transmission line following the repeater is 

considered to be infinite 

V. 1a 
zof = 

Ii a 
(3-10) 

and the power entering network (N.) is: 1 

via 
2 

' pif = ReZ0 f --
Zor 

(3-11) 

(*) It can also be proved ~3]that in the case of non-dissipative loaded 
lines Z1_6' = z:. which gives ReZ0 b = 1. This relation is 

ReZ0 f 
approximately true in the case of dissipative structures, 
as illustrated in Appendix III. 
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'lhe insertion power gain is defined as: 

GPf = Power entering network (Ni) with repeater 

Power entering network {Ni) without repeater 

(3-12) 

hence: 
2 

GPf 
·via (3-13) 
vi 

The insertion voltage gain is defined in an analogons 

manner: 

Af ::::: via (3-14) 

vi 

It is worth-while to note that in this case 

GPf = 1Afl
2 

{3-15) 

It will be found convenient to define the nominal termin-

ating impedances Znl and zn2 such that if the repeater is 

terminated by these impedances at terninals (a-a') and (b-b') 

respectively, then it will remain stable at any values of insertion 

gain, and the values of reflection at botl-J termj_nals are independant 

of the value of insertion gain. 

The matching factors M1 and lt2 are defined as: 

= (3-16) 
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and 

M2 = ~- zof (3-17) 
zn2 + zof 

The nominal insertion gain (An) is the value of the insertion 

gain if the repeater is terminated by its nominal terminating impedances. 

Thus: 

= if '\ 0 (3-1~) 

All quantities which were defined on the preceding pages 

in the forward direction can be defined in the same manner in the 

reversed direction. Symbols Eb' Rb, GPb, Ab and Anb will be used to 

designate these quantities. 

The merit indicator quantities will be defined as follows: * 

1. Singing Limit (L ) is the geometrical mean value of 
s 

M1 and :t-~2 at which the system becomes unstable for 

given values of A f and A b · n n 

(3-19) 

2. Echo limit (Lef or Leb) gives the value of matching 

factor M2 or M1 whi.ch corresponds to a certain reflecti_on 

R = 
f or ~ = if the rr~tchinp, factor at the 

opposite end known to be Jti1 = = ~, for 

different values of Anf and Anb" 'Ihus: 

(*) In the definitions to follow, K1 , K2, K3 are real constants while 
f ' m1, m1, and m2 are complex constants. 
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M2 = H(Anf'Anb) for Rf = ~l 

and M1 = ~ 

Leb = M1 = H'(Anf'Anb) for ~ = K2 

and v2 = m2 

(3-20a) 

(3-20b) 

3. Distortion liJ!'Jit· (Ldf'Ldb) is the geoJ!'Ietrical mean 

value of ~l and M2 for which Af or Ab will differ from 

their respective nominal values by a given ratio (K8
). 

It will be proved later that Ldf = Ldb' therefore only 

one distortion linit (Ld) is defined. 

(3-21) 

4. Gain limit (Lgf' or Lgb) is the maximu~ nominal gain 

value in forward or backward direction for a system with 

known M1 and M2 which are permiRsible for specified 

levels of echo. (Rf and Rb) 

Lgf IAnflmax 
;:: k( IRfl' 1~1 ) (3-22a) 

Lgb = jAnb lmax = k• <l Rrl, IRhp (3-22b) 

1 

both for M1 = ml 

1 
and )12 = ~ 
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If the functions defined above are known for a given 

system, all questions related to the performance of this system 

can be answered. They can be used e.g. to determine the required 

M1 and M2 values to assure that a certain echo level is not exceeded. 

Quantities M1 and M2 on the other hand are directly related to the 

cost of the system, because the more accurate is the compensation 

that is required, the more expansive the system will be. 

In the next chapters, the varions systems based on these 

merit indicator quantities will be analyzed. In order to do this, 

the following functions must be derived for the systems considered: 

= 

and a similar set for Ab and Rb· 

(3-23) 

(3-24) 

These calculations are given in Appendicies IV, V, and VI 

for the negative.impedance, bridge compensated and hybrid arrange­

ments respectively and the results are discussed in the next sections. 



-16-

4. MERIT INDICATOR FUNCTIONS FOR VARIOUS TYPES OF REPEATERS 

As is evident from the treatment given in Appendicies 

IV, V, and VI, the reflection and insertion gain functions of each 

arrangement can be written in a common form: 

A = p 1 
(4-1) 

K 
(4-2) and R = Q 

(See equations AIV-14 and 23, AV-41 and 43, AV-52 and 53, where P, 

Q, and K are complex quantities.) 

For the negative impedance repeater: 

K = (4-3) 

while for the bridge coMpensated and hybrid* structures: 

(4-4) 

Values of P and Q for the various arrangements can be found, but these 

will be immaterial for the considerations to follow. 

(*) As shown in Appendix VI the hybrid repeater can be represented 
by the same equivalent circuit ~s the brictge compensated arran~ement 
and therefore the same formulas apply. 
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From (4-1) and (4-2) the ab~olute value of the insertion 

gain and reflection functions can be written as: 

= (4-5) 

= 1-QI, K 2 
1 - K 

(4-6) 

In order to derive sorne general results for the variation 

of IAf and jRJ with the circuit parameters, the properties of functions: 

T(K) = (4-7) .. 

and 
S(K) (4-8) 

must be analyzed. Figures 4-1 and 4-2 show the plot of these functions 

on the complex K plane. Figures 4-3 and 4-4 in turn give the plots 

of T and S ap,ainst IKI with (Arp, K) as a parameter. 

From these plots it can he seen that: 

a) For small values of IKl (IKI(o.2), T chanf"es very 

slowly while s rises linearly with rKI. The value or 

Sin this region is independant of (Arg K). 

b) For intermediate values of 1 KI (0 .2 ( IKI ( 0.5), the 

variation of T with IKI is more pronounced and very much 

dependent on (Arg K); the optilTlum value being ArP., K = rr/4, 

in which case T remains alJT~ost constant within the re~ion. 

The S function in this region becomes dependent on (Arg K) 

most rapidly risinf?. at Arg K = 0 and keepinp, its linear 

trend for Arg K = rr/4. 
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c) In general it can he said that if Arg K = 0, then 

both T and S change Most rapidly with IK j. The best 

properties of S are obtained if Arg K = n/2, and 

Arg K = 33° gives the best T variation in the re~ion 

where 1 KI ~ l. 
In designing a repeater it would be desirable to take 

advantaP,e of all these properties. In practice however, it is almost 

impossible to desi~ a compensating network and amplifier transfer 

function to a specification which includes both lKI and Arg K. (It must 

be kept in mind that K is a composite function of many variables.) 

The best practical approach is to desi~n the network according 

to a IKI specification and ass~e that Arg K = 0 which, according to 

the previous arguMent, provides for the worst possible condition. 

Therefore in the following arguments, it will be assumed that K is real. 

No such problems arise with respect to quantities P and O.. 

It is obvions that lAI and !RI do not denend on the arguments of P 

and Q and therefore they can be renlaced by real quantiti~s equal 

to their respective absolute values. 

It follows directly from the fll''e,rious are:urnPnts that in 

equations (AIV-14 and 23), (AV-41 and 43) and (AV-52 and 53), which 

will form the basis of the calculations to follow e~ch complex quantity 

can be replaced by its absolute value. The absolute value signs will 

be oMitted in the following discussions. but it is understood that the 

symbols designate absolute values. 

The singing limit as defined by eqn. (3-19) is given by 

the condition: 

= 0 (4-9) 
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For the negative iMpedance repeater 

L 
s 

1 
A n 

and for the bridge cornpensated and hybrid arrangements: 

L s 

which can be rewritten with the following definitions: 

q 

as: 

= 

f lf 2f c c s 

1 

(4-10) 

(4-11) 

(4-12) 

(4-13) 

The echo limit for the negative inpedance repeater can be 

obtained from eqn. (AIV-14): 

R = (4-14) 

(The negative siP,n has been OMitted, because only absolute 

values are consi~ered.) 

From eqn. 4-14: 

~M 
R 

1 

A2 
n 

= 0 (4-15) 
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Taking into account the positive root only: 

~A2nR).2// 1 and because in a11 practica1 cases ~ '' 

Using eqn. (4-12) and with the definitions: 

~ 2 1 ' 
p = fc1fc2fsfs 

2 

M = l./M1M2 

eqn. (AV-52) yields: 

(4-16) 

(4-17) 

(4-18) 

(4-19) 

for the bridge compensated and hybrid repeaters, which ean be written as: 

0 (4-20) 

Assuming that << 1 

= (4-21) 
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and a si~i1ar expression can be found for the "backward" echo 1imit 

= (4-22) 

where 

p' (4-23) 

The distortion 1imit function can be obtained r~om eqn. (AIV-23) 

for the negative impedance repeater. (See a1so definition eqn. 3-21.) 

ltl 1 
(4-24) = 

1 - (MAn)2 

from which: 

Ld = ~~· {4-~5) 

~ n 

Introducing the notation: 

~AA 
A- An 

(4-26) = 

An 

eqn. 4-25 becomes: 

1 %L\A 
Ld = (4-27) 

An 1 + '/:,llA 

To derive the distortion 1imit func,tion for +.he bridge 

conpensated and h;vbrid structures eqn. (AV-41) is rewritten using 

definitions (4-12 and 4-18): 
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q 
(4-28) = 

and: 
1 %dAr + (1 - q) 

1df = 
qAn 1 + %t:1Af 

(4-29) 

where 

f,~Af = 
Af- Afn 

(4-30) 

Afn 

An expression exacty 1ike (4-29) can be derived for the 

backward distortion 1imit Ldb' if %..â.Af is rep1aced with %.6~ 

in this equation. Due to the fact, however that these quantities 

are independent variables of their respective functions, a common 

expression for Ldf and Ldb is obtained: 

1 %.6A + (1 - q) 

qAn 1 + %AA 
(4-31) 

where %·AA stands for %L1Ar if Ldf has to be ca1culated, and for 

%LlAb if Ldb is 'idesired. 

The 1ast merit indicator.function is the P,ain limit, which 

can be direct1y obtained from eqn. (4-16) or (4-17) for ·the nega,tive 

impedance repeater as: 

(4-32) 

' .. 
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For the bridge compensated and hybrid repeaters, equations (4-21) 

and (4-22) yield: 

Lgf = ffi M 
(4-33) 

and 

~ Lgb = 
(4-34) 

The resulta of the previous calculations are summarized 

in the table of Fig. 4-5. 

For p = p' = q = 1, the merit indicator functions are 

exactly the same for all three arran~ements. If q (1, then the 

bridge compensated and hybrid structures result in more desirable 

L
5 

and Ld functions, while for q )1, the negative impedance repeater 

exhibits better properties as far as the singing liMit and distortion 

limit are concerned. For p (), the echo limit and gain limit 

functions of the bridge compensated and hybrid structures are more 

advantageous, while for p )1, the negative impedance repeater pro-

vides better properties. 

In practice, the rleviation of p, p 1 , and !l from uni ty is 

* relatively small. 

The four merit indicator functions for the negative impedance 

repeater (and hence for the bridge compensated and hybrid structures 

for p = p' = q = 1) are plotted on figures 4-6 and 4-7. 

(*) Actually as pointed out in Appendix V, the values of fel and fc2 
can be taken as 1 for all practical applications, while it can 
be seen that if f~ (~1, then q 1 ) 1, and vice versa, so these 
advantages cannot be regarded as very decisive. 
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5. COMPARISON OF DIFFERENT SYSTEMS 

In the previous chapter the merit indicator functions for 

the various arrangements were derived. It was shawn that with 

proper selection of p, p', and q values, the bridge compensatèd and 

hybrid repeaters can exhibit more desirable properties than their 

negative impedance counterpart •. 

It was also pointed out that this advantage cannot be utilized 

in larve extent, because in practice these values are very near to 

unity and furtherrnore sorne of the parameters deterrnining these values 

are dependent on the transmission system into which the repeater is 

inserted and therefore cannot be chosen freely by the designer. 

These factors can be taken into account tmen dealing with a given 

system, but in general the comparison cannot be based on these argu-

ments. 

In this.section it will be assumed that the merit indicator 

functions are the same for all arrangements and coMparison made on 

this basis. This means that the required compensation "P", -to meet 

a certain insertion gain and reflection specification is the same for 

all types of repeaters. 

The three systems will be compare1 on the basis of how 

economically a certain compensation can be obtained. 

a) Negative impedance repeaters can operate only if 

inserted into a symmetr:i.cal structure. Therefore if they 

are used in conjunction with asymmetrical transmission 

media (e.g. loaded lines), so-called "building-out" 

networks are required to make this system look symmetrical 

'~ [19] ( ) if viewed from the repeater terminals. See Fig. 5-l. 
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Assuming such a symmetrical system, the corn-

pensation is achieved by realizing two negative imped-

ances such that: 

Zline = 1{za~ (5-1) 

Where zline is the characteristic impedance of the 

transmission media. Za and ~ are realized by means 

of negative impedance converter networks as illustrated 

on Fig. 5-2, fi-9, 20] where ZA and Zn are passive 

impedances. 'Iherefore the stabili ty and accuracy of 
eompens&tion depends on the stl:!.bility an accuracy of 
active circuit parameters f and ~ • Using the symbole 

defined in Fig. 5-2, one can write eqn. (5-l) as follows: 

~ine = (5-2) 

As shown in Appendix IV, the nominal insertion gain of 

the negative impedance repeater depends on the value 

of "N" which is given as: 

N -VI (5-3) 

Therefore, to adjust the repeater for a given insertion 

·gain value, the ratio ~ has to be changed. '!his 

adjustment however, must be made so that the value of 

p~ is kept constant, in orrter to keep the value of the 

image~impedance unchanged, (eqn. 5-2). Therefore, this 

adjustment is critical. 
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b) The hybrid repeater requires the realization of a driv:ing 

point irpedance function i.n order to provide proper 

coMpensation. (See Appendix I). The stability of com-

pensation depends only on passive networks and its 

accuracy is not affected by gain ad.1ustments. It must 

be noted however, that the co~nsation properties of this 

system depend in a great extent on the values of Z
8 

and 

~' (see Fig. AI-l) if the ideal condition of ~ine = Zb 
is not met. Therefore, when rtesigning the system, three 

driving point impedance functions MUst be considered to 

meet a certain specification. 

c) In the case of the bridP.e compensated structure, compen-

sation can be achieved in two ways: 

l) Selecting Z
0
b = z1 and Z0 r = Z2 (see Fig. AV-1) 

and thereby hav:ing ~ = G2 = 1/2. This meam; that 

two driving point iMpedance ~un~tions must be realized. 

This case provides the same econo~ as the hybrid 

arrangement, with the exception that no other factors 

have to be taken into account as in the hybrid 

repeater and therefore only one impedance function 

per terrnination must be considered rather than three. 

2) It is possible to design transfer functions ~ and 

G2 to provide for the required coMpensati-on. 

In practice is is desirable to use the combination of 

these two methods i.e. to select relatively simple z1 

and ~ impedances that approximately satisfy the conditions 
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staterl in (1) and then desi~ G1 and G2 to ~ake the 

comnensation meet the actual specification. 

'!he fact that one has the freedom to realize 

a transfer function instead of dri,nn~ point i~pedance. 

functions will iMprove the econof11Y of the design in most 

cases, and this propert;v can be found only in the bridpe 

· compensated repeater. Neither the neP-ative impedance nor 

the hybrid repeater provides this additional deRree of 

freedom. 

It rnight be possible e.p. in sof'le cases to 

design a pure RC conpensating network for line iMpedances 

which have inductive components. This property is a 

desirable one because RC networks are More easily repro­

duced in mass production, their si?:e is usually srnaller 

anrl non-linearities are less pronouncerl than in the cAse 

of networks containing inductances. The methods, limit­

ations, and other aspects concerninp the desi~ of 

compensating networks ~dll be discussed in greater detail 

in later sections. 

Another advantaRe of the bridge compensated (and hybrid) 

repeater as compared to negative impedance repeaters is that the 

insertion gain can be adjusted to different values in forward and 

backward directions. This property is important when more repeaters 

have to be cascaded in a particular transMission path. As shown on 

Fig. 5-3, the bridge conpensated arrangement can assure a more uniform 

signal level distrib11tion along the line then the ne~ative impedance 
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. . 
repeater. In sorne cases this can lead to actual !aving of one or 

more repeaters, for example where, because of crosstalk consirler-

ations, Lhe signal level on the line must be kept below a specified 

maximum at any point.f!9] 

All the arguments above indicate that the new bridge 

compensated arrangement does promise sorne advantages as ~ompared 

to presently used systems. The actual value of these advantages 

however, can be evaluated only if all design parameters are known. 
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6. CGfPENSA TING NE'IWORK DESIGN (GENERAL CONSIDERA TI ONS) 

It was mentioned in the preceeding section that it might 

be possible ·to use pure RC compensating networks even if the line 

impedance function could not be reproduced without the use of inductors • 
• 

In this chapter, the conditions which MUst be satisfied in order to 

be able to obtain such networks, will be investigated. 

As shown in the introductory chapter, the transfer function 

of the compensating network has to satisfy the followinP: condition: 

(eqn. 1-2) 

(6-1) 

Similar condition applies for G2 • Both iMpedances zl and zl. are 1ne 

known to be positive real functions and can be represented by the 

ratio of two polynomials: 

and 
z = 
li ne 

'lbus: 

G = 

p(s) 

q(s) 

n(s) 

d(s) 

n(s)q(s) A(s) 
= 

n(s)q(s) + p(s)d(s) B(s) 

(6-2) 

(6-3) 

(6-4) 

In order that "G" be realizahle, A(s) must have only 

positive coefficients and must not be hi~her in de~ee than B(s). 

This condition is evidently satisfied. In addition B(s) must have 
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only negative real roots, which is not necessarily true for any 

selection of positive real zl and zline functions.l?J 

Furthermore, hecause z1 must also he RC-realizable, p(s) 

and q(s) must satisfy the conditions irnposed on RC-realizable driving 

point impedance functions. 

In order to prove that any positive real Zline can be 

compensated for by a pure RC network, it must be shown that for any 

such function there can be found a corresponding RC realizable function 

such that: 

D(s) = n(s)q(s) + p(s)d(s) (6-5) 

has only negative real roots. 

In general, it was not possible to find any way to prove 

,or disprove this statement. This is due to the lack of theorems 

related to the actual number of real roots of a polynomial of higher 

order. There are numerous methods for finding the real roots of a 

polynomial if the coefficients are specified, but in general the 

bl b 1 . t d t th th• d de.CJ'. ree.[5,l2) pro em ecornes very•comp 1ca e even a , e , 1r ~ 

However, it ~s possible to show that for any Zline function 

for which either n(s) or d(s) has' only ner;ative real roots, there 
• 

corresponds a pure RC realizable transfer function. This category 

o~.functions include all LR realizahle driving point i~pedance 

functions and also sorne RLC realizahle ones. (RC realizable z1 . 1ne 

functions are of course included.) 

To prove the preceding statP.rnent, consider t~e following: 

. 
1. If ~ine is positive real and n(s) has only negative 

real roots, then eqn. (6-5) can he writt.en as: 

D(s) = t(s) + u(s) (6-6) 
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where 

t(s) = n(s)q(s) 

= k1(s+a1)(s+a2) ••••• (s+an) 
(6-7) 

and u{s) = p(s)d(s) = k
2 

d(s) 

if it is assumed that 

q(s) = k1 ) 0 and p(s) = k2 20 
(6-B) 

while a1 ( a2 ( • • • • . • • • ( an 

This selection of q(s) and p(s) assures that ~ can 

be realized by a single resistor. 

The condition that D(s) must have only negative 

real roots means that equation 

t(s) = -u(s) (6-9) 

must have only negative real solutions. 

2. Because of the conditions imposed by positive reality 

on zline if s = 0 then 

-u(O) ( 0 (6-10) 

t(O) ) 0 (6-11) 

and 

(6-12) 

3. It is known that the degree of u(s) can only be 

(n-1), n, or {n+l).(~ 
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4. Because both t(s) and u(s) are finite for any finite 

valu~s of "s", it is always possibl~ to select k1 

and k2 such that for any interval ai < s ( ai+l 

the condition: 

J.fax value of 1 ( -u) 1 < Max value of 1 t 1 

( 6-13) 

is satisfied, where the maximum values refer to the 

maximum value of these functions within the interval 

in question. It is also possible to assure that there 

exista a negative "s" value (sl) auch that: 

(6-14) 

and 

( 6-15) 

5. If conditions as stated in (4) are satisfied, then the 

two functions -u(s) and t(s) intersect 11n11 times between 

s = 0 and s = s1 • 

6. If the degree of d(s) is the same or s~aller than the 

degree of n(s) the 11n11 intersections provide the nn11 

required negative real solutions of eqn. (6-9). 

7. If the degree of d(s) is (n + 1), then at infinity, the 

absolute value of -u(s) is larger than that of t(s) which 

resulta in an additional intersection of -u(s) and t(s) 

between s = s1 and s = oo , furnishing the required 

(n + l)th solution. 

8. Similar reasoning applies if it is assurned that d(s) 

has only negative real roots. 
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7. 'IRANSFER FUNCTION DESIGN. (COMPUTER PROGRAMME) 

As shawn in the preceding section, in general it could not 

be proven whether it was possible to find a pure RC compensating 

network for any line impedance functions. Even if it was possible to 

prove that such a network can be found, the actual design of this 

network would be very laborious. On the other hand, even if there 

were cases when it was theoretically impo~sible to find an RC-realizable 

network, the question might arise as to what is the best accuracy with 

which the desired function can be approximated by an RC-realizable 

transfer function. 

In order to provide an answer for the above questions, a 

computer programme was developed to find the best fitting RC-realizable 

transfer function for a given condition. Exactly what is meant by 

11best fitting11 will be defined in more concrete terms latP-r in this 

section. 

There are basically two different methods to find the optimum 

approximating function for a given specification.L4] 

1. Find an approximating function without considering whether 

it actually corresponds to a realizable network and later 

apply the necessary tests to determine whether this 

function can be realized. 

2. Assume at the beginning a general form of the approximating 

function which is known to be realizabl&, (RC realizable 

in the present case) and during the optimization process 

consider aJl necessary constraints which are imnosed on 

the parameters to assure realizability. 
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The second method is straight forward, and the computer 

programme is based on this approaeh. 

The computer programme requires as data: 

a) Description of the line impedance function specified by 

the values of 11r 11 and 11 x11 at selected frequencies where: 

= r + ;jx (7-1) 

b) Description of ~ (or z2) which can he specified in the 

same manner as z1 . , or by giving a re~istor value (R) 1ne 

and a capacitance value (C) connected in series or 

parallel. 

c) The highest degree of transfer functions to be tried. 

d) Sorne other data which will be mentioned later, (rnostly 

related to accuracy requirements). 

From this data the real and imaginary parts of the desired 

transfer function (Gd) are calculated at the frequencies where the 

line impedance was specified. 

= = g + jh (7-2) 

For the case where zline is the eharacteristic impedance of 

the full-section loaded li ne described in A ppendix III, the solid 

curves of Fig. 7-1 give the real and imaginary parts of this line 

impedance. zl was selected to be ~ in series with a 2.16JJF 

condenser and the dotted lines give its real and imaginary parts on 

the same figure. Fig. 7-2 is the plot of the real and ima~nary parts 
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of the desired transfer function which resulte from the just described 

selection of Zline and Z1• If z1 is a pure resistive impedance of 

90~, then the plot of Fig. 7-3 results for the desired transfer 

function. 

Next the most simple form of RC realizable transfer functions 

is assumed: 

G(s) = (7-3) 

and the best value for A1 is found by the so-called "hill climbing" 

technique. (See Appendix VII.) The "best value" of A1 is meant to 

be "the best value of A1 with respect to sorne criterion". The 

selection of this criterion will be dealt with later. If the accuracy 

of the approximation obtained does not meet the specified requirement, 

(as set by a data card), the transfer function of the next higher 

complexity is tried. 

It would be an obvious choice to select: 

G(s) = (7-4) 

as the next function to try. This is not the case however, for 

reasons discussed below. 

The actual sequence in which transfer functions of various 

complexity are tried is specified by the table of Fig. 7-4. The 

reason behind this particular sequence is found in the method by which 

the initial values for parameters for each trial are selected. 
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The programme is arranged so that the optimized values of 

the parameters of a certain transfer function are used as the initial 

values for sorne of the subsequent trials. The arrows on Fig. 7-4 

indicate the way these initial values are transferred. E.g. thé 

optimized values of G0, 2(s) are used for the initial values for 

transfer functions G2, 2(s) and G0 , 4(s). For definition of Gm,n(s) 

see eqn. (7-5). 

This pattern of initial value transfer is justified by the 

following reasoning. 

Consider a transfer function: 

where 

= A1(1 + A2s + A3s
2 

•••• + Am+lsm) 

(s + a1)(s + ~) •••• (s + an) 

....... (a . n 

and m ( n - · .. 

(7-5) 

Assume that the optimum values of parameters of this runction 

are (A10 ,A20 , •••• A(m+l)o' a10 ••• an0). Augmenting this function 

by adding a new term .. in the mnherator gives: 

G(m+l),n = 
•••••••••••••• {s +an) 

(7-6) 

If the initial value of Am+2 is zero, then it is obvious that the 

optimum initial values for the rest of ~he parameters are the same 

as their optimized values for Gm (s). This type of initial value ,n 
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transfer is indieated on Fig. 7-4 by horizontal arrows. 

Another way to increase the complexity of Gm,n(s) is to 

add a term to the denominator obtaining: 

Gm,(n+l) = 

(7-7) 

In this case there is no logieal relation in the general 

case between the optimized parameters of G (s) and the new transfer m,n 

function. E.g. if an+l = 0, then, after substituting s = j~: 

G { ·w) m, (n+l) J = 
1 

jw (Re G (j'-\)) 
\ m,n 

+ jlm G (jw )) 
m,n 

- j ..!_ Re G ( j w) w m,n 

(7-8) 

Consider the case however, when G ( 2 )(s) is selected as the next m, n+ 

function to try. In this case, if initially an+l = an+2 = O, then 

the following relation resulta: 

Gm, (n+2) ( j w )_ 
.. 

_ ·~ {ReG (jw) + jlm G {jw)) 
~ \ rn,n rn,n 

{7-9) 

This relation shows that there is a very close relation between 

the best initial values of Gm,(n+2) and the optirnized values of Grn,n' 

which can be exploited, namely, at W = l, 
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Gm (n+2) (jW )1 
' . W•l 

(7-10) -G (jw) = 
m,n .w=l 

which means that the fitting at the middle of the band is not changed. 

(Note that the calculations are performed by using normalized frequency 

variable such that C.V = 1 at the middle of the frequency band con­

sidered.) 

The only deviation from the above reasoning is the case 

when after the optimum value of A1 for 

= (7-11) 

is found, the initial value for a1 in transfer function: 

Go l(s) , . 
(7-12) = 

is selected to be unity, because from 

(7-13) 

at w = 1, it follows that 

= (7-14) 

provided a1 = 1. No such relation exists between imaginary parts due 

to the fact that lm G0 0(jo>) = O. This relation is utilized in , 
the programme and the corresponding initial value transfer is indicated 

by an arrow between steps "l" and 11411 on Fig. 7-3. 
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As 1s mr.plained in Appendix VII, the parameter-optimizing 

programme requires a single merit number to be associated wit~ any 

particular selectim. of parameter values. ibis :merit number is 

referred to as performance indicator (P). ibe progranne decides 

which particular selection of parameters is more desirable on the 

basis of the value of "P" associated with a particular set of parameter 

values. 'lhe metbod by which this perf'omance indicator is calculated 

if' referred to as the performance criterion. 

ibere are many ways of' def'ining a performance criterion, but 

only two will be discussed here. [4] Probably the most c0111110nly used 

performance criterion is the mean square error, which in the present 

case will provide the follcwing expression f'or P: 

' ~ ' 2 
InG(w,:} 

(7-i5) 

where g(~} is the real value of' the desired transf'er f'unction at 

frequency Ll)l• 

ReG(~i) is the real value of' the app~oximating transf'er f'unction 

at frequeney CA>'--. 

b(~i) and InG(~) are the correspondin~ imaginary values. 

',,," 

'!he summation ext.ends to all frequencies w, 1 w~ ... ~ where the zline 

impedance function is specified. 

for P: 

One can also use the maximum error criterion which gives 

pMXI! - llax. Yalue of rg{"\)-ReG{Iol,:)y + (h("'t)-lftG(~A~;f 
(7-16) 
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where the maximum refera to the fact that PMXE must be evaluated 

at that frequency which resulte in the maximum P value. It is 

worth-while mentioning that any power of npn can be defined as a 

valid performance criterion. 

The computer programme developed can be set up by data 

card to use either of the mean square error or the maximum error 

criterion. It must be pointed out however, that for the purpose 

of this study, the maximum e~or criterion is more suitable because 

singing properties of the repeater depend on the maximum deviation 

rather than on average of the deviations at varions frequencies. 

Another factor to be considered is that the maximum error 

criterion is bound to produce a predictable result, namely a so-

called equal ripple or Chebyshev approximation. There might be 

more than one optimum sets of parameters, but these are all equally 

desirable. (This theorem is proved in Chebyshev's original paper 

and is referred to in Tuttle's· book.[4J) The mean square error crit-

erion on the other hand, can produce a number of local extrema which 

are not equally desirable. 

The parameter-optimizing programme (see Appendix VII) cannot, 

in general, find the best optimum, if local optimums eXist, unless 

the programme is made uneconomically lengthy. This consideration 

also gives preference to the maximum-error performance criterion. 

It is an easy matter to modify th~ present,programme so 

that after finding the optimum values of parameters based on the 

maximum-error criterion, a second search should start to optimize the 

mean square error subject to a eonstraint that in the meantime the 

maximum error should not exeeed a specified value. 
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The actual performance criterion used in the selected 

approach differs slightly from those given by equations ?-15 and 

7-16. 'lhi~ means that weighing factors (W1 ••• W ) are specified 
n 

for each frequency point, by which the corresponding term must be 

degraded. Thus, the following modified mean square error and maximum 

error criterions are obtained: 

·p~Sl! = ! ~ Wi f (g( ~) - ReG(ulÙ) 
2 

+ (h(<A>:) - hG(w:) rJ 
. (7-17) 

and 

' PM.XE = Max. value of w1 '(g(u;) - ReG(wtJ) 
2 

• (h(~) - Im(w;)} 
2 

. (?-18) 

The reason behind introducing these weighing factors is that errors 

at different frequencies are not equally significant for two reasons: 

1) The amplification of the amplifiera used is not constant 

within the frequency band considered. Therefore, for 

both singing and echo considerations higher deviations 

can be tolerated where the amplification has a lower 

value. 

2) The distribution of speech power over the frequeney 

range is not uniform and therefore for echo properties, 

(power returned to originating side), poorer compensation 

at frequencies where the speech power density is lower 
~QI 

can be tolerated. 
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Another factor to be considered in developing the optimizing 

method is the constraints imposed on the parameters in order to 

assure that the function is RG realizable. The constraints considered 

in the computer programme are as follows: 

1. Values a1 , a2, •••• an must be positive and real. 

2. ai f aj if i 1 j 

3. All values of A2, A3 .••• 'm+l must be:- positive and real. 

4. A1 must be real, ·but no other restrictio~~ ap~ly. 

The first thre~ constraints do not need any further explan-
< •• 

ation; they follow from standard criterion for RG-realizable tra,nsfer 

functions. fJ] 

Gonstraint (4) however, is not usually acceptable in this 

loose wording for passive RG realizable two-port networks. It is 

usually required that A1 pe positive and real. Furthermore, the_ 

Fialkow-Gerst conditionD,l2]requi;es that the absolute value of A1 

be smaller than a certain maximum which depends op the values of the 

other parameters (Al' ••• ~+l' a1 •• • ~). 

In the present case, these additional constraints on A1 

were dropped for two reasons: 

1. If the optimum value of A1 is negative_ then -G(s) can 

be realized instead of G(s). This means that in the 

scheme of Fig. 7-b, the input signals to the amplifiera 

must be added, rather than subtraeted, whieh is not a 

difficult task to perform. 

2. If the absolute value of A1 exceeds the limit imposed 

by the Fialkow-Gerst condition, it is always possible 

to select a suitable value "k" such that G'(s) = kG(s) 
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is a realizable transfer funetion. By multiplying 

both sides of eqn. (6-1) by "k", the condition 

t 
· G {s) = k (7-19) 

is obtained, and can now be satisfied. 
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8. TRANSFER FONCTION DESIGN. (EXAMPIE) 

The resu1ts of an actua1 design based on the method described 

in the previous section are plotted on Figures 8-1, 8-2, 8-J, and 8-4. 

In al1 cases, ~ine was assumed to be as specified on Fig. 7-1. 

Figures 8-1 and 8-2 represent ca1cu1ations where ~ was taken to be 

a 9QOg resistor in series with a 2.16fLF condenser, whi1e in the case 

of figures 8-3 and 8-4, z1 was selected to be a 9002 pure resistive 

impedance. The transfer functions on these figures are based on a 
r 

norma1ized frequency rn - r-- where fo - 1000 c.p.s. 
0 

As can be seen, the best approximation is obtained by the 

transfer function p1otted on Fig. 8-1. The function of Fig. 8-2 

is comparable in the accuracy of approximation to the one of Fig. 8-1, 

but the corresponding transfer function is of a higher degree and 

thus not so desirable. 

The importance of selecting a proper·~ function is evident 

if the resulta of figures 8-1 and 8-2 are compared to the resulta 

illustrated on figures 8-3 and 8-4. 

In a11 of these calcu1ations the fol1owing weighing factors 

were used: 

100 200 500 

w .1 .3 .6 .8 

1000 1300 

1.0 1.0 

2000 

0.5 

2500 

0.3 

3000 

0.2 

which accounts for the fact that the deviation at 3kc. is approximately 

fi ve times bigger th an at lkc. 
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As was pointed out previously, the transfer function of 

Fig. 8-1 provides the best result and therefore, this will be analyzed 

in the following. 

The realization of sucn a function is no problem. The 

network of Fig. 8-5 exactly reproduces the function given in Fig. 8-1. 

It will be of some interest to investigate the quality of this approxi-

mation in terms of the merit indicator functions defined in section (3). 

First, the value of ~" must be calculated for the fre­

quencies of concern. Using eqn. (AV-23), 

. zline 

zline+Z1 

. is obtained, which can be written as: 

Assume that: 

Zl(Zline + znl) 

(Zl+Zline)(ZI•Znl) 

= 

~1 

• 

(8-1) 

(~1 - zline) 

( znl + 2line) 

(8-2) 

(8-3) 

which is justified because of the close approximation shown on 

Fig. 8-1. It can be assumed that 

z ~ 
li ne 

(8-4) 

when evaluating the above term. 

Substituting (8-3)in (8-2), and with the definition of 

eqn. 3-16~ one gets: 
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(8-5) 

Thel G - Gd 1 term can be obtained from Fig. 8-1 for the 

desired frequencies. (Aetually, this must be ealculated from the 

original computer figures whieh are accurate to the fifth figure, 

due to the fact that the difference of relatively large numbers are 

involved.) 

The term can be evaluated in the same mannar, 

hence the value of M can be caleulated. The values obtained are 

listed in the table below: 

reps M 

100 0.0816 

200 o.o1 

300 0.024 

500 0.030 

1000 0.035 

1300 0.059 

2000 0.092 

2500 0.158 

3000 0.195 

Using these values, one ean refer to Fig. 4-6 and find that 

for frequencies below 2000 eps nominal insertion gain values up to 

111011 can be allowed without the risk of singing, while for 2500 eps 

An = 6.5 and for 3000 eps, An = 5.0 will make the repeater unstable. 



From the slope of the L
5 

curve at the points of interest, it is pos­

sible to estimate how critical these values are to variation in the 

values of IMI. 
It is âlso possible to see that at f = 1000 eps, the 

maximum insertion gain value is An = 2.5 = adb if the maximum allowed 

reflection value is 0.2. 

Using this nominal insertion gain value, the echo conditions 

below 1000 eps will not be impared, while at higher frequencies either 

the nominal insertion gain value must be smaller or the echo specifie-

ation relaxed. It is logical to specify a higher echo level at higher 

frequencies, because only a small fraction of speech power is carried 

in this frequency domain. Q..o1 · 

By the method outlinéd above, thè desired frequency char-

acteristic of the ampliffèrs can be determined. The property that 

the frequency characteristic of the repeater can be easily selected 

and adJusted to a required specification independ.ent of matching and 

compensating properties is a feature of the bridge compensated repeater 

not exhibited by t~~ negative impedance structure. 

(Note that in the treatment aboye it was assumed that the 

same 11W1 values are applicable for both terminations of the repeater. 

A further improvement of behaviour is obtained if the two compensating 

networks are designed such that the maximum deviations do not coineide 

thus making the M1M1 product more uniform along the frequency range. 

By specifying proper weighing factors in the computer programme for 

the design of these networks this effect can easily be exploited.) 
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9. CIRCUIT REALIZA TION AND MEASURING TECHNIQUES 

Fig. 9-1 illustrates one possible circuit arrangement to . 

realize the bridge compensated repeater. 

As can be seen, signals originating from line (A) enter 
.. 

the repeater at terminals (1-1 1 ) from where they are ap:plied to the 

base of transistor (T1f) via resistor (R1b) and condenser (Cf). 

The direct coupled two stage amplifier cons~~ting of transistors 

(T1f) and (T2f) amplifies. the si~al applied to the base of (T1f) 
• . . 1 

and feeds it to output terminais (2-2 1 ) via the (22) impedance • 

. The gain of the amplifier can be ad.1usted by potentiometer (P f). . e 

The bias conditions of the transistors are stabilized by the negative 

feedback between the collector and t~e base of transistor (T1f) and 

by the improved ICO stability of ~irect coupl~d transisto~ amplifi.~s.G23J 
The signals on the collector of transistor (T2f) are laoP out of phase, 

- ~ 
therefore, the resulting signal at the·base of transistor 'Tlb) is 

zero if: 

(9-1) 

where Q is a real multiplier which can be set by potentiometer (Pef) 

to compensate for the various settings of potentiometer (Per>• 

z2 is the series combination of the output impedance of the amplifier 
1 

and z2• Similar considerations apply to signals travelling in the 

opposite direction. 

In the previous chapters, design formulas were developed 

for th~ bridge compensated repeater circuit relating the actual values 

of insertion gains (Ar and Ab) .·and reflections (Rr and ~) to the 
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nominal insertion gain values (Arn and Abn) and to th~ values of 

matching factors (M1 and M2). In an aetual system, Ar, Ab, Rr and 

Rb can be measured very conveniently by the method outlined below 

if Z
0
b and Z

0
f are known impedances and the values of e1 and e2 are 

also available. In order to prove that the relations which were 

developed in the previous sections are true, sorne way of measuring 

Afn' ~n' M1 and M2 must be found. If these values can be measured, 

then it is possible to compare the measured values of Af' ~' Rf 

and ~ to the calculated figures which result .from substituting the 

measured values of Afn' ~n' M1 and M2 into the relations obtained 

in the previous sections. 

Using the notation of Fig. 9-1, the insertion gain values 

can be obtained as: 

Ar = 
zof + zob vi2 

Zor el 
e2=0 

(9-2) 

and 

Ab = 
zof + zob vil (9-3) 

zob e2 
e1=0 

'Ille reflection values can be obtained from the relation: 

vil 
1 1 = 2e1 + 2e1Rf (9-4) 

e =0 
2 

which can be solved for Rf and gives: 

= (9-5) 
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and similarly: 

= (9-6) 

Unfortunately, the nominal insertion gain values cannot be measured 

in such a strai~htforward manner, because this would require that 

the repeater be terminated by its nominal impedances and therefore 

the measurements could not be performed with the actual terrninations 

attached to the ~ystem. The values of M1 and M2 are similarly hard 

to obtain in an existing system if it is desirable to perform the 

measurements without disturbing the circuitry. In the followin~, 

a technique is developed by which these values can be obtained by 

measuring volta~es at various points in the systemo 

With the notation defined in Appendix V, section 1, page 71, 

the relation 

= (9-7) 

is obtained. It is obvious however, that in the arrangement of 

Fig. 9-1 

(9-8) 

where k1 is a proportionality constant which can be determined as 

follows: if v1=0, (short circuit the corresponding terminals), then 

from (9-7) and (9-8): 

= {9-9) 



-51-

but 

(9-10) 

th us 

= (9-11) 

and for later use it is also possible to obtain the following relations: 

and 

F 
2 

= 

z =· 2 

= 

If e2=0, then from equations (9-7) and (9-8): 

and 

but from Fig. AV-1 in Appendix V, page 71 , 

(9-12) 

( 9-13) 

(9-14) 

(9-15) 

(9-16) 

(9-17) 
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which in the case of the arrangement of Fig. 9-1 yields: 

( 9-lS) 

and substituting this into (9-16): 

F - G = 2 . 2 
(9-19) 

is obtained. By similar reasoning the following relations can be 

proved: 

k2 = vr2 (9-20) 

vil 
v2=0 

al 
vil (9-21) ::: 

el -.. 
v2=0 .... 

Fl = el - vil (9-22) 
el v2=0 

z = z vil (9-23) 
1 ob . el -vil v2=0 

and 

Fl vr2 ..... 
Fl -Gl .,. (9-24) 

~ vil • 
el=O 

It is also possible to calculate the nominal terminating impedances 

from the relation 
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(9-25) 

in which equation only ~2 is not known because G2 can be obtained 

from equations (9-16) and (9-13). Thus, 

zn2 ~ 
G2 

= 
1 - G2 

(9-26) 

and similarly: 

z = zl 
Gl 

:nl l - G1 

(9-27) 

w· th z.. z z z z d z k r r r r' :r'' 1 ~i' nl' 2' n2' ob. an of nown, cl' c2' s' s' s ' 

and f can bè calculated from their respective definitions given in ss 

Appendix V. 

* The nominal insertion gain values can be obtained as: 

. (9-28) 

and znl + zn2 zof + z2 vd 
~n = 

znl zn2 + z2 e2 
e1=0 and v1=0 

(9-29) 

(•) For these relations to hold it is assumed that filr = ~f' and 
that R1b = R2b within the accuracy of this measurement. These 
resistors however, must be accurately matched is.proper com­
pensation is desired~ 
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These relations hold because, provided that e2=0, 

a) If Z0 f = ~2, then Vi2 = Vb and v2 = O. 

b) If Z0 b = Znl' then the nominal value of Vil(Viln) 

zl is Viln = e1 , but the actual value as 
~1+Z1 

measured is: v.l = 
~ 

correction factor Zob+Zl appears in eqn. (9-2S). 
znl+zt 

Similar proof can be given for eqn. (9-29). 

From eqn. (8-2) the values ~f M1 and M2 can be obtained. 

This equation can be written as: 

(9-30) 

in which all quantities but M1 were measured before. Therefore, 

and for M2 : 

(Zob+Zl)(~l+Zl) 

Zl(Zob+~l) 

(Zor+Z2)(Zn2+Z2) 

Z2(Zof+Zn2) 

(9-31) 

(9-32) 

Using the relations derived in this section, it is possible 

to measure the relevant quantities of an existing system by measuring 

voltages only, without ~isassembling the circuit to take impedance 

measurements. If it is desired to take into account both the absolute 

value and phase angle of the measured quantities, both absolute value 

and phase angle of. all voltages must be measured. It was pointed out 

however, in section 4, that it is legitimate to use real quantities 
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instearl of complex ones in all the calculation~ replacing all quantities 

with their respective absolute values. Thererore, only the absolute 

values of the voltages are or interest. This is due to the fact that 

the design formulas in this case give the worst possible properties 

or the repeater. If the accuracy or the design formulas have to be 

proved, the above method cannot be used, since it does not give the 

exact values, only the worst possible values. Therefore, there are 

two possible ways to proceed: 

a) Measure both phase angle and magnitude of all voltages 

and use complex arithrnetic to calculate the desired 

values. 

b) Build a system which contains only real impedances for 

the sake or this experiment, in which case the absolute 

value measurements will result in exact values. 

In the case of this study, the second method was used. The 

system on which the measurements were performed is shown on Fig. 9-2. 

_As can be seen, this system is the same as the one shown on Fig. 9-1, 

with the exception that G1 and G2 have been replaced by potentiometers 
1 t 

P3 and P4, and z1 and Z2 have been replaced by rheostats RH1 and RH2 

respectively. During the first set of measurements, the condition 

R0 b = Ror = R1 = R2 was mâintained where R1 is the sum or mi1 and 

the output impedance of emitter follower (T2b) and ~ is the sum of 

RH2 and emitter follower (lf2r). Various M values were obtained by 

adjusting potentiometers P3 and P4• 
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At the start, the values of k1 a~d k2 were calculated from 

measurements based on equations (9-11) and (9-20). Next potentio-

meters P3 and P4 were adjusted to provide complete compensation and 

the values of Afn and Abnwere obtained as defined by equations (9-28) 

and (9-29) ~re in this case: 

z 1.+ z 2 . n · n = 2 (9-33) 

and 

vb = vi2 (9-34) 

thus: 

Afn = 2 vi2 (9-35) . 
el e2=0 

and 
vil 

A,n = 2 
e2 el=() 

(9-36) 

After these initial measurements, various settings of potentiometers 

P3 and P4 were tried, making two sets of measurements at eaeh particular 

setting, one with e1=0 and another with e2=0. In the case of the 

arrangement considered, eqn. (9-31) can be written as: 

(9-37) 

and with eqn. (9-24), this gives: 

1 Vr2 
Ml = k2 vil 

(9-38) 
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and 

(9-39) 

Sorne of the results of these measurements made at 1000 eps, are listed 

in Table 9-1. 

TABLE 9-1 

kl = 9.1; k2 = 10.2; Afn = 4.84; Abn = 4.22 

Measured Values Calculated Values 

Ml Ji2 Af ~ Rf !), Af A Rf \ b 

0 0.02 4.84 4.22 0.4 0 4.84 4.22 0.413 0 

0 0.05 4.84 4.22 1.0 0 4.84 4.22 1.02 0 

0 0.16 4.84 4.22 3.0 0 4.84 4.22 3.02 0 

0 0.44 4.84 4.22 9.0 0 4.84 4.22 8.95 0 

0 0.75 4.84 4.22 15.0 0 4.84 4.22 .. 15.03 0 

0.098 0.046 5.3 4.6 1.0 . 2.2 5.3 4.62 1.03 2.2 
, 

0.098 0.112 6.3 5.4 3.0 2.5 6.25 5.41 2.94 2.5B 

0.098 0.258 10. 9.0 11.4 4.1 10.01 8.75 11.2 4.16 

The calculated values were based on equations (AV-41 and 43), 

and (AV-52 and 53) given in Appendix V. In the case of these measure-

' ' ments, the values of fel' rc2, fs and f 5 are all unity, because 

Z0 b = Z0 f and Znl = Zn2 and also ~ = ~1 and z2 = zn2• The measured 

results and the calculated values show very good agreement as can be 

seen from the table above. 
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Another set of measurements was made without attempting 

to satisfy any symmetry conditions. The condition R
0
b = lOOOQ and 

R0 f = 150Qg was selected while rheostats (RH1 and RR2
) and potentio­

meters (P3 and P4) were set to sone arbitrary position. The following 

readings were obtained: 

a) e1 = 0.1 V and 

Vil = 0.13 V; Vi2 = 0.35 V; Vrl = 0.12 V; Vr
2 

= 0.61 V 

b) e1 == 0 V e2 = 0.1 V 

c) 

d) 

vi1 = o.2s v; vi2 = o.47V; vrl = 0.5 V;. 

e = 0 V 1 e2 = ·0.1 V v1 = 0 V 

vi1 = o.2 v; Vi2 =0.041 V; Vrl = 0.35 V; 

vd = 0.15 V; 

e1 = 0.1 V; e2 = 0 V· 
' v2 == 0 V· 

' 

vil = 0.04 v; vi2 = 0.24 v; vr1 = o V; 

vb = 0.25 V; 

vr2 = 0.76 v 

v = 0 
r2 V· 

' 

Vr2 = 0.41 V; 

From this data, the following results can be calculated 

using equations (9-2), (9-3), (9-5) and (9-6): 

From equations (9-11), (9-12), (9-13), (9-14), and (9-16): 

k1 = B.6; 

G2 = 0.566; 
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and from equations (9-20), (9-21), (9-22), (9-23), and (9-24): 

k2 = 10.2; 

G1 = 0.44; 

~ = 6?0S2; 

The values of the nominal terminating i~perlances are obtained frow 

equations (9-26) and (9-27). 

z = 525Q• nl ' zn2 = 13~; 

Equations (9-2S) and (9-29) yield the values for the nominal insertion 

gains: 

~n = 5.S; 

}fatchinp; factors Jf1 and Jrf2 are calculated next usinE! equations (9-31) 

and (9-32). 

)fl = 0.315; 

From equations (AV-33), (AV-34), (AV-35), (AV-47), and (AV-50) in 

Apnenrlix V: 

fc2 = 0.99; f~ = 1.25; 

The values calculated above can be substituted into equations (AV-41) 

and (AV-43) ta obtain the insertion gain values: 

and ~ = 7.3 

cor.1paring these values with the Jlleasured results, (Ar= 5.S5; Ab= 7.0;) 



shows that the deviation is less than 1~. This deviation can be 

justified if the accuracy of the instruments used for this measure­

Ment is taken into account. 

For the reflection values, equations (AV-52) and (AV-53) give: 

'lhe value of ~ is in good agreement with the measured result, 

(Rf = 1.6; Rb = 8.4), but Rf deviated considerably from i~s measured 

value. This is due to the fact that equation (AV-41) does not take 

into account the reflection which would be present even at ~2 = 0 

due to the fact that Z
0
b 1 Zi• If this factor is taken into account, 

the accuracy improves. 



-61-

CONCLUSION 

On the preceding pa~es, the new bridge compensated repeater 

was compared with the systems presently in use. It was found that 

this arrangement provides more degree of freedom to achieve a certain 

level of matching specified by matching factors M1 and M2 than any 

other system, which property can be utilized to decrea~~ the coat of 

the repeater. 

With the introduction of the merit indicator functions a 

method was estahli~hed by wh~ch the desired values of the matching 

factors can be determined to meet given insertion gain and reflection 

specifications. A procedure based on a com~ter programme was developed 

for the design of the compeneating network ~èquired to provide the 

calculated values of M1 and M2 and a technique was described by which 

a given system can be tested without disturbing the cir~uitry of of 

the system. 
. 

Finally, the measured resulta were compared with the cal-

culatert values for a simple system and the agreèment was round to be 

very good. 
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Operating principle ot a hybrid transformer. 

The tour port. netwolic wside the dotted lines on fig AI-l 

illustrates the simplest torm ot a hybrid transformer. r 

It can be seen that it Zit .., ZJ:. then signala applied to 

terminals ( 2-2' ) will gi ve rise to equ.a1ly large currents I 1 and 

12 and theretore no part ot this signal will be trans~tted to 

terminals (3-3'), and the signal power will be divided equally 

between impedances Z and Z' • 
n L 

If the condition Zn • zt is not satistied then some 

portion ot the signal applied to terminals ( 2-2•) will be received 

at terminals ( 3-3'). The quality ot isolation betweep terminal 

pai.rs (2-2•) & (3-3') is given by the retum loss (R) vhich is 

defined a.Bi 

R {db) -
assuming that eL • 0 • 

10 log 

FIG. AI-l 

Power received at terminals 3-31 

Power applied to terminal s 2-2' 

' Zs 
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APPENDIX IV. 

Reflection and insertion gain fUnctions for negative impedance r~eaters. 

lo Definitions 

The 1attice structure of Fig • .AIV-1 illustrates the 

equivalent 1attice network of a negative impedance repeater. DUe 

to the fact that all existing negative impedance repeaters are 

sy.mmetrical structures, the lattice network representation is not 

restricting universality. 

' 

,. 
Za.. 

FIG. AIV-1 

The image impedance of this network is known to be: 

(AIV-1) 

The "bridge ratio" ( N) is defined as: 

Nif (AIV-2) 

It will be found convenient to use the "!'-equivalent u of 

the 1at.tice network in our calculations, which is shown on Fig. AIV-2. 
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FIG. AIV-2 

2 o. Input impedance of the terminated lattice. 

The input -impedance of the network illustrated on Fig. XI.V-2 

if terminated by an impedance "Z1t at terminais ( 2-2•) is: 

(NZ1 + Z) zr (l-N
2

) '2lr 
~ .. NZJ: + z 

{l-N
2

) Nzt + z; + I 
2N 

(.KIV-3) 

and from this 

2NZ + (N
2 

+ · 1) Z 
I 

Z'i ,., Zr ----------- (AIV-4} 

(N
2 

+ l)Zr + 2NZ 

can be obtainedo 

3o. Reflection 

As defined by equation ( 3-9) the reflection is: 

R • (AIV-5) 
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Assuming that the repeater is teminated by identical 

impedances ( Z) at each port; 

~f • a:ob • Z (AIV-6) 

This is no restriction of generality, because this kind of repeater 

has to be inserted in symmetrical structures. 

Therefore 

R• (AIV-7) 

Substituting the value of Zj_ from equ.. (AIV-4) into (AIV-7) gives: 

a':r - Z (Z + ~):! N 

R • ZJ: + Z {Z:+ 2iJ:)ç + Z~(1- N)
2 

(AIV-8) 

This can also be written as: 

R• 
2 2 ) 

( 

( 1 - N) ZZ:r ( 1 + N) 
1 

• (1 + N)
2 

(Z + ZJ}2ïi + zz1(1 - N)~ . 

AIV-9) 

According to equation ( 3-16) the ten11 
~- z 
~ + z 

is the matching factor (M). With this notation the following 

relation ho1ds: 

ZZI 2 • t (1- M ) 

(AIV-10) 
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Substituting (M) into (.AIV-9) • and also mald.ng use of 

(AIV-10) the .f'o11owing relation for the refiection is obtained: 

( 

(1- w> 2 
1 - r 

R•M 1-
( 1 + N) 2 1 + x2 ( 1 - N') 2 

(1 + N) 2 ) 
(AIV-11) 

Jts will be shown 1ater (see equ • .Al.!'-21) the nominal 

ina ertion gain of the netwo:ric as defined by equation ( 3-18) is: 

2 (1 - N)2 
.ç • 2 

(1 + N) (AIV-12) 

And the final fo:m of the expression for the reflection 

is: 

R•H ) (AIV-13) 

This expression can be simp1ified if it is assumed that: 

M <(1 and An>> 1 but IM.Ainl < 1 

and obtain an approzl.mate fom.ul.al: 

-MA! 

(AIV-14) 
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4. Insertion Gain. 

The insertion voltage gain is defined by equation ( 3-14) • 
• 

Using the notations shown on 'Fig. AIIV-3, the insertion gain is: 

E2 
A • 

~ aN !e 
Z.z:N. 

(AIV-15) 

r 1 1 -, l' -1 1 

FIG. AIV-3 

and it can be easi.ly show:n that 

where 

and 

b 
~ • 2Z.----

2 b2 
a -

ZJ: 2 
at • Z: + ZrN + - ( 1 • N' ) 

2N 

-

Substituting (AIV-17 & lB) into (AIV-16) and performing the 

(AIV-16) 

(.fiV-17) 

(AIV-18)· 

possible simplifications the following expression is obtained: 

l-N ZZI (1 + N)
2 

Ji • 
2__ 2 

(Z + Zr)"-N + ZZr(l - H) l+H 

(AlV-19) 
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This l.ast equation can be reWritten by the same reasoning 

as applied in case of equation (AIV-9) and yields 

gain is 

1-N 
A • 

1+N 1 _ (M 1- N ) 2 

1+N 

(AIV-20) 

From this it can be seen that if M •o then the nominal 

1-N 

l+N 
(AIV-21) 

and with this, the insertion gain can be written as: 

(AIV-22) 

An appro:x:imate fo:rm.ul.a can be used in most cases of 

practical importance, ( assuming that M2 (( 1) 

(.AIV-23) 

It can be seen from equation (AIV-21) thàt if the abso1ute 

value of the nominal insertion gain is to be 1arger than unity then 

Re N (o must be satisfied. (AIV-24) 

From equation (AIV-2) it follows that this condition is 

satisfied if: 

and hence at 1east one of the impedances Z'a or Zb must have negative 

real part. These tYPes of impedances. are cal1ed negative impedances. 
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APPENDIX V. 

Reflection and insertion gain functions for 
Bridge Coçensatêd Repeaters. 

lo Definitions 

The equivalent circuit of the bridge compensated repeater 

arrangement is shawn on Fig. AV-lo In order to obtain this circuit 

it is assumed that the output impedances of amplifiera A1 & A2 

(Figo 1 - 7) are small compared to the values of z1 & z2 respectively. 

,. 
FIG. AV-1. 

In the following treatment it will be found convenient to 

introduce the following notations~ 

(mean value of amplification) (A.V-1) 

Zob 
F1 • (input attenuation at 

zob + zl teminals 1-l' ) 

F
2 

• Zof (Input attenuation at 
Z0f + z2 teminals 2-2• ) 

(AV-.3) 

~ • zl, (Output attenuation at 
Z'0 b + ~ teminals 1-1•) 

(AV-4) 
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a2 • 
z2 (OUtput attenuation œt (AV-5) 

Zor + ~ terminais 2-2• ) 

G1 
(Compensation ratio at (AV-6) c = 

1 
F1 terminais 1-1') 

G2 
c2 • (Compensation ratio at (.W-7) 

F2 terminais 2-2•) 

Z:t -zof' 
( Ref'lection at terminais (AV-8) r • 

1 
·~ + z-ob 1-1' , if' ali active 

elements in the repeater 
are disabled. 
~--'2·0) 

za-zb 
r2 ... 

0 ( Sa:me as r 1 for teminais 

z2 + zof 2-2:1) (A.W-9) 

2. Input Imped.ance of the Repeater 

In the fo1lowing the eqp.ation for the input impedance art; 

terminala 1-1• will be derived. Using the symbols of' Fig. AV-1: 

From theae the following expression f'or the input 

impedance in forward' direction (Zif) is obtained: 

(AV-10) 

(AV-11) 

(AV-12) 

: 
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(AV-13) 

The expression for the input impedance in reverse direction can 

{AV-14) 

3o Insertion gain • 

.According to the definition of (3-14) the insertion 

vol tage gain in forward direction { A:f) is gi ven as: 

(see Fig. AV;.1) 

• {JN-15) 
Z'of' 

For the system considered the following relations hold: 

E.J.- e ~- -'2V2 
(AV-16) + • 0 

zob Z;t 

~ ~ - Alvl 
0 (AV-17) + • 

zof' z2 

(RI-18) 

{A.V-19) 
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From these one gets: 

1 

{AV-20) 

Substitute now (AV-20) into (AV-15) and also the value for F 

from equation (AV-2) to obtain for the forward insertion gain: 

1 

{AVT-21) 

and in sim:i..lar manner it is possible to derive the fonn.ula for 

the 1'backward insertion gain tt ( ~): 

1 

In order to obtain a more meaningful fonn. for these 

formulas consider the following: 

From the definition of the naninal terminating impedances 

for a repeater ( Zn1 &. Z'n2) 1 as given in section 3 the following 

defining equations can be obtained: 

(AV-23) 

and 

.. .. 



-75-

It is obvious that in this case: 

(AV-25) 

which will produce a finite gain for any finite values of ~ and .A
2 

, 

as indicated by equations (.AV-21 & 22), thus producing a stable 

syst emo It is also evident from equations (AV -13 & 14) that in 

this caseg 

and (.AV-26) 

and therefore the reflection at the repeater teminals is independant 

of the insertion gain of the arrangement.. Thus ~ and ~2 are really 

the nominal teminating impedances of the system. 

In order to obtain the nominal insertion gain values 

substitute 

and z;of • Zn2 

into equations (AV-21 & 22). With this substitution the notd.nal 

fo:t'W'ard insertion gain is ~ 

Z1(~ + ~2) 
Ârn A-':!.------­

( znl • z-1) < Z'na: + z2) 
(AV=28) 

and the corresponding expression for the nominal backward insertion 

gain isg: 

(AV-29) 

in the denominator of equations (AV-21 & 22) can be rewritten as 

follows~ 
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(AV-30) 

where the matching factors M1 and M2 are defined in equations 

( 3-16 & 17) in general and in the particular case considered are 

given as: 

M:t_• 
zn1 -zob 

Zru. + zob 
(AV-31) 

and 
~ - Zo.r 

M2 • 
~ +- zo.r 

(AV'-32) 

Fu.rthermore .f01 and :r
02 

are .factors indicating the degree o.f 

deviation of the values o.f ~ and 12 from their corresponding Zru_ 

and z:n2 o AB can be seen from the .formulas given belov, these 

.factors are rather insensitive to this deviation, because in any 

practical case the correspondance betveen Z
0
b and ~l on one hand 

and between zo.f and zn2 on the other is fairly good, in vhich case 

these factors have a value o.f unity not dependent on the values o.f 

and 

The expressions .for .f 
1 

and f are as follows: 
c c2 

:r -cl 

.r lit 

c2 

(Z'ob + Zru_)( Z:.. + ~) 

(Z
0
b + Z]_) 2Zn1 

(Zof + zn2)(Z2 +Zn2) 

( wo:r + ~) 2zn2 

(AV-33) 

(AV-34) 
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The 1ast factor in equation (AV-.30) is :r
8 

which is an indicator 

of symmetry.. If z
0

.f' • Z
0
b and thus Z"ilJ. is equal to zn2 , this 

factor has a value or unity. The expression for f's is: 

r • s 

By" si.milar reasoning it is possible to write the miltiplying 

factor 

o< -

where 

zo.f' +Zob 
in equation (AV -21) as g 

k1- r 
1
r 

2
r ( 1 - JI! M . • 1· ) 

"-!"nees 12. ss 

.f' • 
sa 

(Zob - zof)(Znl - zn2) 

(Zob + ln!)(Zor + zn~ 

which is zero if the ~stem is symmetrical. 

In order to obtain equation (AV-.36) the .tollowing 

relation was used: 

(AV-35) 

(AV-36) 

(AV-37) 

(AV-38) 

Substituting equations (AV-.30) and (AV-36) into (AV-21) 

the .f'ollowing expression resulta for the forward insertion gains 

. .. 
(AV-39) 
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A good approximation to this fol1lll.Ù.a can be obtained 

by assuming that 

to get: 

and that fss ((1 

A (f f 
2
r ) rn cl c s 

a similar expression for the backward insertion gain is: 
1- MIM2 + f . ss 

and the approximate formula is: 

4.. Reflection 

.A.. (f lf 2f ) 
--~:m, C C- S 

Accord:ing to the definition of equation (3-9) the 

reflection at the ( 1-1 • ) tennina1 pair (Rf) is gi ven as:: 

R • 
f 

z:if - zof 

Substitution of the expression for Zir (AV-13) into this 

relation gives:: 

z: - z 1 of 
R •---

Z {Z f+Z b) 
1 0 0 

(AV-40) 

(B-44) 

f z_ + z. 
J. of (Z' + z )2 

ob 1 1-A A (F -G )(F -G ) 
12 1 1 2 2 

(AV-!6) 
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By using equations (AV-28, 29, 30, 31, 32, 33, 34, and 35) this can 

be rei~o"Ti tten as: 

2 1 
Rf ... r - A A M (f f f f ) 

1 fn lm 2 cl c2 s s 

where r
1 

is defined by equation {AV-8) and 

~of+ zob 
fi • 

s 

2 
an appro:ximate fo:nnula if M1 (( 1 is: 

R ~ r -'f 1 

k A M (r2 r f r' ) 
:rn bn 2 cl c2: s s 

{AV-46) 

(AV-47) 

(AV-48) 

Expressions for the reflection at terminals {2-21 ) can be derived 

in a similar manner and result in the following expressions: 

2 
1-M

2 2 .. 
R • r

2 
- A A. M {f f f f ) 

b :rn bn 1 cl c2 s s ----------

where 

r'' • 
s 

z + :l 
of ob 

(AV-49) 

(AV-50) 

If i t is assumed that M2 (( 1 the following sjmp].U'ied fo:nnula 

resulta: 

A:rn~~( fclf!2fsf:'> 

1- ~~'\M2:(fclfc.Js) 
(AVJ-51) 
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Expressions (AV-48) & (AV-51) can be further s:iJnpli.fied if only 

that portion of the reflection which is due to the active part of 

the network, and is dependent on the insertion gain, is consideredo 

In this case~ 

and 

1 "" A.&'\-lt M
1
M

2
( f ., f ?f ) 

.1.u~lJr.i CJ. C~ S 

. 2 
A A M (f f f f ") 
fn-bn 1 cl c:è s s 
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APPEIIDIX VI. 

Relation of the parameters of a hybrid and a bridge compensated 
repeater. 

In this section it will be shown that a b:ybrid repeater 

can be transfonn.ed into the equivalent circuit of the bridge 

compensated repeater, and therefore the results of appendix V can 

be used in evaluating the properties of this arrangement. 

The aim of the following discussion is to establish the 

relations required to transform the circuit parameters of a hybrid 

repeater into the parameters of the equivalent circuit of the bridge 

compensated structure. 

FIGo VI-l l:.s2. 

Fig. AVl-1 illustrates the schem.atic of a hybrid repeater 

and gives the notation used in the .following discussion. 
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This arrangEIII.ent can be readily converted into the 

circuit of Fig. AV1~2 .. 

' 
Assuming11 that the hybrid transformer is symmetrica19 

i.,e.., na fol< ~ 1 the following expressions can be- derived for j 19 k]_ 1 

;_ and z
11 

:: ( These relations are gi ven wi ~bout proof o Calculations 

follow conventional methoda (~ but are too lengthy to rep.r-od:uced 

herE>.) 2 
1 n a 

If'~ zs :: z 
2 8 

ne 

then:l 

(AVI-3) 
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1 
2Z +Z 

sl n1 

(AVI-4) 

(AVI-5) 

Similar expressions can be obtained :for ~2 , j 2JJ k2 
l 

The arrangement or Fig. AVI-2 can be converted into the 

circuit shown on Fig. AVI-3 using the :following equivalences: 

• (AVI...6) 

and 
( 

:1: 
j ob 

':!.~ 1 2'l + z -
ob il 

G:J. ) - A:lh. (AVI-7) 

which can be solved :for the val.ues or m1 and G1 to obtain:: 

(AVI-8) 

and 

1 

( 
z -ob 
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.l.oP 

" 

FIG. AVI-3 

It is obvious that the circuit of Fig. AV I-3 can be 

redrawn as shown on Fig. AVI-4 which has the same stru.cture as the . 
equivalent circuit of the bridge com.pensated repeater. 

A. -.. ..... '"l' 

loe '2i..l 
! v~-- }v.. 

2(;-z.. 

r---1 1 r· L _,r, o. t 1 
1 1 

~. Gt. 
l' .. 

rv e, J,ltl,A~~ "' "" 
la~ 

• 1-r-Jz.lfi,IJ, cr, 

. 

FIG. AVI-4 
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APPENDU VU 

Parameter Op!imization by Hill-Gli:m.bing Technique. 

In order to find the extrema of a tunction: 

(AVII-J.) 

the following "n • equations have to be simultaneously satisfied: 

è)J' !::. 0 
~x. 

è>'"P • 
~n =o 

(AVII-2) 

Wbether thia equation systEm can be solved anal:ytically 

depends on the form of tunotion P (x... •• x ) 
~, n 

In the case where (P) is defined by equation 7·17 or 

7-18, an analytical solution of finding the extrema does not ex:ist . 
because (P) itself is not expreased in analytical form. (g(u>) and 

h( ~> are defined at a set of frequency points and are not gi ven in 

analytical form) • 

One technique which can be uaed to obtain at least one 

extremum of this function 1.a the ao called hill cllmbing technique, · 

which can be conveniently programmed on a digital computer. 

The first step ia to assume a set of initial conditions: 

and evaluate P
1 

: · 

then change sorne of the variables auch that: 

• • 
~ • llï x2 • X2J •••• x • x 

n n 

(AVII-3) 

(AVII-4) 

(AVII-5) 

... 
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and evaluate; 

(AVII-6) 

Comparing the values of P
1 

and P 2 1 the programme decides 

which set of parameters is more desirable. 

Subsequent changes to parameters are made on the basis of 

the p values obta.ined in previous selections. This process of trying 

newJ sets of parameter values is continued, until alJ. changes result 

in lesa desirable P.values than the beat found up to this point. 

In this case t~e set of (~,x2 ••• xn) values, which reaulted in the 

most favourable P value is ·conaidered the location of the desired 

extremum. 

It must be noted, that the extremum thua located is only 

one of the many possible extrema, and is not necessarilY the beat. 

In the case where it is auapected that more desirable extrema exista, 

it is possible to start with a set of different initial values and 

repeat the process. 

There is no guarantee however that the beat possible 

extremum is found unless a complete search of the whole domain of 

parameters is made, which in most cases is economically unfeasible. 

From what was mentioned before it is evident, that the 

logic 1 according to which subsequent sets of parameter values are 

tried, is a very decisive factor in obtaining a fast converging and 

effective technique. 

Many possible logical patterns (strategies) can be devised1 

but only two will be discuased here. 
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1. Gradient Strategies. 

In this ld.nd of technique, small incremental changes 

(probing steps) to JI].•~···~ are made to evaluate the appro:ximate 

values of 

• '() p ••• and -"b~ 
at a particular point, theo. a larger change follows (adjusting step) 

in the direction of the gradient thus identified. 

Dependent on the vari.ous modifications or this technique 

the aize of the adjustment step can be made constant, or proportional 

to some power of the absolute value or the gradient • 

.A'nother option of this technique is that after the adjust-

ment step has been successful, one can recalculate the gradient at 

the new point and proceed in this new direction, or can proceed in 

the direction used berore, as long as P keeps on improving. 

Z. Univari.ate Strategies. 

Th.ese techniques are based on changing onl.y one variable 

at a time. They usuall.y di.ffer .from gradient strategies by omitting 

probing steps in the sense that there are no increm.ental steps pre-

ceeding one or more larger steps. 

An approach is to try to change a certain variable and make 

changes to it until better and better P values are obtained1 than to 

try to change the next variable etc. 

'l'he amount by which the variables are changed can be fixed, 

or proportional to some power of the slope of P taken in the direction 
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of the variable being changed. It can also be made to be a 

function of same other criterion. 

These strategies were analyzed before deciding on the one 

which is used in this proj ect by using a two variable perfomance 

criterion developed by Mr. J. Michaelski (McGill University) for the 

purpose of the study of various strategies. 

The function in question is know.n to have one extremum 

only. It is defined by the equation: 

-o.s (ixNx: - ..J,.77 co$8 + 
1~.Millli! )

2 

0·07 
-p(x,,x.~) - Stn2 2 e e (AVII-7) 

where 

(Avn-8) 

The constant P contours are plotted on Fig. AVII-1, thiS 

plot w.as also provided by Mr. J. Michaelski (See page 119) 

It was found that strategies based on the gradient methods 

are not as efficient in this particular case as univariate strategies 1 

because of the essential number of probing steps required to imple­

ment an adjusting step. The ratio by which they reduced the necessary 

number of adjusting steps did not sean to warrant the additional 

number of steps required for probing. 

A:nother factor which was considered in deciding against 

using a gradient strategie was that the particular P function to be 

optimiz:ed. depends on the parameters in the .form given in equation 

{7-5). 



-89-

In this case if during the search, or because of the 

· selection of initial values, we get the condition: 

where i ~ j (AVII-9) 

then from this point on, due to the symmetry of P with respect to 

ai and aj 

• 'dP (A.VII-10) 

d~ 

and the search will consider only equal values of ai and aj which 

first of all is not usually the optimum, second it will result in 

an urirealizable transfer function. Theref'ore, special measures 

should be pravided in the case of gradient strategies to compensate 

for this behaviqur which was not worth while in the view that these 

strategies did not promise :much more efficient convergence, (actu-

ally from prel:imjnary study they were worse than their univariate 

counterpart). 

Univariate strategies on the other hand have the dis­

advantage 1 that they might proceed along a direction whioh has a 

very low gradient 1 while there is another direction available which 

would produce faster convergence.· 

To compensat'9 for this fault, the strategy finally 

developed1 llmits the maximum number of successful steps in a cer-

tain direction as specified by a data card. 

Another problem which arises :.ts that the value of P is 

more sensitive to changes in one variable than in some otherà, there-

fore different values of adjustment steps have to be used in different 

directions.; It must be kept in mind, however, that due to the 
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canple:xi ty of the P function, the optimum values for these adjust­

ment steps in various directions are not: known. Therefore, sao.e 

provision must be made · to adjust these values on an ad.aptive 

basis by the computer programme. 

To illustrate how the selected strategy works, the trajec­

tories of the optimizing processes performed on the performance 

criterion specified in equation ( AVII-7) are plotted on Fig' s AVII-2 

and AVII-3 for the two univariate strategies tested in this stud.y.* 

The plot of Fig. AVII -2 corresponds to the early version 

of the strategy, which did not have the adaptive property, while 

Fig. AVII-3 corresponds to the strategie which adapta the step size 

to the requirœents in various directions. 

It is worth while noting that after the initial "learning 

steps tt the second strategy uses larger steps in the ;_ direction 

than in the ~ direction, while the first strategy keeps the size of 

the steps in both directions always at the same value. 

This feature, though it does not seœ to be very important 

in the case of the particular performance criterion selected for this 

example, is very useful in the case when applied to the actual per­

formance criterions of equations 7-17 & 7-18 because the sensitivities 

in various directions differ by a mu.ch larger factor in this case. 

( *) See Figures on pages 120 and 121 
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