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• ABSTRACT

Photothermal deflection or 'mirage effec!' spectroscopy was applied to the

quantitative profiling of the optical absorbers in thin polymer films with depth dependent

absorption coefficients. In addition, the mirage effect system instrumentation was

designed and constructed. Improvements to the precision and accuracy of the

instrumentation were implemented, which allowed for quantitative measurements of

optical depth dependent layers to be profiled in sampies consisting of thin polymer

multilayered films. A theoretical model based on one-dimensional heat conduction was

developed and used to analyze the experimental results. Further improvements were made

to the model by applying diffraction theory to recover heat flux profiles. This added

precision for the analysis was required for use in the inverse problem theory. The results

from using this theoretical model were interpreted. The mirage effect technique was

applied to the dynamic diffusion of solutions containing ionic species through a

perfluorosulphonated ionomer membrane. The recovery of the heat flux profiles (solved

using inverse problem theory) enabled the recovery of optical absorption profiles, and

therefcre, concentration profiles. A diffusion model (also developed in this work),

enabled the diffusion coefficients of these species to be determined from the concentration

profiles. By these means, the diffusion processes of species into the membrane were

examined.



• RÉSUMÉ

La spectroscopie de déflexions pho[othermales ou à effet de mirage fut :Ippliquée

pour l'étude quantitative des profils d'absorbeurs optiques dans des films polymérisés

minces ayant des coefficients d'absorption dépendants de la profondeurs. De plus. le

système spectroscopique à effet de mirage a été conçu et construit. Des :Iméliomtions

quant à l'exactitude et la précision de l'instrument furent ajoutés. Ces dernières ont

permis d'obtenir, quantitativement, une vue d'ensemble des couches dépendantes de la

profondeur optique dans des échantillons consistant en plusieurs minces films polymérisés

superposés, Un modèle théorique basé sur la conduction unidimensionnelle de chaleur

a été développé et utilisé pour fins d'analyse des résultaL~. Des amélior.ltions

additionnelles furent apportées au modèle par l'application de la théorie de diffmction.

afin de récupérer des profiles de flux de chaleur. Cet ajout au modèle s'avér.lit requis

pour l'utilisation de la théorie de problème inverse. Les résultats obtenus à partir de ce

modèle théorique ont été interprétés. La technique à effet de mirage fut appliquée à la

diffusion dynamique de solutions ioniques à travers une membmne ionomérique

perfluorosulphonatée. La récupération des profils de flux de chaleurs (résolue à l'aide de

la théorie de problème inverse), a permis de récupérer les profils d'absorption optiques

et donc, les profils de concentrations. Un modèle de diffusion (aussi développé dans cet

ouvrage) a rendu possible la détermination des coefficients de diffusion et ce, à partir des

profils de concentrations. Avec ses moyens, les procédés de diffusion d'espèces à

l'intérieur de membranes ont été examinés.
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CHAPTER 1 INTRODUCTION

1.1 INTRODUCTION

Non-destructive methods of evaluating the surface and bulk properties of a sample

are favoured due to their ability to maintain the integrity of both the properties and struc­

ture of the sample for further analysis. Several techniques are available, each having

advantages and limitations with respect to the sample properties being examined. These

propcrties, such as the range of the thicknesses which can be probed in a sample, the

corresponding depth resolution, types of material which can be examined or the

complexity of the instrumentation required, can dictate the method which is applicable

to the sample under examination. This thesis focuses on photothermal techniques as a

non-destructive method of examining samples with depth dependent optica1 absorbing

layers.

1.2 GENERAL INTRODUCTION TO PHOTOTHERMAL SPECTROSCOPY

Photothermal spectroscopy is an area encompassing a wide variety of techniques,

which focus on the excitation of a sample material using eleclromagnetic radiation, and

measuring the spectral response from the thermal rcsponse in the material. Photothermal

techniques are flexible in that one can choose both the method of heating and the method

of detection for the system. Photo-excitation, such as broadband sources in the form of

a Xenon arc lamp or as discrete wavelength sources such as a laser, are typically used to
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prolile properties of a material from the UV through to the IR regions of the c1ectromag-

netic spectrum. Excitation with electromagnetic radiation will perturb the system l'rom

a ground state to an excited state. Relaxation of the system may occur through both

radiative and non-radiative de-excitation processes. Radiationless proces.~es will convcrt

the energy to thermal motion or heat. Interpretation of photothermal spectroscopy is

dependent on creating an accurate model of the energy dissipation process. For example.

if the energy absorbed causes elastic deformation of the material. then both the thermal

and elastic properties of the material need to be considered in the model. For the

majority of samples there is no significant delay between the photo-excitation of the

sample and the onset of heating. The process can then be modeled in terms of the linear

properties of heat transfer (1-3). For the purposes of this thesis. samples were chosen

which limit any radiative mechanisms, so that the signal can be modcled entirely ;15 a

thermal response.

TIle excitation method which should be chosen is one which accesses optical

wavelengths which interact with the sample. In conventional spectroscopy. a direct

measurement of the transmitted. reflected or scattered optical l'"<Idiation occurs. A

relationship exists between the quantity measured and the absorption coefficient of the

material under investigation. Photothermal techniques are able to recover the absorption

coefficient by analysis of the spatial profile resulting from the thermal gradients in the

sample caused by light absorption (4-7). The absorption coefficient determines the depth

at which the energy can be deposited in the sample by a light source, and is given by

4ltk
~ =T

(1.1)
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where 1. is the wavelength of the incident radiation, k is a propagation factor (with real

and imaginary parts), and B is the absorption coefficient (8).

By tuning to wavelengths where a layer in a multilayered sarnple absorbs, depth

profiling of the layered sample can be performed. At wavelengths where the layer

slrongly absorbs, the light is allenuated in the sample layer. If this layer is positioned

close to the detector, the signal response will be sharp and rapid. For a more weakly

absorbed wavelength, less light energy is deposited in the layer and a corresponding delay

in the signal response is noted.

Photothermal methods use heat conduction as the main source of thermal and

spectroscopie information from the sample. The te::hnique uses the modulation of the

excitation beam to apply a transient heating source to the sample. This time dependent

heating causes adynamie temperature response in the material, which is characteristic of

the properties of the substance and is also a function of the initial deposition of the heat

in the sample (8).

Thermal waves are critically damped, which means that they are allenuated as they

propagate through a material; therefore, thermal waves oliginating deeper in the sample

will be more strongly anenuated and take longer to reach surface (9). By varying the

modulation frequency of the heating source, the depth of interaction of the thermal waves

can be controlled. The modulation frequency, (1), is dependent upon the thermal diffusion

length,1-4 for the sample. The laner is defined as the distance at which the thermal wave

is anenuated to Ile of its peak amplitude, and is given by the following relationship
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where a is the thermal diffusivity. By adjusting the modulation frequency. the thermal

diffusion length will be altered and this will permit depth profiling of the sample. The

use of a high modulation frequency will result in the profiling of the surface layers (cg.

a modulation frequency of 1 MHz will profile 3 pm of a typical metal). and a lower

frequency will probe the layers in the bulk in addition to the surface layers (cg. for a 1

Hz modulation frequency, a sample region located 3 mm from the surface will be sampled

for the same metal sample) (10). Photothermal techniques allow for the nondestructive

determination of the properties of surface and subsurfaee layers as weil as the distribution

of materials in the sample (2, 3, 11, 12). Thesc techniques have been uscd to study the

depth dependence of optical (13-16) or thermal properties (17-19) of thin samples in a

wide variety of applications.

1.2.1 Different Modes of Detection for Photothermal Techniques

The variation in the temperature profil:: within a sample can be detected by several

methods. Fig. 1.1 illustrates sorne of the different detection methods available (20). The

mode of detection best suited to determine the temperature profile is dependent upon the

geometry of the sample and the propenies of the material under investigation.

Infrared radiometry (21) or infrared emission involve the excitation of the sample

by electromagnetic radiation and the detection of the infrared radiation either absorbed

or emitted by the sample. This radiation is deteeted by an infrared detector, such as a
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Figure 1.1: Schematic diagram showing severa! photothermal deteetion
methods.

Golay or pyroelectric deteetor. lnfrared emission detection involves positioning the

detector away from the sample. The backscattered radiation off the surface of the sample

allows for the depth probing of surface features via a surface temperature (assuming the

sample is optically opaque). The transmission method permits depth profile detection

primarily via the rear surface temperature. The disadvantage of this method is that

samples with low emissivity can exhibit reduced signal sensitivity. Furthermore, the

equipment is expensive.

Thermal transmission can also be measured by using a pyroelectric sensor which

is thermally conneeted to the opposite side of the sample to that irradiated by the exciting

source. The change in the ternperature is detected as a change in polarization of the
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pyroelectric detector which is proportional to the temperature change. This polarization

change is measured as a current or voltage (1, 5, 12, 22). One disadvantage of this

method is that it requires an efficient thermal contact betwcen the transducer and the

sample. The presence of this interface can result in thermal reflections which can be

difficult to model theoretically.

Infrared radiometry has been used to examine film thickness, aàhesion, and

delamination of composites (23). The technique of time-resolved infrared •.ldiometry has

been used to examine microstructure; defects in metals, semiconductors, and ce'.lmics;

and coatings. The surface is monitored as a function of time during and after the applica­

tion of the heating pulse. The variations that occur in the heat flow profile are related to

the sample structure (24-26).

An alternative method of detection involves a modulated heating beam striking the

surface of the sample, which will change the surface temperature. This heating may result

in smaU variations in the surface reflectivity. These changes are detected by a probe beam

which is aligned collinearly with the pump or heating beam, and which is deflected due

to the temperature induced reflectivity variations. This technique of photothermal

reflectance is ooly suitable for surfaces with high refleetivity, such as semiconductors;

therefore, not all samples are appropriate (1, 5, 27-30).

When the sample surface is heated strongly, a deformation or buckling of the

surface is possible. This is referred to as a thermoelastic deformation. A probe beam

passing collinearly relative to the pump beam wiU then be defleeted due to the

deformation on the surface. This will lead to a spatial variation of the returning probe

beam which will provide information about the bulk elastic properties of the material (5,
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28, 29). Photoacoustic (PA) detection also involves the modulation of a heating beam

incident on a sample, which is sealed in a gas-tight chamber. The gas in the cell is

transparent to the incident radiation, and serves as a coupling medium. The thin layer of

gas adjacent to the sample surface expands and contracts in response to the heating of the

sample causing pressure waves. These waves propagate to the microphone, which acts as

the detector, converting the signal to a voltage. The acoustic waves are not significantly

allenuated in the frequency range (0.1-20 kHz), and can travel for a longer distance than

the thermal waves (1, 31-33).

The main limitation of this method is that it requires the sample to be contained

in a cell, in order to trap the propagating acoustic waves. This allows for the accommo­

dation of a limited variety of sizes and shapes of samples. Furthermore, while the

microphone detector has a high sensitivity, its response bandwidth is small (2 KHz as

compared with 10 KHz for mirage effect spectroscopy), and this limils the degree of

depth profiling which can be performed. The main advantage of the PA technique is that

spectra can be obtained on a variety of materials existing in different forms, such as solid,

semi-solid, crystalline materials, and powders. Only the absorbed light is converted to

sound, and produces a signal (34, 35). Photoacoustic spectroscopy has been used to

image surface properties (36) and subsurface defecls (37-39).

The methods outlined above genera11y require an experimental arrangement in

which the detector is coupled to the sample, or there is contact of the probe beam on the

sample surface. However, the optimal arrangement for non-destructive analysis is having

the transducer removed from the sample. This arrangement would enable in situ analyses
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and sarnples which are difficult to access to be examined. Photothermal deflection

spectroscopy is applicable to these kinds of measurements and has an additional

advantage in that it can be used in both gases and liquids.

13 PHOT01HERMAL DEFLEcrION OR "MIRAGE EFFECf" SPECTROSCOPY

A mirage is an optical illusion. They are common in deserl~, whcre conditions

are optimal for the intense radiation from the sun to be dissipated from the earth into the

air. This results in a fluctuation in the refractive index of the air distributed above the

earth's surface. Refracted rays passing through these layers in which the refractive index

varies causes distant.objects to appear doser to the observer than they are in reality.

"Mirage effect" spectroscopy is based on this phenomenon, where a probe ray passing

through a volume above the sample surface, in which a refractive index change has been

induced, will be deflected.

The technique of mirage effect (ME) or photothennal deflection spectroscopy

(PDS) (40-46) of all of the photothennal techniques, provides an optical depth profiling

technique which is weU adapted to the study of solid/fluid interfaces, and to phenomena

occurring in the vicinity of these interfaces. In 1980, Boccarra et al described a technique

which monitored thennal gradients near a heated sample surface. Boccarra found that the

magnitude of the probe beam defleetion could be direct!y related to the absorption

coefficient of the material being examined (40). For exarnple, a short impulse of defined

wavelength directed at the sample surface, will be anenuated by optical absorbers in the
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sample, producing a heat flux source in the material which is dependent upon the depth

of these absorbers (4).

The temperature profile being created in the f1uid medium above the sample

surface by irradiation is determined by the material's optical absorption and thermal

diffusion properties. As the sample surface is heated by an irradiated pulse, this

temperature gradient in the f1uid produces a change in the index of refraction of the

medium above the sample. A laser probe beam aligned parallel with the surface, will be

defleeted in this region of altered refraetive index. The deflection can be shown to be

proportional, in the case of one dimensional heat conduction, to the gradient temperature

profile produced in the f1uid medium above the sample surface, and js sensitive to small

variations in temperature.

The fluid phase may be either a gas or a liquid, provided that the medium is

sufficiently optically transparent at the probe wavelength. Because, the mirage effect's

time and/or frequency dependence is determined by the heat flux profile in the sample

(induced by the absorption of light), this dependence is govemed more strongly by the

presence of true molecular absorption than refleetance measurements, which record the

intensity of the refleeted beam. Therefore, the mirage signal, being of photothermal

origin, genera1ly will be less affected by the presence of extraneous light scanering from

the sample, and subsurface refractive index gradients than reflectance based techniques

(31). However, this breaks down in heavily scanering matrices, where light scanering

processes dominate the depth dependence of the light deposition profile in the sample (47,

48).
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The popular orientations for photothermal deflection spectroscopy are that of the

PROBE
BEAM

FOCUSED
EXCITATION
SOURCE

~,

TRANSVERSE

OFFSET r=l XI + z'

POSmON
SENSITIVE
DETECTOR

NORMAL
OFFSET

Figure 1.2: Schematic diagram of the mirage effect showing both the normal
and the transVerse beam deflection components.

transVerse deflection and normal deflection. Fig. 1.2 iIIustrates these geometries. The

foUowing two expressions describe the two deflection angles

1 tin dTe = - . •
ft ndTdz

e = 2... tIn •dT
1 ndTdx

(1.3)

(1.4)
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where z is the normal direction of the probe beam offset and x is the transverse direction

(8). For the transverse deflection, the probe beam lies offset and perpendicular to the

original probe beam path. The deflection occurs paraIlel to the sample surface and allows

differences in the spatial heating profile due to anisotropy in the samt'le (such as in the

detection of vertical cracks) to be monitored (49-51).

ln order to perfonn depth profiling of absorbers located in a sample, the probe

beam must lie in the normal configuration, which means that the deflection will occur

perpendicular to the sample surface. For our experiments, depth profiling of the sample

is perfor:ned; therefore, the nonnal orientation is used. The heating beam has broad

dimensions, greater than the depth of the fealUres to be profiled, and the probe beam is

tightly focused; this ensures one-dimensional heat conduction, and that contributions from

the transverse effect are minimised (52).

Depth profiling of subsurface layers of the sample is achieved by monitoring the

time or frequency dependence of the probe beam deflection signal (8, 31). The time

dependence of the transient response of.the probe beam deflection will be affeeted by the

depth of the heat flux source. This depth dependence is caused by differences in the

transit lime for heat conduction from the buried subsurface absorbers to the offset position

of the probe beam above the sample surface. The signal is dominated by an absorbing

layer located closer to the sample surface since the thennal conduction limes are short.

An absorber distnbuted mOre deeply in the sample will have a delayed response lime.

Mirage effect spectroscopy has been used in past work for a variety of applications

in thin film technology, including the examination of thin surface coatings (53), the



• 12

detection of subsurface thermal features in opaque materials (51, 54). the detcction of

optical absorption in homogeneous thin films (55-60), absorption losses in thin films and

optieal coatings (56, 61), and the measurement of film thickness (62, 63). The mirage

effeet has also been used in the examination of delamination, defccts and cracks in

polymer materials (64-67), and subsurface fcatures (51, 68). The analysis of semicon­

duetor surfaces is very popular using photothermal techniques (69, 70). The mirage crfect

can also be used to determine the thermal diffusivity of solids (71-75).

lA OPTICAL DEPTH PROFILING USING PHOTOTHERMAL SPECTROSCOPY

Few spectroscopie techniques are capable of resolving the optical absorption

spectra of samples both in situ and in a non-destructive manner. An added advantage is

that these absorption spectra may be obtained as a function of subsurface depth. Of ail

the photothermal methods, the mirage effect is probably the best suited for the study of

liquid/solid interfaces. Many solvents absorb strongly in the MID-IR so that infrared

photothermal radiometry is not adaptable for measurements in situ. Gas microphone

photoacoustic spectrometry is not expected to perform weil in interfacial (solid/liquid)

measurements. This is because heat transfer from the heated solid to the Iiquid may occur

efficiently, but there is a relatively poor matching in acoustic impedance at the interface

between the liquid and the gas phase neeessary for detection. The limited modulation

bandwidth of the gas microphone technique also limits the depth resolution in the layers

studied. Piezoeleetrlc photoacoustic detection is usually narrowband, and suffers from the
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problem of multiple acoustic refIections off cell walis and other obstructions, resuIting in

a signal which is dependent on geometry and not readily theoretically interpretable (76).

Methods such as photopyroclectric effect spectrometry (77) have been used for optical

absorptivity profiling (4, 14, 15) but they must place a calorimetric sensor below the

surface, away from the solidlliquid interface.

Examining the optical absorption of the chromophores in the sample will lead to

information about the absorbing layer's position as weil as the thickness. Multilayered

samples are used in a wide range of applications and have been investigated using

different techniques, including mirage effect spectroscopy. Photoacoustic spectroscopy

has been used to examine and depth profile chromophores in multilayered samples (9, Il,

13, 16, 78, 79) as weil as monitoring the distribution of chromophores in time (80-82).

Biological samples have aIso been studied using photoacoustic spectroscopy (80, 83-86)

and photothermal defIection spectroscopy (87, 88).

Recent techniques such as confocal microscopy (89, 90) and coherent Raman

effect imaging (91) are able to recover the depth dependent optical images of materiaIs,

while the use of optical waveguides (92) appears to be promising in obtaining depth

sensitive infrared and Raman signaIs in adjacent phases exhibiting variable indices of

refraction. Confocal microscopy has been shown to he capable of non-destructively

recovering depth dependent images of materials. However, the confocal microscopic

technique as weil as reflectance spectrometry are sensitive to local gradients of refractive

index of a materia1, and the image quality may degrade dramatically in the presence of

small to moderate amounts of light scattering. The depth dependence of confocal
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microscopy images may be strongly influenced by refractive index gradients and also

depth dependent Fresnellosses (93). Confocal microscopy has been used to monitor the

distribution of chemical species throughout a fibre, for dye and colour-fastness, which will

affect the durability of the fibre (90, 94).

Methods based on classical reflectance spectroscopy (95) are highly susceF:ible

to scattering and to optical artifacts which may be caused by local gradients in the index

of refraction of the sample, resulting from inhomogeneities in the material. Attenuated

total reflectance infrared spectroscopy (ATR-IR) is capable of achieving depth resolved

infrared spectral information through variation of the launch angle of an infrared beam

into a planar waveguide, which is placed in contact with the sample surface (96-98). The

beam is intemally reflected at the contact surface with a portion of the light penetrating

into the sample, and undergoing al! attenuation, dependent on the optical properties of the

material. The method requires an intimate mechanical contact of the waveguide to the

sample surface. For samples with textured surfaces or for fibres, it may be difficult to

obtain a reproducible contact with the waveguide (3). Also, the method is sensitive to

the same optical artifacts that plague reflectance rr.ethods. The depth range which is

accessible by the ATR-IR method, is usually restricted to within about 10 pm below the

sample surface. It is well suited for studying materials with low absorption coefficient

(96, 99).

In summary the mirage effect method shows unique advantages and has been used

as a powerful tool for the non-destructive evaluation of solids, and for the evaluation of

the thermo-physical and optical properties of a variety of substrates.
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ln the processing of thin films, laminates and coatings, a variety of processes exist

which produce spatial and depth dependent inhomogeneities. Gradients of optical

absorption may result from many different processes, including the diffusion of penetrants

through a thin film sample (80, 81, 100), the degradation of paint films caused by

weathering (3), extrusion processes used to form laminates of varying composition, and

in biological samples, where the morphology of plant or human tissues varies (86,

101-103).

The purpose of this thesis was to apply the technique of mirage effect

spectroscopy to depth profile optical absorbers embedded in a thin film matrix. The

development and optimization of the instrumentation was discussed in chapter 2 of this

thesis to a1low for semi-quantitative depth profiling. ln chapter 4, the mirage effeet

technique was used to examine multilayered composites exhibiting either a continuously

varying optical absorbance or discrete optical absorbing layers in the surrounding matrix.

The samples provide insight into the capabilities of the technique and the resolution

obtained in samples containing more than one absorbing layer. Chapter 3 outlines the one

dimensional heat conduction theoretical model developed to understand and explain the

experimenta1 results. Good semi-quantitative agreement was found between experiment

and the theoretical simulations from the mode!. Inverse problem theory was applied to

the experimental results to further quantify the depth profiling capabilities of the mirage

effeet tech:üque. This is discussed in chapter 5. Finally, in chapter 6, the dynamic
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diffusion of chemica1 species into an ion exchange polymer membrane materi:ll was

examined using mirage effect spectroscopy. The corresponding diffusion model

accommodating the ion exchange properties of the membrane was developed. The

experimental results were also explained in this chapter. By this investigation. the

application of mirage effect spectroscopy to real samples. as weil as an understanding of

the results obtained from the theoretical analysis of the experimental data is demonstrated.
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2.1 INTRODUCTION

In this chapter, the instrumentation for mirage effect spectroscopy, which was

designed and constructed, is described. Several experirnental pararneters were modified

and adjusted, in order to provide quantitative measurements of depth profiles in samples.

22 EXPERIMENTAL APPARATUS

Experimental J!leasurements were performed using the instrumentation diagrammed

in Figure 2.1. The excitation source used was either an argon-ion laser (Coherent Innova

70-6) using the 514 nm excitation wavelength, or a tunable dye laser (Coherent Model

599-01) pumped by the argon ion laser in the all-line mode. The dye laser was operated

using Rhodamine 6G as the gain medium, yielding irradiation wavelengths belWeen 570

nm and 640 nm. The wavelength of excitation source chosen is dependent upon the

optical absorption characteristics of the layer to be profiled in the sample. The excitation

beam was intensity modulated using an acousto-optic modulator (AOM) (Isomet 201E).

This intensity is lime varied by the drive signais which are supplied by the synthesizer

to the AOM video inpuL This is described in more detail in section 23. For this system

the drive waveform is an amplitude modulated frequency sweep (1).
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Figure 2.1: Schematic of the 'mirage effect' instrumental apparatus used in
these experiments.

The flISt order output of the modulator, with ca. 50% depth of modulation (peak

to peak), was isolated using an aperture and then directed through lenses, which pennits

the adjustment of the pump beam radius. This dimension determines the type of heat

conduction present in the system. In order to maintain one-dimensional heat conduction,

-". the beam diameter striking the sample surface must be much greater than the sum of the

offset distance of the helium-neon probe beam from the sample surface plus the maximum

absorber depth to be resolved in the sample. A pump beam of 2 mm is sufficient to
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ensure one dimensional heat conduction at aU obselVation times in the experiment.

Neutral density filters were used for adjustment of the light intensity from the first order,

to compensate for power variations occurring with wavelength over the gain bandwidth

of the dye laser.

A helium-neon laser (He-Ne) (Uniphase 1125P) with an output wavelength of

632.8 nm, was used as the probe beam. The beam was directed through a lens with a

focal length of 10 cm, and intersected perpendicular to the pump beam at the centre of

the irradiated spot. The defleetion was recorded by a position sensor, which deteClS the

integrated probe beam light intensity over the light sensi!ive area of the detector. The

position sensor consisted of a photodiode (Hamamatsu detector sl226-44Kb), fitted with

a pinhole of diameter 200 !=, the latter being concentrically positioned in front of the

photodiode. The output from the photodetector was coupled to a wide bandwidth

preamplifier (Tektronix AMS02) equipped with an input bandpass filter (6db/octave

roUoft). The filter's low pass frequency cutoff was set near the maximum frequency in

the sweep, while the filter's high pass frequency cutoff was set slightly above the

minimum resolvable frequency, in most cases this being 0.1 Hz. The preamplifier output

was digitized by a 12-bit analog-to-digital converter (Labmaster DT 5712, Scientific

Solutions, Solon, OH) and logged onto an IBM compatible PC-XT computer. The drive

waveform, x(t), and response waveform, y(t), are processed according to the algorithm

derived in the next section, in order to obtain the impulse and frequency response

information of the system.
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23 SIGNAL PROCESSING

For ail photothermal systems, a modulated source is employed, either as discrele

pulses or the modulation of a continuous wave source. The response of the syslem 10 this

modulated source is measured. There are two general melhods used 10 recover the

frequency response or the lime domain response from a linear pholothermal syslem. The

frequency domain method uses a narrow-band harmonic measurement with the syslem

exciled at a sleady-state. The response of the system is oblained one frequency al a time

using a lock-in amplifier and the system must reach harmonic steady slale before a

measurement reading can be taken. This approach is advantageous because il can resolve

weak signais in the presence of high levels of noise and multifrequency inlerferences;

however, very long times are required to obtain high resolulion. The sinusoidal signal

from the photothermal system is characlerized by a magnitude and a phase. The phase lag

is related to the location of the buried layers relative to the surface (2). The pulsed­

excitation method, on the other band, involves heating the system with a shon pulse and

recovering the time domain response of the system. The impulse response of a syslem

provides a relationship between a subsurface feature localed within the sarnple and the

thermal transit lime required for the heat conduction 10 reach the surface of the sample

(3). The thermal transit lime is given by

't =1;t4a (2.1)

where 1. is the offset distance. The transit lime will increase if the material is a good

insulator, the thermal diffusivity, a, is small, or if the distance, 1., is large. The advantage
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of this method is that the data acquisition time is short and high resolution is obtained.

The dynamic range is lower than that obtained for the frequency domain technique;

however, the main disadvantage of this system is that the high power delivered by the

short pulse can result in non-linearities in the system or the destruction of the sample. The

theory and experiment associated with the frequency domain and the time domain

processes have been developed and investigated by severa! workers (1-9).

ln this worle, the method for recovering the impulse response of the system utilises

amplitude and phase modulation (AM-PM) wide-band time-delay domain photothermal

spectrometry (10, 11). The AM-PM technique uses a waveform with a flatband power

spectrum, but whose phase varies quadratically. This produces a tailored frequency sweep,

which delivers all of ~e Fourier components of the excitation to the photothermal system

out of phase at t=O. The end result of this is the reduction of the pealc power of the

excitation, and the improvement in the measurement dynamic range (10). Impulse and

frequency response information are simultaneously available at high resolution by the

method, and can be recovered using standard correlation and spectral analysis procedures

(12). The basics of this method will be outlined, with more details being given in

references (10) and (11).

The excitation input waveform, x(t), can be written as a cosinusoidal function

X(t) = A(t) cos [$;(t)] (2.2)

where A(t) is the amplitude modulation and «Pi(t) is the instantaneous phase of the input

and is defined as
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(2.3)

where <1>0 is the initial phase, Wc is the average carrier frequency and the modulation

occurs by a time dependent or instantaneous frequency, fi' given by St/2, where S is the

sweep rate (6, 10).

The requirement of this excitation waveform is for its power spectrum to be fiat

over the response bandwidth of the system. The Wiener-Khinchin relationships outlined

in Table 2.1 (see end of Chapter 2, page 49), show the interrelationship between the

correlation functions and their corresponding frequency domain functions the spectral

density functions. The autocorrelation function is a measure of the similarity between the

input signal, x(t), and a time-delayed version of itself, x(t+'t).

T

Iùx('t) = Hm Tl fx(t)x(t+'t)dt
T-;I; ~

(2.4)

where T is the record length and where it is assumed that x(t)=O for t<O. The cross

correlation function is a measure of the similarity between the input waveform and a

time-delayed output, y(t+'t).

T

Rxy('t) = i~z ~ !x(t)Y(t+'t)dt (2.5)

The corresponding relationships in the frequency domain are given by the spectral density

functions, which are defined over both the negative and positive frequencies. For display

purposes, the one-sided spectral density functions are used. The relationship between them

can be illustrated, for exarnple, by the autospectrum,



• G.a(oo) = 2S:a(oo) = 2 [ lRxx(-t)e-jlJYtdt ] . U(oo)

29

(2.6)

where Gxx(oo) is the one·sided function and Sxx(oo), the double·sided function. The

quantity, Sxx((0), provides a measure of the distribution of the signal energy as a function

of frequency. The cross speetrum gives the frequency interrelationship between the input

signal x(t) and the output signal y(t).

Sxy(oo) = fRxy('t)e-jlJYtdt
·z

(2.7)

The input waveform, x(t), is related to its frequency domain quantity, X(oo), by a

Fourier transform equation
z

X(oo) = fe-jootx(t)dt
·z

The power spectrum, or input autospectral density funetion, is given by

Sx:t(oo) = lim 2. < X"(oo,T) X(oo,T) >
T-z T

(2.8)

(2.9)

where • indicates the complex conjugate. This power spectrum is defined, by Bendat and

Piersol, as the average square modulus of the magnitude of X(oo) (12).

Sx:t(oo) = lim 2. < \X(ro,T)12 >
T-z T

(2.10)

Figure 2.2 illustrates the one·sided spectrum, Gxx(ro). (The double-sided funetions are

used in the actual FFr calculations.) No phase information is provided by this fuoetion;

therefore, by varying the frequency dependence of the phase of X(ro), an optimum

excitation waveform cao be generatecL By applying the Fourier components of the

frequency spectrum out of phase, a low peak power of excitation will result, and the
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response of the system will be more likely to behave in a lincar fashion. The AM-PM
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Figure 2.2: A typical power spectrum. Gxx(w), of an input waveform.

wide-band time domain signal is attenuated to zero in the regions oul~ide the desired

frequency bandwidth limits. Figure 2.3 shows the resulting x(t) waveform, for a 100 Hz

frequency sweep.
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Figure 2.3: Input waveform, x(t), for a 100 Hz. frequency sweep.
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The frequency responsc function, H(w), is given by the following relationship

H(w) _ Sxy(w)
Sxx(w)

(2.11)

By obtaining a power spectrum which is fiat over the responsc bandwidth of the

photothermal system, Sxx(w) - 1. This results in

H(w) - Sxy(w) (2.12)

providing a direct relationship of the ttansfer function of the system to the frequency

relationship between the input signal x(t) and the output signal y(t) (l, 10-12).

The frequency response, or transfer function H(w), is related to the time-domain

or impulse response, h(t), by the following Fourier ttansform relationships:

H(w) = fh(r)e-jwtdt

-'" (2.13)

(12). The response of the system which is of interest is h(t) (note that h(t)=O for t<O);

therefore solving for the frequency response function, H(w) in the frequency domain

followed by the impulse response, h(t), in the lime domain, is required. The response of

the photothermal system to a well-defined input waveform can be deduced from the

relationships outlined in Table 2.1. However, this is only true for systi:rns behaving in a

linear fashion.
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Implementation of this signal processing system is described in detail in reference

(11). The input waveform, x(t), was computed from theory and converted to a binary data

file which was read out of an IBM coml,atible PC-XT computer data port under sOftware

control. This signal is then sent out through an S-bit digital to analog converter (Analog

Deviees AD 551). The output from the digital to analog converter is filtered through a

variable bandpass filter (Kronhite model 3700), set to the range of frequencies being

swept. The studies reported in this thesis use relatively slow frequency sweep ranges from

0.1-50 Hz to 0.1-250 Hz, depending upon the sample thickness studied. Except were

indicated, measurements were made with a sweep bandwidth of 0.1-100 Hz. The drive

signaIs are then supplied to the acousto-optic modulator. The x(t) and y(t) channels were

swept successively and up to 25 replicate sweeps were averaged in the time domain to

improve the signal-to-noise ratio. Since the frequency sweep is time averaged (c.g. over

multiple sweeps), the signal-to-noise in x(t) and y(t) increases as 1/'JN, where N is the

number of averages. This relationship is true because x(t) and y(t) are dcterministic

signaIs (10). Fig. 2.4 iIIustrates a typical output waveform, y(t), generated from a surface

absorber. Data acquisition and data processing routines werc written using the ASYST

software package (copyright Adaptable Laboratory Software Inc.). The computers

communicate with each olher through the parallel 1/0 ports, in order to transmit the

timing and waveform information.
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Figure 2.4: A typical output waveform, y(t), generated for a surface absorber.

2.4 CHARACTERIZATION OF THE INSTRUMENTAL RESPONSE

2.4.1 Frequency Response Limitations in the Apparatus

A plot of the photothermal impulse response observed for the mirage effect at a

solid/water interface is shown in Fig. 2S(a). This mirage effect signal is typical of the

response observed for a system which is critically damped and where the slowly varying

components of the response strongly dominate the signal (13). The measured photothermal

transients are coupled through high pass filters, which are present at the input of the

measurement amplifier. These high pass filters cause a loss oflow frequency information.
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The bandpass filter also attenuates the photothermal response on the high frequeney end

of the scale, affeeting the signaIs measured at short times after excitation (14). This

attenuation usually has a smaller effeet on the impulse response data reeorded in liquids,

because the impulse response is relatively slow and dominated by the low frequeney

information. However, the information eneoded in the signal rarely exeeeds the band limit

on the high frequeney end of the measurement.

It is essential though, to eompensate for the losses of low frequeney information

in these measurements if the impulse response is to be quantitatively interpreted. While

most of the losses are created by the input filters on the preamplifier, there may also he

frequency response variations produeed by the photodetector, and these may affect

magnitude and phase..The measurement system eonsists ofthe photodetector, preamplifier

input filters, and the preamplifier stage, in cascade. The impulse response for the deteetion

system is given by:

(2.14)

where * denotes a convolution operation, and where hpd(t), hprCt),and hpa(t) correspond to

the impulse response of the photodeteetor, thl> preamplifier input filter and the

preamplifier, respectively. Therefore, the measurement descnbes the distortion effects

produced in all stages of the detection system.

A practical approach for compensating for non-uniformities in the instrument

frequency response effeet is correction by convolution (15); one measures the impulse

response of the detection system in the absence of the mirage effect, and then by digital

aperiodic convolution (16), corrects the theoretical impulse response prior to comparison
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with experiment. The configuration diagrammed in Fig. 2.6 was used to record the

instrumental impulse response in the absence of the mirage effect. The He-Ne probe laser

was sent direct1y through the acousto-optic modulator, where the latter is driven by an

AMlPM type wideband frequency sweep. The modulator's first order beam strikes the

photodetector, where the time dependence of the drive waveform, is recorded to obtain

h.(t). The implementation of the measurement is outlined in Fig. 25(a) - Fig. 25(d). The

experimental impulse response measured for the mirage effect in water with a sample

having a surface absorber is given in Fig. 25(a), while the impulse response measured

for the instrument's detection system is given in Fig. 25(c), under the same conditions

of bandwidth. The detection system responds rapidly at early times, but settles relatively

slowly over the long limes, as a consequence of the low frequency filtering effect. The

theoretical profile corresponding to this geometry is given in Fig. 25(b), and the effect

of its aperiodic convolution with the detection system's impulse response is given in Fig.

25(d). This correction accounts for a major source of non-ideality in the experiments and

should be included in photothermal impulse response measurements, since the latter will

be strongly dominated by this low frcquency information. In order to quantify results

generated by the theory, h.(t) should he measured and the appropriate correction applied

to the theory, for all bandwidth settings used in the experiment.
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Figure 2.5:
(a) Experimental mirage effect impulse response trace observed at the solid/water

interface. Sample is depicted in Fig. 2(a), inspected with a probe beam offset of
205 microns. -

(b) Theoretical pho~othermal impulse response for titis sample with variables
determined from the experimental conditions.

(c) Impulse response of the eleetronic detection system measured in the absence of
the photothermal signal. AlI other sweep conditions as in 2.4(a).

(d) Theoretical impulse response recovered by aperiodic convolution of the electrical
impulse response of 2.4(c) with the theory of 2.4(b).
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Figure 2.6: Schematic of the instrumental apparatus used for t.'e measurement
of the instrumental transfer function of the system.

2.4.2 Linearity of the Photothermal Response

Response linearity is a crïtical assumption of both the theory and the application

of the wideband excitation used for measurement of the impulse response. In mirage

spectrometry, (Wo sources of non-linearity are expected: thermal non-linearity and thermo-

optical non-linearity. Thermal non-linearity occurs if the sample is heated sufficiently that

its thermal properties (eonductivity or diffusivity) change with temperature. Since small

temperature changes are usually associated with most mirage measurements, thermal non-

linearity is not expeeted. Thermo-optical non-linearity will occur when the beam

defleetion becomes excessively large. This happens at a lower level of excitation power

than the thermal non-linearity mechanism, and will depend on the detection geometry and

thermo-optical properties of the solvent, especially the change in the refractive index with
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temperature. A key assumption of the theoretical model outlined in Chapter 3 is that the

mirage signals are small. This assumption may become invalid. even if the measured

beam deflection is of the order of a few millidegrees.

The probe beam passing parallel to the sample surface is deflected normal to the

surface, as depicted in Fig. 2.7. Large scale movements of the probe beam across the

probe beam

sample

..;:,.;
I(r) =I"e

L â------<-- z=O
• ~ z = LtaD 8.(t)

deteetor pIaDe

Figure 2.7: Depiction of the geometty used in calculating the probe beam
deflection normal to the surface of the sample.

detector/pinhole aperture of the photodiode will result in a non·linear variation of optical

intensity with displacement. Thi:; effect may be easily simulated by computing h(t) from

theory, and computing the projected displacement of the probe beam from its deflected

position in the detector plane. The probe beam centre is displaced by a distance LtanGN(t),

and the perturbation of the beam profile is described by

(2.15)

where Cllp is the spot radius of the He-Ne beam at the detector. For very small signal

levels, there is almost no variation of the theoretical lime dependence of h(t) across the
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beam profile except for sign differences due to symmetry about the propagation axis. As

the deflection becomes larger, the signal I(x,z,t), begins to depend on the offset position,

z, of the sensor in the detection plane. The signal becomes sensitive to the non-linearity

with distance along the beam profIle in the regions far from the infleetion points. Fig. 2.8
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Figure 2.8: Effect of pinhole translation in the detector plane on the time
dependence of the experimental impulse response; pinhole is
translated in a direction perpendicular to the axis of propagation of
the probe beam.

shows the experimental dependence of the mirage effecl impulse response for the.

variation of the pinhole position, as il is ttanslaled across the beam profile in the delection

plane. In the vicinity of the infIection points (regions 2 and 6, in Fig. 2.8), linearity is

better preserved because the probe beam inlensity, I(x,z,l), varies almosl linearly with

spatial position. To within a good approximation, a small change in the beam centre
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position gives rise to a proportional variation of the beam intensity. and the latter quantity

is then linearly proportional to the angular defiection. The measured mirage effect impulse

response becomes in this region. h(t) = I(x,z.t) 0: SN(t). Any departure from this

approximation can be observed in the experiment by changing the excitation power and

observing any changes in the time dependence of the impulse response. In the linear

region (Iow power), this time dependence becomes invariant with the excitation power.

Since thermo-optical non-linearity arises due to non-linear variations in I(x,z.t) with

respect to Z, in the neighbourhood of the detector offset position, it may also be induced

by imperfections in the quality of the Gaussian beam profile, due to scattering, refiections,

or optical interference. Therefore, a probe beam with good modal quality with respect to

the He-Ne bearn, is essential to ensure interpretable, linear signais.

2.43 Calibration of the Probe Bearn Offset Position

An important variable in the mirage effect measurement is the offset position, z,

of the probe beam in the fIuid medium above the surface of the sarnple. This distance

determines the maximum response speed available from the mirage eiIect measurement.

For minimum risetime, the offset should be made as small as possible, although

practically this distance is of the order of 100 !ml (8). The close alignment of the probe

beam requires a surface with good fIatness, and/or high uniformity. A means of

calibrating the offset distance with good precision is also essential.
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As is sccn in Fig. 2.9, He-Ne beam offset differences greatly affect the signal
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Figure 2.9: Effect of probe beam offset, z, above the surface of the sample, on
the experimentally measured impulse response.

response. As the beam is translated further away from the sampie surface, there is an

associated delay in the position of the impulse response peak, due to the increased thermal

transit time from the sample surface. The mirage effect technique is topographically

dependent (17); therefore, the need for an 'internal standardization' of the beam height

for each sample, on every alignment, is essential.

In the literature, there has been little mention of procedures for determining the

precise value of the probe beam offset above the sample surface in the normal plane. A

possible technique which may be used is that of striking the sample surface with the

probe beam and measuring the angular deflection of the refleeted beam. This procedure

requires the sample surface to be refleetive, and highly opaque and suffers from the
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disadvantage that the measurement is no longer non-contact. Other workers estimate the

offset by aligning the probe beam so that its waist position coincides with the mirage. The

probe beam is passed over the sample so that the edge of the probe beam grazes the

edges of the sample on the sides incident and opposite to the incoming probe. From a

knowledge of the beam waist radius, the offset at the centre of the beam may be inferred

(18). In practice this alignment technique is not sufficiently precise for quantitative

measurements unless the surface is extremely fiat over its entire length. Local topographie

variations may limit the closest approach of the probe beam, and small angular tilts in the

probe beam relative to the sample surface may not be compensated. if the probe beam

grazes the sample surface over a sufficient interaction length, optical interference fringes

may be superimposed on the beam profile due ta grazing incidence reflections which may

occur. These latter effects will introduce artifacL~ into the measured photothermal

deflection signal.

Ta determine an accurate value of the He-Ne offset, a black absorber was placed

on the sample surface, ta provide index marks for aligning the probe beam. These marks

were made on the surface using water insoluble black ink from a marker pen. The

thickness of the ink film is of the arder of a few microns, which is very small compared

to the minimum offset of 150 pm from the probe beam. Alternatively, one may use

sputtering or ion deposition ta place small opaque and thermally thin islands of metal on

the surface.

The diameter of the black index spots was on the arder of 1-2 mm. The spots were

chosen to be thermally thin and optically opaque, so that they behave as nearly ideal
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planar surface sources. Since the diffusivity of the fluid above the surface of the sample

is a known quantity, the offset distance of the probe beam, Z, may be calibrated by fitting

the experimental impulse response of the irradiated black spots to the theoretical mirage

effect response calculated with the theory outlined in Chapter 3. In the studies reported

below, the fluid medium used was either water with a thermal diffusivity of 1.4 x 10.7

m2/s, or paraffin oi! with an assumed thermal diffusivity of 0.9 x 10.7 m2/s (19). Sorne

studies were run with air as the detection medium, but the observed photothermal signaIs

were weak in this case, due to poor thermal matching belWeen the solid and gas phases.

An air medium, with its large thermal diffusivity, has the effect of reducing the thermal

length belWeen the sample surface and the probe beam offset position. This, in tum is

equivalent to physically puIling the probe beam closer to the surface, increasing the

surface domination of the mirage signaIs. These results are discussed in further detail in

Chapters 3 and 4.

Two index spots are placed on the sarnple surface along the axis of the probe

beam. Once the offset for the black absorbers is obtained, the region in belWeen the

absorbers can be depth profiled. The offset for this sarnple is determined from the known

offset measured at the index spots. Should a small tilt be present in the sample surface

relative to the probe beam, the tilt angles can be easily determined in the lWO normal

planes from the offset measurements made at each of the spots. The location of the probe

beam offset above the region to be depth profiled cao be determined to a precision of ca.

5 pm.
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Fig. 2.10 il!ustrates the offset calibration procedure. The firsttrace (205,/1m offset)

and second trace (230 pm offset) in Fig. 2.10 give the response from index spots

bracketing a sample region of 5.90 mm \Vide. The delayed trace gives the impulse
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Figure 2.10: Impulse response traces for index spots located at 0.0 mm (205 pm
offset), an index spot located 5.90 mm away along the sample
surface (230 pm offset) and a sample region located between the
index spots (223 pm offset). The corresponding theoretical
predictions are also indicated (doned lines).

response obtained from the depth profiled rcgion, Iying between the two spots. The offset

distance determined for each index position is labelled on the graph. The buried optical

feature to be recovered in this example is a thin planar absorber, located at a distance of
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65 Jlffi below the surface. Once the probe beam offsets are determined at the !wo surface

spots bracketing the region to be profiled, a simple triangulation method gives an offset

of ""3 Jlffi for the depth profile position. The theoretical impulse response was computed

assuming that the sample had a diffusivity of 1.0 x 10.7 m~/s, and the experimentally

measured thickness. As seen in the figure (Fig. 2.10), a good agreement was obtained

be!Ween the experimentaI (continuous line) and theoretical (dotted line) traces for the

depth profiled region, and for the index spots.

Another factor affeeting calibration of the offset position above the sample is the

width of the probe beam at the position where it intersects the mirage. As seen in

Fig. 2.1, the He-Ne probe beam passes through a lens, and is directed parallel to the

sample surface. The lens focuses the probe beam to a measured waist diameter of 80 Jlffi,

which is aligned to coincide with the position of the mirage. In the waist region, the

optical phase fronts are theoretically fiat (20), 50 that the rays propagate nearly parallel

to the sample surface, as assumed in the theoretical derivation. However, the 80 pm

diameter of the ray bundle is not negligibly small compared with the offset distance,

which varies, on average, from 150 to 350 Jlffi.

ln the deteetion plane, the defleeted probe beam is sampled near its inflection

points, to ensure the best linearity. However, the probe beam diamet~r in the waist region

is not negligibly small compared to the offset, z. Therefore, in the detection plane,

different regions of the probe beam show a variation in the experimentaI impulse

response, which is generally consistent with local variation in z in the mirage region

probed (from which the measured deflection originates).
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Figure 2.11: Apprcxim::te ray trace showing perturbations of Ihe laser probe
beam phase fronlS and phase front normals when a probe beam of
flnite dimensions interseets the mirage.

Figure 2.11 gives a simple ray diagram explaining the phenomenon. By using the

infleetion point localed on the side of the probe beam furthest from the sample surface,

any relative variations in the local value of z at the greater distance are reduced. The

effect of flnite beam radius can only be exactly described using diffraction theory (21).

However, the resullS obtained indicate that even without diffraction theory, the forward

model derived in Chapter 3 gives a nearly quantitative descriptions of the mimge effect

impulse response. Chapter 5 describes the diffraction theory, which was solved in order

to improve the accuracy necessary for solving the inverse problem theory. This is also

discussed in Chapter 5.

One dimensional heat conduction should be maintained to obtain quantitative

agreement between theory and experiment for the most general case. This is easily

maintained by keeping the excitation beam diameter large compared with the offset

distance from the surface, and the depth of the features probed. This can be easily verifled

in practice; the lime dependence of the impulse response becomes independent of the spot

size when the beam diameter is of the order of three to four limes the thickness of the
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features probed. For these studies, the 2 mm pump beam diametcr was sufficicnt to cnsure

one dimcnsional hcat conduction.

2.5 CONCLUSION

By using the improvements in the instrumental procedure, as outlined in this

chapter, quantitative experimental measurements of characteristic and wel1-defined

samples can be made, and thus extended to other samples. In order to interpret these

results, a theoretical model must be developed to explain and understand the photothcrmal

defiection phenomenon. The next chapter out1ines Ùle forward model derived for one-

dimensional heat con~uction.
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Spectral Density Functions

input autospeetrum:

output autospectrum:

cross spectTUm:

COlTelation Functions

S:a(oo) = lin:2. < (X"(oo)X(oo) >
T-~ T

S (00) = lim2. < (Y°(oo) Y(oo» >
»' T-~ T

S (00) = lim2. < (X°(oo) Y(oo» >
..,. T-~ T

input autocorrelation 1 [ ~ 1
function: R:a(T.) = 2Jt t e2J<11< S", (00) doo

output autocorrelation 1 [ ~ 1
function: R»,(T.) = 2Jt t e2:c11< S», (00) doo

cross correlation 1 [ ~ 1
function: R..,,(T.) = 2Jt t e2:c11< S..,. (00) doo
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CHAPTER 3 A THEORETICALMODELFORTIIE INTERPRETATION OFOPTICAL
DEPTII PROFIUNG OF THIN FILMS USING MIRAGE EFFECT
SPECTROSCOPY

3.1 INTRODUCTION

In this chapter, a theory is presented which describes the detection of the mirage

effect signal in a sample excited by an optical impulse. The sample's thermal properties

are assumed to be homogeneous, but the optical properties vary with depth in a series of

discrete layers. This theory can also be extended to apply to the case of a quasi-

continuous sample. The theory yields a relatively simple analytical solution accommodat-

ing one, two and three dimensional heat conduction processes, under certain commonly

used experimental conditions.

Previous work on the mirage effect has been focused on optically and thermally

homogeneous samples (1-5) and on explaining the dependence of the mirage effect (ME)

signal on the sample properties and experimental geometry in the frequency domain. No

previous theoretical treatments of the mirage effect have been reported for the impulse

measurements performed in optically inhomogeneous media. More recently, Aamodt,

Murphy and Maclachlan-Spicer derived a general time domain theory describing thermal

wave propagation in thermally and.optically layered materials (6) although their theory

was applied to detection using photothermal radiometry. This theory gave the temperature

field as a superposition of characteristic layer responses and included the effect of

arbitrary thermal reflections between layers. The general theory required simplifications

to special cases for interpretation, and consideration of the mirage geomeiry for an
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optically inhomogeneous sample was not covered. The following theory describes a

simpler approach to characterize the temperature profiles observed in materials which

contain varying depth dependent absorptivity, and use the resulting theoretical expressions

to calculate the mirage effeet impulse response. The theory can be extended to three-

dimensional cases (7).

3.2 THEORETICAL MODEL

3.2.1 Equations of Refractive Bending

The derivation of the mirage effect starts from the equation of refractive bending

of a ray by a gradient of refractive index, n, in an optically inhomogeneous medium. The

ray position, 1, varies along the direction of propagation, s, according to (8):

d ar_en _)=Vn
lis lis

(3.1)

-. - -The deflection angle, e, in the medium, e= dr/ds, may be obtained by integration of this

gradient along the axis of propagation:

(3.2)

where x indicates the vector cross product. The refractive index is temperature dependent

and may be expanded in a Taylor's series in increasing powers of the change in tempera-

ture, .6.T, about the index of refraction at the ambient temperature, 110:
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(3.3)

For small changes in temperature, only the first (WO terms in the expression are retained.

and Vn may be expressed as:
V n = (~) V(!:J.T)

aT
(3.4)

Substitution into equation (3.2) gives:

(3.5)

If temperature changes are small through the heated zone, and if the probe beam follows

a nearly straight !ine, which is true if deflections are small, then ds - dy and the bcam

deflection is approximated by:

(3.6)

~

where j is the unit vector lying along the y axis direction. A diagram of the ray

propagation geometry is shown in Fig. 3.1.

Finally, if the deflection medium is thermally matched to the heated sample, the

probe beam may be seen to encounter an average gradient along y (9), resulting in:

.,.

and equation (3.6) becomes:

T(x,z) = f!:J.T(x,y,z) dy
-x

(3.7)
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Figure 3.1: Schematic diagram of the mirage efrect measurement and geometry
used in these experiments.

9= ~ (~) VTx]
n or

= ~ (~) [_ i or +k or ]
n or OZ ox

(3.8)

where the unit vectors Î and k are interpreted as axes of rotation lying in the x and z

directions, respectively (2). The first term corresponds to the deflection normal to the

surface,

and the second term to the transVerse displacement,

(3.9)

(3.10)

For depth profiling, the deflection in the normal direction is the quantity to be determined.
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3.2.2 Temperature Profile Accompanying Heat Conduction in an Infinite Medium

The npxt step is the evaluation of the temperature profile 6.T(x.y.z,t) produced

above the surface of the heated sample. The sample is assumed to be heated by a laser

pulse with a TEM (0,0) intensity profile given by:

l(r 1) = l e"'/w' Ôl / ltW~, 0 p
(3.11)

where w is the spot size, r =,f';' + y~, and ôlp is the laser pulse duration (Fig. 3.1) (10).

The intensity may be considered to be approximately invariant over the pulse duration

provided that ôlp is smaIl compared to aIl thermal response times.

The optical profile in the sample is assumed to be composed of the contributions

of N discrete layers, where each layer obeys Beer's law individually. Fig. 3.2 shows the

Backing

o

Probe w

.l.

F1uid

t

z

Figure 3.2: Schematic diagram of the heat flux source profile established below
the surface of an opticalIy multilayered sample, of total thickness ON'

sample geometry and the defined layer thicknesses, while Fig. 33 shows the form of the
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heat flux profile observed in a singie layer. Each layer is assumed to have ilS top surface

at position -a;., and ilS bollom -a;, where the individual layer's thickness is given by 1;.

The total thickness of a sample composed of N layers is given by ON'

The sample is considered as an assemblage of thin layers, each of arbitrary

thickness, 1;, and optica1 absorption coefficient B;. If the excitation beam has the form of

an ideal impulse, applied at time t=O, a heat flux profile of the following dependence is

generated below the sample surface in the i'· layer (see Fig. 3.2 and 3.3):

b:lC:kiDg sample

,,
••
• '1: 1-1

V
o

Duid medium

probe beam

Figure 3.3: Schematic diagram showing the geometry of the heat flux term
induced in the i'· layer by irradiation.

(3.12)

where U(z) is the unit step function, 1C: is the thermal conduetivity of the sample layer,

I)(t) is the Dirac delta funetion, '1]; is the non-radiative conversion efficiency for each

layer, and Ii-! is the Iight intensity reaching the ilb buried layer, through i-l layers of

arbitrary thickness and optica1 absorption coefficient:
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1", = lu e .... ' ,

Sei

(3.13)

The total heat flux profile observed in the sample consists of the summation of the

individual terms of equation (3.12) for i=1 to N.

In the absence of boundary effeclS of thermal reflection or absorption, the

temperature change in the sample is given by the convolution of the Green's function for

heat conduction in an infinite medium, g(x,y,z) with the heat flux source in the 5:1mple.

q'(x,y,z) as given in equation (3.12). This integ.,l1 is expressed as:

àT =
" .x (3.14)

where the Green's function for three dimensional heat conduction in an infinite medium

is given by (11):

g(x-xu,y-yu,z-zo) = (4~/;;;) r. 1 ] 3 .
lJ4a2(t-t,) (3.15)

-[(x-xy ... (y_yJ2 ... (z-zY]/~(t-tl)
e

where az is the thermal diffusivity of the sample medium, (for the moment assumed to

be matched to that of the fluid layer, az= a,), and the weighting factor Au will be equal

to 4ajVJt.

In a multilayered sample, the heat profile will consist of the summation of N terms

of the form given by equation (3.12). The convolution operation defined by equation

(3.14) is linear. Therefore, the temperature profile is recovered by the summation of the
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individual tenns of the form of equation (3.12), and is consistent with the superposition

principle (12). The temperature change in response to heating of the i'" layer by a source

of the fonn given in equation (3.12) is obtained from integration (If equation (3.14):

J
-0,

e~'(:' • 0 .. ,> e - (: - :J'/4a.f dz •
o (3.16)

JJ e-{t,-y,)' • (x-x,)')I4a,t e-l'; • ,.;) / ,,' dx
o

dyo

-~

In order to solve each of the integrals in equation (3.16), a completion of the

square in each variable is made in the exponential expressions. Then the final integral is

solvcd in terrns of the complementary errc.~ function, erfc(x) (13), resulting in the

following !Wo expressions:

,
tJ.T,=)/(z + 0'/_1) eF>i~t J~t .

[

(z+O'.) f4 (z + 0') f4]erlc [ ,-1 +F> a.,t] -erfc [ i + F> e.t,t]
J~t ,- J~t' -

(3.17)

(3.18)

where oo.z = (\I)z+4<xzt). The quantity 00. measures the radial distance travelled in the

sample by a cylindrical thermal wave away from the initial irradiation spot of radius 00,

in a given lime t. It is assumed in the above derivation that the sample layer is thermally
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matched to the surroundings, e.g. that the heat conduction occurs into an infinite medium.

The imposition of thermal discontinuities at the gaslfluid interface will be examined in

section 3.2.3.

A combination of the results obtained in equations (3.17) and (3.18) gives the

following expression (equation 3.19) for the induced temperature change in the sample

due to the heat source in the i'h layer:

4A at e_(x2"'y2)/oo;
b.T(x,y't) = ( " P) [ ](..... R] ) •

;,.., K, 002 ";1', ;-, (3.19)

[
eM= ... OH) e~~Cli . [elfe [(= .... 0;.,) ... ~i~] -elfe [(= ... 0) ... ~iv;;;]]1

J~t J4Cll
where the first term in parentheses represents factors which are independent of time,

radial distance, subsurface depth, and layer weighting. This term is always normalised out

of the calculation. The second term in parentheses ([e -(x'+y')I"'" .., ]) is dependent on the

radial distance from the axis of the heating beam (see Fig. 3.1 for geometry). In one

dimensional problems it approaches a value of 1/002
, and is the factor responsible for the

transverse deflection signais. The remaining factors in parentheses are dependent on the

contribution of light absorption and heat generation in each layer, and are of key

importance to the calculation since they deterrnine the relative contribution of each layer's

response to the observed signal. The last factor in large square brackets ([erfc ...]) is the

contribution to the temperature profùe in the sample layer, and is sensitive to the light

profile dependence in each individual layer.

Because of the linearity of the convolution operations inherent in equation (3.14),

the temperat'.l1"e response in the N layered sample is given by:
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fJ Il (z + a ) Il~a.,t
~ (ll'~!i-) . el', i-' el" •
;-1

1

(z + o.) Fï (z + 0) Fï ]erfc[ ,-, +~ a.,t] -erfc[ , +~ a.,t]
J4a.,.t ,- J4a.,.t' -

(3.20)

This equation only applies for the 'infinite medium case', which is valid when sample,

backing and fluid layers have matched thermo-physical properties. In practice, this

thermal matching condition may be approximately arranged by choosing the appropriate

backing and fluid layers. The heat flux source pr~ducing the temperature change lies

betwecn the boundaries z=O and z=-o/<, as diagrammed in Fig. 3.2, but for z > 0 the

tcmpcrature change predicted by equation (3.20) applies to the fluid layer, likewise,

equation (3.20) for z < -ON applies to the backing.

With the assumption that z > 0, the theoretical deflection arising from the ME

deflection may then be computed. In order to compute the mirage deflection, the

tcmperature profile is integrated along the y direction as dictated by equation (3.7).

Integration of cach term in equation (3.20) along the y coordinate gives the ill1 term of the

form:

- 4A ôt f.i ~I ~ Il ( ) Il~ tT. = 0 p 1.:"~ e-x roc (ll.~ 'i-I) • epi Z ... 01-1 epl~
, 1C.., (i) 1 ri

• e

1
(z ... 0) Fï (z ... 0) FI: ]erfc [ 1-1 ... ~ a.,t] -erfc [ , ... f3 a.,t]
J~t ,- J4a.,.t' -

- . .

(3.21)

In order to evaluate the normal component of the deflection as in equation (3.9), the

derivative of Ti with respect to z is solved. The Leibnitz theorem (13) must be used for
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differentiation of the error function. The .esulting expression for the normal deneeiion

case is given by:

1 a 4A iiI r;;=- '/:e = -_ (~) ( " P) (~e-x- wr )

ft n éJT K. w_ c

f. (lJ,M-,) ·r~, A(=+o;-,) e~;~1 .

[
;-,

(= + 0 ) (= + 0)
erfc [ ,-, + ~,J~t J -erfc [ • +~.Jo.:1 J] +

J4~1 J4a.l
1 [-~l. -(=+oY/40..1 -(=+0. ,):/40..1]1
~ e •• e ' - -e ,- - J
V;r.~1

(3.22)

The factors of the form 'ti=(z+oiI40.: are the characteristic thermal transit times for heat

conduction from an o.ffset position at z=-o; in the sample, to the probe offset position at

z=z. The expression 't0i=1/6i:0.: is a thermo-optical transit time for heat conduction across

an optical absorption length given by 1,,;=1/6;.

The theoreticai model is then extended to specifie cases, generated to explain

experimental results obtained. The next section deals with a specifie case of heat

conduction in thermally discontinuous systems.

3.2.3 Temperature Profiles Resulting from Heat Conduction in Thermally Discontinuous

Systems

ln this section, the case in which a distributed subsurface heat source is present,

is considered. The sample is assumed to be irradiated with a distributed heat flux source
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of the form given by (3.12), with the sample assumed to be contacted to layers of fluid

and backing as in Fig. 3.2, but where there is a discontinuity in thermal effusivity at the

sampIe surface. The heat conduction equations for the problem are written (15):

= 0 fluid (3.23)

,laT,
V-T, - - = -q' (x,y,z,l)/K~

- a~ at

, 1 aT3V-T - = 0
3 a al

3

sample (3.24)

backing (3.25)

Evaluation of the impulse response in the fluid layer is made by means of the Laplace

transform method (13). The Laplace transforms in (3.23, 3.24, 3.25) are written for the

homogeneous equations of the form:

, ,
V-Ti(x,y,z,s) - q; Ti(x,y,z,s) = 0

where q; =vs/a; and s is the Laplace domain variable.

(3.26)

In the sample region, the presence of the source contributes an inhomogeneous

(particular) solution in addition to the homogeneous solution. The particular solution is

given by equation (3.20). Applicationofboundary conditions of temperature and heat flux

continuity is made at ail interfaces in the model and yields the following set of linear

equations in the boundary coefficients, A;:
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(3.27)

(temperatun: continuity at samplelfluid boundary)

(3.28)

==0

(heat flux continuiry at samplelfluid boundary)

(temperature continuity at sample/backing boundary)

A2(k,s) eqPN - Aik,s) e -Q2
C1

N .. b)2 Aik,s) = S3(k,s)

1 o6.Tf
= - --- (z,k,s)

% oZ

(heat flux continuity at sample/backing boundary)

(3.29)

(3.30)

The parameters b;j in equations (3.28) and (3.30) are interfacial thermal effusivity mtios

belWeen adjacent layers in the model:

(3.31)

where k is the radial wavenumber and q is the wavenumber for a cylindrical thermal

wave. This ratio critically controls the extent to which a thermal wave is damped or

reflected at a thermal interface in a material (14).
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Evaluation of the coefficient A,(k,s) gives the transform of the temperature profile

in the fluid phase above the sampIe as desired:

where So and S~ are defilied in equations (3.27) and (3.29). For certain special cases

which are of experimental interest, this expression is inverted in order to obtain the time

domain response. The first approximation which may be made in many cases is to choose

a backing material which is thermo-physically similar to the sample. In this case bJ~ - 1

and there is a negligible contribution of thermal reflection or absorption to the

temperature profile in the fluid medium. Subject to this simplification, equation (3.32)

becomes:

(3.33)

The approximations to equation (3.20) in this case are maintained with many polymers

having ~ conductivity in the range k =0.1-0.4 W/moK an~ Cl in the range 0.8-1.2 x 10·'

m~/s, while for water, k = 1.2 W/moK and Cl - 1.4 X 10" m2/s (15).

For the case of one dimensional heat conduction, the pump beam radius is much

larger than both the depth of the features to be probed and the radial heat diffusion length,

(1) » (z+a~, and, in the time domain, (1)2 » ~t. Correspondingly, in the Laplace

domain, s/a.; » k or CIi - vs/a.; (e.g. CIi becomes independent of k). Heat conduction

"becomes one dimensional, aT(k:<;,z) - aT(s,z), resulting in the following equation in the

limit of one dimensional heat conduction applied to equation 3.22:
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(3.301)

In aU the situations discussed below, the assumption of one dimensional heat conduction

applies.

A case which is of interest to the analysis of solids occurs when the fluid layer

is agas, so thatthe interfacialthermal effusivity, b,~ atthe sample surface, is nearly zero,

b'2 « 1. If one dimensional heat conduction is maintained, equation (3.33) then becomes:

t:.T (s,z) = SAo Ôtp E 1'\i~Ji-I
1 K2 u 2 1-' %(~i + q2)

[ e-qPi-'-e -~iie-qPi] e -q,z

(3.35)

This expression, upon inversion of the Laplace transform gives a tempemture profile of

the form:
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Il can be shown thal equation (3.20) and equations (3.34) and (3.36) are of lhe same forrn

(to within a multiplicative constant factor) under the assumptions thal w » 4a1t and a,

=~.

If the other extreme, b'2 » 1 is encountered, then equation (3.33) results in the

following:

'l1i~/;-1

%(~i'" q2)

-qo -Ri -qo -q~[e 2 ;-} - e ..." i e 2 il .. e 1-

(3.31)

This equation, upon inversion of the Laplace tTansforrn gives:

(3.38)

"'0. ) •,-,f 'l1;~JI-I e~~~t e~i(zJata,
;-1

SA br
I1T, (z,r) = 0 P

1C2 bl:!.

[
(z Ja..Ja ... 0 ) C ]

erfc -~ i-I ~iV~r

[
(z Ja..Ja1 0,) ,r;;; ]- erfc - ... ~. a..,t

J~t ' -

which, to within a multiplicative constant of (2/b,~ has the same forrn as equation (3.20)

with W-'" and al =Ct1• In the case of equations (3.37) and (3.38), the condition al .. a 1

may be encountered. If we write Z. =zoIaja
"

then equations (334), (336) and (338)

may he seen to be of the same form with respect to the substitution Z = z,.
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In order to understand the principal contrast mechanisms that give rise to

variations in ME depth profiling, the most important factors in the theory must be

identified and their effects on the impulse response understood. The theory, outlined

above, is developed using a model consisting of a sample with an arbitrary absorption

profile. It is assumed that by incorporating enough closely spaced layers, the sample's

properties may be simulated. This general theory reduces to ail of the standard cases

previously discussed. Additionally equation (3.22) and its related forms, show the correct

asymptotic behaviour with respect to parameters such as B. Finally, the special C".lses

permit one to examine the resolving power of the mirage eifect one variable at a time,

before proceeding to more complicated sample types.

The normal deflection, an' is the signal component considered in this section, for

depth profiling purposes (ail computations of an were made in this work, by means of

equation (334». For the case al .. a2' the substitution z.. = zola/al was made in the

equation. AlI of the constants appearing as multiplying factors preceding the summation

sign in equation (3.34), which were either space (r or x), time or layer index (i)

independent, were normalised out of the calculations. The calculations were made using

the ASYST language (copyright Adaptable Laboratory Software Inc.).
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3.3.1 Effect of Probe Bearn Offset Position on ME Depth Profiling

One of the most important parameters in ME experiments is the offset distance of

the probe beam from the sample surface, z, since this factor affects both the speed of the

mirage response and the resolution of the depth profile. In normal deflecûon mode, as the

offset z above the surface increases, there is a delay in the peak value of the impulse

response which results from an increase in the thermal transit time from the surface to the

offset position. Fig. 3.4 shows the variation of the theoretical norrnalised ME impulse

400000

-1J.lm
·-5J.1m

..... 300000 -101Jm
~ .-15J.1m.s. --2OlJm
8

i 200000 ,,
'0 ,,
ia ••E ••
2 •

100000
,
•
\

,~
0

/....... .........
0 1 2 3 4 5 6.

tlme (ms)

Figure 3.4: Variaûon of the theoreûcal impulse response function (from equation
3.??) plotted as a f.lOctïon of various values of the normal offset, z,
as indicated in the legend.
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response with z for the case of irradiation of the sample in a thin planar surface region

where all of the absorbed energy is concentrated in this surface region. The computed

mirage deflection shows increased broadening of the impulse transient which is consistent

with the increased thermal transit time, as observed by others (4).

The ME deflection is proportional to the spatial derivative of temper.lture r.lther

than the temperature itself. If the temperature gradient, in this situation is considered to

be an expanding Gaussian profile whose half width increases with time (as sketched in

Fig 3.5) then, at early times, the temperature gradient is large. but concentrated close to

1
': 1\
:: 1 (1)
~: \

\
'.(t)

•

F1uid

.­._'

Probe

---- tempera'''' sradleot

-- temperature prame

SampI.F1uid

Probe

/
./

(3) ",­
/'

",-
./

SampI.

\ 1"
\ ';{

(2) " 1
"/

/

""

F1uid

Probe

1
1
1

SampI.

time

Figure 3.5: Schematic diagram illustrating the probe beam offset dependence, for
various values of z, on local fluid temperature gradient The sample
modelled contained a surface absorber with B - oc.

the heated surface, so that the probe beam samples only the tai! of the temperature profile,

where the local gradient is relatively small. Sufficient time is required to move a

significant component of the temperature profile into the fluid region intersected by the

probe beam. On the other hand, the temperature gradient collapses at very long limes past
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excitation. The position in time of the peak maximum, therefore, represenls a compromise

beIWeen these IWO competing effeclS. It can be shown that the peak value of the spatial

deriva!ive of the temperature is damped wilh distance, scaling as {k3ze·"'}, where k is a

spatially independent arbitrary constant. The peak signal speed and peak signal response

magnitude both decrease significantly with increasing offset, z. This key parameter has

a dramatic effect on the depth resolving power of the ME technique.

33.2 Effeet of the Optical Absorption Coefficient on ME Depth Profiling in Thermally

Matched and Thermally Mismatched Fluids

Sinee mirage effeet deteetion and photothermal methods, in general, are frequently

used as methods of spectroseopy, it is worthwhile to eonsider first the measuremenlS on

homogeneous absorbing layers. Unlike conventional absorption spectrophotometry, whieh

relies on measuremenlS of transmitted light levels for reeovery of the optical absorption

coefficient, photothermal methods measure B through the spatial t!~rendenee of the heat

flux profile deposited below the sample surface by light absorption. In principle, therp. is

no reason to prefer an exponential (spatial) light deposition profile as the basis for

measurement, unlike speetrophotometrie methods whieh critically rely on sueh a

dependence (through Beer's law) for measurement. As far as the photothermal met:' J is

coneemed, the exponential profile is only one of an infinite variety of possible optical

profiles giving rise to a signal dependence whieh cao be approximated in equations (3."")

and/or (3.34).
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The ME normal deflection signal dependence expected for the irradiation of a

single layer sample whose absorbance varies from nearly zero to a value appro;lching 30

a.u. can be seen in Figures 3.6 and 3.7. At a fixed offset. z. as the value of B inereases

from 1.0 x 103 m" to 1.0 x 10· m", in Fig. 3.6 and from 1.0 x 10· m" to 7.5 x lO~ m·1

in Fig. 3.7, more and more of the heat flux deposited in the sample at t=O is conlïned to

a near surface region, corresponding to rapid spatial decay of the light tield \Vith depth

into the sample. As more of this initial heating occurs close to the surface. both the peak

delay and the peak \Vidth of the impulse response diminish. On the other hand. as B

decreases in value, there is significantly more light deposited at a greater initial depth

from the surface, and both the peak width and position of the impulse response both

increase.

The impulse ME technique gives very good contrast for samplcs cxhibiting

moderate to strong optical absorptivity. For example, an absorbance of 20 a.u. can just

be distinguished from an absorbance of 30 a.u., whereas such a contrast would not be

easily obtainable on a conventional absorption spectrophotometer. Tests run on samples

of very low Gapproached the optically thin limit, but in no case was any feature of the

above thermal impulse response found to be attributable to the limitations imposed by the

thickness of the sample. However, the resolution of small values of G, corresponding in

this case to absorbance values in the range less than O.OSO a.u. is poor if the impulse

response variation is used to infer G.
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Figure 3.6: Effcct ofoptical absorption coefficient on the normalised impulse response
observed for a single, optically homogeneous layer with small to moderate
values of B(1.0 x 103 m" < B< 1.0 x 10· m·I). Sample thickness was 100
pm, heating spot 1000 pm, probe beam offset was 100 pm, bl~ =1.
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Figure 3.7: Effect of optical absorption coefficient on the normalised impulse response
observed for a single, optically homogeneous layer with large values of B
(1.0 x 10' mol < B< 75 x lOs m·'). Sample thickness was 100 1lfTl, l:i:ating
spot 1000 pm, probe beam offset was 100 pm, bl2 = 1.
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If the fluid layer above the samp1c surface is chan);,ed so that the thermal

properties arc those of air. the thermal cffusi.... ity atthe front surface becomes ne:lrly Lero

due to a decrease in the thermal conductivity of the air layer (k - 0.001 \V/mol\: and a

=2.5 X 10.5 m'/s). Only a small component ot the temperature field in the sample diffuses

across the interface that the thermal wave propagating in the air layer. It has a time

dependence governed strongly by the tempemture at the samplc surface. Equivalently. the

thermal wave propagating in the sample is negligibly affected by losses to the gas layer.

By changing from a low diffusivity fluid to air as the medium above the S:lmple

surface, the thermal diffusivity increases from a value of ca. Lx 10-7 m'/s to :1 value of

2.5 X 10-5 m'/s, and this change reduces the thermal transit times in the modcl given by

equation (3.34). In the case where bl, » 1 or b" = 1 and where al " a,. the geneml

form of the thermal time constants arc given by:

a. "'., a. z.,
"t

i
= ( , ... - ). = ( , ... c ).

J2a, J2a, J2a, J2a,
(3.39)

where z" =Z'laia" The factor o;'/4a l measures heat f10w from buried subsurface features

to the sample/gas interface, and the factor rl4a l measures the thermal transit time from

the surface of the sample to the probe beam offset position. If a, .. a" the change in the

thermal time constant may be seen as a modification of the offset length from z to z" =

v/aial' Therefore, increasing al has the same effect as contracting the physical offset,

Z, by a factor vaial' The predicted response for the effect of an air layer above the

sample surface (e.g. \Vith a probe beam offset z of Lx 10'" 01) is seen to be equivalent to
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the response obtained when the probe beam is aligned at an offset z, = 6.um in a medium

with the same diffusivily as the sample. This has the same effeet on the ME impulse

response as positioning the probe beam doser to the sample surface in a medium of

diffusivity matehed to that of the sample.

The effeet of deteeting the ME impulse response in air is an improved resolution

for the smal! values of Bas shown in Fig. 3.8. The enhaneed resolution at low Bmay be
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•. 7500 m"
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-- 1000 m"

\
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Figure 3.8: Effeet of delecting :mirage effect impulse response in air (as
opposed 10 a thermally matched fluid) with bl~ - 0 and al =2.5 x
10" m~/s. AlI other conditions are the same as in Fig. 3.6 and
Fig. 3.7.
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due to an increased sensitivity of the measurement to the value of the initial slope in the

optical and the heat flux profile. as it allenuates away from the surface. For this case. b"

- 0 and results in nearly zero heat f10w into the f1uid layer. The normalised tr.lces used

for the calculations presented here obscure the fact that the signal to noise r.ltio drops by

nearly an order of magnitude relative to the condition b,~ - 1.

From the impulse response profiles shown in Figs. 3.6 - 3.8. a saturation crfect is

observed when large B values are approached; ail of the light is deposited within a thin

zone near the surface so that the time required for heat conduction through this zone is

small relative to the time required for heat conduction to occur from the surface to the

probe offset position. ln full saturation, the ME impulse signal becomes comph:tely

invariant with B. The asymptotic form of 8.(t) expected when B-oo. is derived in dctail

in Appendix A; however, the form of 8.(t) in the saturation limit is shown to approach

the following:

(3.40)

ln this regime, 8.(t) becomes independent of B as expected. When light allenuates in a

sample layer according to Beer's law, the tifective depth of optical penetration is given

by the optical deposition length 10; = lIB;. The thermal transit time associated with the

optical deposition length is given by 'Co; =10;2/az. =1/B~az.. Therefore near saturation, the

condition 'Co; « 'C;.\ is obtained, where 'C;.\ =(z + oj.1Y/4az, the thermal transit time from

the sample surface to the probe beam offset position. The following saturation criterion

for the optical absorptivity measurement can be proposed:
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(3.41)

To summarise, the result of either reducing z or increasing the diffusivity al has the effect

of increasing the value of B at which saturation occurs.

At the other extreme, Le. extremely small B, the light deposition profile in the

sampie approaches the form of a square spatial pulse. The time dependence of the ME

impulse response becomes invariant to values of B, although the peak value of the

response is still proportional to B, as seen below in equation 3.42:

6 ~, r --:j4a C -(--l):{4a C]
fi,' 0:: - le"" 2 -e"" 2

J;r.al
(3.42)

This partial saturation effect encountered with optically thin absorbers gives a simple test

for dctermining whether they account for the sample response. For a photothermally thin

layer, a variation in the peak value of the ME impulse res:,onse occurs with wavelength

according to the absorption spectrum of that layer. If no corresponding change in the time

dependence of the ME impulse response is observed (e.g. after peak normalisation), then

the sample may be seen to be composed of only a thin planar absorber.

33.3 Use of ME Depth Profiling to Examine Samples with Unknown Properties

In addition to the cases discussed above, equation (3.34) can be used to predict

the ME impulse response of samples whose optica1 absorption profiles are unknown with

subsurface depth. This may be done by assuming the sample is composed of a sufficient
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number of closely spaced thin layers within which the heat nux prolï\c is approximatcly

constant. This will be truc if each layer. as well as the sample as a whole. is assumeù to

be optically thin (i.e. B;l; « 1). In order to simu!ate the efrect of ;1 varying ùepth

dependent profile. each thin section is multiplied with a weighting factor. S,. which vmies

with depth and whose height approximates the optical absorption profile encountered in

each layer in the sampIe. These operations are summarised in the sketch shown in

Fig. 3.9. The reliability of the profile simulations by comparing the resulL~ for ;1 single

- - --+--- ----,
Backing

--- -

Sarnple Fluid
_II .1._

~Incident Light

li
Ij
'1
Il-:r f-
\1

z=O Probe Bearn

Figure 3.9: A schematic of the ME geometry with illustration of detection of
the absorption coefficient in a single layer, showing auenuation
factors for Iight propagation in a discretized layered model which
approximates a continuous structure.

homogeneous layer in equation (3.34) with known B, has been verified in practice against

the results of a simulation which used a discretized approximation to the same profile.

The error introduced into the impulse response by the discretization was less than 1%

(full scale) for a range of values and the detection geometry given in Fig. 3.9.
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~irage spectrometry may also be used 10 depth profile Ihe optical absorptivity of

samples where the absorbers are present as discrete thin layers at or below the surface.

This type of structuring is very common in manufactured products, especially for the

many types of laminated thin films used in packaging. In the discussion below, the

conditions required to just resolve the contributions from !wo thin abso!bers, where one

of the absorbers is dispIaced at varying depths below the surface is considered. The

experimentaI measurements are discussed in Chapter 4.

The dependence of the ME impulse response can be greatly simplified if very thin

absorber layers are present as sources. Equation (3.22) becomes, to a good approximation:

(3.43)

This equation can easily explain the dependence of the mirage signal with distance from

a surface or displaced subsurface absorber. The peak time delay "td, in the ME impulse

response for a displaced absorber is obtained by differentiation of equation (3.43) and

equating the derivative to zero:

(3.44)

The relative weighting of the peak value in response to a displaced layer at distance (Ji

is given by:

(3.45)

The first study presented (Fig. 3.10) shows the effeet on the ME impulse response
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Figure 3.10: Resolution of thin absorber layers by the normalised mirage effeet
impulse response where IWO layers of equal optical absorption @,
=;3 =1), are separated by a variable spaeer layer composed of
transparent, thermally matehed material (a) schematie diagram
showing the spatial position of the thin layer absorber structures
along an arbitrary eoordinate, X; (b) response surface obselVed with
bl~ =1 and thermally matehed fluid; (e) detection in air with b,~ ­
oand al = 2.5 x lO"s m2/s.
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ofvarying the spacing betwecn IWO equally weighted thin optical absorbers (Fig. 3.10(a)).

separated by a transparent spacer of variable thickness. The data of Fig. 3.1O(b) show the

calculated ME impulse response for the case where b,~ = 1 (detection in a thermally

matched fluid layer) where the probe beam is displaced at an offset distance of 100 !LITl

from the surface. At separations less than 50 !LITl, a difference is just detectable in 8n,

while at a 100 pm separation beIWeen the optically absorbing layers, a significant

broadening of the normalised peak impulse response traces is obvious, due to the

underlayer's photothermal contribution. If air is substituted as the fluid medium, as was

assumed in the study of Fig 3.10(c), the effect of the larger diffusivity reduces the

equivalent probe beam offset to 6 !LITl, and the impulse response peaks much more

rnpidly. In this case, the 5-1O!LITl spacings are readily resolvable, while the contrast starts

to diminish above about 25 !LITl. By 75 !LITl depth, contrast for the lower layer is nearly

10Sl The effect of decreasing the probe beam offset to very small values results in an

increased surface weighting of the response.

This behaviour may be readily explained by considering the depth dependent

contribution in equation (3.43) for the il" layer, which is weighted by the factor

(3.46)

This eXl'ression is dominated by the spatial dependence of a Gaussian profile displaced

to the left by Z =-CIl' The extent of surface domination is determined by the value of the

depth dependent source at a distance Cli, relative 10 the probe offset distance, z. If Cli ~ Z,

a steep drop in the ME response with absorber depth, Cli, is seen, because the ME impulse
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response diminishes exponentially as exp{-k(Z+Oif} and Z - O. Howcver. if <J, < Z thcn

the depth contribution presents a smaller fraction of the total value of the expression :md

the relative damping of the subsu.iace contribution to the decay is more gr:ldual \Vith 0,.

The surface weighting phenomenon could be viewed as a forro of surface saturation of

the signal, where il becomes difficultto see the contributions of layers buried at suflïcient

depths beneath a ~:Irface absorber.

For the case of equally weighted thin layer sources it can be shown that the

contribution of a buried absorber attenuatcs rapidly with dcpth whcn 0i ;0 5zVu!u,. At

tlte other extreme, if 0; « Z, then another condition of satur.!tion is approached. ln this

extreme, the ME impulse response cannot detect a differencc bctween two closely spaced

profiles offset at a distance z from the probe bcam. The mcasured ME impulse response

then approaches the forro cxpected for z + 0i - z. Conscquently, the lowcr limit of

spacing between the sources before saturation occurs is givcn by 0; ;0 O.lZ'1a!u,.

In order to resolve a subsurface layer in the presence of an equally wcightcd

surface layer by the ME impulse response, the depth of the subsurface layer must lie

within the range:

~J (3.47)0.1 z Vo.Ja, :s: 0; :s: 5 z Vo.Ja,

The relation (3.47) sets the practicallimitation conceming the resolution of thin layers by

the ME impulse response method. If the contributions of !Wo thin layers at spacing 1are

to be resolvcd, then the impulse response is capable of resolving the contributions of the

!Wo layers only when the thermal separation be!Ween them is of the same order of

magnitude as z. Fig. 3.11 confirms the strong effect that the surface weighting has on the
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Figure 3.11:

(b)

~

Resolution of thin absorber layers by the normalised mirage effect
impulse response where a subsurface absorber of strong weighting
is (;3 =0.2;1; ~l = 1), is separated from the surface layer by a
variable spacer layer of transparent, thermally matched material
(a) response surface observed with bl2 =1 and thermally matched
fluid; (b) detection in air with bl2 - 0 and CIl = 2.5 x 100S m2/s.

82

1



• S3

mirage effect impulse response. The sample structure studied in Fig. 3.11 \Vas iùentic:\l

to that of Fig. 3.10 except that the \Veighting of the surf:\cc absorber \Vas reduced to 0.2

of that of the underlayer. A dramatically enhanced contrast is seen for the underlayer in

both the thermally matched case (Fig. 3.11(a)} and where air \Vas used as the fluid

medium (Fig. 3.1l(b)}.

3.4 CONCLUSION

The model discussed in this chapter, outlines certain unique properties in

comparing mirag~ effect optical depth profiling to other methods. The key feature of the

contrast provided by the ME depth profiling is that it is heavily surface dominated;

however, this is readily modified by changing the probe beam's offset position. z. In

depth profiling, the most important limitation of the impulse mirage effect is the risctime,

which is limited by the closeness of the approach of the probe bcam to the sample

surface.

The impulse mirage effect detection was theoretically explored in this model to

be capable of simulating arbitrary depth profiles of optical absorptivity. The mir<1ge effect

impulse response is heavily surface weighted, and is capable of resolving very large

optical densities. It is necessary, however, to optimize the probe beam offset distance in

order to obtain resolvable contrast for buried features. In generai. the offset position

should be set to approximately the same distance (in a thermally matched fluid) as the
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features to be resolved. Chapter 4 details sorne experirnentaI work donc in exarnining the

response of discrete and continuous absorbers.
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CHAPTER 4 OPTICAL DEPTH PROFILING OF DISCRETE AND CONTINUOUS
ABSORBERS USING MIRAGE EFFECT SPECTROSCOPY

4.1 INTRODUCTION

Mirage effect spectroscopy was used to depth profile optical absorbers located in

multilayered composites. By using the calibration procedure for deterrnining the offset

position of the probe beam relative to the sample surface, as described in section 2.4.3,

and the theoretical model described in the previous chapter, quantitative depth profiling

of the samples is obtained. These results of these experiments are presented in the

following sections.

4.2SAMPLEPREPARATIONOFLAMINATESANDWRATTENGELCOMPOSITES

In order to characterize the response of the system, and to deterrnine the depth

profiling capabilities of mirage effect spectroscopy using this geometry, a series of multi-

layered composites were prepared, whose structures are summarized in Fig. 4.1 (a)-(k).

The laminates were of IWO varieties, samples (a) through G) consisting of commercially

available mylar films composed of a 2.5 Ilffi pigment layer and a transparent mylar

backing, of thickness ranging from 9-251lffi. The absorption spectra for the red-pigmented

and green-pigmented mylar films can be found in Fig. 4.2. For the dye laser wavelengths

of interest (570 nm - 610 nm), the green overcoat of pigment on the mylar absorbs

strongly to moderately over the entire region, whereas, the red pigmented coat becomes
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Figure 4.2: Absorption spectra for the red and green mylar films, measured using
conventional UV-Visible spectrophotometry.

transparent above 600 nm. The variation of the absorbance of these two pigments over

a r.lnge of wavelengths, may strongly affect the time dependence of the mirage effeet

impulse response. The layered composites were generated by pressing several mylar

sheets together using optical epoxy glue (Epo-tek) at the interfaces. The thickness range

of the application of the glue is in the order of 1-10 pm. The optical epoxy has thermal

properties similar to the polymers examined; therefore, the layered composites were nearly

thermally continuous. Replicate measurements of the thickness of films were made with

a mierometer and average thiekness is reported in the diagrams. The uncertainty in the

thiekness measurements is ca. 3 pm.
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The other samplc matcrial used, (sec Fig. 4.1(k». is a Kodak'· wrallen gel filler.

which was found to be optically continuous ovcr its 100 JlrtI thicknes.~. based on

inspection by low magnification microscopy. Fig. 4.3 shows the absorption spectrum for

2.5 r---------------,

2

0.5

o
570 580 590 600 610 620 630 640

wavelength (nm)
Figure 4.3: Absorption speetrum of Kodak~ wrallen gel filter No. 25 measured

using UV-Visible conventional spectrophotometry.

a red Kodak
N

wrallen gel filter. The absorption measurements were made with a

UV-Visible photodiode array spectrophotometer (Hewlell Packard S452A). Ali samples

were mounted with optical epoxy to polymethylmethacrylate (PMMA) disks, which was

used to maintain, to a good approximation, a thermally continuous layer at the backing

of the sarnples.
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MIRAGE EFFECT DETECTION ON WELL CHARACTERIZED OPTICALLy

INHOMOGENEOUS SAMPLES

4.3.1 Multilayered Laminate Composites

Several multilayered composites were prepared by arbitrarily stacking red and

green pigmented mylar thin films in order to create sampies which were approximately

thermally homogeneous and optically heterogeneous. The composites formed by this

method varied the position of the centroid of sample's optical absorption with depth, and

in sorne cases, also with wavelength. Ali of the samples studied in this section were

examined with water as the detection fluid.

The light deposition profile in a laminate composed of thin absorbers is

approximated by the expression:

lez) = t //_
1

(1 - e-M) [U( -(z+O'/-I» -U(-(z+O'/»] (4.1)
/-1

where Bi is the absorption coefficient of the ilh layer, Vez) is the unit step function, 1i•1 is

the light intensity incident on each layer

(4.2)

and where the summation is over N layers. Sînce the absorbing layers are very thin

compared to the sample's total thickness, each layer behaves approximately as a thin
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planar heat source, weighted by a constant factor. which is proportional to the light

absorbed in the layer:

-~l
[1-e "J {4.3)

It is assumed that the non·radiative conversion efficiency for each absorbing layer is

approximately unity. Essentia11y a11 of the absorbed energy is converted to heat; no

appreciable photoluminescence results and it is assumed that no photochemical reactions

occur in the absorber layers.

The first series of composites examined shows the depth dependence of a plane

heat source, placed at varying distances below the surface. A mylar film containing a 2.5

Jiffi green pigment layer, was arbitrarily positioned at increasing depths from the sample

surface. Fig. 4.1(a), (b), and (c) illustrate the samples prepared. For each sample region

profiled, the corresponding He-Ne beam offset was determined as explained in section

2.4.3. Fig. 4.4 illustrates the impulse response traces obtained for a green absorbing layer

positioned on the surface (Fig. 4.1(a)), beneath a 25 Jiffi polymer c1ear overcoat (Fig.

4.1(b)), and beneath a 65 Jiffi polymer c1ear overcoat (Fig. 4.1(c)) respectively. The

corresponding theoretica1 traces are also shown (dotted lines), where the film thicknesses

used to calcu1ate the theoretica1 profiles, were those measured experimenta11y. In ail cases,

a thermal diffusivity of 1.0 x 10.7 m~/s was assumed for this material, which is in

agreement with the value determined in earlier work (1). For an absorber positioned near

the surface of the sample, the thermal transit lime required for heat conduction to the
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samplellluid interface is short, giving an impulse response which peaks quickly and

decays rapidly, as is seen in the first trace (Fig. 4.4, surface). As the absorber is

positioned further away from the sarnplellluid interface, there is a corresponding delay

in the impulse response.

-experlment
··theory

300

..............

250

.......~....--....-_-:'., .. ...... --

100 150 200

time (ms)

50

1

0.8

0.6
:i
ai 0.4S

.s::
02

0

-02

-0.4
0

Fig. 4.4: E":perimental impulse response traces for green absorber positioned at
increasing depths below the surface. The corresponding theoretical curves
are also indicated (dotted Hne). Measured He-Ne bearn offset values were,
respectively: 205 pm, 200 pm, 223 pm.

The significance of this study was !Wo-fold. The multilayered composites were

shown to be effectively thermally continuous throughout the sample, since good

agreement be!Ween traces (calculated using the measured thicknesses and diffusivity for

this material) and the experimental traces obtained using the apparntus, was observed.

This indicates that variations in the depth profiling of the sarnple features are dominated

by optical inhomogeneities rnther than depth dependent thermal variations in the sample
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material; there are no significant thermal reflections detected between };lyers. For aIl

impulse responses, the thermal transit time required for heat conduction to the dellecting

beam, is dependent upon the He-Ne beam offset distance and the position of the

absorbing layer in the sample. Once the He-Ne beam offset was experiment;lily

determined, the corresponding impulse response was able to be preciscly related to the

position of the absorber. These experiments indicate that the mirage effect can be

quantitatively used to determine the position of such absorbers.

An important limitation of the mirage effect technique in optical depth profiling

is the strong surface weighting of the impulse response. The closer the distance at which

the probe beam is offset from the surface, the stronger the weighting of any surface

contributions to the impulse response. This idea is tested by performing experimenLo; on

samples in which the wavelength dependence of an absorbing underlayer was studied in

the presence of a surface absorber. The corresponding structures used to obtain the traces

in Fig. 45 are given in Figs. 4.1(d) and (e). The results from the experiments are

presented in Fig. 45(a) to (d) respectively. As seen in Fig. 4.2, the surface layer of green

pigment has moderate to strong absorption over the range of wavelengths studied. When

the underlying red layer is located c10ser to the surface, at ca. 20 pm (as in Fig. 45(a»,

the impulse response becomes even less sensitive to the presence of the underlayer. The

impulse response obtained by applying the theory, presented in Fig. 45(b), shows the

same trends. Although the mirage signal is strongly surface dominatedin this case, it was

shown that the key to enhancing the resolution of a buried feature in the presence of a

strong surface absorber, is to ensure that probe beam offset distance from the surface is
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Figure 4.5:
(a) B..-perirnental impulse response traces for sample depicted in Fig. 4.1(d).
(b) Theoretical traces corresponding to 45(a).
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Figure 4.5:
(c) Experimental impulse response traces for sample depieted in Fig. 4.1(e).
(d) Theoretical traces corresponding to 45(c).
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of the same order of thermal distance as the separation of the layers to be resolved. As

the red absorber is displaced at the larger distance of 62 flITl from the surface, i! is juS!

possible to detect the absorption of the red underlayer, as a broadening of the impulse

response at the shoner wavelengths (Fig. 4.5(c) and corresponding theoretical trace in

Fig. 4.5(d». The layer spacing of 62 flITl represents a larger fraction of the experimental

probe beam offset distance (which is ca. 300 flITl), than is the case for the layer placed

at a spacing of 20 flITl. This suggests that the resolving power for the 62 flITl spacing is

greater at this offset distance.

The structures studied in Fig. 4.5 give a severe test of the method's resolving

power because of the relatively strong optical absorption at the surface. Good contrast for

depth profiling of su~surface features is only obtained when the surface absorbing layer

becomes sufficiently transparent within a range ofwavelengths, to allow subsurface layers

to contribute significantly to the signal, and, therefore, to be profiled. The srructures given

by Fig. 4.1(g) and (h) iIIustrate the situation which arises when the position of absorbers

in the srructure are reversed. The red absorbing layer now appears at the surface, with the

green subsurface absorber Iying under a transparent spacer of variable thickness. The

absorption spectrum of Fig. 4.2, shows that the red pigment becomes transparent at

wavelengths greater than 600 om. Depth profiling performed in this range will allow the

features of the green subsurfaœ absorber ta be visually resolved, including its position

in the sarnple composite. Fig. 4.6(a) and Fig. 4.6(b) iIIustrate the wavelength depeodeoce

of experirnental impulse response traces, as the spacer thickness iocreases from 23 ta

77 pm.
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Figure 4.6:
(a) Experimental impulse response traces for sample depicted in Fig. 4.1(g)

and the corresponding theoretical traces (dotted \ines).
(b) Experimental impulse response traces for sample depicted in Fig. 4.1(h)

and the corresponding theoretica1 traces (dotted \ines).
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At 580 nm and 590 nm, similar impulse response traces are expected, correspon-

ding to a strong signal dominated mainly by the red absorber, but with a contribution also

from the green subsurface layer. At 605 nm, the impulse response traces show mainly the

absorption from the green subsurface absorbing layer. As the position of the green

absorber is increased from 23 fIrrl (Fig. 4.6(a)) to 77 fIrrl (Fig. 4.6(b)), a corresponding

delay is noted in the impulse response, with the visual contrast improving for the deeper

layer. It should be noted that the more rapid impulse response observed for the data of

Fig. 4.6(a) is due to the substantially smaller probe beam offset that was used for this

measurement (z =193 fIrrl) compared to that of Fig. 4.6(b) (z =280 fIrrl). Theoretical

predictions obtained for these cases were in good agreement with the experimental results.

The axonometric displays of Fig. 4.7(a) and Fig. 4.7(b) compare the wavelength

dependence of the experimental and theoretical impulse response data for sample Fig.

4.1(h). The three dimensional response surface shows the increase in the peak delay

position of the impulse response with increasing wavelength, corresponding to the depth

profiling of the subsurface green absorber as the red surface absorber beeomes transpare­

nt. Displacing the assembly of absorbers under a spaeer layer of 20 fIrrl, (see Fig. 4.1(i),

(j)) gave a similar level of visual contras!, and agreement belWeen theory and experiment

(Fig. 4.8) and (Fig. 4.9).



• l)l)

(a)

0.8
"--...

- 0.6

~~_.._- o...

(b)

Figure 4.7:
(a) Experimental impulse response traces on variation of the pump beam wavelengths

incident on a sample depicted in Fig. 4.1(h).
(b) Corresponding theoretical impulse response traces varying the pump beam

wavelengths incident on a sample depieted in Fig. 4.1(h).
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Figure 4.9: Experimental impulse response traces for sarnple depicted in
Fig. 4.10) and corresponding theoretical impulse response traces
(dotted !ine).
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4.3.2 Samples with Continuous Optical Properties

ln this set of studies, the mirage signal was examined in samples having

continuous optical properties. These samples consisted of Kodak~wratten gelatin filters,

which are composed of gelatin material doped with a pigment. The distribution of the

pigment is verified to be continuous throughout the 100 pm thickness of these fiIters.

Since wratten gel filters are soluble in water, the detection medium was changed to

paraffin oil. The latter has a lower thermal diffusivity than water (0.9 x 10.7 m~/s relative

to 1.4 x 10.7 m~/s). This means that ail thermal transit times to the probe beam offset

position are increased for the same measured offset distance values. The wratten gel

sample is presented i~ Fig. 4.1(k). The corresponding absorption spectrum cao be found

in Fig. 4.3. For this sample, the pump wavelength was variee!, obtaining impulse response

measurements at 1 nm increments from 590 nm to 605 nm. Below 590 nm, there is a

saturation of the impulse response signal, with very little variation noted between impulse

response traces in this range. Fig. 4.10(a) illustrates one set of experimental data obtained.

The corresponding theoretical traces can be found in Fig. 4.10(b). The assumed values of

the optical absorption coefficient were obtained directly from Fig. 4.3. For continuous

samples the dependence of the photothermal impulse response on the optical absorption

coefficient, B, cao be interpreted directly in terms of the optical length obtained in the

sample. As the wavelength is increa."Cd, the value of B decreases, according to the

absorption spectrum given in Fig. 4.3. The centroid of optical absorption is located more

deeply below the sample surface, and the profile of absorbed light becomes more uniform
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Figure 4.10:
(a) Experimental impulse response traces on variation of the pump beam wavelengths

incident on a red wratten gel filter (a continuous absorber), depieted in Fig. 4.1(k).
(b) Corresponding theoretica1 response traces varying the pump beam wavelengths

incident on a red wratten gel filter (a continuous absorber), depicted in Fig. 4.1(k).
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with depth. A corresponding delay is observed in the impulse response because more time

is required for heat conduction to the sample surface from the lower depths. At shorter

wavelengths, where B is larger, the light attenuation profile is confined doser to the

sample surface. A shorter peak delay in the impulse response is observed because the

overaIl thermal transit time to the offset probe beam is now reduced. At the shortest

wavelengths, Bbecomes large enough that the impulse response starts to become invariant

with increased optical absorption, as noted above, with photothermal saturation effectively

being altained in this region.

4.4 CONCLUSION

Mirage effect spectroscopy was used for optical depth profiling of discrete and

continuous absorbers in multilayered composites. It was shown that the ability to resolve

the contributions from individual absorbing layers depends upon the relative weighting

of a surface absorber to that of a subsurface feature to be resolved. ln addition, it is

necessary to have the probe beam offset distance from the surface of the same order of

thermal distance as the separation of the layers to be resolved. The ultimate use of this

technique wouId be for the detection of depth dependent absorptiviry in a sample of

unknown properties. To achieve this goal, the inverse probIem theory will be examined

in Chapter S.
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CHAPTER 5 DIFFRACTION MODEL AND ITS IMPLEMENTATION IN INVERSE
PROBLEM THEORY FOR MIRAGE EFFECT DEPTH PROFILING

5.1 INTRODUCTION

It was shown in Chapter 4 that excellent agreement was obtained belWeen

theoretical simulations and experimental results for the impulse mirage effect measure-

ments. The most important systematic errors in the measurement were aIse identified and

compensated. In practice, the He-Ne probe beam dimensions are not infinitesimally small

with respect to the He-Ne beam offset from the sample surface. Although the

approximations outlined in Chapter 3 give a good general agreement belWeen theory and

experiment, a more rigorous theoretical model is needed for highly quantitative modelling.

The approach used to enable more quantitative modelling is Fresnel diffraction theory.

This theory describes the distributed effects of the refraetive index gradient above the

sample surface on the beam profile of the probe beam. This model is outlined in this

chapter, and is used for the inverse probIem theory for the mirage effeet phenomenon.

5.2 FRESNEL DIFFRACTION THEORY

5.2.1 Propagation of a wave

A sphericaI optical wave with a Gaussian variation in its amplitude, cao be

described as follows:
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(5.1)

where the first exponemial expression describes a spherical wave with radius, R. and the

second exponential describes a Gaussian distribution with spot size, 00. By defining a

complex radius of curvature, q"

. :
l'tOlu

q =~..
r ---r-

w/zere

equation (5.1) can be rewritten as

R-z for
•

ltUloz» __
À.

(5.2)

(5.3)

This equation may be used to describe the propagation of a Gaussian spherical

wave from its initial point, Uo(JCo,y.,z,,), to a position z=zu+L, as shown in Fig. 5.1. By

x

•
}-z

y

1:: ~ _~_-~-_-_~~
• ' 1

pampbelm:....;.....! ZII1.------_plllle
U(x,y,z)

Figure 5.1: A schematic diagram of mirage effeet geometry including the
propagation of a Gaussian plane wave from its initial point,
Uo(JCo,yg,Zo), to a position z:L The sample is discretized in x as
a series of plane sources, which are spaced at uniform intervals
through the sample thickness.
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using the relation given in equation (5.3), equation (5.4) describes the Gaussian spherical

wave at position Z=Zo+L:

K kz ·~ k
U(x,y)" ~ j â Je-j2z[(x-xo:f +(Y-YO>l.

li: rof.,. z _~ (5.4)

[
.k(2 2)]

e -) 2q ~o+Yo dx du
r 0 ;,ro

where all variables with subscript 0 indicate the coordinates in the input plane, and k =

2rtfA (1). Table 5.1 (at the end of Chapter 5, page 158) lists the symbols used for this

chapter.

5.2.2 Development of the Diffraction model

The development of the diffraction model was made jointly by Power and

Schweitzer, and will be outlined in this section. As the probe beam propagates through

space, the beam interacts with the medium and undergoes diffraction. Fig. 5.1 illustrates

the mirage effect phenomenon with the propagation of the probe beam, as it undergoes

diffraction as weIl as deflection. This introduces an additional factor, exp(jcil(xJ), to

account for the contnbution of the mirage effect to the signal's phase variation, where:

(5.5)

and 1 is the diameter of the pump beam. This additional factor, expOIll(xJ), multiplies

with equation (5.4), resulting in:
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(5.6)

For small changes in temperature, as is the case with mirage effect deflections, the

following approximation can be made:

J${X.) _ l+j${x.)

making this substitution, equation (5.6) becomes:

Substitution of equation (5.5) into equation (5.8) results in equation (5.9):

Expanding this expression further, gives:

(5.7)

(5.8)

(5.9)
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where

(5.U)

is the expression for the change in the temperature due to the mirage effect at time, t, and

where (Xo+a) indicales a cornbined distance, which includes the offset of the probe beam

and the spacing iDto the sample of the region being profiled, relative to the initial

position, Xo (Fig. 5.1).

In order to solve equation (5.10), the expression is broken into three components:

K = ..LJ2 .!..e-j/c
ÀZ :n: III

'E'k 'k

f 2(~) 2[(x-x \1
e 2qr ·e 2z DI dxo

-E

(5.12)

(5.13)

(5.14)
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Each of the integrals in these expressions is solved by completing the square in the

el',:ponential term, simplifying the resulting expressions, and obtaining a form of the

integral which can be solved using mathematical tables (2).

Solving for equation (5.13) using this procedure, results in the follcwing

expression:

and for equation (5.14), the following:

dA? q~ 1 1
II = jkl n 0 - (--!:....fq ~7C.

dT V4a.t jk q,+z p

-jk (y2\ -jk, 2\ a2 jkqp[x ja]
1 -,xI - ---+--

e2(q,+z) 'e 2z 'e 4a.t·e 2 z 2ka.t

where

(5.15)

(5.16)

(5.17)q,z 1
q =-_+_-

P q,+z 2jka.t

The quantily of interest is the squared magnitude of U(x,y), which is obtained from

equation (5.18)

IU(XV')12 = K[(/)(lI)0 + (/)0(1/)]

Upon simplification :he following equation results:

(5.18)
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(5.19)

where • indicates the complex conjugate (of the expression in brackets). This equation

gives the spatial dependence of the diffracted probe beam intensity perturbed by the

mirage effect phenomenon al the detector plane. Equation (5.19) is calculated for each

individual planar source in the sample. Due to the linearity implicit in the approximation

in equation (5.7), and the fact the change in temperature is very small, the response of

an array of discrete layers should yield the surn of the individual responses predicted in

equation (5.19).
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5.2.3 Addition of Bicell Photodetcctor to Instrumentation

A modification to the instrumentation was made in the form of replacing the

pinhole/photodiode detector with a bicell position sensor (HamamaL~u S2721-02). As was

outlined in section 2.4.2, only a small region of the probe beam was integrated with the

photodiode/pinhole arrangement. As a result, small imperfections in the modal quality

of the He-Ne beam may be detected, and one must ensure that the region of the Gaus.~ian

beam around either inflection point is sampled in the deteclor plane. The IWO infleclion

points will give different probe beam offset dimensions, and as the diameter of the He-Ne

beam is 80/=, this means that the inflection point closer 10 the sample surface will give

a different offset to that of the inflection point which is further away from the sample

surface. Therefore, the transverse sampling region of the Gaussian profile at the deteclor

plane must ideally be constant at ail times during the experiment.

As explained previously, the mirage effect technique uses a modulated heating

source to obtain the impulse response. This requires measurement in the frequency

domain, which results in a signal response consisting of an inherent d.c. level about which

an a.c. signal oscillates (the a.c. component being the signal due to the mirage effect

deflection). The Gaussian beam striking the detector contains Iwo regions about the

inflection points about which the nonlinearity in the intensity variation is minimal (the

response detected within these regions is essentially linear). In this configuration, the

measured wideband a.c. response recovers the impulse response of the beam deflection

in the neighbourhood of the inflection position of the Gaussian beam. Should a large
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static dcflection of the probe beam occur (which is apparent using oil as the deflecting

medium, as was described in section 4.3.2), the position of the monitored inflection point

may shifl, requiring the manual translation of the photodiode/pinhole apparatus to re-

establish the linear Gaussian region of the beam.

To overcome these effeclS, a position sensor consisting of a bicell was

implemented (Fig. 5.2). By selling up the appropriate electtonic circuitry, the sensor can

sample

probe beam

1

Bicell Detector

. 1 IZI VB•__...:===~___________ _ ----- x=O

fi r:sI V B-

deteelOr plane

Figure 5.2: A schematic diagram showing the !WO Iight sensing regions of the
bicell detector, and the Gaussian distribution of the probe beam
striking the detector, centted symmetrica1ly about the midline.

operate in !Wo modes. If the sensor is set in the summing mode, the total voltage from

both sections of the bicell is received as the signal. If the sensor is set in difference

mode. the vOltage output is the difference of the voltages from each section of the bicell.

The difference voltage will be zero, should the beam be positioned exaet1y symmetrica1ly

with respect to the midline of the bicell.

The waist position of the He-Ne probe beam and the beam spot size at that

position was found using the following procedure. At severa! positions a10ng the optica1
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axis, a knife edge was scanned across the probe beam diameter. At each position of the

knife edge, the totallight intensity reaching the detector, in summing mode, was recorded

by noting the voltage. The voltage obtained is plolled versus the translation of the knife

edge, to reconstruet the integral of the Gaussian light profile at each position of the knife

edge. From this integral relationship, the beam spot size at a specific position on the

optical axis (z axis) may be determined. The spot size is then plolled versus the various

measurement positions taken along the optical axis. The following relationship gives the

dimensions of the spot size at a position, z, on the optical axis:

(5.20)

where this approximation is valid in the far field. By plolling the spot size dimension,

oo(z), versus the position, z, on the optical axis, a linear extrapolation of the curve will

give the z intercept, at z=z., which is the precise position of the waist. The slope of the

\ine will give the beam dimension (radius) at the waist position, wo' The length of the

confocal region will then have a value of 2z. (a length of z. on either side of the probe

waist), where Z. =À/('Jtooo~ (1).

In the mirage effect experiments, the bicell detector is used in difference mode,

since the deflection due to the mirage effeet will cause movement of the beam and,

therefore, a variation in the \ight intensity striking cach section of the bicell deteetor (Fig.

5.2). However, the integral intensity will remain the same, as long as the beam remains

aligned on the bicell. The summing position is used to ensure that the \ight intensity is

constant over ail measurements taken with the sample. The wideband signal consists of
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an a.c. response superimposed on a d.c. level. Therefore, even if a large d.c. defleclion

were 10 occur, the summing mode signal will confirm thal the enlire beam remains

positioned on the deleclor. The overall difference signal remains linear under these

conditions. If the beam physically moves off the deleclor (which can resull from very

intense d.c. heating of the sample surface and/or fluid medium), the reference position can

be re-established by displacing the detector and monitoring the summing mode signal

until it is restored to the maximum leveI.

5.2.4 Theoretical Bicell Signal

In order to ~roperly compute the diffraction signal, equation (5.19) must be

integrated over each of the light sensing sections of the bicell, and the difference between

them taken as the signal response:

(5.21)

where the positive and negative regions are indicated in Fig. 5.2. VB+ and VB- in equation

(5.21) are given by:

+lIC +;1;

V; " JJl,(x;;)dxdy
-z =6
.z ob

V; " Jp,(X;j)dxdy
-:c _z

(5.22)

Again, the integrais are solved using the completion of squares, resulting in the following

expression for the bicell difference signal:
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[ ( )"]_ -jk jk jkqp
ni - (2(q....z» + 2z + 2z2

n - !jk - jkqp - [ -jk Il
2 - 2z 2z2 2(qr+z)

(5.23)
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Equation (5.23) was computed for various conditions of the experimental geometry, using

routines wriuen in MATLAB software (TM The Math Works, Natick, Mass).

The following fixed geometrical parameters were obtained by experimental

measurement (Fig. 5.1). The radius of the probe beam al z=O, w'" was 4.0 x 10.5 m. The

probe beam waist position was determined, as described in section 5.2.3, and the mirage

effect was positioned to occur within the confocal region, a distance of approximately,

9.0 x 1003 m. The wave fronts are approximately planar through this region (Fig. 2.11),

and no significant divergence due to the spatial beam expansion is ell:pected over the

confocal region. The mirage effect is positioned in this region, and occurs 2.0 x 1003 m

from the waist position. The distance from the mirage effect region to the detector plane

was also determined (9.5 x 10': m). The probe beam was aligned to strike the bicell

detector centred about the midline, so the position shift for each light sensing region

resulted in a voltage which was close ta zero. Additional parameters required by the

model include the thermal diffusivity of the sample, the wavelength of the probe beam

(6.23 x 10.7 m), and the pump beam diameter (2.0 x 1003 m). The sampling interval was

4.49 x 1003 s, with a time series length of 128 points. AlI of these parameters remain

constant, since the geometry was flXed for the experiments. Other dimensions which are

includcd in the model are the He-Ne probe beam offset distance from the sample surface,

a, and the thickness of the sample, 1. These quantities vary with each sample/alignment,

and are programmed in accordingly. In the next section, the diffraction model will be

used in conjunction with inverse problem theory, in order ta interpret mirage effect

experimental results arising from the mirage effect.
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53.1 Introduction

It is possible to derive more specifie criteria for the resolving power of mirage

effect depth profiling, using inverse methods of signal recovery (3), as opposed to forward

methods. A forward theoretical model uses various parameters supplied by the operator,

to generate a simulated theoretical response. An inverse theoretical model uses the

experimental results to reconstruct the possible origin of the experimental response which

was obtained. The inversion of the photothermal response of a sample with arbitrary

properties is extremely difficull, since each layer of the sample is characterized by several

parameters, such as the thermal diffusivity, the absorption coefficient, the thermal

conductivity, and the thickness. However, a number of strategies exist for simplifying the

inversion problem. If the sample is irradiated at a wavelength where it is optically

opaque (or if it cao be over-coated with an opaque, thermally matched, thin layer), then

the photothermal response becomes dependent on the thermal effusivity depth profile (4,

5). In optically opaque materials, thermal wave depth profiling can yield a depth profile

of the thermal effusivity alone, if one inverts the photothermal frequency response (6).

The main limitation to the impulse response undergoing inversion for the present

model, is that the physical thicknesses of individual layers cannot be resolved

independently of the thermal diffusivity (the opposite is aise true). While many inverse

methods of detection have been derived in the photothermalliterature (6), most of these
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methods are extremely sensitive to noise, and potentially highly sensitive to systematic

~:rrors. Most of the previously developed methods are applicable only to sarnples with

slowly varying optical profiles. In these cases, several strategies exist for recovering heat

flux and diffusivity profiles from photothermal measurements (7, 8, 9).

Recently, a new method of inverse recovery was developed by Power and Prystay

(4, 5). This inverse method made use of an algorithm which combined a Monte Carlo

simulation with a multilinear least squares minimization, in fitting a theoretical model of

the sample properties to the experiment. The model was able to yield robust estimates of

the best fit of a set of theoretical thermal Green's functions to photothermal impulse

response data, even in the presence of high levels of random noise in the data.

Meaningful profiles could he recovered even in the presence of moderate levels of

systematic errors (:$ 5%) in the data. Unlike previous theories, the method was capable

of reconstrueting a heat flux profile for a sample with arbitrary depth dependence,

including profiles containing sharp discontinuities. This algorithm is applicable in

principle, to any linear heat conduction measurement (5). The main principles of this

theory, as applied to the mirage effect diffraction mode!, will be outlined in the next

section.

5.3.2 Theory of the Inverse Model

As was discussed in section 5.2.4, equation (5.23) gives the solution for the change

in temperalUre using the diffraction model. This change in the temperature for a

photothermal system cao also he descrihed by the followïng general equation
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(5.24)

where g(x-x", t-lo) is the Green's function for one dimensional heat conduction in an

infinite medium, and q(xJ is the source heat flux expression (as described previously in

section 32.2). If the sample is discretized both in x and in t, equation (5.24) becomes

N

bI{x,t) = &cL g(x-i&c,jÔt)·qi(i&c)
;-1

(5.25)

The discretization in x is performed assuming the sample consists of a series of plane

sources, that are spaced at uniform intervals through the sample thickness (Fig. 5.1) (5).

Each term of this discretized Green's funetion corresponds to the temperature

response expected from a plane heat flux source, displaced a distance dx from the

detection surface. The temperature, T, and the heat flux profile, q, can be described as

column vectors, and the discretized Green's function, G, as a (MxN) matrix, giving the

following relationship:
T=Gq (5.26)

where G cao be expressed as a series of column veetors:

and where
CI = g(x-ùIx,t) for j = 1,2..M

(5.27)

(5.28)

The column vectors in G fOlIll the basis for the mathematical solution. Inversion of the

appropriate Green's function operator allows the reconstruction of the depth profile of the

sample's thermo-physical and optical properties. This is based on expressing the

temperature profile as the summation of a series of weighted source responses (5).
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The basis function is created by applying the linear diffraction operator, L, (as

defined in equations (5.8) to (5.23)) to each plane source separated by dx in the model

of the sample (Fig. 5.1). This results in a modified thermal Green's function, as given by

the following relationship L{T} = L{G}-q(x). As was explained in section 5.2, the

diffraction operator is determined by the parameters of flXed geometry, i.e. the probe

beam offset, a, and the thickness of the sample, 1. It is also necessary to specify the

number of discrete source planes, equally spaced through the thickness of the sample,

used to crcate the desircd basis set. This value is usually chosen to be 32 or 64 (any

number can be used; it is dependent upon the lime available for recovery, and how many

sources one wishes the model to fit). The columns of the basis set generated for the

(MxN) G matrix then undergo individual convolutions with the electrical transfer function

of the instrumental system (see section 2.4.1). Once the basis set is crcatecl, it is then used

with the observed temperaturc impulse response to obtain the heat flux source profile.

5.3.3 Recovery of the Hcat Flux Source Profile

The algorithm for the solution to the inverse problem theory uses a well-known

constrained non-negative least squares minimization, which is described in detail in rcfer­

ence (5). An out1ine of the main points in the theory will be discussed herc. The

solution of the source hcat flux profile is the projection of the observed temperaturc

vector onto the basis set G's column space. The least squares fit of the funetion can be

given by
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(5.29)

where one wishes to select values of qi which minimize S~.

Photothermal systems are ill conditioned problems; this means that they are

sensitive to small changes, or errors, in matrix G and in T, and that more than onc

solution may fit the data within the numerical precision of the ca1culation (5). Each of

the column vectors in the G matrix is, in principle, linearly independent; however. this

linear independence is very small, and this leads to instability in the ca1culation (5, 10.

11). By seeding the G matrix with noise, which has a Gaussian distribution, the linear

dependency between the columns is removed. The distribution of weil char.lcterized

noise, may be used to achieve a stable recovery of the inverse solution, and if one takes

enough averages, the noise in the solution, q(x), will be aver.lged out (5, 9). The

percentage of noise applied to the basis set is dependent upon the noise present in the

experimental data and will he discussed in more detail in section 5.4.

53.4 Recovery of the Optica1 Absorption Profile

Once the heat flux responses are recovered for a sample, the optical absorption

profile cao then be obtainecl. As described previously in section 3.2, the sample cao be

described as a series of discrete layers, where the absorption of light in each ilh layer

connibutes to the solution of the heat flux response, by the following relationship:

(x<O) (530)
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where Tl; is the non-radiative conversion factor (assumed to be unity), 1;., is the light

intensity passing through to the i-l layer, B; is the absorption coefficient in the ith layer,

and 0 •. , is the depth position for the surface of the ith layer.

The total amount of light absorbed by the sample is a function of the initial

intensity of light incident on the sample, 1", and the sample's measured optical

transmission, T.. The total heat flux in the sample is proportional to the total amount of

light absorbed, i.e. q(l) oc Io(l-TJ, where l is the total thickness of the sample. The optical

transmission for any particular depth in the sample can be given by

q(X.)
T(x) = 1-_'(1-T)
si quy s

(5.31)

where

(5.32)

The optical absorptivity can then be described using equation (5.33), for any depth, Xi' in

(5.33)~(X) = - .!.In[ TS(xi) ]

li Ts(xi-J)

Using equation (5.33), the optical profile can be reconstructed for the sample, by

the sample:

computing B(xJ of each layer in the sample, where each B(10 is dependent upon the

absorptivity in the previous layers in the sample (12).
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5.4 EXPERIMENTAL RESULTS AND DISCUSSION USING INVERSE PROBLEM

THEORY

In previous work in this thesis (Chapter 4), forward models analyzed with samples

of known propenies were described. This is now extended by taking the data from

samples of known propenies and studying the conditions for which an inverse model can

reliably reconstruct the profiles. Several of the samples containing discrete optical

absorbing and continuous opticaI absorbing layers (Fig. 4.1 (a, C, e, g, h, j, k» were re­

examined using the bice11 position sensor. This increased the accuracy of the

experimental data to allow for quantitative depth profiling to be used with the inverse

model developed. Although several of the samples were examined, for brevity, the

remaining discussion focuses on three samples (Fig. 4.1(g),(h),(k».

Firstly, the functions comprising the basis set which accommodates a11 possible

resolvable heat flux profiles present in the sample must be computed. The sample is

discretized into N heat flux planes of spacing dx, and for each position of the source

plane, a=idx (where i=O to N-l), the mirage effect signal is computed, using equation

(5.23). The set of ail such response functions comprises the basis set. Once the basis set

is determined, it is seeded with noise containing a Gaussian distribution (as described in

section 5.3.3) and the heat flux source profiles, q(x), are recovered for a given set of

experimental data. The percentage of noise added is determined by examining the noise

level in the original signal response. Fig. 5.3 shows the Green's function basis set for a

sample which is 100pm thiclc, with a probe beam offset distance of 210 pm (standard for

the samples depieted in Fig. 4.1). In order to determine the resolving capabilities of this



• 126

1,....---""""r----r----r----r-----.-----,

0.30.250.2

210 pm probe beam offset

100 pm sample thickness

0.150.1

i=1

0.05
-0.5'-------'----..1------'----..1-------'-----1

o

'0
~.-'Cil 0.5

i

time (ms)

Figure 5.3: The Green's function basis set for a sample which is 100 ,.an thick
(with 32 discrete plane sources), and with a probe beam offset
distance of 210 ,.an.
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Green's fur.ction basis set (seeded with a given level of noise). a delta function source is

positioned at equally spaced depths through the total sample thickness. and a non-ncgative

least squares inversion is recovered from the time domain data at each position. to givc

the resolving kernel for the analysis. In this case, the sample was dividcd into 64 source

positions (unless otherwise indicated, this is true for ail inversions), and was secded with

differing levels (0.1%, 1.0%, and 3.0%) of noise.

Fig. 5.4 (a)-(c) illustrate the resulting resolving kernels for these basis seL~. The

noise which is added, as explained in section 5.3.3, is averaged out in the solution q(x).

by increasing the number of replicates of the heat flux profiles which are inverted. ln

these figures, there were 100 averages taken. One can see on Fig. 5.4(a) that positions

3 pm away from eac~ other can be easily resolved spatially from each other, whereas, as

the noise is increased to 3% (Fig. 5.4(c)), the resolution is not as defined at such small

increments, but there is spatial resolution at 10 pm increments.

A 3% noise level was used to recover the heat flux profiles for the experimental

data. This level, which tends to be conservative, was chosen in order to obtain a stable

recovery. Below this noise level, experimental errors that are systematic or random

would become prevalent, and Iead to instability when recovering the heat flux profiles.

In order to obtain a stable recovery of the heat flux profile, it has been shown that the

noise level in the basis set must be greater than the relative noise in the data (5).

The inverse modeI was then evaIuated with respect to its capabilities in recovering

discrete and continuous opticai absoIbers in samples. As was mentioned, for brevity, the

results of three sampIes (Fig. 4.1(g),(h),(k)) using the inverse model will be discussed.
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Figure 5.4: (a) The resolving kemel for the Green's funetion basis set
depicted in Fig. 5.3, seeded with 0.1% noise.

The basi" set was generated with a sample which was divided
into 64 discrete plane source positions. The response is ploned
as a function of absorber position within the sample and as a
function of depth.
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Figure 5.4: (b) The resolving kemel for the Green 's funetion basis sel
depieted in Fig. 5.3, seeded with 1.0% noise.

The basis set was generated with a sample which was divided
inlo 64 discrele plane source positions. The response is plotted
as a funetion of absorber position within the sample and as a
funetion of depth.
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Figure 5.4: (c) The resolving kemel for the Green's function basis set
depieted in Fig. 5.3, seeded with 3.0% noise.

The basis set was generated with a sample which was divided
into 64 discrete plane source positions. The response is plotted
as a funetion of absorber position within the sample and as a
funetion of depth.
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The first sample examined consisted of two discrete absorbers, a red absorber scparatcd

from a green absorbing layer by a transparent spacer of 23 pm (Fig. 4.1(g)). The

experimental impulse response data obtained from the sample were inverted using the

inverse problem theory. As was explained earlier (section 4.3.1), the two absorbing layers

are separated by a distance which is smaller than the thermal distance of the probe beam

offset to the sample surface. As a result, the mirage effect cannot easily differentiate the

contribution of the two individual layers. This is also seen with the heat flux profile

reconstructed in Fig. 55. The separation between the two absorbing layers lies within the

width of the resolving kemel, and the model is therefore unable to resolve the discrete

absorbers for this level of noise.

In the next study, the sample depicted in Fig. 4.1(h) with an increased spacing

between the discrete absorbers was examined. As the position of the green absorbing

layer is increased relative to the red surface absorbing layer, from 23 pm (in the previous

example) to 77 pm (in the present case), one can sec that the impulse response traces

show a substantial increase in the peak delay maximum as the wavelength is increased

from 580 nm to 605 nm (see Chapter 4). This delay arises from absorption in the

subsurface green layer as the red surface absorber becomes transparent (Fig. 4.2). This

improvement in contrast in the impulse response is translated into an improvement in the

resolution in the inverse model. Using a basis set similar to that depicted in Fig. 5.4(c),

but having a sample thickness of 82 pm and a beam offset of 205 pm, the inverse heat

flux profiles were obtained for each data set in the wavelength study (from 580 nm to 610

nm, in increments of 5 nm positions).
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Figure 5.5: Three recovered heat flux traces (at 580 Dm, 590 Dm, 605 nm) for the
sample depieted in Fig. 4.1(g), where a red absorber is separated from
a green absorbing layer by a transparent spacer of 23 pm.
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Fig. 5.6 shows the heat flux profiles recovered at four different wavelengths: Fig.

5.6(a) at 575 nm, Fig. 5.6(b) at 590 nm, Fig. 5.6(c) at 595 nm, Fig. 5.6(d) al 610 nm.

This set of four figures illustrate the variation of the weighting of the red absorbing

surface layer to the green absorbing subsurface layer over the wavelength range examined.

Fig. 5.6(a) shows a slrongly surface dominated absorber. The energy appears to be

absorbed in the first 1 pm of the surface layer, and this dimension is less than the

resolving ability of the chosen basis set (under these conditions, e.g. level of noise). This

results in a recovered heat flux profile which decays rapidly with depth. Fig. 5.7 shows

the experimental impulse response data plotted with the corresponding fitto the data from

the reconstruction. lndividual traces are offset from each other by 0.2 units in the figure

in order to better visu~lize the trend. As is seen in the trace labelled 573 nm, an unbiased

match between the traces is not seen. This is due to the poor reconstruction of the heat

flux profile for a strongly surface dominated sample, recovered with the resolving power

of this basis set. For the traces labelled 580 nm, 590 nm and 595 nm, good agreement

beIWeen the experimental data and the theoretica1 curves reconstructed from the heat flux

profiles is seen. Fig. 5.6(b) and 5.6(c) also show a close agreement of the heat flux

profiles relative to the weighting distribution of the IWO absorbing layers. The final trace

in Fig. 5.7 (Iabelled 605 nm), does not show an unbiased match of the experimental and

the recovered theoretica1 impulse response traces. This may he due again to the limits

in the resolving power of the oasis set; the heat f!u."< profile (Fig. 5.6(d» rises very

quick1y toward the back of the sample. The model may be unable to resolve accurately

the contribution of the absorbing layer at the rear of the sample.
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Figure 5.7: Experimental impulse response traces for the sample depieted in
Fig. 4.1(11), where a red absorber is separated from a green
absorbing layer by a transparent spacer of 77 1'IIl. The traces are
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ln order 10 evaluate limitations in the resolving power of the model on the

recovery of these heat flux profiles, impulse responses were generated theoretically for

the four different wavelengths (575 nm, 590 nm, 595 nm, 610 nm) using delta funetions

weighted by the measured ratio of the IWo absorbing layers at eaeh wavelength. The

basis set used to recover the experimental heat flux profiles was then applied to generate

the theoretical impulse response traces corresponding to these cases. The theoretical

impulse response was then inverted assuming the same noise level as was used in the

experiments. This evaluates the broadening or bias effects in the recovery of the

theoretical heat flux profiles due to the inverse algorithm. Fig. 5.S(a)-(d) show the heat

flux profiles recovered tram this theoretical data. At 575 nm, the theoretical

reconstruction is broader than the recovered heat flux profiles obt:!ined from the

experiment. This may be attributed to a systematic error in the experiment which has not

been identified, but which is evident in samples which are dominated by surface

absorption. However, the bias is less significant when the signal is more strongly

dominated by subsurface features.

It was found that the sample thickness must be known to a high precision « 5%)

in order to recover the heat flux profiles with minimal broadening. If the sample

thickness assumed by the reconstruction is larger than the physical thickness of the

sample, there will be an additional source of broadening of the features located near the

back of the sample. This is due to the increase in the degrees of freedom available for

locating features of the heat flux. Near the sample boundaries, the model constrains the

heat flux to lie at the rear of the sample. To test this effect, a second set of impulse

responses was generated theoretically for the experimental wavelengths (as done above),
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using a sample thickness which was slightly greater than that of the sample (84 pm

relative to 82 pm). In this model, absorbers were positioned 1 pm in from the top and

bottom of the physical sample. Fig. 5.9(a)-(d) show the heat flux profiles which were

reconstructed with this new basis set. The broadening seen in the reconstructed

theoretical traces with the assumed sample thickness of 84 pm is in better agreement with

the experimental reconstruction. Both the theory and experiment indicate that this sma1l

difference in the sample thickness assumed by the reconstruction is significant in affecting

the resolution of the reconstructions. However, the broadening behaviour of the

experiments is explained by theoretical broadening. This suggests that a precise

knowledge of the sample's thickness used in the experiment reconstructions is essential

to interpret the recov~red profile.

The inverse model was next used to evaluate the reconstruction of continuous

optical absorption profiles. The sample depicted in Fig. 4.1(k) was used. With reference

to Fig. 4.3, one can see that as the wavelength is increased from 580 nm to 620 nm, the

centroid of optical absorption is located more deeply below the sample surface, and the

profile of absorbed light becomes more uniform with depth. A corresponding delay is

observed in the impulse response at the longer wavelengths because more lime is required

for heat conduction to the sample surface from the lower depths (see Chapter 4).

The basis set was generated where the assumed sample thickness was set at 90 pm

and a probe beam offset distance of 210 pm was determined. A 3% noise level was again

chosen to recover the heat flux profiles for the experimental impulse response data. The

heat flux profiles were recovered and are shown in Fig. 5.11 and Fig. 5.13.
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Figure 5.9: Recovered heat flux profiles for the theoretical profiles (with
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Below 590 nm, there is a saturation of the impulse response signal. with very little

variation belWeen impulse response traces in this range (Fig. 5.10). This trend is also

noted in the reconstructed heat flux profiles, q(x) (Fig. 5.11). In this wavclength range.

the light is attenuated very rapidly with depth into the sample (about 30 /lffi into the

sample, as seen in Fig. 5.11), resulting in no significant light penetration below that depth.

ln recovering the absorption coefficient profiles, the model uses the very low levels of

heat flux recovered at depths greater than lWice the optical absorption length (1113) to

reconstruct B(x) at these depths. This results in an emphasis of eITors in the

reconstruction of B(x) with an anomalous "tailing up" of the profile (Fig. 5.12). Herc the

inverse model attempts to reconstruct the absorption coefficient profile in a region where

there is effectively no signal q(x). Therefore, the expected uniforrnity of the absorption

coefficient profile in this wavelength range is not reconstructed in regions where such

large absorption is encountered.

At 590 nm, the signal begins to show the expected trend for the optical response

present in a continuous absorber. The greatest contrast in the experimental impulse

response data occurs belWeen 590 nm and 610 nm. Fig. 5.13 shows the heat flux profiles

reconstructed at five represcntative wavelengths belWeen 590 nm and 610 nm. The

optical absorption profiles were reconstructed using the known thickno;ss of the sample,

the absorption coefficient for the continuous sample at that v."llvelength (sec Fig. 4.3), and

the reconstructed heat flux profiles (see section 5.3.4). These same trends are shawn in

the optical absorption profiles (Fig. 5.14). The heat flux profile is nearly exponential

across the sample thickness, as expected, and this is shows up in the reconstructed optical
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absorption coefficient profiles being nearly uniform (Fig. 5.14). For the entire wavelength

range examined, Fig. 5.15 shows the fiat optical absorption coefficient profiles generated

using the absorption coefficients obtained using the UV-Visible spectrophotometer (Fig.

4.3). Fig. 5.16 shows the recovered optical absorption profile using the inverse theory,

which is in good agreement with the experimental recovery.

The basis set used to recover the heat flux and optical absorption coefficient

profiles required the assumption of a thickness of 90 pm, in order to obtain results which

were consistent with the sample's optical properties, whereas the measured thickness of

the sample was 100 pm. The reason for this discrepancy is most likely due to the presence

of a thin layer of non-absorbing lacquer on the wrallen gel sample. This can be up to 10%

of the total thickness of the samp!e, leading to a thickness variation of 10 pm (error cited

by manufacturer) (13). Inverse studies in previous work using the photopyroe!ectric effect

(12), have detected the presence of the Jacquer layer at the rear surface (where the detector

is positioned) in these materials. The mirage effect technique is more sensitive to the

presence of a lacquer layer at the front sarface (indireetly, is also sensitive to the rear

surface layer of lacquer). Fig. 5.17 shows a schematic diagram of the samp!e. The probe

beam offset value used in the basis set will take into account the 5 pm lacquer layer at the

front surface of the sample, but the amount of lacquer at the rear of the sample needs to

he accommodated by the thickness of the sample used in the basis set.

The effect of the variation in the thickness of the sample assumed by the mode! on

the recovery of the heat flux profile is seen by generating a theoretical profùe with a

continuous optical absorber (B = 2.0 x 10" m·I ), which contains a discontinuity positioned
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Figure 5.10: The experimental impulse response traces for the sample
depicted in Fig. 4.1(k), showîng the minor difference in the
responses for the region of saturation (580 nm, 585 nm, 588 nm
and 590 nm).

Figure 5.11: The recovered heat flux prames for the data depicted in Fig.
5.10, for the same wavelength range.

e
Figure 5.U: The recovered optical profiles from the heat flux profiles

depicted in Fig. 5.11.
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Figure 5.14: The recovered optical profiles corresponding to the heat flux
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Figure 5.15: The optical absorption profile generated using the aclUal
absorption coefficients obtained using the UV-Visible
spectrophotometer for the sample depieted in Fig. 4.1(k), over
the wavelength range (590 nm to 610 nm).

Figure 5.16: The reconstrueted optical absorption profiles for the experimental
data obtained for the sample depieted in Fig. 4.1(k) over the
wavelength range (590 nm to 610 nm).
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Figure 5.17:
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Schematic diagram of the optical absorption profile in a
continuous sample (Fig 4.1(k» showing the measured sample
thickness, 1.....-. of 100 pm and the actua1 sample thickness, 1..
which is 90 pm.
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90 pm into the sample (trace labelled as 1 in Fig. 5.1S (a), (b), and (c»). The heat flux

profiles are then recovered for cases where the assumed sample thickness is made both

smaller and larger than the totalthickness of 100 pm. Fig. 5.1S(a) shows the recovered

heat flux profile if the thickness assumed by the basis set is equal to the actual thickness

of the sample, 90 pm (trace labelled as 2 in Fig. 5.1S(a)). The heat flux profile which

decays to the theoretical value at the rear edge of the sample. If the thickness of the layer

is decreased to 70 pm in the mode!, the reconstructed profile tails up toward the rcar of

the sample. This generally indicates that a greater portion of the heat flux at the rear of

the sample (Fig. 5.1S(b), trace labelled as 2) must be filled to account for the

experimental response. The inverse model is allempting to account for the most delayed

features located behind the rear surface of the sample. This results iu the excess heal flux

being filled into a region near the back of the sample, thus crealing a build up of the heat

flux at lois position.

Altematively, if the reconstruction is performed using a basis sct which allows a

larger sample thickness of 130 pm to be reconstructed (Fig. 5.18(c), trace labelled as 2),

the recovered heat flux profile shows a downward tailing or droop at the rear edge and

beyond, indicating a distortion of the recovery. The heat flux profile is allempting to

recover the edge located at the back of the sample, but lacks the resolving power (at this

noise level in the basis set). The reconstruction of a sharp edge buried this deeply into

the sample would require a very low level of noise and experimental errar. This may be

an unrealistically low level for typical photothermal measurements.
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Figure S.I8: Recovered heat flux profiles for a theoretica1 profile with a
continuous optical absorber, which contains a discontinuity
introduced at a depth of 90 pm into the sample (trace labelled 1
in the figure). The thecretica1 heat flux profiles are all recovered
using basis sets where the sample thickness is made smaller and
larger than the measured thickness. The recovered heat flux
profile for a basis set using (a) an aetual sample thickness of
90 pm (trace labelled 2 in Fig. 5.18(c)), (b) an assumed sample
thickness of 70 pm (trace labelled 2 in Fig.5.18(b)), (c) an
assumed sample thickness of 130 pm (trace labelled 2 in
Fig. 5.18(c)).
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Five representative experimental data sets were plotted with their eorresponding

fitted impulse responses (Fig. 5.19). These are offset from eaeh other by 0.1 unilS in the

figure (for ease of presentation). A good agreement belWeen the experimental data and

the inverse reeovery profiles is seen.

s.s ANALYSIS OF SAMPLES \VITH UNKNOWN PROPERTIES USING INVERSE

PROBLEM THEORY

The purpose of an inverse model is to be able to determine the heat flux profile,

q(x), in a thermally homogeneous sample of unknown q(x). If the profile is to be

reeonstrueted with m~nimum broadening, a eertain amount of a priori information must

be available. One of these is the probe beam offset position, and the other, the sample

thiekness (assuming the thermal diffusivity of the sample is known). The probe beam

offset position can be determined by supplying a set of experimental data for a surface

absorber for the sample being examined. These data are then analyzed with the inverse

model in order to determine the probe beam offset position. Different values of the offset

position are entered into the basis set, in order to find a basis set whieh has enough

surface region resolution to locate the experimental probe beam position relative to the

subsurfaee. This position must be determined aecurately, or the model will see an

interface at the front surface which the reconstruction broadens. This is a source of

ambiguity in the interpretation of the profile. Once the offset position is determined

precisely for this surface absorber, then basis sets can be determined for the other
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experimental data, by supplying the model with the known thickncss or thcrmal diffusivity

of the sample.

If the sample thickness is unknown or poorly characterized. the procedure

described below will clarify the interpretation of the reconstructed profiles. Four different

situations may be encountered. In the first case, the assumed thickness. 1",""" for the

reconstruction is the same as the actual thickness of the sample, l,. This provides a

reconstructed heat flux profile which decays to the correct value of l, (Fig. 5.20). The

second case results when the basis set i1Ses 1","", greater than l,. If the heat flux does

decay to zero at x=l, and a discontinuity is present, a "dead zone" will be introduced by

the model at the rear of the sample. A sharp discontinuity will appear at x=I" which will

be broadened by the reconstruction. Therefore, the recovered heat flux profile in this case

will exhibit a droop in the profile at the rear of the sample (Fig. 5.20).

The third case results when the basis set uses 1......."' smaller than l,. The recovered

heat flux profile will tail up at the rear surface (Fig. 5.20). ln order to determine if this

increase in the heat flux profile at the rear surface is real (due to the presence of a source

at that location in the sample), l"",m must be increased. If the rise in the heat flux profile

disappears with increasing l"",m' the previous deviation at the rear of the sample was due

to a bias in the fit of the basis set. If, in the second case, the profile continues to show

a peak located where the previous rise in the profile occurred, followed by a decay of the

profIle to zero, then one can safely assume that there is indeed a source present at that

position. Finally, if l_mis greatly increased beyond 1" the heat flux profile should decay

to zero if 1.......m is sufficiently large.
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The final situation which can arise is when 1","", is greater than 1,. Dut the he:ll flux

profile does not decay to zero at x>l, (Fig. 5.20). This may occur in experiments

involving diffusion of optical absorbing species into the rear surface of the film. or in

situations where an optically absorbing backing is present. In this case. the thickness

used in the model must be increased untilthe heat flux profile is forced to decay to zero.

due to optical absorption. This may require a very large sample thickness. far grealer

than whal is realistic experimentally. In making the sample thickness so large. the

resolution of features at smaIJer depths will be diminished. In such cases. redcsigning Ihe

experiment is necessary.

The inverse model is able to reconstruct the heat flux profiles semi-quantitativcly.

for samples which have a continuous (slowly varying optical absorption) layer. al levcls

of relative random error up to 10%. It is also able to reconstruct the heat flux profiles

for !Wo discrete sources for a given level of noise. to within the resolving kemel for the

e>"lleriment. For several discrete layers in a sample, a lower level of noise is required for

accurate reconstruction of the position of these discrete layers. Also, the signal to noise

level on the signal response must be high. The resolving kemel for the basis set

deterrnined should then be able to differentiate between a sample consisting of severoll

discrete absorbing layers (and their positions in the sample) and a continuous absorbing

layer.
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CONCLUSIONS

The inverse model was used to rccover the heat fh:x profiles from the impulse

responses generated by examining laminated materials containing discrete and continuous

optical absorbing layers. The optical profiles were also reconstructed using the model

resulting in the semi-quantitat:ve optical depth profiling of these samples. Using the

procedure jusl oullined for a sarnple wilh unknown properties, the heat flux and oplical

profiles arising from the diffusion of coloured species in membranes is examined in

Chapler 6.
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TABLE 5.1 DEFINITION OF SYMBOLS USED IN THIS CHAPTER

R

q,

U(x,y,z)

z

leu + a

k

V'B

g(x-x...t-lu)

q(x,,)

id.'\':

G

S~

complex wave amplitude at initial position (x."y..zo)

spot size for the probe beam with a Gaussian distribution

radius for a spherical wave

complex radius of curvature

complex wave amplitude at a later output plane (x,y,z), where z =Zo + L

distance belWeen the location where the mirage effect occurs and the
detector plane

spot size for the probe beam at the waist position

position of the He-Ne probe beam, where a = the offset of the probe beam
from the sample surface + the distance into the sample of the absorbing
layer

wavenumber

waist position of the probe beam on the optical axis

signal response from the bicell detector, where V B = VB' - V B-

signal response from the quadrant of the bicell detector, left of the midline

signal response from the quadrant of the bicell detector, right of the
midline

Green's function for one dimensional heat conduction in an infinite
medium

heat flux source established in the sample by light absorption

distance of plane.heat flux source for the inverse model, in a discretized
sample of thickness l, where idx = 1

discretized Green's function, (MxN) matrix

standard deviation for the least square regression
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CHAPTER 6 DIFFUSION OF COLOURED SPEClES INTO NAFION MEMBRANES

6.1 INTRODUCTION

The study of transport of materiais across a polymeric membrane is important in

industriai processes. A measurement technique which couid non-destructively examine

the concentration profile of species as they diffuse across a membrane would provide a

powerful tool for assessing the transport properties of non-homogeneous materials. It

would also permit the evaluation of the applicability of these membrane materials in areas

such as the barrier properties of packing materials, including those use:! for protection

against hazardous materials, and also a variety of other thin film samples, including

coatings and laminates.

Ideally one wishes to examine the time evolution of concentration profiles in

materials through which a penetrant diffuses in situ with a non-contact, non-destructive

method. Mirage effect speclrOscopy permits the recovery of absorption coefficients

through the spatial profiling of the heat flux in the sample due to light absorption. By

the same mechanism, examining the diffusion of a coloured species through the

membrane yieids the depth dependence of the spatial profile of the concentration. The

concentration profile in a thin film, measured as a funetion of time, contains information

relating to the inhomogeneity of the substrate, the concentration dependence of the

diffusion coefficient of the substrate material, and the boundary conditions with adjacent

layers of solution. Normally such information must bi: inferred by comparison with a
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theoretical model of the diffusion process. However, this only applies if the correct

model of mass transport in the membrane is assumed. Direct measurements of the depth

dependence of the concentration profile may give a betler indication of the transport

mechanism occurring in a membrane or in a thin film system and would enable the mass

transport to be quantitatively evaluated.

6.2 DIFFUSION AND MEMBRANE TRANSPORT

62.1 Measurement of Diffusion Coefficients in Membrane Materials

Diffusion is a .process in which a species migrating through a solution or substrate

becomes spatially dispersed, usually due to the random translational motion of the

molccules. The driving force which leads to diffusion is the Gibbs free energy difference

betwecn the two regions, one of which has a high solute concentration and the other with

a lower value. Under these conditions, the solute will move from a region of high

concentration to that of a lower concentration. The diffusion coefficient is a measure of

the rate at which the concentration difference between the two regions reduces to zero.

It is determined by factors such as the surrounding medium and the thermal mobility of

the diffusing particles (1-4).

Diffusion across membrane materials has been examined, previously, in order to

characterize the polymer's structure and behaviour. Most methods desccibe the inter­

diffusion of one polymer layer into another or the diffusion of organic solvents into the
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polymer (2). Fewer methods have been developed to examine the diffusion of water or

electrolyte species though a polymer; however. several conventional techniques have been

examined for monitoring diffusion and determining diffusion coefficients in polymers.

One method which can be used to study the diffusion of water or other species

through a polymer utilizes optical and luminescent indicators. A material which

luminesces under ultraviolet radiation, or which changes the luminescence of the material

through which it passes, can provide information about the depth of penetration of a

diffusant. The penetration of water into a membrane can be examined by adding

luminophors to the water and monitoring the integral luminescence with time. If there

is any inhomogeneity of the diffusion process with depth, the integral intensity monitored

versus time will not be easily interpretable by the theory. A1ternatively, if destruction of

the sample is permiued, another technique involves taking microtome sections of the

material. These sections are examined under UV radiation as a function of the time the

polymer has been exposed to a solution containing the diffusant. The disadvantages of

this method are that the method is ,:::structive, and the time evolution of the concentration

profile of diffusant can only be resolved in the slowest cases (2).

Another means of determining the diffusion coefficient of a substance measures

the change in intensity of radiation from a radioactive tracer as the substance diffuses

through a membrane into an adjacent solution (5, 6). This experiment may be conducted

in an arrangement in which a compartrnent on one side of the membrane is filled with

electrolyte (containing the salt of the ion of interest), doped with a radioactive tracer. On

the other side of the membrane, a second comparnnent contains a solution with the same
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concentration of the salt. After a time period, an aliquot of the solution in the second

compartment is removed and analyzed with a radiation counter. By measuring the change

in the radioactivity in the second compartment, the rate of diffusion of the test ion

through the membrane can be monitored. A disadvantage with this system is that only

diffusants which have a radioactive isotope can be examined (6).

Another method used to determine the diffusion coefficient of species in a

membrane is the study of sorption and desorption of gases or the swelling caused by the

sorption of Iiquids. These techniques are outlined in references (2, 7, 8). Eisenberg et

al examined the sorption of water and eleetrolytes in Nafion. The procedure involved the

immersion of a dry piece of membrane material into a solution containing the diffusant

of interest, and the examination of the weight change of the polymer over time. For a

plane sheet of a polymer with thickness 1, where the bulk concentration of the diffusing

electrolyte is known, and where the surface concentration of the electrolyte is maintained

at a constant level, the apparent diffusion coefficient (after several approximations,

including the assumption of very long observation times) is given as

D= 0.04919

(tl1~1fl
(6.1)

where t is the time when half of the equilibrium concentration of the diffusant has entered

the polymer (3, 9). The measurement of water uptake in the membrane was performed

by determining the weight change in the membrane from time zero until an equilibrium

weight (very small weight change with time) was ~btained. The difficulty in using this

method is that it requircs days for the total weight gain to be obtained;{9).
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Xu et al measured diffusion coefficients of substances penetrating polymers using

allenuated total reflectance (ATR) infrared spectroscopy. This technique, unlike mest

c1assical measurement methods, offers the possibiliry of spatially resolving the optical

absorption of the diffusant with depth. The intensity variations of the infrared bands \Vere

monitored versus time in order to examine the movement of the diffusant into and out of

the polymer. The advantage of the technique is that multiple diffusants can be measured,

as long as they have different infrared absorption peaks. This same advantage is also one

of the limiting features of the technique, since it only applies to infrared absorbing

species, and most solvents absorb in wide regiolls of the infrared spectrum. Another

disadvantage of this technique is that the crystal requires a flat surface for adhesion of the

sample to the ATR element. Also placement of the crystal adjacent to the diffusing

species may result in the perturbation of the surface and the diffusion pallem, requiring

modifications of the analytical model used to interpret the data (2, 10).

The diffusion coefficients of electrolytes in a polymer film have been deterrnined

using electrical-conductivity measurements, in which assumptions are made to relate the

solution conductivity to the diffusion coefficient. The approximations generally assume

that a homogeneous polymer is present and that the diffusion coefficient is independent

of the eleetrolyte concentration in the poly:ner film (11). The measurements using this

technique are made using a conductiviry bridge, employing a cell consisting of two

compartments (each containing an eleetrode), which are separated by a membrane, which

forrns a barrier between the two sections of the cell. The equilibrium resistance of the

membrane was measured initially, after exposure to the eleetrolyte solutions for a given
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time, R(t), as weIl as once the membrane has reached equilibrium with the electrolyte

solution, R(t). A plot of In(l-[R(t)!R(t)]) versus time can be used to determine the

diffusion coefficient if the thickness of the membrane, X, is known (11). The relationship

between the resistance and the diffusion coefficient is given by the folIowing equation

(assuming that R(t) is known):

In[l- R(f) ]
R(t)

(6.2)

6.3 USE OFTHE MIRAGE EFFECfTO EXAl\lINE DIFFUSION IN MEMBRANES

Most of the above methods for determining the diffusion coefficients and studying

the diffusion process measure an integral concentration, or a slow variation in the mass

flux through one surface. The disadvantage with these methods is that they do not

directly resolve the spatial concentration profile with time. Interpreting the data requires

the selection of a model which correctly identifies the transport mechanism for that

system, and the results obtained are dependent on the model chosen. In many cases, the

as.~umed model is simple Fickian diffusion with a concentration independent diffusion

coefficient, and often with further simplifying assumptions (eg. one dimensional diffusion,

long observation times). AIly departures of the experimental behaviour from these

restrictive assumptions, will yield misleading or unrealistic results.
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Mirage effect spectroscopy is able, ;n principlc. to dcpth profile th, optical

absorption coefficient in the membrane dircctly. The advantage of this technique is that

the concentration profile can be resolved as a function of time. Most prior work in this

area has been in the direct probing of a concentration gradient above the sample surface

where this gradient is established by electrochemical processes in the cell rather than by

a photothermal mechanism (12-15). The mirage effect results from a change in the

refractive index, which in the case of reactive electrolytic solutions, is comprised of IWO

components. One component originates from the thermal waves caused by absorption of

the modulated heating beam, and the other component, from the concentration gradient

formed from the diffusion of the electrolyte across the membrane. The experimental

conditions that can distinguish the IWO effects have been previously investigated (15). By

altering the position of the probe beam relative to the electrode, the contributions from

the thermal diffusivity and the ion diffusivity can be separated and calculated. For

example, contributions to the change in the refractive index arising from thermal waves

occur on a different timescale to that of ionic waves; however, there is a greater

contribution to the refractive index gradient from the mass diffusion of the ion. Ionic and

thermal diffusion coefficients were determined and were found to be in gooJ agreement

with the Iiterature values (15).
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PROPERTIES OF NAflON MEMBRANES

The study of the transport of ions or neutral species aeross polymerie ion exehange

membranes is of interest in many industrial applications. The use of these membranes

is defined by their physical and ehemical properties. This ehapter will foeus on ion

transport in a specifie membrane, namely Nafion (Nafion is a registered trademark of the

E.J. DuPont de Nemours & Co.). Nafion is an ion-exehange membrane eonsisting of a

poly(tetrafluoroethylene) baekbone with pe;fluoroether side ehains eontaining sulphonie

acid endgroups. This structure results in a strongly hydrophobie baekbone and

hydrophillie terminal groups (16). Fig. 6.1 shows the ehemical formula for Nafion

membranes develope~ by DuPont (17, 18). Nafion is a high moleeular weight polymer,

-[ (CFrCFs).-CFrCFsl.
1
o
1

CFs
1

CFaCF.
1

o-CF.CF.J3O,JJ
(m=6-13.5.1l= -1000.11-1,2,8...)

Figure 6.1: The ehemical formula for Nafion membranes developed by E.I.
DuPont de Nemours & Co.
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exhibiting an ion-c1uster morphology. Fig. 6.2 illustrates this structuf:ll model for Nafion.

Figure 6.2: Structural model for Nafion membranes. Region A - fluorocarbon:
region B - interfacial zone; region C - ion-dustcr rcgion (19).

ln these ion-clustered polymers, there is no cross-linking and the aggregatcd ion-c1usters

are phase-separated from the water and the fluorocarbon material (17). The structure

proposed for Nafion consislS of three regions: an ion c1uster region, an interfacial region,

and a fluorocarbon region. These structures appear to be homogeneously distributed over

the bulk of the film (19). The presence of these ion clusters result in the unique

mechanical and transport properties of the polymer material (20). Sakai et al cstimated

that the clusters located in the membrane had dimensions of approximately 50 x 10·\0 m,

and that these clusters were connected by narrow channels of approximately 10 x 10"0

m (21).
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Nafion materia! has been used in many industrial applications due to pi"operties

exhibited by the polymer, such as its chemical stability, its 'permselectivity, and its high

conductivity. For example, Nafion has been used in applications such as the chlor-alkali

industry (5, 22,23), fuel cells (24), and coatings for modified electrodes (18, 25-29). The

permselectivity of the membrane results from the ability to allow the passage of the

cations but not those of anions. Several workers in the field have investigated the

permeability and selectivity of this cation-exchange membrane (8, 9, 16, 19, 20, 30-34).

Although Nafion is important in industrial processes, the reason that this

membrane material was chosen for this study is due to its well characterized transport

properties, and ils structural morphology, which exhibits severa! different diffusion

l'rocesses depending on the nature of the ionic diffusant (35). The cluster ion regions of

Nafion interact with ions having a large charge density resulting in sorption of the ions.

The diffusion coefficients were found to be in the range 1.0 x 10-8 m2/s - 1.0 x 10.10 m2/s.

The interfacial region usually interacts with larger ions, containing hydrophobic

functionalities, and leads to a different transport process, ie. one which has a diffusive

behaviour. The diffusion coefficients were found to be in the range 1.0 x 10.10 m2/s - 1.0

.\. 10.12 m2/s (35). The diffusion coefficients in the third region, that of the fluorocarbon,

are very slow, primaIily involving non-ionic diffusants, and were not of interest to this

work. The other IWO diffusion behaviours will be discussed in more detail in section 65.
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6.4.1 Determination of Diffusion Coefficients in Nafion Membranes

Several workers have examined the transport behaviour of clectrolyles acros.~

Nafion membranes (5, 6). Wang et al used UV-Visible spectrophotometry in a flow

through cell to .neasure the diffusion coefficients of copper, cobalt, and chromium ions

into Nafion membranes. The spectral cell consisted of two solution regions. of known

thickness, and a Nafion membrane, of known thickness, inserted between the !wo flow

through solution compartrnents. The solution flow rate was ma:ntained constant on eithcr

side of the membrane so that the absorbance would be constant outside the membrane.

and any variations in the total ccII absorbance would be due to the uptake of cations by

the membrane. The differential absorbance was monitored over time until the absorbancc

in the membrane became constant, indicating that the Nafion was satur.lted with metal

ions. From the time dependence of these absorbance measurements, the apparent

diffusion coefficient was determined for the cation species (35).

The theoretical model which was derived to explain the transport of species into

the cluster regions of Nafion included the effects of diffusion as weil as the reversible

coordination of the ions to the sulphonate sites in the ionomer membrane (sorption). This

wiII result in a portion of the diffusant being electrost;:,i,.,,'ly bound to the membrane's

ionic clusters, while another componeet ôf the species is able to diffuse freely into the

interfacial regions of the membrane. The assumptions made by Wang et al for their

model were as follows: the sorption proccss was reversible, the diffusion of the metal ioes

in the solution domains of the Nafion membrane was determined by Fickian diffusion,



• 170

\Vith a concentration independcnt diffusion cocfficicnt. no intcr-diffusiœ bctwccn bound

diffusant and counter ion \Vas assumcd to occur. Thc diffusion coct1ïcicnt of thc

exchange counter ion (typically H'). \Vas assumcd to be vcry largc rcl:nivc to that of the

diffusant ion.

If inter-diffusion applies, the chemical interactions bet\vecn the displaced countcr

ions and the diffusant ions bound to the ion-exchange sitcs can bc given by thc following

trcatment. The following equilibrium is assumed for the cation in thc frce (Cr) and bound

(Cb) states of the form:

(6.3)

where the rate constants are given by ko and k( (35). Samec et al used thc following

modified diffusion equation to describe the inter-diffusion of !wo exchanged ions. A (H'

ion for example), and B (the ion of interest), in Nafion:

ac.
a[DAB(-')]

axaCi _- - --:----al ax
(6,4)

where °Aa is the diffusion coefficient for the inter-diffusion of A and B, and is given by:

(6.5)

where z; is the charge on the ion and CI is the ionic concentration,

If the assumptions are made that the diffusion of the H+ ion is very fast relative

to the ion of interest (DAZA2CA » Daza
2Ca), and that the membrane sites are ooly

fractionally occupied by B (Ca « CJ, equation (6.5), with division by DAz/CA•

becomes:
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(6.6)

This indicates that the inter-diffusion coefficient is equivalent to the diffusion coefficient

of the ion of interest (e.g. the diffusant) (36), and is approximately independent of the

counter ion.

6.4.2 Diffusion-Reaction Model

The transport behaviour of ions in Nafion membranes is not weil understood (17);

however, several workers have used theoretical mass transport models 'Nhich incorporate

Fickian diffusion and sorption (ion exchange) to describe the ion transport in Nafion

membranes (35-38). In this section, a one-dimensional transport model incorporating ion

cxchange interactions bctween the diffusant and the binding sites is presented. The

assumptions made are that the sorption processes (equation (63)) occur very rapidly on

the time scale of the experiment (whereas the diffusion of the species is much slower),

and that the rate constant of the binding of the diffusant species is large relative to the

rate constant for dissociation of the diffusant/sulphonate ion pair.

The general equation (in one dimension), for diffusion in which adsorption of the

diffusant occurs is:

(6.7)
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whe~e D is the diffusion coeffi.:ient and C. is the concentration of the diffusing substance

which is immobilized by adsorption into the membrane. The latter is ùirectly related to

the concentration of the diffusing species. Cr. by the general relation:

(6.8)

where R is a constant defining the proportion of species which are bound (c,,). versus

those which are fiee to diffuse (Cc) (R = k,!kb) (37). ln the development of this model.

the relationship given in equation (6.S) is assumed to be linear (n=I). This results in the

following relationship

(6.9)

Fig. 6.3 shows a schematic of the geometry of the system where region 1 and 3

contain a fluid phase and region 2 is the membrane material. The concentmtion in e;\ch

of these regions can be given by the following equations

1 dei

D, dl
= 0 (Region 1) (6.10)

(Region 2) (6.11)

= 0 (Region 3) (6.12)
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probe beam

region 3

C., = C.

rcgion 2

C, = 0

membrane

region 1

C, = 0

Figure 6.3: Schematic diagram of the system geometry, showing the two regions
of solution (region 1 and 3), and that of the membrane (region 2).

where the concentration and diffusion coefficients of the species in regions 1, 2, and 3,

are givcn by C" C:, C3 and DI' D:, D3, respectively. Evaluation of these expressions is

pcrformed by means of the Laplace transform method (39). The Laplace transforms in

equations (6.10), (6.11), and (6.12) are written for the homogeneous equations of the form

(6.13)

where

and where s is the Laplace domain variable.
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ln regic:! 3. thcre is an additional terra introduced. due to the contribution of the

initial concentration present in that region (-:X<X<-ON)' This terrn can be gi\'en by

equation (6.14):

where 'a' gives the position of the back wall of the rear cel! compartment. lUC-ex + 0N»-

U(-(X+(ON+a)))] defines the region where the initial concentr.ltion is present. and q, =

vs/vOJ• By integrating this expression within this region. the following expression resulL~

for the initial concentration present in region 3

(as a- -00)
(6.15)

The Laplace transforrns for the three regions can then be given by the following

expressions:

(Region 1) (6.16)

(Region 2) (6.17)

(Region 3) (6.18)

where A; are boundary coefficients, qi = VS/VOl is a diffusive mass transport length, and

qT is a mass transport length, given by
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(6.19)

Application of concentration and concentration flux continuity boundary conditions

at the interfaces, results in the following expressions:

ac x=O C,(x,s) = C~(x,s)

. \ (6.20)
-D, dC,\ = -D~ dC.~1 -h ~fC~(x,s)i

dx k=o dx k=o kb lT=O

and

(6.21)

dc~l kf l = -D3
dC3 l-D._ ...h -C.(x,s)

• dx ·=-ON kb - =-ON dx =-ON

where h is the mass transfer coefficient, kr is the rate constant of the free diffusant

binding to the ionic sites, and kt" that of the release of the bound diffusant.

Application of these boundary conditions results in a set of linear equations in the

boundary coefficients, A,:

(6.22)

(concentration continuity at x=O boundary)

(6.23)

(concentration flux continuity at x=O boundary)
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(concentration continuity at X=-ON boundary)

(6.2~)

(concentration flux continuity at X=-ON boundary)

The parameters B,~, BJ ;:> and y are defineà as follows

k
h2.

k
Y - r

- D~qT

(6.26)

Once the parameters. A;, are evaluated, then the concentr.ltion profile in the

membrane, and in region 3 (where the diffusant is initially concentrated), is solved. The

effective length over which mass transfer is possible can be given by h - qT" The

following simplification can then !Je made to y:

assume s<kb,k,

jD;. ks
(ks+kF)

A h =
.fS

then y = -
kF

(ks+kF)

. (6.27)
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The inverse Laplace transforrn is solved (by means of mathematical tables) (39),

resulting in the following expressions for the concentration in regions 2 and 3:

(6.28)

wlzere

and

(6.29)

Thesc two expressions are then evaluated by calculations using routines written in

MATLAB software (TM The Math Works, Natick, Mass).

65 EXPERIMENTAL RESULTS AND DISCUSSION

65.1 Introduction

The use of the mirage effeet as a probe of the diffusion process, by examining the

migration of a coloured species as a diffusant in Nafion is exarnined in this section. The

cationic species selected for investigation were chosen according to the following criteria:

they exhibited a high absorption coefficient (within the wavelength range of an Argon

laser (514 nrn) or a dye laser (580 nm - 610 nrn)) at low concentration, so that they could
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be stl'died: the transport behaviour of the speeies needed to be well defined or gener..lly

predietable; the cationie species had to penetrate the Nafion film (21 () ,um) in a reasonable

amount of time « 6 hours). The first speeies ehosen was tris(1,10-phenanthroline)iron(lI)

sulphate whieh absorbs strong1y at 514 nm. In Nafion its diffusion behaviour is simi1ar

to that of RU(bYP)32
+ eomplex (35, 36), which was found to follow a diffusive behaviour

due to interaction mainly with the interfaci~l domains in Nafion. The next test ion

examined was tetraammineeopper(lI) sulphate, whieh absorbs strongly at 590 nm, and

which is expected to interaet mainly with the cluster ion regions of Nafion. The third

cation was hexaaquochromium(llI) sulphate, known :0 interaet with the eluster ion region.

In this latter case, the hexaaquochromium(lII) ion was leaehed from a stained membr:me

(absorption at 590 nm). The last cationic complexes cxhibit reduced ionic radii,

compared to the tris(l,lO-phenanthroline)iron(lI) ion, and are expected to inter.tct mainly

with the ion-cluster regions, resulting in a markedly different sorption diffusion behaviour

(e.g. rapid sorption) (35).

65.2 Preparation of Nafion membranes

Nafion sheets (equivalent weight, EW, of 1100) were purchased from Aldrich

Chemica1 Co., and the thickness of the dry membrane material was measured to be 210

pm (:!:5 pm). Once exposed to air, the residue on the surface is slowly oxidized forming

a yellow discolouration on the material. In order to depth profile the membrane, ail

residuaI colour not associated with the species of interest, was eliminated. This
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discolourdtion was removed by boiling the membranes in 1.0 M nitric acid (reagent grade)

for 2-3 hours, and then the excess acid was removed by boiling the membranes in

distilled water for 2-3 hours. The membranes were then stored in deionized water until

they were used (40).

65.3 Experimental Results and Discussion on Cationic Species Exhibiting Diffusive

Behaviour in Nafion Membranes

The mirage effeet instrumental apparatus described previously (Chapter 2) was

used to study the diffusion in membranes. The schematic of a special ceU designed to

study diffusion can be found in Fig. 6.4. A Nafion membrane is stretched over the

opening (Fig. 6.4, labeUed 1 in diagram) of a rear compartrnent constructed of delrin, and

a cap is placed over the membrane, and tightened to keep the membrane taut. This

assembly is inserted into the main body of the cell (Fig. 6.4, labelled 4 in diagram). Four

index spots are placed on the membrane to aUow for precise calibration of alignment of

the probe beam above the surface (see section 2.4.3). The membrane is equilibrated in

0.005 M sulphuric acid (ca. 18 hours) and then mounted in the ceU. Both front and rear

compartrnents of the ceU are fiUed with 0.005 M sulphuric acid and measurements are

taken for the initial alignment of the membrane relative to the He-Ne probe beam. Ali

the impulse response data were recorded with 100 Hz frequency sweep.

At t=O, a 0.01 M solution of tris(l,lO-phenanthroline)iron(ll) sulphate is injected

into the rear compartrnent, and a complete turnover of the solution in the rear

compartrnent is made to ensu."e that a constant (known) concentration is present in this
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Figure 6.4: Schematic diagram of the cell used to study diffusion in Nafion
membranes (1 - membrane surface: 2 - excitation source; 3 - glass
window; 4 - front solution compartment).

compartment. An absence of convection cells in the rear compartment was confirmed

over time by uniform lateral staining of the membrane. As the cationic speeies diffuses

into the membrane, and unèergoes sorption as weil as diffusion, which may cause the

membrane to expand. In order to avoid large variations in the movement of the

membrane, the net differential concentration change of the ions in solution (and the

membrane) must be maintained close to zero. This reduces the effect of osmotic pressure

and the Donnan potential across the membrane (41).

Impulse response data are taken by altemating the position of the pump beam

between an index spot (to locate the surface position at aIl times during the course of the
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experiment) and a region of the membrane where the ionie species is àiffusing. By

monitoring the surface displacement, the expansion of the film due to the sorption process

can also be examined. The surface position is required to aceurately referenee the depth

profile of the ionic species as it diffuses into the membrane (see section 2.4.3).

The diffusion of the coloured complex was monitored over a period of about 350

min. The measurement was stopped once the time dependenee of the impulse response

stopped changing significantly. For the tris(l,lO-phenanthroline)iron(II) ion examined in

this first study, the optical density in the me:nbrane is confirmed to be several times

greater than that in solution. This result is expected since perfluorosulphonated

membranes, in general, are known to concentrate ions (28, 35, 36).

Several replicates of the experiment were performed, using a freshly prepared

picce of Nafion membrane in each case. In ail but one case, the swelling of the

membrane due to sorption was very fast, causing the membrane to swell c10ser to the

probe beam passing along the membrane surface. Fig. 6.5 shows the impulse responses

of one data set (at representative times) obtained for the sample region (the traces are

offset from cach other for ease of presentation). The impulse responses show a variation

in time, but this is due to a combined effect of swelling of the membrane (which changes

the surface position) and the migration of the absorbing ions across the membrane. The

swclling behaviour of the membrane seen in these experimental respoDSes can be

corrected from the measured variation in the probe beam offset positions in time. In

order to monitor the contribution of the optical profile, as the cationic species moves

through the membrane, the inverse scattering model of Chapter 5, is used to reCODStruct
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Figure 6.5: The experimental impulse responses data (at representative times) for
the sample region. The traces are offset from each other by 0.4 units.
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the heat flux profile from the experimental data.

The heat flux reconstructions were made using basis sets with probe beam offset

values obtained from the index spot measurements for h(t). A sample thickness of 425

pm was assumed to accommodate any possible contributions of optical absorption from

the rear compartment. Fig. 6.6 shows the recovered heat flux profiles for representative

times in the experiment.

The heat flux reconstructions arc then used to obtain the optical absorption

coefficient profiles (as outlined in Chapter 5). To perform the calculation of B(x), the

membrane thickness was measured and found to be 210 pm (:!:5 pm). The solution in the

rear compartrnent has a lower absorbance than that present in the membrane (0.373 a.u.

versus 2.28 a.u.); therefore, it is not expected to contribute substantially to the optical

profile. For this reason the optical absorption coefficient profiles are reconstructed using

the actual sample thickness (210 pm) and the optical densiry of the membrane measured

as a function of time. Fig. 6.7 shows the optical absorption coefficient profiles (using the

same representative times as indicated in Fig. 6.6).
:::

The absorbanee in the membrane was measured as a function of time using a UV-

Visible spectrophotometer (under paral1el conditions as those in L'le experiment, except

the membrane was removed at various times and the absorbance was reeorded). The

optical density of the film was found to be invariant with time (after t =126 min.), which

varies from the expected behaviour (an increase in the oplical density with lime is

c.,..peeted). However, if we eonsider that a blank piece of Nafion membrane scatters light

(at levels as low as 1%), and this level of light scattering is sufficient to produce spectro-
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Figure 6.6: Recovered heat flux profiles (at representative times) for the sample
region.
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photometer saturation above an optical density of 2.0 (42). then it becomes clear that the

film is optically saturated under the experimental conditions. Therefore. no effective

variation with time is observed, and the recovercd B(x) profiles are only estimates. albdt

poor ones, of the film's true optical density.

In order to compare the optical absorption profiles with the concentration profiles

predicted from a model, C(x,t) were dctermined theoretically by using equation (6.28) and

(6.29). The parameters required by the model were selected by the following

considerations. The initial solution composition in the front and rear compartmenl~, and

in the membrane, was predominantly water. A diffusion coefficient of 1.0 x 10.111 m~/s

was chosen for the water (35), which is several orders of magnitude greater than the

diffusion coefficient of the complex species. The value estimated for the ionic complex

species was 1.0 x 10"~ m~/s, which is within the range for diffusion coefficients of similar

cations (35). The value of R used (see equation (6.28) and (6.29»), defines the ratio of

the rates of formation of bound species to that of the dissociation of the complex to the

free cation. A 10 fold value was estimated for this parameter from measurements of the

optica1 density of the membrane and a similar thickness (210!JfCI) of the rear compartment

solution, also, k,,«Jcr. The other parameters entered were the experimental observation

:imes and the spatial resolution. Fig. 6.8 shows the normalized concentration profiles

obtained as a function of lime.

The experimental B(x) prc-files (Fig. 6.7) show a relatively small variation between

the traces, while the theory predicts a large resolvable variation in C(x,t) (Fig. 6.8). The

reason for this discrepancy must be explained. The greatest variation can be seen at the



• 187

earliest times in the experiment (less than 100 min); there is little variation belWeen the

experimental B(x) profiles, while the C(x,t) traces (which are proportional to B(x)) show

a substantially greater variation.

In order to explain this discrepancy, the recovery of B(x,t) from the theoretical

C(x,t) must be made and the pattern of errors in the reconstructions examined. AIso, the

resolution limit of the inverse reconstruction with a given level of noise (3%) on the basis

must be considered. The line spread of the resolving kernel for the basis sets used was

determined, by placing a delta function at a depth of 210 !lm (corresponding to the back

of the film) (see Chapter 5 for more detail), and examining the broadening due to the

reconstruction of the heat flux profile at that position. Fig. 6.9 shows the experimental

hcat flux profiles at early times (t :s 100 min.), and the resolving kernel for this

theoretical delta function reconstruction. It is clear that aIl of the experimental heat flux

traces lie within the resolving kernel (for a given level of noise, that of 3%); therefore,

these profiles cannot be expected to be resolved.

At later times in the experiment (greater than 100 min), the experimental B(x)

profiles show a greater variation relative to each other, but they continue to differ from

the concentration profiles. In order to make a direct comparison belWeen the theoretical

concentration profiles and the experimentally reconstructed B(x), C(x,t) must be subjected

to the same analytical treatment as the experimental data. From the measured extinction

coefficient for trïs(l,lO-phenantbroline)ïron(ll) sulphate, the theoretical profiles of the

optical absorption coefficient.B(x,t), were computed corresponding to C(x,t). These were

then used to calculate heat flux profiles from theory, and to prediet the expeeted mirage
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effect signal. The resulting theoretical ME impulse responses are then inverted using the

inverse model. This allows an evaluation of the influence of the experimental instrument

on the reconstruction of the B(x) profiles from the theoretical data. These recovered heat

flux profiles are then compared with the experimental results.

The heat flux profiles reconstructed from theoretical data by the inverse method

(Fig. 6.10(a)), show the same pattern of errors in the reconstruction of B(x) (Fig. 6.1O(b)).

as the those recovered for the experimental data. These errors are clearly due to the

inherent errors associated with the inverse reconstructions and broadening of the heat flux

profiles produced at the assumed level of noise on the basis set. Further uncertainty in

the apparent diffusion coefficient of the cation in the membrane material, and variation

in the membrane thickness (the model uses an assumed thickness of 210 ,.an) are also

possible errors, but these appear to be below the resolving power of the reconstructions.

Fig. 6.11 shows a comparison of the theoretical reconstructed heat flux profiles

relative to the experimental heat flux reconstructions. These show a good agreement

between the traces. Replicate data sets show a slightly greater variation; this could be

associated with the errors mentioned above. It has been shown, that this difference may

be due to small errors in the estimate of the peak optical absorption coefficient value of

the film or of the film thickness.

The diffusion behaviour and the value of the apparent diffusion coefficient seen

for this system, is consistent with the value of D found in the literature for ion complexes

diffusing in the interfacial region of the polymer. Variations in the values of the diffusion

coefficients cao be attributed to differences in the preparation of the Nafion membranes.
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Samec el al show that a change in the water content of the membrane can effect the

diffusion coefficient in the polymer. The ion diffusion coefficient will increase with an

increase in the water content of the membrane (36). Boiling the Nafion membranes in

water (sec section 6.5.2), for example, is known to incrcase the water content capacity,

and this can lead to increases in the value of the apparent diffusion coefficient as

compared with diffusion coefficients for similar ions mentioned in the literature.

The resuits obtained are generally consistent with known properties of Nafion and

diffusion of this type of probe molecule. The sorption in this film occurs on a time scale

of minutes, whereas the diffusive behaviour that of hours. Furthermore, the

concentrations are low enough to confirm the absence of inter-diffusion. Based on these

assumptions, the derived model is applicable to describe this system. It may be argued

that other models may account for the experimental profiles at this level of unccrtainty

in the reconstruction; however, the results in this study show that the diffusive behaviour

is physically reasonable, and generally consistent with known data for Nafion.

6.5.4 Experimental Results and Discussion on Cationic Species Exhibiting Sorption

Behaviour in Nafion Membranes

In order to study the effeet of another cationic species, the membrane was

equilibrated overnight in 0.1 M ammonium hydroxide solution. The membrane was then

installed in the cclI and both the front and the rear compartments were filled with 0.1 M
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ammonium hydroxide. Again measurements were taken for the initial alignment of the

membrane relative to the He-Ne probe beam.

At t=O, a 0.1 M solution of tetraamminecopper(II) sulphate was injected into the

rear compartment, with a complete turnover of the solution in tht' rear compartment. A~

outlined in section 6.5.3, the membrane underwent swelling due to sorption as the cationic

species diffuses into the membrane. The same procedure as described in the previous

section was fol1owed for obtaining the impulse responses. Again the diffusion of the

coloured complex was rnonitored over a period of 350 min, and several replicates of the

experiment were performed, using a freshly prepared piece of Nafion membrane in each

case.

Fig. 6.12 shows the impulse responses (at representative times) obtained for the

sample region (the traces are offset from each other for ease of presentation). In order

to determine the effect of the diffusing cationic species on the optical profile as the

species moves through the membrane, the inverse scattering model of Chapter 5, was used

to reconstruct the heat flux profile from the experimental data.

The heat flux reconstructions were made using basis sets with probe bcam offset

values corresponding to those obtained for the index spot for each set of experimental

data. A sample thickness of 425 pm was assumed for the reconstructions, accounting for

the enhanced contribution of the optical absorption in the rear compartment. The optical

absorption of the tetraamminecopper(lI) ion in the membràne was measured to be 0.68

a.u. (from UV-Visible spectrophotometer measurements).
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Figure 6.12: The experimental impulse responses data (at representative times) for
the sample region. The traces are offset from each other by 0.2 units.
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The optical absorption coefficient protïles (at several reprcsenlative times) arc

presented in Fig. 6.13. The profiles are essentially identical (from the earli,'sl limes to

the later times), and this trend was reproduced in ail but one of the replic:lte experiment:ll

data sets (sample size of four sets). The recovered profiles showed no sensitivity to errors

in measured optical density of the film or film thickness, and could be repeated over

multiple replïcates of the film. In addition, shifts in the front surface position had no

effect on the forro of the profile, provided enough back surface space was available for

the reconstruction.

It appears that under these conditions, the concentration distribution in the film has

reached an effective steady state. A more sophisticated sorption diffusion model is

required (at a minim';!m) :0 explain these experimental results accommodating sorption

processes which occur on a timescale similar to that of diffusion. Diffusion of this

complex into the membrane may involve additional complicating proccs.~es such as the

interaction of the complex ion with the ion-c\uster sites, and the dis.~ocJation of the

complex in the film, resulting in several ionic species being made available to interact

with the ion-c\usters.
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655 Discussion on Cationic Species E.xhibiting Extreme Sorption Bchaviour in Nafion

Membranes

The third process examined was the sorption/diffusion of hexaaquochromium(llI)

ion in a stained Nafion membrane. The membmne was soaked with 0.25 M chromium

sulphate for 18 hours, and then installed in the cell with 0.05 M sulphuric acid. The

leaching of the chromium ion in the membrane occurs immediately, but monitoring of the

membrane can only be made after 05 hours. The reason for this is probably due to the

erratic swelling of the membrane at early times due to the fast sorption of the hydrogen

ion into the membrane, as the hexaaquochromium(III) ion is displaced. The variation of

the optical profile in ~e membrane was monitored over time. The experimental results

indicated that there was significant movement of the membrane occurring over the time

scale of the measurement of the photothermal response: This violates the measurement

assumptions for the photothermaltechnique, and interpretation of the experimental results

is therefore not possible.

65.6 Future Work in Examining Diffusion Processes with Mirage Effeet Spectroscopy

This study showed that diffusion processes in real systems can be probed using

the optical depth profiling capabilities of mirage effect speetroscopy. Nafion is a

complicated membrane material, consisting of three different regions which result in the

occurrence of different diffusion processes. The systems examined in this sludy (see
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section 6.S.1) provided insight into the transport properties of Nafion membranes by

providing a snapshot of the diffusion behaviour in time.

Further examination of diffusion processes of this material could be improved by

first using the inverse problem theory to conduct resolution tests on theoretical profiles

to provide an insight into the theoretical resolution of the instrument system (under given

conditions of alignment, sarnpling time, bandwidth). Of special concem is the minimum

time required to distinguish spatial variations in the concentration profiles at a given

resolution, or minimum concentration changes required in order to observe a measurable

spatial change at a given probe beam distance. Ultimately a limiting parameter in

measurements involving the use of the mirage effect technique will usually be the time

required for the heat to diffuse across the sample (of the order of milliseconds) to the

probe beam position. In order to examine the rapid diffusion processes across these films,

a thinner membrane and a smaller probe beam offset would be required. It is the use of

the inverse scatlering theory, applied to theoretical test profiles, which will aid in the

design and prediction of instrumental configurations with the desired resolution.

6.6 CONCLUSIONS

This chapter discusses the applicability of the mirage effeet to probe diffusion in

real systems, by examining the migration of coloured species into a membrane material.

The observed dependence of the concentration profiles can be accounted for by the

resolving power of the inverse reconstructions, over and above a small1evel of systematic
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error in the reconstructions. The depth dependence of the concentration profiles recovered

by these methods is able to provide insight into the diffusion process. which is not readily

achievable with other methods.
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UST Of CONTRIBUTIONS TO ORIGINAL KNOWLEDGE

1. The development of the instrumentation and methodology to permit accurate

quantitative depth profiling of optical absorbers in thin polymer multilayered films. These

include considerations such as the accurate determination of the probe bearn offset

position, and the effect of the pinhole and detector position on the linearity of the

photothermal response.

2. A theoretical model of a sample with depth variable optical absorption under the

conditions of one-dimensional heat conduction for a thermally homogeneous material.

This was applied to. the case of optical absorbers embedded in polymer films, and

provided nearly quantitative results in the depth profiling capabilities of the mirage effect.

3. Joint development with Prof. Power of a theoretical model using Fresnel diffraction to

quantitatively describe the perturbation of the probe beam by a laser induced "mirage".

4. Application of inverse problem theory to the Fresnel diffraction model for quantitative

and semi-quantitative modelling of optical absorption coefficient promes in thermally

homogeneous materials.

S. An analytical diffusion model assuming a diffusion-reaction mechanism to account for

the uptake of ionic species in a perfluorosulphonated membrane.
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6. The use of the mirage effect technique to reconstruct dynarnic concentration depth

profiles of optically absorbing ionic species in Nafion membranes. and to predict diffusion

and sorption coefficient data in such films.
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APPENDIXA

SATURATION BEHAVIOUR OF THE SAMPLE SIGNAL 6 - 00

(one dimensional case)

For a single absorbing layer at the sample surface, N=1, 0;.1 = 0 and 0; = 1 (with

1defined as the absorber layer thickness), and an absorption coefficient, 6, the saturation

behaviour of the sample signal can be described as follows, with 6 - 00.

The arguments of the error functions in equation (3 ??) are defined as

(A.l)

(A.2)

As 6-00, u" u2-00 and the error function may be simplified using the following

asymptotic expansion (1, 2):

(-1)m{1-3•. .2(m-1» ]

(2u")'" (A.3)
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Applying (A.3) to equation (3.22) (with w~»4a~t) and grouping ail of the factors

ahead of the summation sign gives:

[~ e~Ze~~~t]

.;;

+ (A.4)

If ail terms in e-lll are set to zero in (A.4), the following is obtained

Rearrangement of this equation gives:

-Z2/4a-.t [ 1e - 1a oc:~ -1
n .jxa.,t (_Z_ + 1)

- 2at~

The term in the denominator is expanded using the binomial theorem:

(AS)

(A.6)



• (l uY' = 1 up p(P-1)u~ .
2!

with truncation at the second term, and with p =-1.

Hence:

which ultimately, can be expressed in the form:

20?

(A.?)

(A.8)

(A.9)

when the appropriate leading constants have been assimilated into the proportionality

constant.

An expression of the form of (A.9) is available direet1y by differentiation of

equation (3.14) with q'(Xulo) = ô(Xu) ô(r.~.
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APPENDIX B

BEAM STOP ASSEMBLy

Design, electronic circuit, and computer code (ASYST) to control the beam stop

assembly. This al10ws the excitation source to alternate between the index spot and a

sample region.
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• : MOVE.BEAM.STOP
\ This does the following:
\ (1) sends signalto the solenoid (high or 10\\') to change ilS posilion
\ (bloeking one beam or the olher)
\ (2) rcccivcs signal from two microswitchcs indicating the succcs.~ of
\ the movement of the beam stop
\ (3) saves a string indicating the region being examined
\
\ the standard base address for LPTI is 378 HEX. 888 DECIMAL
\ the standard base addrcss for Lm is 278 HE)(. 632 DECIMAL

\ ..... N.B. - use Hnc 9 as SV source for switchcs .......

\ initialise the pins for case of rcading
128 888 PORT.OUT \ sets pin 9 HI. SV supply for switehes
4 890 PORT.OUT \ initialises ail pins BA+2 10 hi
\ ••••• DOWN POSITION: ENERGIZED ••••••
FLAG 1 =
IF

1S 890 PORT.OUT \ energized - OV. send Hlto pin 1. invened LO
\ move bcam stop to lower position

" \ index region " REGION ":=

\ Rcad lower mieroswiteh {rcad from BA+2 - pin #17)
890 PORT.IN \ is the beam stop in lower position
VALUE1 :=
VALUEI 8 #>MASK #>MASK
AND
MASK>II VALUE2:=
VALUE2 8 =
IF

CR " bcam stop in lower position" "TYPE
THEN

THEN
\ ..... UP POSmON : DE·ENERGIZED ••••••

FLAG 2=
IF

14890 PORT.OUT \ dronergized • SV, send LO to pin l, inverted HI
\ move bed.n stop to upper position

" \ sample region " REGION ":=

\ Rend upper mieroswiteh {rcad from BA+2 - pin #14)
890 PORT.IN \ is the beam stop in upper position
VALUE1 :=
VALUE1 2 #>MASK #>MASK
AND
MASK>II VALUE2 :=
VALUE2 2 =
IF

CR " bcam S10p in upper position" "TYPE
THEN

THEN
;

\--------------

::!lO



• APPENDIX C

\ File MTHEORYl.DOC
\ Programme: ASYST
\ Date 1S·FEB-91 Updaled IO·AUG-94
\ Written: Melodie Schweitzer

\ Programme la express Ihe theoreti..1interprelation of the mirage
\ effeet for a thermally homogeneous opli..lly inhomogenoeus sample,
\ eonlaining multiple layers of v:llying thick..ess and absorption
\ coefficients.

\ ••••• Detint scalar V3riabIcs and arrays •••••

211

DP.REAL SCALAR K
DP.REAL SCALAR KI
oP.REAL SCALAR K'
oP.REAL SCALo\R Z
oP.REAL SCALAR ZI

oP.REAL SCALAR Z2

oP.REAL SCALAR W
oP.REAL SCALAR LAMBDA
oP.REAL SCALAR X
oP.REAL SCALAR A

oP.REAL SCALAR y
oP.REAL SCALAR ALPHAI

oP.REAL SCALAR ALPHA2

oP.REAL SCALAR TR
oP.REAL SCALAR EPSILON
oP.REAL SCALAR Wadj

oP.REAL SCALAR SCALE
oP.REAL SCALAR VALUE
oP.REAL SCALAR oUMMYI
oP.REAL SCALAR oUMMY2
oP.REAL SCALAR oUMMY3
oP.REAL SCALAR oUMMY4

INTEGER SCALAR INDEX
INTEGER SCALAR N
INTEGER SCALAR M
INTEGER SCALAR JJ

oP.COMPLEX SCALAR J
oP.COMPLEX SCALAR Q

\ thermal eonduelivity of sample
\ thermal eonduetivily of gas
\ wavenumber (632nm)
\ (21 • zl) ; distance
\ position on z axis where mirage

\ signal oc:curs rel. to zero, woist
\ position on z axis where detcetor

\ aperature is loeated rel. to zero
\ w:list sizc on z axis

\ wovelenglh of He·Ne laser
\ position of beam in detcetor plane
\ offsot of He-Ne beam from sample

\ on x axis
\ position on y axis

\ thermal diffusivity in sas layer
\ (klrho'Cp)

\ thermal diffusivity in sample layer
\ (klrho'Cp)

\ lime resolution parameler
\ ratio of Ihermal diffusivilies

\ adjustmenl fador for woist size
\ as il expands along z axis

\ dummy variable
\ dummy variable
\ dummy variable
\ dummy variable

\ index 10 ineremenl layers (i)
\ lolal number layers in sample
\ lolal number layers plus one

\ index minus one

\ imaginary number 0.0 + I.Oi
\ ..l'd below



• DP.COMPLEX SCALAR QUANTITY
DP.COMPLEX SCALAR SIGMA
DP.COMPLEX SCALAR PHI
DP.COMPLEX SCALAR TMOD
DP.COMPLEX SCALAR TERMI
DP.COMPLEX SCALAR TERM4
DP.COMPLEX SCALAR Dl
DP.COMPLEX SCALAR D2
DP.COMPLEX SCALAR D3
DP.COMPLEX SCALAR D4
DP.COMPLEX SCALAR SI
DP.COMPLEX SCALAR 52
DP.COMPLEX SCALAR S3
DP.COMPLEX SCALAR 54
DP.COMPLEX SCALAR SS
DP.COMPLEX SCALAR S6
DP.COMPLEX SCALAR 51

\ ""I"d below
\ ",,1"d below

\ ",,1"d below
\ ",,1"d below
\ ""I"d below
\ cal"d below

\ dummy variable
\ dummy variable
\ dummy variable
\ dummy variable
\ temp storage
\ temp storage
\ temp storage
\ temp storage
\ temp slorage
\ temp storage
\ temp slorage

212

DP.REAL DIM[ 11 1ARRAY BETA(i) \ absorption coefficient in ith layer
DP.REAL DIM[ Il 1ARRAY BETA(i)SQ \ square of the BETA(i) coefficients
DP.REAL DlM[ Il 1ARRAY NR(i) \ non-radiative conversion faelor in

\ ith layer
DP.REAL DIM[ Il 1ARRAY I(i-l) \ inlensily of light at inpulto

\ ith layer
DP.REAL DlM[ Il 1ARRAY l.(i) \ length between layer i and i-l
DP_REAL OIM[ Il 1ARRAY RHO(i) \ position of the ilh layer re1:llive

\ 10 zero (i.e. quanlity is neg. )
DP_REAL OIM[ 11] ARRAY RHO(i-l) \ posilion oflhe (i-l)lh layer
OP.REAL DlM[ Il ] ARRAY Topt \ ""I"d below
DP.REAL OIM[ 11 ] ARRAY T(i) \ ""rd below
OP.REAL DlM[ Il ] ARRAY T(i·l) \ cal'd below
DP.REAL OIM[ 11 1ARRAY ox \ dummy array
DP.REAL DlM[ 11 ] ARRAY DOX \ dummy array
DP.REAL DIM[ Il ] ARRAY OOOX \ dummy =y

DP.REAL DlM[ 512 ] ARRAY INTENSITY.DIFF \ intensity diffraction signal
OP.REAL DIM[ 512 ] ARRAY TIME \ time base array
OP.REAL DIM[ 512] ARRAY ERRORI \ ERFC lerm 1
OP.REAL OIM[ 512] ARRAY ERROR::! \ ERFC term 2
OP.REAL DIM[ 512 ] ARRAY TERM2 \ card below
OP.REAL DlM[ 512] ARRAY TERM3 \ cal'd below
OP.REAL DlM[ 512 ] ARRAY TEMP \ a lemporary storage for a value
DP.REAL DlM[ 512 ] ARRAY PART \ a lemporary slorage for a value
DP.REAL OIM[ 512 ] ARRAY PARTI \ a lempomry stomge for a value
OP.REAL DlM[ 512 ] ARRAY PART::! \ a lemporary slorage for a value
OP.REAL DlM[ 512 ] ARRAY UNIT.CONY \ cal'd below
\ OP.REAL DlM[ 512] ARRAY INTENSITY
DP.REAL 01M[ 512 ] ARRAY 0 \ dummy array
DP.REAL DlM[ 512 ] ARRAY DO \ dummy =y
DP.REAL 01M[ 512 ] ARRAY ODD \ dummy =y
DP.REAL DIM[ 512 ] ARRAY DODO \ dummy array



• DP.COMPLEX DIM[ II 1ARRAY GAMMA
DP.COMPLEX DIM[ 11 ] ARRAY TERM5
DI'.COMPLEX DIM[ II ] ARRAY DDXI
DP.COMPLEX DIM[ 11 1ARRAY DDX2
DP.COMPLEX DIM[ II ] ARRAY DDX3

DP.COMPLEX DIM[ 512] ARRAY U
DP.COMPLEX DIM[ 512 ] ARRAY UNITI
DP.COMPLEX DIM[ 512] ARRAY EQI
DP.COMPLEX DIM[ 512] ARRAY EQ2
DP.COMPLEX DIM[ 512] ARRAY DDI

\-----------
: INITIALISE

\ cal'd below
\ cal'd below

\ dummy .rray
\ dummy .rray
\ dummy .rray

\ eleelrie field veelor. diff
\ cal'd below

\ p.rt of m.in equ.tion
\ p.rt of m.in equ'lion
\ dumm)' .rray
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\ Initialise the variables and arrnys to zero ........
\ Put the values in scicntific nolation •••••

NORMAL.DISPLAy
srACK.CLEAR

a K":= a K:= a KI :=
a ZI := a Z2:= a Z :=
aA:= ax:= ay:=
a w:= a LAMBDA:= a ALPHAI := a ALPHA2:=
a TR:= a EPSILON:= a W.dj :=
a DUMMYI := a DUMMY2:= a DUMMY3:= a DUMMY4 :=
a ERRORI := a ERROR2 :=
oTERM2:= a TERM3 :=
a TEMP:= a INTENSITY.DIFF:= a UNIT.CONV :=
a PART:= a PARTI := a PART2 :=
a BETA(i):= a BETA(i)SQ :=
a INDEX:= a JJ:= a N:= a l(i.l) :=
a RHO(i):= a RHO(i-l) :=
a Topt:= a T(i):= a T(i-l) :=
a TIME:= a NR(i):= a L(i) :=
oD:= a DD:= a DDD:= a DDDD :=
a DX := 0 DDX:= a DDDX :=
a a Z=X+IY GAMMA:= a a Z=X+IY TERMS :=
a a Z=X+IY TERMI := a a Z=X+IY TERM4 :=
a a Z=X+IY Dl:= a a Z=X+IY D2 := a a Z=X+IY D3 :=
a a Z=X+IY D4:= a a Z=X+IY EQl:= a a Z=X+IY EQ2 :=
a a Z=X+IY Q:= a a Z=X+IY QUANTlTY:= a a Z=X+IY SIGMA :=
a a Z=X+IY PHI:= a a Z=X+IY TMOD :=
a a Z=X+IY UNITI :=
a a Z=X+IY U :=
a a Z=X+IY DDl:= a a Z=X+IY DDXl :=
a 0 Z=X+IY DDX2:= a a Z=X+IY DDX3 :=



• 9.94E6 KO :=
J.OE-? y :=

\ wO\'enumber for 63:!nm
\ sel value of y

214

J5 5 SCl.FORMAT \ set nolalion for display

0.0 1.0 Z=X+IY
J := \ set J 10 0.0+I.Oi

\ --------
: INPUT.VARIABLES

\ ••••• Input values for known quantitics .......

\ CR "The following q"nlities will be used in the lheoretieal model" "TYPE
\ CR " in order to simulate Ihe experimental system. ""TYPE
\CR
\ CR " PI= enter Ihe parameters rclating 10 the physical " "TYPE
\ CR " sel-up of the instrumenl. ""TYPE
\ CR " Enter position of Ihermal hcating on z axis in m: ""TYPE
\ #INPUT ZI :=
1.039E·2 ZI :=

\ CR " Enler pos;tion of deleetor aperaturc on z axis in m: ""TYPE
\ #INPUT Z2 :=
J0.sOE-2 Z2 :=

\ CR " Enter waist size of Ihe Hc-Ne bcam on z axis in lI': ""TYPE
\#INPUTW:=
\ 4.266E-5 W:= \ for Ihe air detcetion medium
S.980E-5 W := \ for Ihe water delcotion medium

\ CR " Enter wavelength of pump bcam in m: ""TYPE
\ #INPUT LAMBDA :=
632.8E-9 LAMBDA :=

\ CR " Enter bcam offset position in the detcetor plane in m: ""TYPE
\ #INPUT X :=
0.0 X:=

CR CR " Enter He·Ne bcam offset from the sample in m : " "TYPE
#INPUT A:= .
CR CR
\ CR " Enter thermal diffusivity of medium above sample in m2/s: ""TYPE
\ CR " For air 22.6&6; For water J.42E.?; For oil 0.ll7'..E·7 " "TYPE
\ #INPUT ALPHAl :=
\ 22.6E-6 ALPHA1 :=



• 1.42E-7 ALPHA1 ;=
\ O.SUE·7 ALPHA1 :=

\ CR " Enter thermal conduetivily of medium above sample in W/m·K : " "TYPE
\ CR " For air 26.3E-3; For water 59S.0E·3 ; For oil 145.0E-3 "''TYPE
\ #INPUT KI :=
\ 26.3E-3 KI :=
59S.0E-3 KI :=
\ 145.0E-3 KI ;=

\ CR " Enter thermal diffusivity of the sample in mUs: ""TYPE
\ CR" For polymer 1.0E-7; For water 1.42E·7 " "TYPE
\ #INPUT ALPHA2 :=
\ I.OE·7 ALPHA2 :=
1.42E·7 ALPHA2 :=

\ CR " Enter thermal conductivity of the sample in W/m·K: ""TYPE
\ CR " For polymer 0.2; For water 59S.0E-3 " "TYPE
\ #INPUT K:=
\0.2 K:=
59S.0E-3 K :=

CR CR " Plcase enter the parameters for the sample being examined. ""TYPE
CR CR " Enter total numbcr of loyers in sample : " "TYPE
#INPUT N:=
N 1 + M := \ inercment N 10 aecount for the

\ infinitely thin layer

2 INDEX :=
INDEX
BEGIN

INDEX
CR " Sample layer" "TYPE INDEX. " : " "TYPE
CR " Enter layer thiekncss in m : " "TYPE
#INPUT L(i) [ INDEX 1:=
CR " Enter absorption coefficient : " "TYPE
#INPUT BETA(i) [ INDEX 1:=
CR " Enter non-radiative conversion efficlency factor : " "TYPE
#INPUT NR(i) [ INDEX] :=

1 INDEX + INDEX :=
INDEXM>

UNTIL

CR
CR " Enter the lime rosolution in s : " "TYPE
#INPUTTR:=

;
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\ lill the RHO(j) array

• \ ----------------_.-----------------_...._---
: PRELCALNS

\ ••••• Calculation of Z. Q. QUANTITY. EPSILON. Wadj •••••

l.(i)[ 2 ]
RHO(i) [ 2 ] :=
oRHO(j.l) [ 2] :=

3 INDEX :=
BEGIN

INDEX 1 - JJ :=
L(i) [ INDEX] RHO(j) [ JJ ] +
RHO(j) [ INDEX] :=

RHO(j) [JJ ]
RHO(i-l) [ INDEX] :=

1 INDEX + INDEX :=
INDEX M >

UNTIL
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oDX:=
1.0 l(i-I) [ 1 ] :=
2 INDEX :=
BEGIN

INDEX 1 - JJ :=
BETA(i) [ JJ ] L(i) [ JJ ] •
DX [ INDEX] :=
DX [ INDEX] DX [ JJ ] +
DDX [ INDEX] :=
DDX [ INDEX] -1.· EXP
I(j-I) [INDEX]:=
1 INDEX + INDEX :=
INDEX M >

UNTIL

TlMEORAMP
TlMETR •
TlME:=

\ fill jntensjty array. I(j-l)

\ ramp the time
\ create propcr time scale

Z2Z1-Z:= \ detcrmill3tion of the distance hclWccn
\ the mirage signal and detcetor apcraturc

ALPHA2 SQRT ALPHAI SQRT 1
EPSILON :=

\ determination of the value EPSILON

LAMBDAZ1·
DUMMYI :=
WW·

\ delcrmination of the adjustment factor
\ for the waist of the He-Ne bcam on

\ the z axis



• PI·
DUMMY2:=
DUMMYI DUMMY2/
W.dj :=

w w • \ delermin.tion of the v.lue Q

PI·
DUMMYI :=
DUMMYI LAMBDA /
DUMMY3 :=
DUMMY3J·
DI :=
ZI Dl +
Q:=

1. Z / \ determin.tion of the value QUANTITY
DUMMYI :=
1. Q /
DI :=
DUMMYIDI+
SQRT
QUANTITY :=

x Z / \ determin'lion of lhe v.lue of SIGMA
OUMMYI :=
DUMMYI QUANTITY /
SIGMA :=

y Z / \ delermin'lion of lhe v.lue of PHI
DUMMYI :=
DUMMYI QUANTITY /
PHI :=

\-------------
: OPTIMUM.TlME

\ • •••• Fill lhe lime parameler array TOpl •••••

2 INDEX :=
BEGIN

BETA(i) [ INDEX) BETA(i) [ INDEX) •
BETA(i)SQ [ INDEX) :=

1 INDEX + INDEX :=
INDEXM>

UNTIL
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• 2 INDEX :=
BEGIN

BETA(i)SQ [ INDEX 1ALPHA:? •
Topt [ INDEX 1:=
1 INDEX + INDEX :=
INDEX M >

UNTIL

\--_._------_.
: FILLTIME

\ ••••• FiU the other lime pal':lmeler arroys, T(i) and T(i-l) •••••
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ALPHA2SQRT
DUMMYI :=
2. DUMMYI'
DUMMY2 :=
2 INDEX :=
BEGIN

RHO(i) [ INDEX 1
DUMMY2
1
2. ••
T(i) [ INDEX 1:=
1 INDEX + INDEX :=
INDEX M >

UNTIL

2 INDEX :=
BEGIN

RHO(i-l) [ INDEX 1
DUMMY2
1
2. ••
T(i-I} [ INDEX 1:=
1 INDEX + INDEX :=
INDEX M >

UNTIL

;

\ delerminalion of the value of T(i)

\ determination of Ihe value of T(i-l)

\-------------
\ DP.REAL SCALAR SQR
\ 1. 2. SQRT 1SQR :=



•
•

\: ERFC

\ ••••• Ward to detcrminc ERFC for use in ASYST-l floppy .....

\ 0 SQR NORMALDIST
\ -1.00 • 1.00 +
\ 2.00 •

\ ;

\-------------
: DETN.ERRI

\ ••••• Determination of the first crror function •••••

4. ALPHAI •
DUMMYI :=
OUMMYI TIME •
0:=
DSQRT
DO :=
A 001
0:=

TIME Topl [ INDEX l •
000:=
OODSQRT
DO :=

T(i-I) [ INDEX l TIME 1
DODO :=
OOODSQRT
000:=

00000+
DODO :=
00000+
0:=

OERF
DO :=
1. 00-
\ 0 ERFC
ERRORl :=

;

\-------------
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• : DETN.ERR2

\ ••••• Dctennination of the second error function ......

4. ALPHAI •
DUMMYI :=
DUMMYI TIME •
D:=
DSQRT
DD :=
ADDI
D:=

TIME TOpl [ INDEX 1•
DDD :=
DDDSQRT
DD:=

T(i) [ INDEX 1TIME 1
DDDD :=
DDDDSQRT
DDD :=

DD DDD +
DDDD :=
DDDDD+
D:=

DERF
DD :=
1. DD·
\ D ERFC
ERROR2 :=

;

\-------------
: PARAMETER2

\ ....... Dctcnnination of TERM2 tO bc used in the main cquation .. III •••

EPSILON A'
DUMMYI:=
DUMMYI BETA(i) [ INDEX 1•
EXP
ODOX [ INDEX 1:=

ALPHA2TIME"
0000:=
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• DDDD BETA(i)SQ [ INDEX] •
EXP
D:=

DDDX [ INDEX] D •
DD :=

ALPHA2 SQRT
DUMMYI :=

BETA(i) ( INDEX] I(i-I) [ INDEX] •
NR(i) ( INDEX] •
DX ( INDEX] :=

PI DX [ INDEX] •
4••
DDDX [ INDEX] :=

DDDX [ INDEX] DUMMY1 1
DX ( INDEX] :=

DX [ INDEX] DO •
TERM2:=

\--------------
: PARAMETERJ

\ ••••• Determination of TERM3 for use in the main cquation •••••

BETA(i) ( INDEX 1RHO(i-1) [ INDEX 1•
EXP
DX [ INDEX 1:=
DX ( INDEX 1ERROR1 •
TEMP:=

BETA(i) [ INDEX 1RHO(i) [ INDEX 1•
EXP
DDX [ INDEX 1:=

-1. BETA(i) [ INDEX 1•
L(i) [ INDEX 1•
EXP
DDDX [ INDEX] :=

DDDX [ INDEX] DDX [ INDEX] •
ERROR2 •
DD:=
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\ determinalion of the value GAMMA

TEMP DD­
TERM3 :=

\----

: PARAMETER4

\ ••••• Determination of TERM4 for use in main equation •••••

SIGMA SIGMA °
KO °
D2:=
D22./
Dl :=
01 Z=X+IY
D~ "-
Dl D2 °
EXP
TERM4 :=

\--------------
: PARAMETERS

\ ••••• Determination of TERM5 to be uscd in the main cquation •••••

EPSILON BETA(i) [ INDEX] °
DX [ INDEX] :=
DX [ INDEX ]J °
DDX1 [ INDEX] :=

DDX1 [ INDEX] KO /
DDX2 [ INDEX] :=
DDX2 [ INDEX ]-1. °
DDX3 [ INDEX] :=

XZ/
DDX3 [ INDEX] +
DDX1 [ INDEX] :=

DDX1[rnDEX]QUANTITY/
GAMMA [ INDEX] :=

GAMMA [ INDEX] GAMMA [ INDEX] °
KO °
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• DDX2 [ INDEX 1:=
DDX2 [ INDEX 12. /
DDXl [ INDEX 1:=
DDXI [ INDEX 1J •
EXP
TERM5 [ INDEX 1:=

\

: PARAMETERI

\ ...... Determination of TERMl to bc uscd in the main cqu:ltion •••••

PHI PHI'
K' •
D2:=
D22./
DI :=
J Dl •
EXP
SI :=

YY'
K' •
DUMMY2 :=
DUMMY2J'
D2:=
D2 -1.'
D3:=
2. Z"
DUMMY3 :=
D3 DUMMY3/
04:=
04
ZREAL
EXP
D2 :=
04
ZIMAG
EXP
D3 :=
03 J'
04:=
0204+
52:=

XX'
K' •
OUMMY2:=

\ the calcul.tion is donc from
\ b.ck to front .nd the picccs

\ multiplied .1 the end.



• OUMMY2 OUMMY3 1
OUMMYI :=
-1. J •
02 :=
OUMMYI 02·
EXP
53 :=

-1. J •
Pl •
03 :=
032.1
02 :=
02
ZREAL
EXP
03 :=
02
ZIMAG
EXP
04:=
04 J.
04:=
0304+
54 :=

Z K*·
OUMMYI :=
-1. J °
02:=
O~ DUMMYI °
EXP
02 :=
J D2 °
03 :=
03 Z!
02 :=
02 LAMBDA!
ss:=

Wadj ATAN
-1. •
DUMMY3 :=
Zl KO °
OUMMY4:=
DUMMY3 DUMMY4 +
J °
Dl :=
Dl -1. °
EXP
$6:=



• Wadj Wadj "
DUMMYI :=
1. DUMMYI +
SQRT
DUMMYI :=
W DUMMYI "
DUMMY3 :=
1.DUMMY3/
DUMMYI :=
DUMMYI VALUE:=

8. PI"
SQRT
DUMMY2:=
K" QUANTITY "
02 :=
DUMMY2D2/
S7 :=

S7VALUE"
DI:=
DI 56"
02 :=
0255"
03 :=
0354·
DI :=
0153·
02 :=
D252·
03:=
03 S\ •
TERMI :=

;

\--------------
: PARAMETER.TMOO

\ ••••• Determination of the small parameler for della lemperature •••••

\ LET DNIDT =-1.0E-S (for air) AND L =2.0E-3 (for pump be:lm heating size)
K· -1.0E-S •
2.0E-3·
DUMMY2:=
DUMMY2J·
TMOD:=
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•
\--------
: PARAMETER.CONVENT!")NAL

\ ••••• This catculatcs the convcntional mirage mode!

o UNIT.CONV :=

2 INDEX:=
BEGIN

A EPSILON·
DUMMYI :=
BETA(i) [ INDEX JDUMMYI • EXP
DX [ INDEX 1:=

X EPSILON·
DUMMY2 :=
BETA(i) [INDEX 1nUMMY2· EXP
DDX [ INDEX 1:=

ALPHA2 BETA(i)SQ [ INDEX 10

DUMMYI :=
TIME DUMMYI 0 EXP
D :=

ALPHA2 SQRT BETA(i) [INDEX JO
DUMMY2:=

DX [ INDEX JDDX [ INDEX J 0

DUMMY2 0

DDDX [ INDEX 1:=
DDDX [ INDEX JD 0

PARTI :=

BETA(i) [ INDEX J RHO(i-I) [ INDEX J 0

EXP
PARTI 0

PARTI :=

DETN.ERRI
DETN.ERR2
ERRORI ERROR2 ­
TERM3 :=

TERM3 PARTI 0

PARTI :=

XA+

•••••
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• DUMMYI :=
ALPHAI SQRT
DUMMY2 :=
DUMMYI DUMMY2/
DUMMYI :=
ALPHA2 SQRT DUMMY2 :=
RHO(i-l) [ INDEX) DUMMY2/
DX [ INDEX) :=
DX [ INDEX) DUMMYI +
2.••
..1. '"
DDX [ INDEX) :=
DDX [ INDEX) 4. /
DDX [ INDEX) :=
DDX [ INDEX) TIME /
D:=
D EXP -1••
DD :=

XA+
DUMMYI :=
ALPHAI SQRT
DUMMY2 :=
DUMMYI DUMMY2/
DUMMYI :=
ALPHA2SQRT
DUMMY2 :=
RHO(i) [ INDEX) DUMMY2/
DX [ INDEX) :=
DX [ INDEX) DUMMYI +
2. ••
...1.•
DDX [ INDEX) :=
DDX [ INDEX) 4./
DDDX [ INDEX) :=
DDDX [ INDEX) TIME /
D:=
o EXP
0:=
L(i) [ INDEX) BETA(i) [ INDEX) •
DX [ INDEX) :=
DX [ INDEX )-1. " EXP
DX [ INDEX) :=
DDX[INDEX) "
DDD:=

00000+
D:=

1.
PITIME"
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• SQRT/
DD :=

DDD 0

PARTI :=

PARTI PARTI +
PART :=

4. Plo
NR(i) [ INDEX] 0

DX [ INDEX] :=
BETA(i) [ INDEX] I(i-l) [ INDEX] 0

DX [INDEX] 0

DDX [ INDEX] :=
ALPHAI SQRT
DUMMYI :=
DDX [ INDEX] DUMMYI /
DX [INDEX]

DX [ INDEX] PART 0

UNIT.CONV +
UNIT.CONV :=

1 INDEX + INDEX :=
INDEX M >

UNTlL

\---------
: PARAMETER.CAL
INITIALISE
INPUT.VARIABLES
PRELCALNS
OPTIMUM.TIME
FILLTIME
EQUATION.DIFFRACTION
DETERMINATION.lNTENSITY
PARAMETER.CONVENTlONAL
\ INTENSITY.VARIATION
;

\ Words to =d and write from/to disk the impulse rcsponsc acquircd
\ from the PHOTOS programme, i.e. the cxpcrimental data.
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REAL DIM[ 512] ARRAY H(T)
REAL DIM[ 512] ARRAY Hl

\ impulse rcsponsc anay
\ impulse rcsponsc holding array



• REAL OlMI 512] ARRAY H2
REAL D1M[ 512 1ARRAY H3
REAL D1M[ 5121 ARRAY H4
REAL DIMI 512] ARRAY H5
REAL OlMI 512 ] ARRAY H6
REAL OlMI 512] ARRAY H7

13 srRlNG FNAME

\ impulse response holding array
\ impulse response holding array
\ impulse response holding array
\ impulse response holding array
\ impulse response holding array
\ impulse response holding array
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\ rcod and wrile from regular .HTR files (uneommmented)

: READ.DATA
CR " Enter filename (b:7ehar.ext): ""TYPE
"INPUT FNAME ":=
FNAME DEFER> FILE.OPEN
1 SUBFILE H(T) SUBI 0 , 512 ] FIl.E>ARRAY
FILE.CLOSE

: WRITE.DATA
CR " Enter filename (b:7ehar.cxt): ""TYPE
"INPUT FNAME ":=
FNAME DEFER> FILE.OPEN
1 SUBFILE H(T) SUB[ 0 , 512] ARRAY>FlLE
FILE.CLOSE

\ rcad and write and template for commented .HTR files

\: H(T).TEMPLATE
\ FILE.TEMPLATE
\5COMMENTS
\ REAL DIM[ 512] SUBFILE
\ END
\;

\ : WRITE.H(T)
\ REALDATE 1 >COMMENT
\ ACTUALTIME 2 >COMMENT
\ REGION 3 >COMMENT
\ CONDITIONS 4 >COMMENT
\ ERROR 5 >COMMENT
\ 1 SUBFILE H(T) SUBI 0 , 512 ] ARRAY>FlLE
\ FlLE.CLOSE
\ CR " File succc:ssfully crcatcd: " "TYPE HT.FNAME "TYPE
\;

: READ.H(T)
CR " Enter filespcc (dir:\8char.htr): " "TYPE
"INPUT FNAME ":=



• FNAME DEFER> FILE.OPEN
CR
1 COMMENT> ''TYPE CR
2 COMMENT> ''TYPE CR
3 COMMENT> ''TYPE CR
4 COMMENT> ''TYPE CR
5 COMMENT> ''TYPE CR
1 SUBFILE H(T) SUBI 0 , 512] FILE>ARRAY
F1LE.CLOSE

\ words for proccssing the H(T) signal inlo correct forrn
REAL SCALAR TMEAN
REAL SCALAR EMEAN

WITHOUT.FREQUENCIES

: H2.EM \ for invened signaIs
H2 -1 •
HZ:=
H2 SUBI 0 , 128 ] MEAN EMEAN :=
H2 EMEAN - H2 :=
H2 H2 "MAX 1512 ]1 H2 :=
STACK.CLEAR

: H2.EMR \ for righled signais
H2 SUBI 0 , 128 ] MEAN EMEAN :=
HZ EMEAN - HZ:=
H2 H2 "MAX 1512 ]1 H2 :=
STACK.CLEAR

: H3.TM
Hl
H3
CONV.APER
SUBIO. 512] H3:=
H3 SUBI O. 128 ] MEAN TMEAN :=
H3 TMEAN - H3 :=
H3 H3 "MAX [ 512]1 H3 :=
STACK.CLEAR
;

: H4.EM \ for invcncd signais
H4 -1'
H4:=
H4 SUBI 0.128] MEAN EMEAN :=
H4 EMEAN - H4 :=
H4 H4 "MAX [ 512]1 H4 :=
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STACK.CLEAR

: H4.EMR \ for righled signais
H4 SUS[ 0 • 128] MEAN EMEAN :=
H4 EMEAN - H4 :=
H4 H4 "MAX [ 512]1 H4 :=
STACK.CLEAR

: H5.TM
HI
HS
CONV.APER
SUS[ 0 , 512] H5 :=
H5 SUS[ 0 • 128] MEAN TMEAN :=
H5 TMEAN - H5 :=
H5 H5 "MAX [ 512 ]1 H5 :=
STACK.CLEAR

: H6.EM \ for inverted signais
H6 -1 •
H6 :=
H6 SUS[ 0 • 128] MEAN EMEAN :=
H6 EMEAN - H6 :=
H6 H6 "MAX [ 512]1 H6 :=
STACK.CLEAR

: H6.EMR \ for righled signais
H6 SUS[ 0 , 128 ] MEAN EMEAN :=
H6 EMEAN • H6 :=
H6 H6 "MAX [ 512 ]1 H6 :=
STACK.CLEAR

: H7.TM
Hl
H7
CONV.APER
SUS[ 0 • 512 ] H7 :=
H7 SUB[ 0 • 128] MEAN TMEAN :=
H7 TMEAN • H7 :=
H7 H7 AMAX [ 512 ] 1H7 :=
STACK.CLEAR
;

HORIZONTAL ORID.OFF
VERTICAL ORlD.OFF
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