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Abstract

| .
A mul tichannel detection system based on a linear -

, 4 o
photodiode array (PDA) is described. The desi1gn and

cbnstruct1on 6# the detection system and a rapid slew-scan

cumputer~controtled stepping motor grating drive system is

detailed. %heﬁ,theoret1cal performance of an optimized PDA
system is cantfas%ed with the performance of photomultiplier
tubes. A technique 1s described which allows the dynamic range
of the FPDA to be extended‘by one arder of magnitude towards
higher 1light levels. A wavelength calibration procedure. 1s
outlined which results in a wavelength prediction a&curacy of +

0.003 nm. A theory for high resolution spatial image
positioning is presented and the ability to detect varvying
degrees of spectral overlap 1s’eyaluated. Applications of the

PDA to the measurement and characterization of transient signals

1s described. ;

N



~ R
o~ 7
© Resumne

/ \ / ) Q

Un ;ystéme de détection a canaux multiples, congu a Nbase
d’un vecteur d'éléments photodiod:ques (PDA), est décrit.’ !Les
détails de la, conception et de la construction de ce sysééme de
ndétectiun et d'un spectrometre a réseau utilisant un moteur pas-—
E—pas sous ;Lommande d ordinateur pour le balayage rapide sont
présentés. 'Une comparaison du rendement théorique d’'un systeme
FDA obtlmxsé et d’'un systeme 3 tubes photo-multiplicateurs est

e P . . .
presentee. Une L technique pour 1 ' 'accroissement, vers des

. 2 7 ”~ . - . .
intensites’ lumineuses superieures, du champ lineaire utile du:

PDA est | décrite. Une procedur;\de calxbratlan est décrite pa;
laquelle)\une prec151on de + O. 003 nm dans la longeur d’onde peut
etre éb enue. Une théorie koar la haute résolution de
l'emplaceméht d ‘images est présentée et la possibilité
ggldentifler divers niveaux de supérpositions spectrales est

evaluée. L "application du PDA 'a la mesure et a la

. / . g . 4 .
characterisation de signaux transients est decrite.

\
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) Origiﬁnl Contributions

1. A determination of the best thea%etical performance of a PDA
& .

for inductively coupled plasma (ICP) atomic emission
. B s \
spectrometry compared to that of photomultiplier tubes, based on

fundamental characterisics of the device and the ICP saurce.

2. A method which can be useg to select and configure a data
i
. 5 ;
acquisition system optimized® for operation with the PDA
N ]

detector.

)

3. A calibration technique that furnishes a wavelenézh

i

prediction accuracy of # 0.003 nm using only one calibration

~

line.

4. A theory for spatial resolution enhancement and experimental
verification. The use of this theory to detect partial and

direct spectral overlaps which cannot be resolved by the PDA

directly.

o. The application of the PDA to temporally characterize

multielement spectra produced by a transient sample introduction
Ly

method. Enhancement of measurement precision of transient

~

signals using the method of i1nternal standardization.
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In, the middle 1970°s there was a-great deal of interest
) .
among spectroscopists regarding the use of[electfdnic iqaging'
sensors, like thé television camera, as detectors for
mul ti1element spectroscopy. The number of publications in _ this
area have diminished somewhat in recent years, partly due to the
fact that these systems are now well characterized and, perhaps
more importantly, instrument companies are getting involved to a
sxgniffcgnt degree. The linear photodiode array (PDA) has
'emerged as a preferred detector for atomic emission spectraoscopy
and severai instrument Eompaﬁies are marketing or contemplating

/ , .
production of detection systems based on this technology.

Wheé we first started working with a PDA 1% 1980 wmuch of
the basic characterization of the device fgr atomic and
molecular spectroscopy had been done. However, the mare we
contemplated-its features and limitations, the more we realized

Aﬁhat several unexplored avenues of research remained. This
thesis 1is a colfect1on aof several projects which explore
capabilities and features of the PDA not yet addressed in the
literature.
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1. Introduction
\\

Inductively coupled plasma', (ICP) atomic emission
spectrq?etry (AES) has been established as a superior method for
multielément and trace eleme%t analysis for many sample types
and 1is urrently in a state of rapid maturation [1]. Th
primary vantgges ot the ICP are its convenience for
multielement\ analysis and a minimization of certain types of
matrix effects\ Both of these advantages stem, in part, from
the high energy nature of the plasma. Because it is a high
energy gxcitatlun spurce, the plasma provides1an environment in
which mény elements are exciﬁéd with a subsequent emission. of
radiation. This 'excitatinn iakes place without the use of
additional radiation sources, thus providing a? apparent
éimplicxty of apparatus and theory that is not present with
multielement absorption or fluorescence techniques. The plasma

also provides sufficient enerqy for the complete decomposition

of many sample matrices, thus reducing the sample to an atomic

™
¢

state suitable for analysis without elaborate compensation . or

’

digestion techniques.
While 1t might appear init;aliy that the ICP has provided
an almost ideal source for multielement analysis, the reality

has yet to match the rhetoric. There exist several major areas

which still qged substantial work for the ICP to reach i1ts full

\ }

L4

potential. These deficiencies exist in the areas. of sample
introduction [2,3] and detection systems [4). The focus of this
thesis is the exploration of a new detection system for ICP

atomic emissionu spectroscopy which utilizes a solid state



’

photodiode array imaging detector as the sensing device. Before
detailing the research, 1t would be useful to review the
development of atomic spectroscopic detection systems.

The characteristics of the plaspa which make 1t such a good
emission source are also responsible for ‘many of the: prpblems
inherent 1n .its application. The plasma achieves a very high
excitation temperature and thus causes emission from many, if
not most, of the camponenis of the sample [31. This can cause a
large number of spectral lines and bands to be emitted by- the
plasma and the sample. Nitrogen from the atmosphere, argon from

the plasma, and hydroxyl bands from water are just a few of the

sources of non-analyte radiation which may appear 1n the

- '

analyst’'s spectrum [61. Intense radiation from a component of
the sample'may cause extraneous (stray) light to appear at the
detector [;] and,{finally, Dver1ap of spectral lines‘from sample
components is far more likely 1n a high énergy environment which
can cause numerous lines to appear from only one element.

~The analyst is therefore confronted with the problem that
certain desired spectral information is convoluted with
unwanted 1i1nformation or other desired spectral information.
With most common arrangements for atomic fluorescenge, emission
and absorption measurements, analyte radiation from the atom
cell <(flame, plasma, etcl) travels the same optical path as

radiation from the background and other analyte(s). Therefore,

a deconvolution of the radiation following the optical path

must be made. This process is carried out by the detection
system. A detection system converts radiation from the
2
’///////_,



experiment into a directly measurable signal,
electrical i1n nature. The system may consist of

di fferent usubsystems including one or more computers

“out the functions of control and data acquisition.

i.1 Detection Stratagies -
The basic strategies for multielement detection
categor%zed as follows:
1. temporal (single channel)
2. ™ spatial (multichannel)
).

3. multiplex {(single channel)

§
!

uusually

to

several

carry

can

For each of the above detection approaches a dispersive

nondispersive optical system may be employed. Table

illustrates the breakdown of detection schemes.

be

or

1.1

Detection Scheme Dispersive Nondispersive

Tempor al Sequential Linear Scan
Sequential Slew Scan
Image Dissector PMT
Spatial Spectrogrgph
Direct Reader
Vidicon Image Tubes
Semiconductor Arrays . o

Multiplex Hadamard Transform

oo

Correlation

Rotating Filfers

Resonant Defection

Fourier Transform

Table 1.1 1 Detection Technigues for Atomic Bpectroscopy.

.

=



Temporal devices, extract individual spectral features from

m

the entaire spectrum and record this informatioﬁ in the time
domain. This is commonly achieved. by dispersinb a slit image of
the polychromataic radiation, using a grating or: przsm; intb
multiple monochromatic slit images. The term monochromatic in
this sense refers to a very narrd@ range of wavelengths as
opposed to a single wavelength. By rotating the dispersing

2

optic, the monochromatic radiation can be scanned across an exit
slit to be recorded by the deteééor. In non—dispersive systens
the encoding may be done by rotating a series of bandpass
filters into the optiéal ;pth. This results in a time dependent
igsolation of the wavelength bands of interest. The image
dissector ‘photomultiplier tuLe (IDPMT) 1is fundamentally a
temporal device; howeve;, it possesses the ability to rapidly
interrogate a spectral region by electronic. scanning and is
often . referred to as a spatial, multichannei detector.

Spatiai detectors are those which are aéie to

simul taneously monitor entire spectral regions (sometimes caligd

i

windows),. or several discreet wavelengths. Direct readers and-"
resonant systems are examples of the latter. ' The direct reader
usually .consists of a long focal length spectrometer in which ’
the dispersing element is‘heid ;tationar;; At several positions
along the exit focal plane,‘ corresponding to the analytical
wayelengths of interest, di;cretE'detEctnr modules are placed.
Resonant detection systems are ,Qon—dispersive and employ
muitiple light sources such as hollow cathode lamps which are

o

multiplexed in the time domain. This approach can be applied to

3



atomic flL;orescence and atomic absorption spectrognetry. In

contrast, photographic systéms, ;mage tubes and semiconductor

arrays interrogate a contiguous wavelength window. If the

detector is not physically wide enough to monitor the window of

interest tﬁen the dispersing optic must be repositioned for the

acquisition of a new window containing the additional spectral
information.

Multiplex systems use a single detector and are capable of

E simul taneous multielement detection. This 1s achieved [81 by

encodlag the spectral i1nformation in the frequency domain using

«Fourier transform Qethods or as a matrix of N equations 1n N

unknowns using the Hadamard transform. The obvious advantage of

_the multiplex approach is that a single detectar like a

! . photomultiplier tube (PMT) can be used. Other advantages

include the fact that absolute wavelengths can be determined and

‘a very H1gh degree of resolution is theoretically possibie.

/ Also, if the measurement system 15 detector noise limited the

Fellget [9] advantage can be realized, but this is not normally

the case i1n atomc fpectroscopy. In fact, .if background or

analyte noise is dominant then multiplex methods are

disadvantageous becauge an inherently poorer signal to noise

ratio (SNR) resalts when compared to multichannel or temporai

systems L[10]. Another problem i1n applying multiplex methods ta

/ atomic spectroscopy is that severe aliasing can occur which caﬁ

cause more overlap than existed before the encading step. For

[

. thé above reasons conventional detection systems have evolved

H

around the temporal or spatial /schemes.

a
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1.2 Conventional Temporal Detection Systems

Earlaier scanning systems consisted of a conventional
monochromator with a sine-bar grating drave uhif% could be
driven at various rates or stopped at a particular\ wavel ength.
The detector was normally a PMT which was situated at thé exit
slit of the monochromator. The grating could be positioned at a
wavelength of interesht or scanmed in a linear fashion to produce
a complete spectrum of the sample.

Modern scanning systemé\.utilize much faster and more
precise scanning hardware such as stepping motors, synchronous
motors and galvanic drive mechanisms. The rapid and accurate

movement of a dispersion element, usually a grating, in a

spectrometer is a non-trivial problem. Modern computer —
e

controlled rapid slew scan spectrometers often utilize stepping
Y

mqiors or synchronous motors to position the grating. Stepping
motors offer theé advantage that they are easily interfaced to
digital systems which\can be controlled directly by computer.'
The precision and accuracy of\Wavelength selection is enhanced
if some sort of feedback is employed that 1s independent of the,
driving motor. This is often accomplished by using an optical
or electromagnetic encoder coupled to the drive shaft which
generates a stream of electrical pulses as the grating is
rotated [111, Without this feedback the precision of the drive
system i1s depéndent on the characteristics of the motor and the

errors introduced during acceleration and deceleration. In

either case, considerable care must be exercised to ensure that



backlash in the threads or gears of the drive mechanism is
compensated and that stepping motor pulses are not missed by
accelerating or decelerating the drive too rapidly. This calls
for relatively sophisticated software. Galvanic drive systems
are extremely fast and precise for the positioning of relatively
small dispersing optics. One commercial spectrometer can cover
400 nm 1n a”bout one second [12] with a very high "~ degree of
precision.

These more modern systems are designated sequential slew
scan (555) spectrometers because they can rapidly slew from one
wavelength +to another. In addition to their rapid scanning
ability these spectrometers can reduce their scanning speed
radically as the wavelength of interest approaches so that the
line may he sl'ctwly profiled or simply centered on the exit slit.
Because these systems are sequential 1n  nature, they cannot
observe more ‘than one t':ran51ent s1gnél simultaneously or utilize
certain ratioing or internal standard techniques [131 to enhance
analytical precision. The analysis time can be estimated to be
T=N(5+A) , where T is the total analysis time, N is the number of
lines to be recorded, S 1s the average slew time and A is . the
average analysis time including any time required for backgrou;\d.
correction. For many analytical applications sample throughput
is of prime importance and the analysis rate of temporal
detection systems 1s i1nadequate. Of course, the prime advanta‘ge
of 655 systems is that any wavelength can be selected for
analysis. For unknown samples additional lines can be measured

»

to ensure that spectral overlap 15 not present and for

confirmation of qualitative analysis.



X:S Conventional Multichannel Destection Systems

Multichannel detectors are systems which are capable of’
recordiné mul tiwavelength information simultaneously, - or, are
capable of scanning a multiwavelength region so quickly that the
readout time can be considered to be virtually instantaneocus. A
number of publications have appeared [4,10,14-221 which discuss

\ b}
the potential applications of these systems or review their use
{n atomic spectrochemical analysis. Two books devoted to
multichannel image detectors [23,24]1 have been edited by Talmi,
and Pardue has published a book chapter £25] outlining
applications of imaging devices for analytical spectroscopy.

The first multichannel detector used in atomic spectroscopy
was the photographic plate. In fact, other than naked eye
measuremenés, the photographic emulsion was the first detector
type ever emplaoyed. Following the development of the PMT in the
1940's [246] direct reader spectrometers were developed. They
used a series of PMTs arranged as discrete detectors along the
focal blane of a spectrometer. Modern i1maging detectors such as
the vidicon camera tube and linear photodfode arr%ys are
electronic analogs to the photographic plate: These device;
have been developed within the last 20 years and are most likely

. A%Y

to develop as the multichannel detectors of the future.

1.3.1 Spectrograph Systems

The earliest multiwavelength detection systems dispersed

the input radiation using a prism or concave grating and



foc;ssed tﬁe radiation onto a focal plane. The surface of a
L]

photographic plate or fi1lm was bu51t10ned to coincide with this
focal plane. The active detection area could be made large
enough to cover' the entire spectral region normally interrogated
in atomic work. The spectrograph is still actively 1in use in

some laboratories, particularly for qualitative analysais.

The fine grain emulsiaons used today provide more than

»

enough spectral resolution for spectroscopic applications. The'

biggest advantage of photographic detection is that an extremely
‘wzde spectral window can be monitored. If the required region
1s too wide for one plate then a series of plates can be placed
side by side in the detection focal plane. ‘ Alternatively,
plates of sufficient width can be prepared as needed. The

photographic plate 1s an integrating detector and can be exposed

for as long as is needed to obtain a usable spectrum. Another

attractive feature of photographic plates 1s that they are quite
inexpensive, however the rcost accumulates depending on the
number of spectra acquired and the associated quantity of film
or emulsion used. Typically 5 to 40 spectra are recorded by one
plate. This 1s done by exposing the emulsion as a series of
horizontal strips stacked in the vertical direction.

Some of the major drawbacks to photographic detection are
low efficiency (sensitivity), limited dynamic range and
ponlinearity. Si1lver halide emulsions are sensitive to blue,
violet and ultraviolet light. Sensitizing compounds must be
added to the emulsion to détect light at wavelengths in the
green and beyond. The spectral range of photographic plates

using sensitized emulsions is from 240 nm to about 1300 nm.

N .
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Although the silver halide emulsion is sensitive down into the
X~-ray regiron, the gelatin surrouna1ng the grains is opagque to
radiation at shorter wavelengths. The spectral response of
these emulsions 15 relatively flat from 250 to 450 nm which 1is
highly desirable for atomic work. The dynamic range of
photographic emulsions 1s between | and 2 orders of magnitude,
which severely limits the ability to quantitate sample
components 'which are present i1n widely varying concentrations.
The total dynamic range spans approximately B8 orders of
magnitude when different 1ntegration times are used. The
response of the emulsion to a given wavelength of 1light is
nonlinear, therefore, calibration plots +for response vs.
intensity and response vs. integration time must be prepared for
quantitatave. applications involving wvery high and very low
intensity lines.

Perhaps the greatest disadvantage of photographic detection
is the developmeﬁt and processing time. The exposure of the
emulsion may ;nly consume a few minutes, but the plate or film
cassette has to be physically removed from the spectrometer and
déveloped. After development, the emulsion may be scanned by a
microdensitometer which quantitates the 1line spacings and
corresponding intensities. Computer controlled
microdens:tometers‘have been used for many years ([141, however
the number of .steps required to transform i1nformation from the
spectral domain to a human readable format 1ncreases the

analysis time to well over 15 minutes per spectrum.
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1.3.2 Direct Reader Systems

Following the commercial availability of reliable, high gain
PMTs 1n the 1940's, instrument manufacturers started to employ
photoelectric detection for atomic spectroscaopy. A direct
reader spectrometer 1s similar to a spectrograph except that the
photographic plate 1s replaced by a series of PMTs. The
location of spectral lines on the focal plane 1s very accurately
determined, and, at those locations, individual detector modules
are posi1tioned. Each detector module consists of a slit
assembly and a PMT. The exit slits are usually larger than the
entrance sli1t to accommodate line shifts caused by thermal
expansion or contraction of the instrument.

The greatest asset of the direct reader 15 that it is the
most sensitive multichannel detection system available. This is
due to the very high sensitivaity of PMTs which exhibit an
internal gain of up to 107 depending on the bias voltage. The
best detection limits for multielement atomic emission
spectroscopy are usually obtained using direct read;r systems

and they have also been used to advantage in atomc absorption

work L[£271. The linear dynamic range of a PMT 1s about 10
which is another one of its superior characteristics. Cooled
PMTs are commonly used for photon counting measurements, The

PMT is inherently a low noise detector due to 1ts internal gain
characteristic [281. Spectrometers employing PMT detection for
atomic spectroscopy are seldom detector noise limited. ‘

The spectral response of a PMT i1is dependent on the

composition of the photocathode. There are over 30 different

photocathodic materials to choose from, many of which were
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classified by the pironeering work of A.H. Sommer during the
1990°'s and 1940°'s [29]. The most commonly used PhTs for atomic
spectroscopy employ a ;esium aﬁtimnnzde or a biralkal: ant}mnnide
photocathode. The quantum efficiency of these materials is just
over 10%Z at 250 nm énd 450 nm and reaches a maximum of 167 at
350 nm.  The qua;tum efficiency refers to the ratio of
photoeléctrdns generated by the photocathode to the photon flux
incident on the detector. The spectral response drops off very
rapidly below 250 nm and above 450 nm. Gallium arsenide
photocathodes exhibit a flat spectral response from 300 nm 'to
800 ﬁm but the absolute sensitivity of this material to W
radiation 15 not as high as alkali antimonide photacathodes.

One disadvantage of the direct reader is that 1t does -not
monitor the entire spectral window, rather, each PMT monitors a
single narrow region of the spectrum. This means that there is
limited flexibilaty of wavelength selection since the
repositioning of a detector -module can be a tedious and time
consuming prbcess. Therefore, alternate line selection 1s not
an available recourse to quickly resolve spectral interference
problems. Secondly, simultaneous background correction is not
possible. To correct for background contributions some systems
employ a refractor plate in the optical path, usually between
the entrance slit and first internal optic of the spectrometer.
.By rotating the refractor pléfé through a small angle the
spectrum can be shifted from side to side. The amount of
spectral shifting is‘dependent on the angle of raotation aﬁd the

v

thickness of the plate. If the angle of rotation is large or a
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relatively thick plate is used the focal 1length of the
spectrémeter will be slightly changed. This will defocus
radiation impinging on the focal plane as well as decrease the
light throughput of the spectrometer. The simplest
implementation of this method of background correction is to
place a single refractor plate 3just behind the entrance slit.
This means that all detector channels will simultaneously viE;
the same degree of spectral shifting. Another method of
spectral shifting involves moving the entrance slit from side to
side. This also has the effect of simultaneously shifting the
spectrum by the same amount at all detector modules but is not
as mechanically simple as the refractor plate téchn1que.

The output from a PMT is a current which 1s usually in the
nancampere to mlcroambere range. Often, the output from each
channel is integrated by a storage capacitor; I+ a computer is
used for data acquisition this fntegrated charge must be
converted to a voltage before being digitized by an analpg to
digital conversion (ADC) system. The PMT has a fast response
time of about 1 ns and each channel can be independently
addressed by the computer. This allows K widely varying
integration times to be distributed among the detector channels
as reqguired.

One of the greatest disadvantages of direct reading
spectrométers is their high cost. This cost is related to the
number of elements which are to be simultaneously.measured since
a separate PMT and exit slit assembly is needed +for each

spectral line. Most direct reader systems are physically large

with focal lengths of 0.75 meters or more. Large focal length

13
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spectrometers provide a higher degree of dispersion than ;maller‘
focal léngth systems using gratings or prisms of similar
dispersing'powef.' High dispersion spectrometers are required to
ensure that 5péEtra1 lines are far enough apart to ;ccommodate

the relatively bulky detector modules.
1.4 ldeal Detection System Reguirements

Although 555 and direct reader systems currently enjoy wide
application in atomic spectroscopy, they lack certain features’L
which would define an ideal system. What is needed +far ICP
emission spectroscopy to realize its +full potential is a
detection system which boasts the following capabilities:

1. Simultaneous integration of multiple wavelengths; £
2. Wide spectral coverage with adequate resolution; Q(V
3. High uniform spectral response;
4. High signal to noise ratios; -
5. Large dynamic range;
6. Linear responses;
7. Flexible channel addressing;
B. Ease of impiementation;
9. Rapid data readout;
10. Stability; i
11. Durability; a;d
12. Low cost.
Obviously these criteria can only be satisfied by a multichannel

detector system.
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1.4.1 Simultaneous Integration ‘of Multiple Wavelengths
! ‘\\\
Apart from the obvious advantage of simultaneous T

*

multielement analysis, there are other advantages to monitoring
information in addition to thg elemental line during a
determination. A multichannel detector can provide intensity
information for spectral regions adjacent to the analytical Iine
of interest and 1s therefore i1deally suited for background
currectioﬁ procedures. In some cases it 15 possible to correct
éor,wing or direct 1line overlap using raticing techniqgues.

The wuse of internal standards in atomic spectrometry has
been popular for at least half'a century [301]1. When the
.excitation conditions during analysis change 1irreproducibly,
such as those of a direct current (DC) arc experiment, then the
excitation Eonditions can be monitored by simultaneocusly
abserving the emission from an element which has been placed in
the sample at a known concentration. This technique has been
| used for many Yyears with'spectrometer systems which record

entire spectra on pho¥ngraph£c plates.
It is alsb advantageous if the multichannel detg;tor
. -
measu?es energy (integrates current) rather than power™ (outputs
current). The. SNR of 1ntegra{ing detectors is superior to that
of powerl detectors af the same type because signal averagipg

/

occurs simultaneously over all channels.
1.4.2 Spectral Range and Resolution
The spectral resolution must normally be adequate to

resolve the different signals of analytical interest baoth from
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each other and from other signals which are not of interest.
The spectral requirements will vary with the experiment.

Multielement atomic fluorescence experiments wusually produce

*NVEF7-few\“llgg§l\\\pr1mar1Iy those of the species of interest,
o -

thus the resolution requirements of a fluorescence experiment

are usually not inordinately stringent. One generally ocbserves

that the resolution requirements of atomic absorption are

Q

higher  than those of atomic {fluorescence though usually not . as
demanding as those of high energy atomic emssion spectroscopy.

Atomic emission spectroscopy with high energy excitation sources

.

such as the ICP, DC and microwave plasmas, arcs and sparks will

often generate tremendous numbers of spectral lines from many

of the elements found in the sample.

Certain photosensitive subsystems lend themselves well to a

geometric characterization. In this case the photometrically
responsive surface area can be considered to consist &f @ number
of independent, individually addressag}gvgreés. These~areas are
;ﬁdependent if radiation falling on a given surface region does
not cause a signal to be generated in an adjacent region.

For any fixed geometry multichannel detector there is a
trade—off between resolution and wavelength coverage. The
degree ofﬂ dispersion must be carefully matched to the sehnhsor
geometry to provide adequate resolution. The i&eal detection
system for iCP analygls wauld exhibit a résolution of

approximately 0.003 nm over a spectral window at least 400 Jnm

wide.
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1.4.3 Spectral Response

+*

A detector system should provide the analyst with the

"potential for utilizing all of the sp;ctral information provided
by the experiment. In atomic spectroscopy this region extends
from 800 to below 200 nm. The spectral response of a detector
or detgg:tor element is dependent on the material usea /ds the

— 4

photoeiéctric transducer . A uniform response is desirable, but

4 -

not absolutely required, because it wnyna% the convenient .
q

absolute determination of the spectral radiation level from the
P .

/ Y °
T .source. ILW is uniform, @ single calibration at any

wavelength will suffice; however, i1f this is not the case the
*

device must be ta,ljfbéted over the desired spectral region.

Far rpy—t/rvmen/ analytical analysis, the instrument i usually
e r C

calibrated wusing standards and absolute spectral power levels

are not determined or required.’

1.4.4 Signal to Noise Ratio -
The SNR 15 a very important measurement criterion bhecause

it indicates the precision of a determination. For the purposes

of this scussion there are two major categories of noise which /
adversel affect detection limits and measurement p'riec_:ri_«zyi/ﬁ:

signal geherated noise and detector system noise.
)‘\
These nolse saources can be further characterized as being

shot noise or flicker noise. Shot noise consists of random
. fluct;.xatinns' and is due to the quantum— nature of matter and

energy. It bhas uniform intensity/ over the frequency spectrum

— 0

and is often calied white or quantum noise. Flicker noise is
i
nonfundamental noise and its cause is not generally well

e
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understood. It is called pink or 1/F noise because it often

displays an intensity which 1is inversely proportional to

=

frequency. -

‘One might argue that the ideal detector system should be
noiseless; this is, however, not necessary, It is only
necessary that the 1deal system be able to detect =a s%pgle
photon with a reasonable degree of confidence. If the no‘i se
introduced  1nto the experiment by the detector systemn is much

smaller than the noise of the lowest i1rtensity signal, then the

detector system will not be a limiting factor in the analysiis

procedure. .

b

1.4.5 Dynamic Range

The 1ideal multichannel detector system should be able to

simul taneously evaluate small signals in the presence of large

o w -~

signals so that it will be able to prbvide information about the
trace, minor and major constituents of a sample. Only the
most ideal of samples would have analyte concentrations _whi ch

result in signals of the same intensities, and in many cases it

is not unreasonable to observe signal levels which differ by

'several orders of magnitude. .

+ ~

There are essentially four different dynamc range
defimtions that are used to describe multichannel’ detection
systems. Jhe I_l,tost common definition is that which is applied to
single channel detectors, This is the range of 1n‘tensiti es that

can be detected by a single sensor element (pixel) with a given

»

degree of linearity and is called the single pixel dynamic
o

"

o
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range.\ . For multichannel detectors the- "intraspectral" or
"intrascemc" dynamic range is a.more useful criterion [311.
This 1is the ratio of the most intense to the least 1intense

spectral feature that can be simultaneously detected within a

single readout. For an i1deal multichannel detector this would

be the same as the single pixel dynamic range.

In some commercial systems the data is acquired from the

Q

detector and stored +for oscilloscope viewing or subsequent,

processing by an optical multichannel analyzer (OMA). If +the
OMA has a fixed word length then we may define thé "sum" dynamic
range as the largest number that can be represerited by a channel’
of the OMA'S memory. I+ the OMA 15 interfaced to a general
purpose computer, then the sum dynamic ;ange can be increased by
employing multiple word storage and processing techniques.

For integrating detectors there is the "time" dynamic
caﬁée. This is the ratio of the longest to shortest integration

periods that can be employed for a given sensor. The shortest

integration time may be 1mposed by the readout rate of the

‘sensor or the maximum rate of data acquisition. The longest

period may be limted by the dark current of the detector or its

v

long term stability.

1.4.6 Linearity , .

While not a requirement for functionality, the ideal
detector system should have a linear response. A linear
response will be one in which a chanée in the number of photons

at a given wavelength will result in a directly proportional

change in the measured output. Linear response from the

19
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detector system will hinid&ze the calculation and calibrafion
requiqg;ents of the analysis and may allow rapid realization of
instrumental mal functions. If the instrumental response 1s not

linear, then calibration over the dynamic range used will be

required.

" 1.4.7 Channel Addressing

Detector addressing refers to the methods available to
interrogate individual sensor regions, Or pixels in the case of
discreet multichannel systems. An ideal detector would be able

to randomly access any region at a given point in time. This

would allow an efficient readout of spectral information which

is confined to a small fraction of the total sensor region.
Furthermore, these regions should be accessible in any order.
This would prove valuable for transient analyses 1in: which

various analyte lines appeared at different points in time.

1.4.8 Ease of Implementation

Ease of implementation can be subfivided into three

&
2

different domains: electrical,“mechanical and data. If the
detector can be controlled and read out by simple electronics,
or better, by a small computer then the system will be easy to

install, maintain, and repair. Mechanical ease of use refers to

the ‘physical ease with which the detector system can be set up

and maintained. One must take into consideration the physical
changes that must be made when analysis conditidﬁs change and a

new set of analytical lines must be examined. Data domain ease

20



of use relates to both the size of the data set generated by
the system and to the manipulation of this data. If numerous
difficult calculations are required by the operator, then the
instrument 1is not easy to use and sample throughput " will be
operator dependent if the procedure cannot be conveniently
automated. The detector system may be automated and yet still
require active intelligent ponitoring by a well—-trained
operator to supervigse either the mechanical or data handling
aspects of the system. This type of system cannot be

-
considered easy to use.

1.4.9 Speed of Operation

While certain measurement time requirements may be placed
on the total experiment due to the SNR requirements of the

¢

pexperimenﬁ, the ideal detector system will not be the limiting
factor in the sample throughput rate. The calculational real-
time requirements of the system must be such that they can be
quickly satisfied, If the detector readout and data acquisition
phase is fast compared with the integration times used then the
sample throughput rate will not be hampered. If complex and
time consuming calculations are required to furnish an
analytical résult, then it may be necessary to store the raw

‘data for Ffuture processing or employ parallel processing

techni ques.

1.4.10 Stability, Durability and Cost
The ideal detector system will be stable with respect to

time. If this is not the case, then recalibrétiun will be

21
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necessary at a time interval determined - by the accuracy:
requirements of tH;( experiment and the rate of change of the
system. ,

The detection system should be rugged enough to suréive in
the environment i1n which it 1s going to be used. Laboratakles
are usually relatively hostile environments with corrosive
fumes and electrical transients. Instruments may find
themselves in hot Ffoundries with a high solids content in the
air or i1n satellites or aircraft operating at low temperatures.
In addition, one should be able to install and maintain the
instrument without a high probability of damaging either the
electronics or optics of the system.

Both the cost of the i1nitial purchase and the subsequent
operation and wmaintenance of the system must be taken intao
account. One must also consider the consequences of system
breaydown with respect to loss of revenue and required time to
return the system to a fully operational status. Support
electra;ics and other ancillary components should be considered
= part of the detector system; these peripherals often account for

a significant portion of the total system cost.

1.5 Review of Electronic Multichannel Detector Applications”

Presently, the ideal multichannel detector does not exist;
however, there are a few devices which incorporate many of the
required features. Essentially, what is needed is an electronic

analog of the photographic plate. The photographic plate can be

j 22 \
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physically wide enough to cover the entire atomic spectral
region with adequate resolution. Unfortunately, the response
characteristics and processing time of photographic emulsions
clearly eliminate them from consideration.

The first electronic multichannel detectors were
essentially television cameras which were bésed on IDPMT or
vidicon technologies. Héthin the past ten years solid state
photodiode arrays (FPDA), charge-coupled devices (CCD) and charge
injection devices (CID) have been applied for spectroscnpft
measurements. Systems based on the above sensors will probably

evolve as the multichannel detectors of the future.

1.5.1 Image Dissector Photomultiplier Tubes
The image dissector photomultiplier tube (IDPMT) is
actually a scanning detector and not a true simultaneous,

multichannel imaging device. The IDPMT is considered to be an

imaging type detector because it 1s capable of scanning the

actual i1mage formed on its photocathode in 100 microseconds or
less. At such high scan rates the I1DPMT should bhe able to
monitor trans;ent signals from furnace sample introduction
techniques, flow 1njection analysis, high performance 1liquid
chromatography, and other direct gample introduction
methods. The first practical im;ge dissector was
devel oped in 1928 by Philo T. Farnsworth [321. The name
stems from the process by which the optical image was cut up,
or dissected, for time sequenced electrical transmission. In

1935 Farnsworth added an electron multiplier stage to the

image dissector which enhanced its sensitivity tremendously.

‘
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The IDPMT quickly became one of the most widely used television

cameras.

The operation of an IDPMT, as shown in Fig. 1.1, 1is very

similar to that of a conventional PMT.
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Figure 1.1: Image dissector photomultiplier tube (IDPMT)
v
Photons which strike the front surface of the photocathode
cause photoelectrons to be ejected from the other side.

These photoelectrons are accelerated toward the aperture ‘blate o

which is held at a positive potential of between 200 and
~

600 volts with respect to the photocathaode. In the

center of the aperture plate is a circular or slit

shaped aperture and photoelectrons which drift through this
aperture will strike the first dynode of a conventional ,PMT
electron multiplier dynode chain. By varying the voltages on
the focus and sweep coils which surround the drift tube
fggion of the IDPMT, photoelectrons which are emitted from
any region of the photocathode can be steered thruugh' ;he

+
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aperture. If a spectral region is focussed onto the front

surface of the photocathode, any portion of the image can
be interrogated by setting the appropriate voltages on
the control coils. In addaitaion, the ‘ entire optical
1mage Tran__ be reconstructed electronically by

repetitively ramping the control voltages and monitering the

output current with respect to photocathode position.

Spectrometer systems based on the IDPMT have been around

since the mid 1960°'s [331. An important feature of the IDPMT is
that 1ts photosensitive region 1s two-dimensional. for this
reason a number of researchers have coupled the IDPMT to echelle
optical systems (33-371. An echelle spectrometer is one in

which a grating blazed for high orders 1s used to disperse

radiation in, say, the horizontal direction and a prism is used

to separate the different overlapping orders in the vertical
direction. What results is a two-dimensional ’"echellogram”
which can be focugsed onto the relatively small sensor area of
the IDPMT.

With an echelle IDPM+ system a widf spectral coverage of
600 nm has been achieved with reciprocél dispersions of 0.16
nm/mm at 200 nm and 0.63 nm/mm at 800 né [35]. This dispersion
1s generally regarded as adequate for medium resolution atomic
spectrometry. Golightly et. al. [3B] reported on the usé of an
IDPMT as a replacement for the PMT-slit assembly of a
conventional direct reader. The advantage of this approach is
that the IDPMT can provide background information and can
periodically re—center tﬁe analytical line which will drift

across the focal plane slightly with thermal expansion of the

25

5

\

i P



spectrometer. PR

1.5.2 Vidicon Image Tubes

The silicon vidicon (5V) is a semiconductor based two-—
dimensional i1maging device which was 1nitially designed for
use as a television camera tube. It belongs to a group of
devices which can be classified as electron beam 1magers.
Two comprehensive reviews of TV-type detectors have been
written by ' Talm (18,191 which describe the

instrumentation and applicability of these devices for

spectroscopic measurements.

Signal generating electron beam imagers can be divided

into two groups. The first group of devices utilizes a
\ -

photocathode which transduces the photon image into an

electron 1mage that 15 1ntensified and stored opn a target.

The target is subsequently read out by an electron beam
furnishing the electronic signal. Image tubes that operate
in this fashion includ the orthicon, isocon, secondary
electron conduction (SEC) tube, silicon 11ntensified target
(SIT) vidicon and electrostatic camera systems (ECS). The
other group of devices utilize a target which functions
as the photoelectric transducer and the charge storage
medium. The vidicon, plumbicon and silicon vidicon
belong to this second group of imagers. The earliest use of an

electron beam imaging tube for spectroscopic measurements was

reported in 1949 [39,40]1. Orthicon tubes have been used [41-431]

but these detectors have an i1nherently low SNR and limited

1 \-—_.
26



dynamic range.
The +first vidicon camera tube was introduced in 1951

~

f441, but 1t wasn't until 1967 [45]1 that Bell Labs reported
. on a vidicon wh:Fh used a silicon based target. The
target materaal of a vidicon must exhibit a relaxation
time of about 1/30 second [46,47] 1+ it is to ‘"store" the
optical image 1long enough to be read out by the scanning
electron beam. Materials with bandgaps below 1.8 aVv
cannot meet thas speciflcatlbn at room temperature and
silicon by itsel+f, with a bandgap of 1.08 eV, is six orders
of magnitude too low i1n bulk resistivaity at room temperature
to be used as a photoconductive target [48]. %ortunately,
a reverse-biased p-n Jjunction diode can be designed which
provides a room temperature charge storage time long enough to
be used as a vidicon  camera tube element. The silicon p-
n photodiode has a wide spectral response, high quantum
efficiency, 1linear transfer charac?eristlcs and a response
time of less than 10 microseconds. Ingenious fabrication
techniques have aided in the design of targets which exhibit
improved characteristics [49]. Other materials with bandgaps
too low to be used as target elements can be used as long
as they can form junction diodes. Vidicon camera tubes
employing phototransistor storage elements have also been
designed and constructed [50].

The operation of the SV is illustrated in Figure 1.2.
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Figure 1.2: Gilicon vidicon (SV) image tube. K

The target is analogous to the photocathode of a PMT and
consists of a wafer of n-type silicon, one side of which is
populated by a two-dimensional mosaic of p-type silicon
iélands. Typically the p-n junctions are organized as a two-

dimensional, array with a center to center spacing of the diodes

of about 10 micrometers. During normal operation of the
vidicon an electron beam is swept over the p~type islands and -
charges them to a negative potential. The n-type substrate is

held at ground potential and the region between the islands

is shielded from the electron beam by a coating of silicon
dioxide. Therefore, the charged islands foarm a  two-
dimensional array of reverse—biased photodiodes
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which act as miniature storage capacitors. These

photodiodes can be discharged by electron—hole pair
o

production in the n-type substrate. The two mechanisms for

electron—hole production 1n the semiconductor are thermal

population of the conduction band (leakage or dark current) and
absorption of photons of energy greater than 1.1 eV (ie.
wavelengths less than 1100 nm).

The electrons generated by either of these two
mechanisms discharge rapidly to ground but the holes migrate
to the negatively charged p-type islands where they are
annihilated. This electron—hole recombination process
serves to deplete the charge stored on the p-type islands.
The more i1ntense the photon flux is on one side of the wafer
the greater is the charge depletion of the photodiodes on
the opposite side. Statistically, most of the holes
that reach a particular diode will have travelled the
shortest distance across the wafer so that an intensity
distribution of photons on the irradiated n-type side will
generate a corresponding charge pattern on the photodiode
surface. When the electron beam is systematically scanned over
the p-type islands the amount of current required teo recharge
the photodiodes is a measure of thé intensity
distribution of the image.

The above discussion assumes that only one sweep is
required to fully restore the pixels. In fact, the
vidicon suffers from a phenomeﬁnn called 1lag which refers
to the incomplete recharg;ng of the photodiondes after a

s
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scan. To completely recharge the photodiode moséic,
several scans may be required. This is a technical problem
which 1s 1nhereﬁt in the operation of the vidicon detector and
1s 6ne of its drawbacks.

The design, .construction and evaluation of déﬁectionf

—

_systems - ‘employing ‘vidicon cameras has been discussed by many
resgarch groups [51-641. It wé; quickly realized that the
limting resolution of the SV was determined by the width of the
electron beam [Slf which covers several pixels at any given

"
time.

Felkel and Pardue evaluated a vidicon based echelle
spectrometer system £521 for multielement f1lame atomic
absorption spectrometry. In conirast to a previous report [531],
where a conventional optical system was used, the detection
lim?ts for lines below 300 nm were relatively poar. The
discrepancy was ascribed, 1in part, to the decreased 1light
throughput of the echelle optics. A comparison between an IDPMT
and an 5V [541 revealed that the IDPMT was shot—noise limited at
low light levels while the SV was essentially preamplifier noise
limited. Based on the inherently greater sensitivity of the
ID#MT, its detection limits were a factor of 20 lower than those
of the vidicon égtectnr.

In an attempt to gain improved sensitivity using vidicon
systems Howell and Morrison employed a silicon intensified
target (5IT) vidicon [55]. A SIT vidicon is a 5V tube with a
photocathode b;sed electrostatic intensifier prior to the
si1licaon photodiode mosaic. The photocathode is operated at a

o

bias wvoltage of 5 to 10 kilovolts and forms an electron image
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which 1is stored by the silicon photodiode array. The gain of
the SIT tube 1s controlled by the photocathode bias voltage. It
o

o
was determined that the SIT was a factor of 100 more responsive

than a conventional SV below 350 nm.//“ﬁ/gg;parisnn af detection

_— -
P

1imts for 23 elements revealed that the SV results were about
10 times higher than those for a PMT, while above 380 nm the

!
detection 1laimits for the SIT vidicon were essentially the same

‘as for the PMT. \

A SIT vidicon has been used for ICP emission spectrometry
[561; however, since the ICP produces such &dmplex spéctra, a
high resclution spectrometer was required. The detector window
was only 5 nm wide but spectral interferences were minimized
while still allowing for simultaneous background correction.
The +fact that 1t was unreasonable to expect that the -  entire
atomic regron- could Se viewed simultaneously using conventional
optical sttems prompted Bush et. al. [571 to suggest that
perhaps the best solution would be to rapidly é%ew fram oné
wavelength region to another. The electrostatic 1mage
intensification stage of the SIT vidicon provides the capability
of time gating the optical informatloﬁ impinging on the
photocathode. This ability, in conjuction with the two-
dimensional nature of the detector has enabled the measurement
of time and space integrated spectra [65]. The readout
flexability of the S8IT vidicon allowed time gating for
submicrosecond periods and time integration for up to 20
seconds. Spatial infnrmgtion was i1ntegrated over distances of 2

/
mm aor resolved on the order of 100 um.
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Several accounts hage been published describing analytical
determinations of "real samples” [66-691. The qeterm1nat£on af
electrolytes i; serum [66,67] was found to be a good application
of a SV detector becausé the analysis lines for sodium and
potassium are in the visible region of the spectrum where the
vidicon 1s more sensitive. A further advantage was gained due
to the rapid sample throughput afforded by multichannel
operation. A Jjudicious selection of the wavelength window [646]
enabled +two Na lines to be viewed in the first order and ‘a Ca
and two K lines to be viewed in the second order s1md1taneously.
Other real sample measurements include a determination of trace
metals in lubricating oils L[&B1 and potable water [69]. .

A series of papers detailing novel applications have
illustrated the capabilities of 1imaging detection systems
employing SV bhardware [70-76]. The enhancement of analysis
precision has been demonstrated using spgctral stripping F70]
and 1nternal standardization [711. Combining both techniques
has resultéd in reducing a positive error of 46 to 5304 1in the

]
analysis of Mg i1n blood serum to less than 3% using Mn as the
internal standard. ‘

Innovative instrument modifications have enhanced certain
systems [72,73].) In one case [731 a high frequency signal was
superimposed on the lower frequency horizontal ramp scan which
resulted 1n the generation of first derivative spectra directly.

The same authors tackled the trade-off problem between spectral

range and resolution [74] by stacklng‘6 mrrors at different
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angles in a Czerny—Turner monochramator. The result was a

resoclution of 1 nm from 200 to 800 nm, however, the dynamic
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range was severely degraded due to stray light from the multiple
mirrors. A totally different solution to \the same ‘Bbelem
employed multiple entrance slits [75] to simultaneously +focus
several 40 nm windows onto a SIT vidicon.

1.5.3 Linear Self-Scanning Photodiode Arrays‘

The silicon photodiode array (PDA) wasklntroduced about 20
vears ago and since then has undergone considerable development.
It was apparent that if these new solid state arrays were to

hcompete‘ with vidicons and other electron beam imagers, they
would have to he able to integrate light flux in a caomparable
manner . Weckler was the first to describe a photodiode array
operaéing in the lcharge storage mode and later published a
description of arrays of MOS transistors which could integrate
bhnton flux [£771. Even at this early stage of development it was
realized that these solid state devices could exhibit a wide
. ‘

dynamic range. A comprehensive review of silicon photodiode
arrays which discusses the historical development of these

‘/sensors, the1r theory of operation, and various non-—
spectroscopic applications has been published by Fry [781.

A schematic diagram of a linear PDA is shown in Figure 1.3.
The charge i1ntegration pixels of photodiode arrays are reverse
biased p-n Jjunctions which operate in an analogous fashion to
the pixel elements of the vidicon. However, instead of being
charged to an imtial potential by a scannang electrén beam, the’
photodiodes of the PDA are individually charged via metal-oxide-

semiconductor (MOS) transistor switches. In self-scanning PDAs
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. Figure 1.3: Linear photodiode array (PDA).

L
the chargang process is controlled by an an—chip shift register
which sequentially connects each photodiocde to_  the charging
potential by turning on the MOS switches in A linear sequence.
Once the reverse-biased diodes are primed there are two ways in
which the stored charge can leak across the junction. At room
temperature a small number of electron-hole pairs exist in the
conduction band which serve to deplete the stored charge. This
process 1is called dark leakage. In addition, photons with
ehergy greater than 1.1 eV (wavelengths less than 1100 nm) which
y .
are absorbed by the semiconductor are capable of populating the
c;nduct1on band with electron—-hole pairs. Thg)greater the flux
impinging on a charged photodiode the greater the photon—induced

current across the junction. Therefore, the quantity of charge

required to reset - -the photodiode to its initial potential 1s a
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measure of the amount of light which was thegrated in the
prev1;us scan frame. The PDA readout consists of a serial train
of charge pulses which are produced as the shift register
sequentially accesses the photodiodes. Due to the sequential
sel f-scanning nature of the PDA, it is not possible to randomly
address the various pixel elements as 15 possible with scanning
. ele&trun beam imagers.

The maximum 1ntegration time of the PDA pixels is 1limited
by the magnitude of the thermally i1nduced dark current and the
capacitance of the p—n junctions. At room temperature charge
depletion, or saturation as 1t is commonly referred to, occurs
in about 1 second for a typical PDA device. Since many
spectroscopic applications require integration per10dsj aof 10
seconds or more, it is often necessary to cool the PDA to reduce
the dark current. PDA sensors used for astronomical
spectroscopy bave been cooled to liquid nitrogen temperature
permitting integration times of several hours [79]. #or atomic
péasurements simple thermoelectric refrigeration is generally
adequate. For one of the commonly used PDAs it has been found
that the dark current decreases by a factor of 2 for every 6.7 T’
of cooling [311.

The maximum spectral response of silicon photodiodes occurs
between 700 nm and 800 nm depending on %he particular devaice
£78,801. This 1is related to the fact that the absorption
coefficient of silicon is i1nversely proportional to wavelength.l

High energy photons are absorbed very near the surface of the

DN
silicon 1n the p—-type region of the pht:)t:adicui!a..ﬂl Electron-hole

35 .



/""\

!
pairs generated i1n this region produce a photocurrent only when
electrons, the‘minorlty'carr1en§, flow fram the p— to the n—type
si1licon. Since there already exist a large number of holes 1n
the p—type silicon the photon i1nduced current 1s reduced due to
recombination of generated electrons with already existing
holes. Low energy photons which penetrate deeper, 1nto the n-
type silicon, produce a photpcurrent only when generated holes
cross the Jjunction i1into the p-type silicon. Recombination

.

d1min15%es this current 1n exactly the same manner as above.
Photons of medium energy [(600-800 ngh penetrate 1into the
deplet1anv region and ;mmedlately give rise to a photocurrent’
which 1s not bhampered by recomﬁlnagion effects.

One of the first studies of solid state multichannel arrays

for atomic spectrometry was published by Boumans and Brouwer

(81 T— Phototransistors were used instead of photodiodes because

of their gain characteristic; however, 1nétead of being used 1in
the charge stmragéﬁabde like the Reticon ;elf—scanned PDA, the
phototransistors were forward biased. The resul ting
photocurrent wa; passed through a high resistance to provide an
output wvoltage. This phototransistor technqlpgy was later
abandoned by the same authors in favour of a photodiode array
[82] because the transistor output was non-linear with respect
to 1i1ncident 1light flux. The photodicdes were also forward

biased and—- exhibited a single pixel dynamic range of 10>  when

synchronous amplification was employed.

The first evaluation of a commercially available self-

1
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scanning PDA for spectrochemical analyéls was presented by
Horlick and Codding [83]1. They used a 256 element linear array.
The 1ndividual pixels were only 25 by 25 micrometers 1n saze,
however, the photodiodes were designed to operate in the charge-
storage mode. Using variable i1ntegration times in conjunction
with neutral density filters the linear dynamic range was found

to be 3.5 orders of magnitude when the &32.8 nm emission of a

~ He-Ne laser was monitored.

In 1976, with the availability of 2546, 512 and 1024 element
arrays, Horlick published a more comprehensive characterization
[Qé; of PDA sensors for atomic spectrometry. For this study the
arrays were copled using a Peltier cooler to about -13 C. The
electronic background was determined to consist of the expected
dark current combined with a fixed pattern signal. Fortunately
this pattern was highly reproducible and could be eliminated by
;imple background subtraction. The PDA sensors did not exhibit
lag or bloom, two proble&s inherent to vidicons.

One of the best discussions of the operational
characteristics of earlier‘arrays was an evaluation of a 1024
element device for high dispersion panoramic astronomical
yspectroscopy by Vogt et. al. [791]. This paper includes an
excellenf- discussion of the prominent noise sources and
furnishes a detailed description of' the detector system
components with special attention to design considerations for
optimizing the electronic performance of the PDA.

Recently, E.5. and G. Reticon Corp. has marketed a new 1024

element linear self—-scanning photodiode array which was designed
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expressly for spectroscopic applications. The new device, an
RL1024S . PDA 1s similar to earlier products with the important
exception that the height pf the diodes has been 1ncreased to
2.3 mm. Since the pixel elements are 25 micrometers wide thas
results 1n an aspect ratio of 100:1, which 1s comparable to that
of a con;entional polychraomator entrance siit. ‘This device was.
first evaluated for its multichannel spectrometric utilaity by
Talmi and Simpson [31] using an E.G. and G. PARC optical
multichannei analyzer. The W response of the PDA was excellent
with a gquantum efficiency of 35 to 507 from 200 to 400 nm. The
new PDA was found to be lag—-free: each diode was fully recharged
in less than 1 microsecond. No significant blooming was
observed when two adjacent imageé with a 1000:1 intensity ratio
were recorded. The geometric accuracy of the i1ndividual diode
spacings was so good that the wavelength accuracy of a
measurement would be limited by the stability of the source.
The FDA was found to be linear ov;r 4 orders of magnitude. The
intrascenic dynamic range appeared to span 3 orders of magnitudev
and was limited by stray light caused by a combination of the
wedge filter used for the experiment, the foEuss1ng lens and
reflections between the surface of the PDA and the quartz
facepl ate.

Simpson has produced equations [83]1 for the random noise of
self-scanning arrays which i1ncludes the shot noise of the dark
current, preamplifier noilse and the reseét noise of the pixels.
The fixed pattern noise was not considered because it can be
removed by background subtraction. The results of applying these

calculations indicate that the taller S-series array is only
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slightly noisier than earlier devices and, due to its larger
aperture, 1s theoretically capable of detecting much smaller

intensities.

It is possible to enhance the sensitivity of a PDA by
coupling a microchannel plate i1mage intensifier to the face of
the sensor. Commercially devel oped systems exhibiting
adjustable gains of 103 to 104 [B4,871 are available. The
intensifier will degrade the resolution of the FPDA but the
resulting resolution is not strongly dependent on the magnitude
of the gain.

Several publications have addressed the applicability of
PDA detectors for atomic absorption spectrometry [88-901]. It
has been pointed out (881 that the combined absorbance
measurements from all analyte lines of a particular element
found 1n a given window can be used to generate an analytical
curve. In addition, the linear concentration range can be
extended if two lines of different sensitivities for a given
element fall within the spectral range of the detector ([891.
The more sensitive line will exhibit linear behavior towards
lower concentrations while the less sensitive line will extend
the 1linear range towards the upper concentration region. A
detailed examination of the noise chaﬁacterlstics of a PDA based
atomic absorption spectrophotometer by Codding et. al. [201 has

revealed that the system was readout noise 1limited +For all

elements studied except one. However, the PDA was used in
conjunction with an evaluation board 'supplied by " the
manufacturer which does not employ the highest quality
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electronic components and may have contributed to the detector
readout noise. Normall; all of the diodes 1n the peak are
summed to obtain the peak inten51£y: however, 1f the wing diodes
are less than 1/(2)1/2 the height of the peak diode(s) then they
will contraibute proportionately more noise than signal and
should therefore be excluded from the peak.

The first application of a PDA to simultanecus multielement
emission analysis F?lj involved the measurement of 7 elements by
DC arc spectrometry i1n 1974. It was found that an 1i1nternal
standard was not required to produce linear calibration curves
because the simultaneous background correction capabilities of
the PDA were effective. The slopes of 1log-log plots of
intensity vs. concentration deviated from unity which suggested
that considerable self—absorption was occurring. A gualitative
study of C,H,N and O emissions 1n the red and near infrared has
been made [92] using an ICP as the excitation source. PDA
detectors should be able to provide good detection limits for
fhese species because their analysis wavelengths lie in the
reqion where photodiodes are . most sensitive. It was pointed out
that a spectral window of 80 to 100 nm could be viewed because
the spectra were. fairly simple and spectral overlap was not a

i

problem.

The most comprehensive discussion of PDA detection for
multielement ICP emission spectrometry has been published as a

]

book chapter by Grabau and Talmi [(931]. Three multichannel
detectors were used including a SIT vidicon, an RL10245

photodiode array and a microchannel plate intensified photodiode

array. The PDA systems were computer controlled and employed
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very high quality amplification electronics. The SIT was not
cooled while the PDA detectors were cooled to -20 C with a

precision of 0.002 C. Using a 14-bit ADC the single pixel
A ‘

dynamic range of the PDA was found to be 1.6 X 10 . When

variable 1ntegration times were employed an overall dynamic
range aof 1.6 X 107 was achieved which 1s similar in magnitude to
the dynamic range of the ICP.

The / same authors demonstrated a spectral stripping
technique identical to that discussed by McGeorge and Salin
£?24]1 which can correct for direct spectral overlap. The
detection 1limits +For 17 elements whose analysis lines ranged
from 193.7 nm to 403.0 nm were determined using the three
multichannel detectors and contrasted with PMT values which were
obtained using a 10 s i1integration period. SIT detection limits
‘ were about one order of magnitude worselwhich is expected based
on the fact that the SIT was not cooled. The intensified PDA
" detector provided v1r£ua11y identical detection 1limits for
integration periods of 16 S However, the most striking result
was that the unintensified PDA also yielded comparable PMT
detection when variable integration times were used.
Integration times as long as 1464 5 were required for lines below
220 nm and 16.4 s integrations were adeguate above 300 nm. | The
explanation for this PDA performance was Sased on the SNKNR
considerations for both detectors. The ICP/PMT detection limits
are relatively wavelength independent because the measurements
are always either source shot or flicker noise limted. In

caontrast, the ICP/PDA detection 1limits get worse at lower
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wavelengths because the line intensity decreases but the noise
1s readout limited, or essentially constant. Fortunately, a
nearly linear improvement in S5NR can be obtained by increasing
the integration time.

- One of the most widespread uses of the PDA sensor‘ for
applications other than multiwavelength spectroscopic
measurement involves rotating the detector by 90 degrees in the
focal plane so that the array of photodiodes 1s parallel and
coincident with the dispersed line image. This enables the
measurement of vertical spatial profiles with very high spatial
resolution. While wvertical profiles of analyte emission 1n
flames have been studied [95], mgéi profiling work has been
carried out using the ICP as the saurce.

Profiles obtained +for atom and ion lines i1n the ICFP have
shown that ion lines generally peak higher 1n the plasma than
atom lines [961. Lines which peak low 1n the plasma were found
to be spatially affected by forward power and nebulizer Flu;
rate and have bheen categorized as "soft" lines [971]. Lines
which peaked high in the plasma and were spatially insensitive
to  operating parameters were called "hard" lines. An
understanding of analyte sﬁatial behavior has helped td clarify
a number of inconsistencies between results published by
differgnt laboratories which have tried to categorize intensity
variations as a function of varying operating conditions ([981].
Matrix effects. are also important [99,100] which is illustrated
by the dramatic enhancement of the Ca 422.7 nm atom 1line when

high concentrations of an easily ionizable element such as Li.is

present while the 393.3 nm ion line is affected minimally.
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Radial profiles have been obtained by Blades and Horlick
[101] after converting lateral "intensity measurements into
radial informgtion using the Abel inversion technique. These
experiments Q*ve shown that the region of maximum analyte
intensity in the ICP 1s confined to a doughnut shaped region
which ranges from O to 1 mm radially outward from the center of
the discharge.

Other novel applications of linear PDA detectors include
spectra£ characteri1zation after implementing AND and XOR
(exclu;ive OR) logic operations £1021 and spectral enhancement
using cross—correlation techni ques £103,1041]. Temporal
information has also been obtained for DC arc transient signals;
({1053 enabling the selection of an optimal observation time.
Transient spectra have also been measured for laser microprobe

%

{1061 and high energy laser ablation [1071 sampling methods.

1.5.4 Charge Coupled and Charge Injection Devices

The concept of charge coupling was introduced in 1970 [108]
and has.since developed into a well defined technology which is
very amenable to 1maging applications. The charge coupled
device (CCD) 1s comprised of a one or two-dimensional array of
gate electrodes on a semiconductor substrate. ,The electrodes
can be '1nd1vidua11y charged to a potential. This attracts
charge carriers to shallow regions below the gate in the
semiconductor substrate. Light incident on the device is
absorbed and generates electron-hole pairs. Holes (or

electrons) are attracted to the regions under those gates which
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are held at an appropriate potential. The pockets of
accumulated charge can be shifted from one gate to another by
multiphase clocking of the gate electrodes, which eventually
results 1n pockets of charge being shlftéd onta the video
readout 1line of the device. Detailed descriptions of the
operation of CCDs [109,1101, thei; sensi1tivaity and ;esolution
characteristics [111]1 and design considerations [112]1 have been
published previously.

Ratzlaff has described a spectrophotometer based on a CCD
detector (1131 which incorporated a‘ linear array of 1728
elements on 13 micrometer centers. The device did not exhipit
lag or bloom, unless saturaiéd, and could be read out i1n 8 ms.
Unfortunately the %Evice was relatively insensitive to W
radiation 'severely limating 1ts applications to atamic
spectroscopy.

The 1limited sensitivity of CCD érrays 1s well understood
{11413 and 15 due to the fact that UV photons are absorbed at or
near the gate electrode surface. This inhibits minority carriers
from reaching the electrode potential wells. Commercially
;vailable "backside" devices are illumnated from the
semiconductor side, but these arrays normally include a glass
window which 1is opaque below about 350 nm. Denton has
experimented with a custom prepared CCD [114]1 which had the
glass window etched away and found that the quantum efficiency
was enhanced from less than 5% to about\SOZ at 300 nm. Various
sensitization techniques have been discussed £115] for

improvement of CCD Uv’response, but applications to atomic

spectroscopy have not been presented in the literature.
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CCDs are capable of high § R perfaormance, especially 1+
Pixels are grouped together to form a “super pixel". This
necessarily results 1n a degraded spatial resolution wH1ch mayy
be undesirable 1+ complex spectra Uare being measured. The
dynamic range of CCD arrays is limited by the on—chip
preamplfier. This 15 disadvantageous for wide dynamic range
spectral sources. ‘ N

Ftev:os'ntly,° the charge injection device (CID) has bgen
demonstrated as bhaving excellent characteristics +or atomc
spectroscopy L[1161. The CID~of¥ers a quantum efficiency raﬁging
from 8 to 10%4 1n the UWW. Two dimensional CIDs can be fabricatea
providing +for random pixel addressing. This poses a direct
advantage over mast gglid state i1magers where the entire device
must be read out in a sequential fashion. However, the singie
most attractive new feature of the CID 1s that selected pixels
can be read out nondgétructxvely. Therefore 1t 1s possible to
monitor the signal accumulating on a pixel so that it can be
read out nJuét before :s saturates. The SNR can be {further
increased by repeatedly reading out the pixel nthestructively‘
to gain a signal averaging 1mprovem3pt 1+ the readout noise 1s
randam. ' ' .

The dynamic range of the CID can be extended by mig?ng
destructive with nondestructive readouts. Preliminary detection
limit data shaow that for wavglengths longer than 400 nm the CID
is as good as a PMT when wused 1n the same spectrometer

configuration. For wavélengths in the UV the detection limits

for the PMT are about a factor of 10 lower.
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RN 1.6 Summary of Multichannel Detector Characteristics

Since the CID is normally manufactured in a two-dimensional
format , echelle dispersion systems can be employed to provide a
wide spectral window. Using an echelle system with a 244 X 248
pxgelr CID [116] a resolutiaon of 0.1 nm has been achieved over a
spectral w1nqbw ranging from 200 to 800 nm. Newer devices are
expected to offer up to 500 X 500 pixels. This will provide
enough detector area to achieve medium to high rescglution for

atomic spectroscopy.

’

v
Y e

.
The characteristics of the detectors discussed above are

summarized in the following sections. The discussions are based

on the ideal detector criteria outlined in section 1.4.

1.6.1 Image Dissector Photomultiplier Tubes

The IDPMT has been showﬁ to be an acceptable imaging
detector for atomic spectrometry. It is not capable of
simultaneocus multiwavelength integration; however, using an
echelle optical system wide spectral coverage with adequate
resolution can be obtained. The important trade—off between
resolution and spectral range is determined primarily by the
size and shape of the photoelectron aperture. A small circular
aperture provides the most eléctronic resolution elements but
may require longer integration times for photon shot noise
limited measurements.

The IDPMT exhibits excellent sensitivity based on the fact

that it employs the high gain, low nmise electron multiplier
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dynode chain of a—conventional PMT. The dynamic range of the
image dissector can match those of ‘standard PMTs spanning 6 or 7
orders of magnltude: This 1s misleading howevery because 1t
refers to the least i1intense and most i1ntense single i1mage that
¢an be detected according to the inherent transfer function of

>

the device. The i1ntrascenic dynamic range of the IDPMT can be
as low as 100:1 depending on the amount of ;e1ling glare and the
physical proximity on the photocathode of images of different
intensity.

The IDPMT can statically address any region on the
p?ntosen51t1ve surface or continually scan over a portion of it.
Unfortunately, the image dissector is not an i1ntegrating device
and can only accumulate spectral information while it 1s
addressed by the deflection coils. This shortcoming is
partially offset by the excellent sensitivity of the device
compared to-other unintensified detectors. Partial integratiD;
can be ;chleved using what is called a smoothing dissector [18].

A detection system based on the IDPMT will be relatively
egpensive compared with other alternatives. The Fost ot the
tube itself is about %$10,000. This does not include the
scanning and data acquisition circuirtry agd computer bhardware.

1+ spectral i1nformation is encoded as an echellogram the

software required to 1nté%pret the spectrum will be complex.

"This eliminates the possibility of using a small inexpensive

microcomputer as the main processor. Most of the IDPMT systems

to date have employed minicomputers for data acquisition and

control. ' Using multaple IDPMTs in a direct reader configuration

L3

or
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would be prohibitively expensive.

N

1.6.2 Vidicons

An important feature of the vidicon which distinguishes it
from the IDPMT is that 1t 1s an integrating detector.
Therefore, unlike the IDPMT, the vidicon is a true simultaneous
mul tichannel sensor. While the speed and sensitivity of the
IDPMT may compensate 1n some circumstances, it 1s reasonable to
expect - that under certain conditions true simul taneous
mul tiwavelength information: collection will be advantageous.
Dne example of this 1s an application where transient spectra
were recorded by a carbon—cup sample introduction and vidicon
detection system [761. Imaging detectors that are 1integrating
in nature are particularly suited to the measurement of
transient signals and many sample introduction methods now exist
for atomic spectrometry which produce such time dependent
spectra:

With conventional linear dispersion spectrometers vidicons
have been used to simultaneously monitor regions from 5 to 40 nm
in width. The only way to cover the 200 to 400 nm range, where

most atomic lines are found, with moderate resolution appears to

be by using an echelle dispersion system. Unfortunately, the
decreased 1light throughput can severely degrade detection
limits. The spectral response of an 5V has been shown [551 to

start at about 250 nm and rise sharply to a maximum near 400 nm.
From 400 to 800 nm the response curve is relatively +flat and
'then drops off to zero at 1100 nm. The spectral response of a

§1T wvidicon is 1less constant but is one to three orders of
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magnitude higher than the unintensified device above 350 nm.
The photocatheode of a S1IT vidicon 1s curved so an optical fiber
faceplate 1s rgquired. This faceplate severely attenuates light
belﬁw 350 nm L[1171]. Sensitivity 1in the UV region can be
enhanced by coating the faceplate with an organic fluorescing
compound {(scintillator) which will result 11n a gquantum
efficiency of 1 to 2% down to about 100 nm. The response of a
typical SV is linear over about° 4 orders of magnitude [&01].

The quantum efficiency of silicon ranges from 10 to 80% in
the QV to near IR region. This 15 supe?ior to that of typical
PMT photocathodic surfaces in this region. However, because the

P

;iadout noise of a vidicon i1s about 1800 electrons RMS, the
smallest detectable signals are a few thousand photons in
magni tude [201]. The SIT vidicon, with a gain of 2000 to 3000,
can detect a few photoelectrons. Using this device 1t is
poséible to approach the detection limits achieved using a PHMT
for lines which are in the visible region of the spectrum. For
the majority of analytically useful lines which occur in the UV
the SIT has been shown to be 1 to 2 orders of magnitude inferior
to conventional PMT detectors. It should be possible to
approach the detection capabilities of a PMT using the
intensified SIT (ISIT) wvidicon but this has not vyet been
sufficiently explored.

The imaging resolution of all vidicons 1s limited by
the diameter of the scanning electron beam and the size of the
target. At any given instant in time the, beam partially

or fully impinges on about 10 pixels. In practice a number



of pixels are grouped together by selective addressing
where each group represents a channel. The addressing
accuracy of a typical SV 1s better than 3% of the sensor

area with- a precision of better than O0.1%1 [54]. The power

and flexibility of a system 1s related to the powerful

addressing capabilities of the device when coupled to a
computer system. The channels can be scanned sequentially,
randomly or by any mixture of the two modes. Random access

addressing poses the advantage of reading out only those

spectral regions ot interest, ' ignaring all other
informatinn; The resolution of fﬁe detector can be severely
degraded by a phenomenon called blooming. This occurs when a
high intensity image causes cﬁarge depletion over a
much larger, area of the photodiode mosaic than the
gctual area of the image. This 1s particularly disturbing
1f an 1ntense spectral 1line is adjacent to a weaker but

analytically useful line.

The silicon target 1s the major source of darg curreht in
all types of vidicons and therefore the detector must be cooled
if 1integration periods longer than about {00 ms are to be
employed £201]. Unfortunately vidicons are mechanically
difficult to cool [9231 and exhibit degraded linearity at laower
temperature. 1If the detector 1s successfully cooled, the lag is
greatly increased [1171]1. This requires careful signal erasure
and target preparation. Attempts have been made [118] to
eliminate lag by employing pulsed 11lumination techniques.

Unfortunately, vidicons exhibit lag by nature and no degree of

readout control can eliminate this effgct.
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Like the IDPFMT the vidicon requires rather sophisticated
LY

__control circuitry compared to the simpler self—-scanning solid

state arrays. This 1ncreases the cost and complexity of the
computer intertace, Although it 1s feasible to use a

microcomputer system, most interfaces to date have relied on
\ . . ?

minicomputers. The readout from the vidicon can be very
\/ -

rapid but can be conveniently digitized using conventional

amplification and acquisition electronics. To avoid being

readout limited 1t 1s wise to use an ADC with at least 12-bits
of resolution. A packaged vidicon system 1ncluding the
detector, a controller, and an OMA configured for operation
without an external computer s;stem will range in price from
about $30,060 to #$50,000 (U.S.) depending on the actual

compaonents selected.

1.62§ Linear Photodiode Arrays

Linear self-scanning photodiode arrays satisfy some of the
characteristics outlined earlier for an ideal mul t'i channel
detector. One of the major advantages of PDAs is that they are
solid state devices. For this reason they are more compact and
rugged than detectors incorporating a tube structure. Al so,
bécaﬁse PDAs are fabricated the same way as other large scale
integrated (LSI) circuits, they should be less expensive.
Unfortunately, unﬂf& the demand for these devices 1ncreases they
will remain expensive. A 1024 element FPDA for spectroscapic
aéplications costs between $2000 and #4000 (US). With a

commercially available OMA and detector controller, a packaged
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PDA system will range in cost from about $20,000 to $50,000
ws). \ .

PDA sensors exhibit true simul taneous mul tichannel
integrating characteristics 1n much the same way as vidicon
image tubes. The geometric registration of the individual
photodiodes is extremely precise, and, because the pixels do not
bloom, the spectral resolution of the array is dependent only on
the optical fidelity of the spectrometer. However, since
photons which fall between diodes can be collected by either
pixel the best resolution-is about half that of a conventional
system which uses a PMT and exit slit arrangement.

The one-dimensional nature of linear PDAs does not permit
the use of conventional echelle dispersion, which 1limits the
spectral coverage to a maximum of about 20 nm if medium
res&lution in the atomic sense is to be achieved. For ICP
spectrometry 1t has been argued that the spectral range should
be limited to about 8 nm [93]1 to minimize spectral overlap.
Recently, Reticon has started to manufacture a 4096 element PDA
which increases the range by a factor of four; however, the
aspect ratio of the pixels 1s only 34:1 which reduces the
sensitivity and SNR of the array when compared to the RL1024S§
device discussed 1n this report.

The spectral response of the PDA is superior to that of
vidicon and CCD detectors i1n the UV with a quantum efficiency of
40 tao S04 from 200 to 400 nm. Although PDA systems are
generally readout noise limited, their high spectrgl response
coupled with on-chip integration has resulted in detection

limits for 1lines in the UV which match those obtained using a
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PMT [931. A discussion of PDA noise ctonsiderations [119]1 has
indicated that the RL1024S device readout noise wxil degr ade
detection limits below 225 nm if the ICP +Flicker <factor

(precision) 1s 3% or belaow 300 nm 1f the flicker factor is 0.2%Z

compared to a PMT for 1| second integrations. Greater
sensitivity can be achieved using commérc1a11y available
microchannel plate intensifiers which result -in  PMT-like

detection limits for similar i1ntegration periods.

The single pixel dynamic range is at least 104 while the
time dynamic range can be as high as 107. Unfortunately the
intrascenic dynamic range 1s i1nherently less than the single
pixel value due to veiling glare withain the detector enclosure.
Stray 1light can be reduced by removing the PDA window and
placing the detector in a suitable enclaosure which 1s coupléd
directly to the spectrometer. Good linearity can be achieved
© aover the +full dynamic range of the device.

One of the disadvantages of linear self-scanning PDAs is
that the pixels are not i1ndependently addréssable. Thus, the
entire array must be read out to access the spectral regions of
int%rest. There 1s no reason why future PDAs cannot be designed
differently to allow for addressing flei?billty. A method for
pseudo-random access has been discussed [120]1 which involves
rapidly clocking out the pixels that are not of interest and
then sﬁffch1ng to a slower clock for data acquisition. This
techniqué also increases the dynamic range of the PDAR toward
higher light levels by an order of magnitude.

0f all the multichannel systems discussed so fary, the PDA
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1s the most easil;\zsﬁirolled by a sméll computer. Single board
mlcrpcomputers are relatively 1nexpensive compared to the
detector itself and can therefore be made an integral part of
the detection system.’ Data can be read out at rates ranging
from 10 to S0 kHz depending on the central processor used.
Certain real-time and delayed resident processing can be carried

on the microcomputer by both high and low level software.

1.6.4 Charge Coupled and Charge Injection Devices

CCD imagers are not sensitive enough in the WY to be
seriously considered for ;t0m1c spectroscopy, but CID devices
exhibit much improved response characteristics. The spectral
response of CIDs is still inferior to that Df‘ PDAs; however,
CIDs are solid-state two-dimensional detectors which provide
random pixel addressing. Therefore, using echelle dispers:an,
CID based detection systeqs can cover a much larger spectral
window with adequate resolution. An additional advantage stems
from the nondesﬁructive readout mode which can provide square
root of N SNR improvement. A great deal of work remains to be

done using CID sensors, however the future of these devices for

atomic spectroscopic application is very promising.

1.7 Thesis Approach

-

‘A number of preliminary decisions were instrumental in
determining the direction of subsequent research. An  RL 10245
PDA was selected as the multichannel detector. The IDPMT was

considered too expensive and was not capable of simultaneous
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mul tichannel ‘integration. The vidicon has been successfully
used for atomic spectroscopy but inherent problems such as lag,
bloom, coocling efficiency and complex readout requirements
promoted the 1i1nvestigation of solid state sensors. CcCD
detectors were not Tconsidered because they are not very
sensitive to UV radiation and CID sensors were viewed as a
relatively new technology with many unknown characteristics.

The 1linear PDA chosen has been designed expressly for
spectroscopic applications. It has a wide sensor area, exhibits
high quantum efficiency 1n the UV region and 1s a solid state

t

device which 1is rugged and does not incorporate a tube

N

structure. In addition, a precise geometric registration and

unambiguous readout method provide for excellent resolution with
no lag or bloom. During the past four years several detection
sytems based on the RL1024S PDA have emerged as commercially’
viable products. The one dimensional n?ture of the PDA
restricts the width of the wavelength window which can be
" simul taneously monitored. This fact ied to the development aof a
hybrid detection strategy that incorporates a rapid slew scan
spectrometer. The original synchronous motor drive system on a
one meter Czerny-Turner spectrometer was replaced by a computer
controlled stepping motor drive system which can slew at speeds
ranging up to & nm/s. Chapter 2 describes the exerimental
confrguratlon,L spectrometer bodifications, aqd the hardware and
software designs which were integrated to assemble the detection

system.

The first stage analog processing of the PDA video signal

)
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is accomplished using an evaluation board purchased from
Reticon. .This board does not employ the low noise electronics
available with some commercially available PDA ensembles. Thgse
systems range i1n cost from #15,000 to $50,000 (US) as oppose; to
the #$4400 (US) price of the PDA/evaluation board combination.
The design of a new PDA board was beyond the scope of the
intended research. ?dttunately, the noise character1stic§ of
the PDA are quantitatively known, and 1t was possible to
theoretically determine the expected SNR perfor@ance of PDA
detection systems i1n comparison to conventional PMT based
systems. Chapter 3 deals with this evaluation and includes a
discussion of data acquisition considerations.

Other aspects addressed by this thesis include dynamic
range extension towards higher light levels, spatial resolution
enhancement and the detection of transient signals from sample
introduction methods such as the direct sample insertion device
(DSID). These topics are pursued in the final chapters with an
emphasis on the spatial resolution theory which is potentialfy

the most important development.
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2. Instrumentation -

The experimental apparatus comprised several commercially

i

avairlable p1eces of equipment and some custom designed
instrumentation. A complete equipment list with associated
suppliers 1s contained i1n Appendix A. A block diagram of the

experimental configuration is shown 1n Fig. 2.1.

lmmethmmx

" | ———= Source

Stepping
i Motor
i Drive
PDAT Electronics <
} ¢
AlMI
) ) interfoce
ADC Electronics
PDA
interface
AIM2
Secondary
\ S100 Storage
Terminal

Figure 2.1: Block\diagram of experimental configuration.
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Radiation is collected by a quartz lens situated at a
distance of 2F (40 cm) from the spectral source and entrance
slit of the monochromator. The diffracted radiation 1s focussed
onto the PDA by a swing—-in mirror situated prior to the exit
slit. The PDA 1s mounted on a positioning mechanism that
provides the adjustments necessary to focus the line radiation
’on the sensor surface.

Selection of a spectral region to be viewed by the detector
1s carried out by a single—board Rockwell-AIM—65 microcomputer
{AIM1). Software running on this system accepts commands from
the user and translates them into digital control signals to be
sent fu the stepping motor interface. The interface is
}esponsible for converting the digital information received fraom
the computer into the synchronous 4-phase pulse sequence used to
drive the power trans;stors supplying current to the stepping
motor windings. The interface is also responsible for recording
the wavelength on a &-digit nuymeric display. .

Control of the PDA and data acquisition is performed by a
secaond single-board AIM microcomputer (AIM2). This system has
been expanded to accommodate additional memory a;d input/output
hardware. AIM2 is responsible ‘fnr 1nitializing the :PDA
interface, controlling the readout of the detector, providing

the integration period, detecting the presence of valid analog

data’ and triggering the analog to digital converter (ADC) to

digitize the data. The bidirectional paths between AIM2, the
PDA interface and the PDA detector illustrate the
control /feedback network. The unidirectional path from AIM2Z to

the ADC represents the trigger to initiate a conversion of the
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data from the PDA.

The digitized data is routed to one of +two possible
destinations. Initially, data was collected by AIM2 where it
could be processed before being sent to the disk based S5-100
laboratory computer. While the AIM is capable of acquiring 1024
spectral points i1n less than a second, the transmission of 1024
points to the §-100 computer takes about one minute using a
serial RS-232 link. ?

This "throughput® limitation was solved by routing
digitized data directly to the 5-100 caomputer. AIMZ triggers
the ADC when valid data is sent from the PDA. The 5100 kéystem
waits for an "end-of-conversion" signal from the ADC and then
" reads the data directly into memory. An additional advantage is
gained because the AIM computer is no longer required to read
the data. Since the functions are partitioned betweeq the twg
computers the readout rate can be increased from 10 kHz to 18
kHz. The PDA is noticeably more stable at this higher readout
rate. -

The 5-100 provides other functions including development
and disk storage of programs to be executed ﬁy the AIM

computers, processing of spectral information, plotting of data

on a video screen or X-Y ﬁfutter, and word processing for the

L
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generation of reports and documentation.



2.1 Optical System

2.1.1 Optical Rail

L

The foundation for the opt1cai components is a fpur—;ailJ
(guad) 0pt1Eal rail system based on a previous design by Walters
et. al. ([121]. The stainless steel rails were purchased i1in 17;
ft. 1lengths with a diameter of 2.5 in. Each rail rests on S
equally spaced supports. Each support consists of a U—shaped{
bracket and two cylindrical pieces of aluminum. The rails res§
between, and parallel to, the cylindrical aluminum supports
which can be independently moved at rlgqt angles tE‘ the -rail
1en§th‘ Moving both supports lgterally by the same amount
shifts the rail in the same direction ang moving the supports
toward or away from ane another raises aor lowers the rail. The '
support brackets are bolted to I-beams which are perpendicular
to the rails. The I-beams are supported by the frame Af a
Jarrell—ésh 3.4 meter monochromator which had previously been
scrapped and salvaged for useful parts. The frame is ext;emé]y
rigid and provides the torsional stability of the entire optical
system. Finally, the 4rame‘ is held off the floor by two

supparts constructed out of channel iron and " welded in the

Departmental Machine Shop.

<
a

Optical components are mounted on stainless steel riders
that have a trapezoidal groove cut at one end and a flat cut at
the other. The riders {olloﬁ$the contour of the rail that is
mated with the groove. The riders are 18 in. 1long and are

either 3.875 or 2.875 in. wide. The top surface of each rider

consists of a two-dimensional matrix of 1/4-20 tapped holes with

!
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v center \tio center spacings of one inch.

2.1.2 Optical Rail Alignment

The advantage of the rail system over methods that support

. , optical components 1ndependently 1s that once the rai1ls are

c‘ " *{\ pro;érly alignéd ébmponents can be moved along the rails on the
/ A riders without disturbing their relative alignment. It is also
possible to removeva rider from the rails and replace 1t without
disturbing the optical alignment because the groove-and-flat
dé;ign 15 & self-centering kinematic system. However, alignment

of the rail system is a nontrivial task. Ideally, all four

to

rails should be level along their lengths to within a few

A

° thousandths of an 1nch.k Equally important is the specification

tﬁ%ﬁ the rails are straight and do not "snake". This is wvery

o

important if lateral alignment 1s to be retained while sliding

riders along the rails.

The rail system was aligned with the help of Prof. D. Selby

hd 9

o

of the Civil Engineer1ng Department of McGill University. He

suggested that we choose one of the four rails, level and

<7 straighten 1t first, then proceed with the rest of the system.

>
. The rails were labelled 1 to 4 from left to right when viewed
) . from the north end of the labDrato}y. Rail 2 was'designated as
. o " the starting point. It is important to note that rails 2 or 3

Necg“uthe best starting points because a rider would later be
used to straighten the outside rails. This point will become
clear later in the discussion.

[

‘A theodolite was used to measure the horizontal level gf

3
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the system. The procedure was to mount a vertical surveyor's
target on one of the rider;: The target was essentially a rulern
scaled i1n inches with clear, sharply conirast1ng markings. The
rider was then paositioned above each of the rail supports and
the rail moved up or down depending on the theadolite reading.
This process was repeated in an 1terative fashion until the
entire rail was level to about 5/1000 1n. This same procedure
was used to level the other three rails. I

Once the rails were level they had to be straightened.

Prof. Selby suggested that we have the shop manufacture two V

?\supports to be mounted next to the support brackets at each end

of rail 2. The V was/ accurately milled along a 1 in.
rectahgular block of aluminum. It was imperative that the
bottoms of the V grooves were the same distance away from the
center of rail 2. A length of uninsulated Ni-chrome wire was
strung between the grooves and pulled taut by weights hanging at
BﬁthA ends. This resulted in a straight reference line running
the length of rail Zl“ Figure 2.2 1l1lustrates the configuration.
Somi’ of the hidden views have been omitted from this
illustration to simplify the diagram.

To straighten the rail a rider was placed between rails 2
and 3 such that the groove i1n the rider mated with rail ‘2. A
bracket and rod assembly .was mounted over the edge of ,the rider
such that the bracket was electrically insulated from the rider.
The rider, rail, V grooves and wire were all electrically
connected and foirmed a path for electrical current. A digital
ohmmeter was connected between the rod and the rider. - When the

rod contacted the wire the circuit was closed as indicated by

-
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the ohmmeter. Since the rod followed the contour of the rail it
was possible to move the rider to each of the rail supporte and
adjust the rail from side to side until the rod just barely
touched the wire. Rai1l 2 was straightened and relevelled
iteratively until a satisfactory alirgnment resulted.

It was not necessary to employ thi1s procedure for the other
rails. Instead, the shop manufactured a spacer of aluminum that
was 2.0 1n. wide, 0.5 in. thick and exactly 12.500 in. long.
This latter dimension is the specified center to center distance
between the rails of 15.0 in. minus one rail diameter.
Therefore the spacer should fit between the rails with no gap.

By positioning the spacer between rails {1 and 2 and 2 and 3

along their lengths, rails 1 and 3 ‘were straightened. Rail 4
was straightened 1last, using rail 3 as a reference. It was
necessary to iterate between the leveling procedure and

straightening procedure to arrive at a well aligned system. The
result was that all four rails were level and straight to about
571000 1n. After 1loading the rail system with heavy optical
equipment the rail separations were checked with the spacer and
no significant side to side deviations were observed.

/

2.1.3 Spectroscopic Radiation Sources

The ICP was the primary source of radiation for analytical
application experiments. This system consists of a 2.5 kW,
27.12 MHz crystal-controlled R% generator with an automatic
impedance matching unit and conventional torch enclosure. Three
different torch designs were employed. Twa standard 18 m@’O.D.

Fassel—-type torches were used; one was the original torch
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supplied with the ICP and the second was made in the
glassblowing shop of the Department of Chemistry at McBGill
University. The second type of torch was a MAK low flow design
which was used exclusively with the MiK nebulizer. The third
éorch design was a standard torch that had the central aerosol
injector removed. This torch was wused for all studies
1nci7borating the direct sample insertion device (DSID). Argon
f10w_rates and other commonly employed operating parameters are

’

listed in Appendix B under "Standard Operating Conditions".

£

For some experiments other radiation sources were adequate.
A Helium—Neon laser was employed for optical alignment and for

those studies requiring an intense, monochromatic beam of 1light.

1
ty

A mercury pen-lamp was used as a multiple-line source and was

very useful ; for calibrating the drive system of the
monochromator. When a stable, narrow line width source was
required several hollow cathode lamps could be selected,

depending on the wavelengths or elements of interest.

2.1.4 Sample Introduction Systems

Two methods of sample i1ntroduction wefe used with the ICP.
Conventional pneumatic nebul:i1zers were employed for the analysis
of most liquid samples. 'A pneumatically driven DSID was used
for microsample introduction.

Threé different pneumatic nebulizer and spray chamber
combinations were available. Meinhard concentric nebulizers
were coupled to a standard Scott spray chamber. A Jarrell-Ash
(JA) fixed cross—flow nebulizer was used with a JA spray chamber
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that was slightly modified so that it would fit 1nto the torch
enclosure. This modification required that the ae;osol delivery
tube be moved from 1ts position at the end of the chamber to a
position 2 cm towards the nebulizer. In addition, the ground
glass Joint which mates with the torch was changed so that 1t
would couple with the torches used. The third system was a MAK-
200 assembly which i1ncluded a MAK-10 fixed cross—flow nebulizer
and a MAK spray chamber. The MAK spray chamber, like the Scott
chamber, employs a dauble pas; baffle while the JA chamber
utilizes an impactor type baffle. ' A discussion of the DSID usea
in this work bhas been published [122]. Operating details
cpncefn1ng the application of the DSID are dealt with in Chapter
oo '

\\

2.1.5 Spectrometer Optics

Light emanating from the ICP or Dther‘optical sou;ce is
collected by a quartz lens 4.8 cm in diameter with a focal
length of 20 cm (Na D line). The 1lens is normally placed at a
distance corresponding to 2F, or 40 cm from the monochromator so
that an 1nverted 1:1 image is focussed on the entrance slit.
The monochromator 15 a 1.0 meter Czerny—Turner design with a
swing—-in mirror prior to the exit slit enabling spectrum viewing
at the photographic focal plane at the side of the instrument.
The photographic plate racking mechanism was reﬁoved_ and
replaced by the multichannel detector system. The basaic
spectrometer specifications are listed 1n Appendix C.

The spectrometer was originally equipped with an IR

grating. This was replaced by a 5 in. X 5 1in. holographic
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grating optimized for UV operation. The grbove spacing of 1200
g/mm results in a reciprocal Qispersion of approximately 0.8
nm/mm 1n the first order W 'reglon. The monochromator is
approximately 15 vyears old and 1t was discovered that the
collimating and camera mirrors bad corroded slightly. These
mirrors were recoated with Al and overcoated with magnesium
fluoride by 3B Optical Co. (Gibsonia PA). When the recoated
mirrors were received it was necessari to refocus the
spectrometer. Generally the procedures Duflined in the

instruction manual [123] were follaowed except for the following

changes.

The methaod for collimating tge mirrors ctalled for
illumination of the mirrors, cross-hairs and "normal holes" from
outside the spectrometer through the exit and entrance
aperturesl This method~did not produce enough optical contrast
for this procedure to be effective. Instead, a 100 W light bulb
was placed at the grating access port to 1lluminate the inside
of the spectrometer directly. The resulting contrast was
excellent and both mirrors were collimated with no problem.

The focus of the collimating mirror is critical for high
resolution spectroscopy. No matter how well the camera mrror
is focussed, the resulting image fidé11ty is limated by the
focus of the collimating mirror. Unfortunately, the instruction
manual did not provide a method for this adjustment. The
following procedure for focussing the collimating mirror was
suggested by H. Zeeburg of Jarrell-Ash.

The 1mage for this adijustment was provided by the end of a
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fiber optic bundle which had been cleaved with a razor blade to
ensure that all of the individual light guides were flush with
one another. The slits were opened to about 1.5 mm and the end
of the bundle was placed flush against the slit jaws. Then the
grating was rotated to the zero order so that it reflected the
image of the fiber optic bundle back to the entrance slit. The
fiber optic was placed at the bottom of the slit aperture so
that the 1inverted image appeared at the top of the aperture.
‘Th1s will occuruxf the mirror has been collimated properly;
otherwise the vertical mmirror adjustment can be adjusted to
correct the vertical positioning.

A microscope was placed in front of the entrance slit to
view the image of the fiber bundle. The microscope was adjusted
so that the slit jaws were in sharp focus. By moving ﬁthe
collimating mirror back and forth 1t was possible ta bring the
image of the optical fiber bundles into sharp focus as well.
Initially the i1mage was viewed with an optical comparator. This,
dad nbt work well because the e;e focusses independently of the
comparator and one cannot trust ones judgment that both the slit
jaws and the image are coincidently focussed at the exact same
spot. The microscope produces an objective image which wi1ll
focus at one point irrespective of the evye.

It was found that the image was focussed -outside of the
spectrométer. This meant that the mir?o; wag'foo close to the
entrance slit. Movement of the mirror must be carried out very
carefully, otherwise collimation of the mirror can be lost. To
move the mirror away from the slit, the center screw on the

mirror assembly was turned counter-clockwise between 1/16 and
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1/32 of a turn, Then the horizontal and vertical screws were
turned the‘ same amount. Two people should carry out the
adjustment; one to move the mirror and one to monitor the image
movement. -This observation was made with an opt1c;1 comparator
because the microscope provided too much magnification. To move
the mirror 1/2 mm the screws had to be turned approximately 1/2
a revolution. Thus a large number of individual adjustments

s

were required to move the mirror the appropriate distance.

2.1.6 Stepping Motor Drive System

The reciprocal dispersion of the spectrometer coupled with
the 25.6 mm width of the PDA ;ensor limits the spectral window
fo 20.35 nm. To achieve high sample throughput and fast access
to different windows the conventional synchronous motor/gear

train drive was feplaced by a stepping motor grating drive

system. The stepping motor system was designed to scan faster
S

gt

than the original drive system but the prime advantage, computer

_control, was realized by dedicating a powerful single—board

computer to the , control of the spectrometer enabling
éﬁphisticated control of the scanning process.

The complete drive system cnpsists of £ our ma jor
components: the stepping motor and reducing gear, the current
switching drive unit, the leogic interface and the computer. The
stepping motor specifications and related technical information
are shown in Appendix D. ds1ng an B-step sequence 400 steps are

required to produce one full trevolution of the motor shaft. One

complete turn of the sine bar drive screw corresponds to a 10 nm
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wavelength change. If the motor ha? been coupled directly to
the sine bar a resolution of 0.025 n;/step would have resulted
which was considered inadequate. Instead, a 1:8 gear ratio was
chosen resulting 1n a resolution of 0.0031 nm/step. The large
gear is coupled directly to the sine bar drive screw. This gear
communicates with the smaller. gear on the motor drive shaft wvia
a triple-wire nylon coated belt.

The motor 1s driven by the custaom built switching circuit
referred to as the drive unit. The switches are controlled by
the stepping motor logic interface designed and constructed by
Dr. W. Alex Whitla of Mount Alison University as a.sabbatical
research pFDJ;Ct. Schematic diaérams for the drive umt and
lpgic interface are i1ncluded in Appendix D. The 8-step sequence
g;nerated by the logic interface turns on the drive unit power
transistors supplying approximately 1.3 A of current to the 4

motor windings. At full speed, corresponding to a slewing rate

‘of about & nm/s). the power transistars switch this current at

stors dissipate about 23 W each through a

.

single, large heat. sink, cooled by a fan blowing 352 cu.ft./min

313 H=z. The tran

“of ambient air directly aver the drive unit. From time to time
one aof the power transistors ils and has to be replaced. The

diagnosis and replacement procedure is described at the end of

Appendix D.
The stepping rate and direction of\motor shaft rotation is
dictated by AIMI. The computer can also read and maodify the

waveléngth display, slew from one wavelength to another

motor in a
"

automatically and accelerate and decelerate the

. Y
highly controlled fashion. A complete descriptio of the

u
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control program will be discussed later in the software

development section.

b

2.2 Detaction System

/ The heart of the detection system 15 an E.G. & G. Reticon
RL1024S 1024 element 1linear self—scanning phoéod1ode array
[124]. The S-seriges PDAs were developed expressly for
applications in spectroscaopy. The pixels consist of diffused p-
type silicon bars in an n-type silicon substrate. The p-type
regiané are .13 microns wide and 2.5 mm high with a center  to
center spacing of 25 microns. The pixels operate in a reverse-
biased qharge—storage mﬁde. Therefore, the PDA is an energy

detector, capable of integrating photon flux over time. The PDA

is packaged as a 22-pin dual-in-line integrated circuit. The
% ‘
electro—optical characteristics of the array are 1listed in
Appendix E. The sensor was originally purchased with a
———e
' removable quartz window. This window was later permanently

attached in a dry nitrogen atmosphere to prevent condensation of
} water onto the sensor surface when the PDA was cooled.
An E.G. & G. Reticon RC-10245A evaluation board was used to
provide the first stage analog processing of thg video signal.
. This circuit does not incorporate the low—noise electronics

necessary to provide the best S5NR that can be achieved with the

el

RL.1024S PDA. It was decided that in-house -design and
construction of an optimized analog processing circuit was

beyond the scope of the 1i1ntended research. High quality

~
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commercially available electronics for the RL1024S already exist
[125-1271 but these systems are costly. Therefore a decision
was made to modify the evaluation board for computer control and
pursue other 1interesting avenues of research using this

detector.

2.2.1 Modifications to the RC-1024SA Evaluation Board
The operation of the unmodified evaluation board E128] is

illustrated in Fig. 2.3.

Master
Clock
Clock_______ X 1 mtegration ~{Start PDA vmol-—
n Counters Clock |
Control Analog
Clock —> Video
Generator Processing
:
]
[]
f
Somple Stort ‘ Video

Figure 2.3: Block diagram of RC-1024SA evaluation board

operation.

“The integration counters are preset yusing c’m;—board switches to a
value corresponding to the desired integration time of the PDA
at a particular master clock fregquency. During the integration
period the control clock generator continues to run but thg PDA

does not begin reading out until the integration counters reach

o “
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zero and the Start signal is asserted. After receiving the
St;rt pulse the PDA begins reading out pixels at a rate
determined by the control clock generator. The processed video
signal 1s presented as a serial stream of “"sampled-and-held”
voltage levels. Using the Start pulse as a trigger the PDA
readout can be easily viewed by an oscilloscope and might appear

as shown 1n Fig Z.4.

Start _ﬂ e ﬂ 4,‘

kL4

Video —_———— e, e e ———

Figure 2.4: Exadple oscilloscope trace of Start and Video lines.

Each "blip" on the Video 1line corresponds ta the signal
generated by a pixel. Fig. 2.4 illustrates an-example where
diodes S, 6 and'7~are integrating significantly more light flux
than the other bixels. The video output signal ranges from 0 to
approximately 3 volts full scale using the RC-10245A circuit.
The first modification was siaply +to” . extend the
potentiometers used for adjusting and optimizing the videao
output from their original position op the printed circuit board
nto a platform attached to the top edge of the board. This wés
necessary to allow for the adjustment of the video output while
the detector was 1nstailed in the focal plane of the

spectrometer.
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The second modification is illustrated by the dashed lines
in Fig 2.3. Two changes were required to provide for computer
control ang data acquisition. First, the on-board master clock

was disconnected so that the clocking of the array could be

it

controlled by a computer generated clock. The integration

‘1 .

counters were permanently set at the minimum value of 25p C128].
Variable integration was achieved by simply stopping the clock

for the desired period of time [129]. This method of signal

/

integration 1s superior to the, original method because one of

- @
the major sources of.readout nolse is signal cross-talk from the
i

clocking signhals (851. The stopped clock method only

cantributes clock noise during the readout period when it is

(5

unavoidable.

To enable computer data acquisition a method was required
tc determine when to sample the video line for a pixel signal.
This 1nformation was not present on the edge connector of . the

evaluation board but was .present within the circuat. The video

a

signal actually consists of the combined odd-even pixel readout,

0

s0 odd and even sampling pulses were brought out to the edge

‘

connector. The clock modification and sample pulse extraction

technique is described in Appendix E.
The last board modification was needed;to accommodate ~ the

)

cooling, system for the detector. It was decideéd that the most

efficient method would be to bring the cooling sy)étem in contact

with the PDA through the back of the printed circuit board. The,

machine shop milled anwoblong hole underneath the PDA and

A

removed the middle portion of the PDA socket. The’ wiring traces

that& occupred this space were rerouted using small gauge wire.
o

&

<
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2.2.2 Cooling System

Iz

The amount of charge that can be initially "stored” on a

reverse biased photodiode of the RL1024S PDA 1s reported-by the

manufacturer to be about 14 pCoul. This 1s often called the
saturation charge. At 25 C the dark leakage current of a
typical photodiode 1s 5 pA. Therefuﬁe compl ete charge

depletion, termed saturation, will occur for an integration time

of 2.8 seconds. It has been demonstrated [931] that'integration
‘ . 4

periods as long as 160 s are required for trace analysis of some

elements with an unintensified RL10245 PDA. Talmi and Simpson

.have measurea the dark current as a function of temperature £311

and found thét the dark current drops by a factor of 2 for every

6.7 C decr;ase in temperature. Cooling the PDA to about -30 C.
will 1ncrease the dark current saiuration time to about 12

minutes. This 1is not an inordinately stringent cooling

criterion because the dark current will still contribute 104 of

the full scale signal for integration periods of only 1.2

minutes.

The cooling system is based on the 4-stage thermoeleétric
heat pump illustrated in Fig. 2.85. The first stage 1s a water
cooled, hollow core brass heat sink. The surface of the brass
heat sink was macglned as flat as possible so that it would make
efficient thermal contact with stage 2. Stages 2 and 3 are
Peltier thermoelectric cooling maodules. Technical data for the
éeltier modules is listed in Appendix F. These modules can be
thought of as thermocouples running in reverse. The "cooling

couples" are made of n—type and p—type Bismuth Telluride. The

quantity of heat pumped Ffrom the hot junction to the cold

75



= ] «+——— Siage 4 Heat Sink

] Skges
. v Siage 3 Heat Sink

Static Mount

D

NIV

]
| NEN—— |

w

i

—)
L~

Figure 2.5: Schematic of four stage Peltier cooling system.

junction is proportional to the current passing through the

o '

device and the nudber of couples [1301]. Stage 2 has a higher
capacity than-stage 3. This arrangément is necessary because
some heat is generated by the electrical current passing through
the device and two coolers of the same cap;city.nffer no further
advantage. ﬂ

Between stage 3 and the stage 4 miniature Peltier elements
is a solid cépper heat sink constructed with two pillars tall
enough to pass through the printed circuit board. The two
pillars bhave the same cross-sectional area as the. stage 4
miniature coolers. A rectangular copper plate forms the fdurth
stage heat sink and ultimately makes direct contact with - the
bottom of the PDA integratﬁg circuit. This copper plate is held

¥

down— on the third stage heat sink using thermally insulating

fiber standoffs. All thermal junctions were coated with heat

74 . . '
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sink .compound to optimize the heat transfer ef:}ﬁiency. When
the cooling system 15 mounted, the fourth stag

heat sink lies
about 1 mm higher than the top of the PDA socket. The clamping
force of the socket receptacles is sufficient to hold the PDA

firmly against the heat sink. ' v

The coolers are driven by a dual, adjustable 1.25 to LS Vv,
10 A power supply. Stages 2 an& 3 are driven in series as are
the two miniature Peltier'Elementspcompri51ng stage 4. The
three Peltier stages can be driven separately if the appropriate
connections are made to the terminal strip adjacent .to the
cooling system. The maximum voltage that can be applied to each
of the larger Peltier modules 1s 8.6 V. The maximum ratiﬁg of

]

the miniature coolers is 0.97 V.

2.2.3 Detector Mount :

The PDA 1s positioned in the focal plane of the
monochromator by the mounting mechanism illustrated in Fig. 2.6.
A 15 in. square plate was machined from 1/4 in. aluminum with a
2 1n. by 4 in. rectangula; hole cut at a position corresponding
to the viewing region of the focal plane (FP). Four 1/4 in.
stainless steel rods (R1-R4) were attached at right angles to
the plate on which the entire mounting assembly eventually
rests. The PDA sensor resides on the sidé of the RC1024SA
printed circuit board (PCB) facing the focal plane. The PCB was
bglted to the static mount (SM) with aluminum standoffs (dotfed
lines). The cooling systemlwas also mountea on the static plate

s

(see Fig. 2.5) and the standoffs were cut such that the fourth

i
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' Figure 2.&4:

o

3 . .
Expanded view of detegtor mount.
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1 '

__stage heat sink passed through the PCB to make contact with the

»

PDA. ‘ ‘ >
«

- The static mount was connected to the adjustment mount (AM)

o

using three spring loaded screws (dash—-dot—-dash lines) witﬁw//}

knurled heads to facilitate manual adjustment. These adjustment

l

screws provide for forward/backward and side—to-side pitch. The

ad justment mount was bolted to the rail mount (RM) 1n one place
(dash—dpt—-dot—-dash line). This allows the gdjustment mount éo

be rotated using the set screws i1ndicated at the right Hand side

of the rail mopht. The position of the rotation hole was - .
chosen so that.the center of rotation corresponded to the center

of the PDA. The rail mount is slid ento the foyr rails such

. R o

that the PDA 1s situatédynean the focal plane. ~

The detector was focussed by scanning the grating to a

position such that an intense line appeared at the focal plane

within the boundary of the PDA. The rail mount was then moved o
back and forth to achieve a rough focus. The spring loaded

screws were then used for . fine focussing. In addition to the
straight forward and backward movement of the detector, four
additional degreés of freedom are available for alignment as

shown in Fig. 2.7. The top and side views indicate how the PDA

.

and printed circuit board can be rotated about the vertical and

horizontal axes to place the detector parallel to the 2-

r

dimensional focal plane. These adjustments were made using the

spring loaded screws. Once the PDA was parallel to the focal
plane ‘it was rotated to orient the diodes parallel to the

vertical line image furnished by the spectrometer. The PDA can

also be moved from side to side because the static mount has
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Figure 2.7: Spatial degrees of freedom for PDA detector 1in

spectrometer focal plane.

slotted holes where the the circuit board connects to it. This

additional degree of freedom is not crucial to the alignment of

the detector.

L\
¢

2.2.4 PDA Interface

The PDA 1nterface 1is a custom designed circuit that
contraols the readout process and detects pixel data from the
array. The clocking portion of the system is summarized by _the
block diagram sﬁﬁwn in Fig. 2.8. Thé complete schematic is
included as Appendix B. -

The only controlfyariables applied to the PDA detector are
the readout raté and the integration time. The PDA interface
was designed to provide for a wide range of clack frequencies.
A crystal controlled 8.000 MHz Master Clock is generated on the
interface board and is subsequently fed into a Frequency Divider

. \
consisting of a simple 4-bit binary counter. The master

frequency is divided by powers of two to provide clock



Clock |
5 8MHz
- \
AW
F PDA Clock ;zmz 1 Frequency -
<«+——  Switch S OOKHE Divider
Clock - Computer
I - Confrolied .-~
- 0-250 KHz " Frequncy
> 3 '
s ' ' ] ‘V_Gn))und' ‘
Clock | Clock B
Select | Select
A : B
T Blurt L ST
‘ Counters J '
, _________Cprﬁputer
) . - Control

!

Figure 2.8: Block diagrém of clocklhg portion of PDA 1nterface.

¢
r

b

frequencies of 4, 2, 1 and 0.3 MHz. Another clock source is

provided by AIM2. The AIM is configured with five 6&522 °

Versatile Interface Adapters (VIA) which are multifupction
input/output (1/0) devices. The 1/0 devices each*coﬁtain two
16-bit timers; one of which can be programmed to produce aé
output frequency of 1 t6‘250 KHz on bit 7 (PB7) of ope of the

I1/0 ports. This clock source controls the readout process
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duriné _data acquisition periods. The six clock sources and a

rgruundkline are connected to the Clock Switch, a standard 8-line,

to 1-line decoder. At a given time only one clock source is

[l

passed through this switch to the PDA board. The g¢lock
frequency supplied to the P?ﬁ board is translated into a four-
phase clock to drive the PDﬁ‘so the écfualpreadout raté 15 the
clock frequency’ passing thrEugh thé Clock Switch divided by

N

four. Therefore, the maximum readaﬁt«rate that can be provided
- t

Ey the interface is 2 MHz.  The practical limit is 1 MHqi(4 Mﬁz

master clock). This limitaticon 1s 1mposed by the circuitry of

the RC1024SA evaluation board.

s Integration 15 achieved by switching to the ground llﬁe as
the clock source. When the clock is not running the PDA pixels
discharge at a ra;e proportional to the production of photon
generated and thermally generated electron—hole pairs. The
1ntegrati9n period specified by.the user is determined by

-

software running on the AIM. Restarting the clock causes the
PDA to resume the readout process. | The control sof warg ensures
that the clock is-only stopped at the end of a readout (ie.
after the 1024th pixel). . The selectiion of the clock source for
routine situations is cérried out b Clqck Select A which Qis
directly controlled by AIMZ2. .

The remaining interface circuitry is used to imple@ent a

4

fast access readout method called the "Blurt modg“ £i201. The
maximum 16-bit data acquisition rate of small computers is

generally between 20 and 50 KHz. Therefore the minimum

integration time is between 50 and 20 ms. These integration

~—e——



- photodiodes provide useful spectral information within a

by switching to a fast clock durin

) ) [
) ” )

{
times will be fast enoug@ for mDsJ analyses; however, strong
emitters like calcium and magnesium will cause pixel saturation
i
in concentrations of 10 to 100 ppm when the ICP 1s used Ss the

a

spectral source. The Blurt made 1s , appreciated whe

one

considers that’ usually only a small percentage of the

readout. Using a 2% um entrance slit about S pixels per ine

image are excited. I 3 pixels either side of the 1line

"

sglecth for background correction then a total of 15 pixels ake
. |

requ1r;d to quantitate a single line. n
the readout of pixels
containing unwanted spectral informatipn. When the first Eixgl
éf ai desired group is reached the cllock is switched to £he\
acqui51tion\hrate and tﬁe desiréd pixels are collected via the
data Q?quisxtion system. If 15 pixels are acquired at a rate of
lurted at 1 MHz (using

20 KHz \and the remaining 1009 pixels are

the 4 MHz source from the interface) the yesulting 1d¢egratian

be about 2 ms. This decrease \in integration time

translategs '1nto -a dynamic range extension tpwards higher light

.

levels of factor of 25.

The eration of the Blurt mode can be

afd of Fig.\2.8. Initially the PDd is read ouly by the AIM at 10

{

to 18 KHz, depending on the system guftwa&e used. *The satu?ateg

peak is identified by the user and the computer determines which
pixels correspond to the peak and associated ba kgrdund. The

number of pixels to i1gnore is loaded\into the Blyrt Counters.
The code foar’ the clock source to be s%ed for the fast clock is

loaded into Cloc

N

Select B while the PDA is still rynning under

The Blurt mode functions\ .

\ ~



the AIM generated clock indicated by Clock Select A. When the
1a5¢ pixel of the group of interest is read DUE the AIM causes
the’Clpck Switch to recognize Clock Select B as the indicator of

the desired clock source. The clock rate is switched fromsthe
» . J

Pe
N

readout source to the Blurt source in a matter of microseconts.

When the fast clock as aétiJﬁled the Blurt Counters start to

\

‘ v

count pixels but no data arquisition occurs. The Blurt Counters

will reach zeroc after the pisels following the peak group are

read out, the PDA "wraps around” to the beginning of the érra&,
and the pixels before the pEak group are read out. When the
"Blurt Counters reach zero Clock|.Select A ié'chosen»as the clock

source identifier, the readout \clock is switched back to the

» [y

nominal readoug rate and the pixels caorresponding the peak group
are recorded via the data acquisition system: Specific examp\les
of dynamic range extension using the Blurt mode are given \n

Chapter 4.

The interface is also responsitle for detecting sample

pulses generated by the PDA board indicating when valid analog

¥

data is present on the videqrline., Fiiure 2.9 illustrates the

data detection and acquisition pdr¢ion of the PDA interface in

relation to the entire deteétion system. The PDA is a self-

scanning device and therefore provides information in a

)

duntin&ous, . sequential fashion as long as Wt is supplied with

the appropriate clock pulses. When the on—chfp scanning
circuitry finishes accessing the last photodiode it is reset éﬁd

starts scanning from the beginning of the array again. At the

beginnming of the readout period a digital GStart pulse is
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Figure' 2.9: Block diagram of detection system configuration.

generated. This signal is passed unmodified through the
interface to the AIM computer.

The actual "diode array” is organized as two separate
circuits: odd and even. The odd and even charge pulses produced
when the array is read out are combined into a single stream of
charge pulses and subsequently voltage pulses by the ' RC10248A
board. The odd and even sample pulses extracted from the Ppﬁ
board are "ORed" together at the interface and the resulting
single stream of digital pulges is sent to the AIM computer.
Figure 2.10 indicates the wavetforms produced.

When the computer dete§ts a Start pulse, it begips to
monitar the Sample line. Wheh the voltage level on this line
makes a low (ground) to high (5 volts) transition, the computer

activates the ADC system. The computer instructs the ADC to

digitize the video signal by asserting a "convert pulse” (Conv).

3
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Figure 2.10: Signals used to interface RC—1024SA evaluation

‘board with remaining detection system hardware.
~

The ‘Sample’ pulses are produced by 0ORing tﬁe
'Odd° and 'Even’ signals extracted from the

evaluation board.

This signal causes the ADC to perform a successive approaximation
analog to digital conversion which takes approximately 30
microseconds. When the conversion is completed, the ADC asserts

the "“end of conversion™ (EDC) signal. This signal may be

1

detected by the AIM computer or the S100 computer, depending on

the application software chosen by the user. The EOC signal
indicates that a valid binary data value is available and the

computer simply reads this value via an input port.

a

The ADC input range i1s 10 volts but the full scale video

output is only 3 volts. Therefore, the video signal 1s

\

amplified to match the input range of the ADC. * The precision

instrumentation amplifier illustrated in Fig. 2.11 provides a

variable gain ranging from 2.3 to 3.7.
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Figure 2.11:° Wiring diagram for precision instrumentation
1

amplifier used ﬁo amplify PDA video signal fo

]

produce 0 to 10 Volt output.

2.2.5 betector Enclosure
The PDA must be maintained in a dry atmosphere while 1t is
cooled to avoidimoisture condensation on the window surface and
surrounding elecg;onic components. This was accomplished by
building a detector enclosure consisting of a simple S sided
bax. The sixtﬁjs1de 1s the focal plane plate which“iéﬁbolted to
the mDnochromatori :The box was fabricated out of 1/4 in.
aluminum plate bécauge a sturdy enclosure and a firm support for'

. RS | .
electrical connectors and plumbing fittings vas desired. Water.
1}

1
is conducted inte and out of the enclosure via two 1/4 in.

U
~

G

Swage?ok bulkhead receptacles 1located at the bottom of the

enclosure. ' The dry nitrogen inlet is also located at the
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bottom. All of the remaining electrical connectors, indicators

and adjustments are located on the left hand side of the

enclosure. This panel includes the following:

1. Power indicators (+135, -15, +5 V);

2. haw v1a;0 and amplified video outputsg *

3. Start stgnal, clock in and clock out connections;

4. Amplifier gain control;

5. Supply voltage inputg for coaling system; and

wb.‘Temperature moni tor.

The power source for the detector system ie a triple
output, overvoltage protected supply. Technical data for this
power supply and a schematic of the 1laboratory constructed '
cool er powér supply are included as Appendix H. The raw video

signal can be connected to an oscilloscope and using the Start

°
1

pulse as a trigger, the output éf the detector can be viewed in
real time. The ampllfied viéeo signal is connected to channel 1
of the ADC.

»

The temperature monitor is based on two ADS94 thermocouple
amplifier chips. These integrated Zircuits incorporate internal
cold junction compensation and fu;aish 10 mV per degree C as an
output. One of the devices was intended to monitor the
temperature of the PDA and the other was configured to act as a
set ppint alarm. I+ the temperature of the PbA rises above 30
€, indicating cooler failure, the device sounds an audible alarm
located at the bottom of the enclosure. Unfortunately, the
%emperature monitor does not function properly wheg\ﬁhe ICP is
Fuhning. This may be due to the fact that the ADS94 must

L

1
t
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amplify the sub—-millivolt signals produced by the thermocouple
by a large amount. Electrical noise generated by the ICP is

also amplified by the same amount effectively washing out the
small signal from the thermocouple. Temperature measurements
wer e subsequently made wusing a traditional two Junction
théfmncouple with ice water as thenreférence.

The top, front and right hand side oﬂ the enclosure were
‘not used as component supports so that they could be completely
removed to provide clear access to the detector mount, interface
electronics and adjustment potentiometers. A ribbon cable
descends from the lower right hand side of the enclaosure. This’

cable connects the PDA interface to the AIM2Z computer via @ the

Port 2 S0-pin connector on the expansion board.

2.3 Data Acquisition System N

The data acquisition hardware consists of a laboratory
built 3—channel differential 12-bit analog to digital conversion
system. The ADC chip 1s an Analog Devices ADS74KD integrated
circuit that can produce a successive app(oxihat1on digitization
in approximately 30 microsecoﬁds. Four analog i1nput ranges can
be s#itch selected from the front panel of the ADC module: 0-10
V, 020 V, +/— 5 V and +/— 10 V. The system was rewired so that
the BNC connector designated to input an analog signal to

channel 4 could be used to input a remotely generated convert

signal: This posed no real disadvantage because one analog

input was sufficient for virtually all experiments. A block

diagram of the ADC system is shown in Fig 2.12. The
89



Analog ___ | Data
Inputs MUX | > ADC :> (host)

T ! [——-> Status (host)

Select ’ ~—— Convert (host)
(host) ~ «—Convert (remote)

Figure 2.12: Block diagram of ADC system.

~ -

specifications for the ADC chip and the analog multiplexer chip,

and the schematic for the entire circuit 1s contained in
] .

Appendix I.

The ADC médule conS?sts of a ;ire—wrap circuit board
enclosed 1n a rectangular aluminum box. This box plugs into a , *
"Vector cage" which can éccommoda;e up to 7 other modules at a

2

given time. Other modules include a digital to analdg converter

p £ -

<

and numerous amplifiers. At the rear of the Vector cage, 8 #4: s
pin edge connectors are mounted. The 44-pin card edgé of eamﬁ
module extends through the back of the ?odulé so that when thé
module is plugged into the Vector cage\the card edge inserts
into an edge connector. The 8 edge connecfars are wired 1in
parallel to form a 44-wire "bus”. The bus provides power to the
modules and was initially intended to provide a communication
path to a remote cémputer system. This latter feature has not
been implemented, but could be by simply providing a suitable
connector, connecting the systems and writing appropriate
software for the.}emote computer.

The ADC was designed so that two caomputers could

20 °
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communicate with the system. At present the remote computer can

only generaté a converg signal. This signal is not conducted by

A + ‘

the bus; instead 1t 1s conducted ;1a‘the channel 4 BNC connector
on the front panel of the ADC modul e. The remote communication
path is enabled using the BUS\switch on Fhe frnn; panel. At the
back éf the ADC mégule a 25-pin D-type connector 15 mounted
adja;ent\ to the point where the card edge protrudes. This
pro;ides a communication p;th to the hast computer: The host
can ipitiate a conversion, depect the end of a conversion and
ﬁéad the 12-bit data produced. The host communication path is
‘enabled using the 'EXT switch on the front panel.

~Qﬁe neéﬂ for \?omblneq hast/remote computer interaction
evolveg when large amounts of spectral information were required
to bé stored on the S100 machine. The expanded AIM computer is
ideal for control of the PDA system Pecause it has a well
developed I>D cabability and can be completely dedicated to the
detection system. The 5100 computer has too many impertant

resources to be dedicated to the detection system. The AIM

computer was originally configured as the host computer for the

ADC system. Spectral i1nfaormation was transferred to the §100
system for disk storage and further processing using a
relatively slow serial network [130]. This configuration was

adequate for the acquisition of up to 200 pixels. .However, when
it became necessary to transfer multiple sets of 1024 paixels the
serial transmission rate produced an unacceptaﬁle bottle neck.

The solution was to continue to use the AIM computer for

detector control but directly acquire the data using the 5100
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system. The AIM computer had to be used to gegerate convert
pulses because it was singularly capable of detecting the
pﬂésence of valid analog data. The 5100 computer was configured
as the host machine &ith respect to the ADC system. During the
data acquisition period the S100 simply waits for the end of
conversion status from the ADC before reading in data. This
configuration enables the acquisition of an entire spectrum and
storage on disk in a matter of seconds. Hardcopy plots can also
be generated much more quickly. This 1s an i1mportant advantage
when real-time observation of a specfrum ;s impossible.

When data acquisition is to be carried out by the AIM

-

computer alone a 25-wire ribbon cable is used to connect the ADC

module to éplI/O connector on the expansion board. The AIM
computer is connected to the 65100 system for network
transmission using a similar ribbon cable. The System 1

softwgre family can then be used to operate the entire detection
system. -

The alternate mode of operation involves connecting the ADC
module to the 5100 system via a 25-wire ribbon cable that
terminates with two 25-pin D-type connectors at one end. These
connectors plug 1nto the rear of the 5100 mainframe. A coaxial
cable connects a control line and ground from the AIM to the
channel 4 BNC connector on the frant of the ADC module. Both
the BUS and EXT switches must be enabled to allow the AIM to
generate conversions and the S100 to acquire the data. The
System 2 family of software routines can then be used to operate

the detection system.

In either case, the convert pulse and analog channel select
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"line are asserted virtually simultanecusly. ‘The analog signal
i; passed through a unity gain a;plifier so that the impedance
of the multiplexer (MUX) does not degrade the voltage. The
vaoltage appearing at the analog input of the ADC chip 1is
converted to a 12-bit number in 25 to 30 microseconds. At the
beginning of a conversion the ADC gets the Status 1line (ST5)
high 1i1ndicating that a conversion is i1n progress. During the
conversion the data lines are disconnected (tristated) from the
rest of the circuit by the ADC internally. When the conversion
is % completed the ADC sends the Status line low and presents the

converted value on the data lines. This signals the hast

computer that data is ready and can be read via the 1/0 system.
2.4 System Softhr%

The design and implementation of software was integrally
linked to the hardware configuration. In the beginning it was
decided to dedicate small single-board microcomputers to the

spectrometer and detection system. A more powerful disk based

2

microcomputer could then be used to store programs and data, and
perform more complex manipulations of the data. The advantages

of such an arrangement is that the small computers are
i

inexﬂé051ve yet more than powerful enough to +fulfill their
dedicated function. In addition, the small machines are modular

\
and can edsily be replaced if a failure occurs. Finally, by

~

distributing \the\ raﬁhenn\complex control tasks to "slave®
S~

computers the main system is freed to perform other functions.
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The development of software for each machine followed a

o

straightforward path once the hardware configurataion was
specified. In general the interaction hierarchy was as

illustrated 2n Fi1g. 2.13.

o

User

[ ' L -
] /

High.
Level
Language

]
y T

Assembly
Language

}
Y

Hardware
: Interface

1
Y

Target
System 3

Figure 2.13: Hiefgrchy of system interfaces.

In all cases the user interacted with the detection system or

scanning system via a* high level language routine. This

language was interpreter BASIC for the AIM computers and Pascal
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for the S100 system. The highhlevel language was responsible’®
for 1nvoking the assembly language routine required to perform
the specified operation. For thé spectrometer drive s;siem and
for some detection system opé?at1ons the high 1level 1anguage
routines communicated with the associated hardware i1nterface
directly. The hdrdware interfaces, which have already been
\discussed, were then respénsible for the final translation og\\
the original operation int9 concrete function. Documented
listings of System 1 and System 2 software are presented in
Appendix J.
2.4.1 Netwark

The 1laboratory network was used to transfér programs from
the S100 computer to either of the AIM computers and sometimes
to transfer data f}um AIM2 back to the S100 machine. Programs
were developed on the 5100 machine because of the availability
of a powerful text editor (Wordstar) and becausé of the disk.
storage +acility. The hardware for the network cansists of a
simple RS-232 11nk~ connecting —either of the AIMs to the
auxiliary port aof the 5100 terminal. Softwa(e residing in read
only memory (ROM) of the AIM computers is capable of information\p
transfer to or from the S100 computer u;ing standard CP/ﬂi}
operating system calls. The network hardware and software
resides in an expansion box for AIMI and on one of the expansion
boards for AIM2. Access to the network }s made via specialized

instructions from within programs or from the operating system

of either computer system.
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2.4.2 Spectromater Wavelength Drive System r

The software responsible for driving the spectrometer
scanmng system resides 1n ROM memory on AIM1. This software
was placed 1n ROM so that it would not have to be down loaded
from disk every time the spectrameté; system was turned on.
Except ’for a very short timing routlne\wrltten in 6502 assembly
language, the entire program was written in AIM BASIC. A fully
docum:nted %er51on of the program is listed in quendix d.

Throughéﬁt the following discussion commands to be typed by
the user are enclosed in s1égle quotes (’) while computer
responses are enclosed in double quotes ("). The system is
initialized by the user as follows:
s ! '- "N*,"ESC*, ‘N’
| The coﬁputer responds with:

YCOUNT UP OR DOWN"

-
e

The user replies with: -
. ' ‘UP° — to scan towards higher wavelengths
‘DOWN " - to scan towards lower wavelengths.

The system responds with:
" COMMAND?"

to which the user may respond in one of the following ways.

L}

‘RESET': This command causes the spectrometer to scan toward

lower wavelengths unt:il the sine bar reaches the end of travel.
The wavelength display is set to 000.000 and the stepping motor
interface is primed to begin écanning in the positive direetiun.
With the grating in this position the m=0 1line is roughly

5

centered on the photodiode array.

-

/-]
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If the motor 1s not running the Up command causes the motor

to st%rt scanning the spectrometer at a rate of about 0.05 nm/s.
\t: ‘,‘/“\ - »
Each sycceégive 1nvocation of the Up command causes the speed to

~ s

be 1néreased by roughly a facto; ot 2. Table 2.1 1l1lists the

scannidg rates as a function of the number of times the ‘U’

e

command is used from the stopped position_////// (r
X y
i N Scanning Rate (nm/s) : )
E / !
; 1 0.0473
2 0.0939
i 3 0.185
Lo , 4
4 4 0.359
}ll
i 5 0.678 5
b ’ . .
% 6 1.22
1;1 .
'y 7 2.03
}\
1\
Y 8 3.05 , ,
b R
o9 6.09

“t
\
t

Table 2.15\Scan

%,
3
\
§
t

rate vs. usage of ‘U’ command.

¢

Any attempt to increése the speed beyond 6.09 nm/s will result

in the message "AT MAX SLEW". ///

‘'D’: The Down command decreases the motor scanning rate by the

same factor employed for the ‘U’ command. . Ifs\QEf ﬁotnr is

— oy
scanning at the slow speed it is stopped. Attemptg to invoke

the

D’ command when the motor is stopped results in the message
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"MOTOR IS STOPPED".

o

'RU': The Ramp Up command causes the system to ramp the séannlng

rate from thé current speed to the maximum. rate of 6.09 nm/s.

'
4 1

'RD"z The R%mp Down\command slows the scanning rate from the

!
current speed to zero.

v

‘C’: The direction of wavelength scanning is changed from
positive to negativve or vice \versa using the Charige command. If

the motor is running, the Ramp \Down routine is executed first to,

A N

. . . \ .
avoid Jjamming the \motor. In\such a case the motor 1is not

i

restarted until the user provides the appropriate command.

=T

‘SCAN°: When the Scan o\ﬁion(is selécted the computer prompts

with "SCAN RATE (NM/S)?". The user may enter any value between

respond by ramping up or ‘down\to the desired scanning speéd'

automatically.

‘S°: This command is used in emergencies to stop the motor

immediately. Alternatively, the reset\button on the AIM can be

{
]
‘.’ The Load command is used to enter a ne
into the display. The user supplies the appropriate value in

response to the prompt "WAVELENGTH (NNN.NNN)?".
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‘R’z This command 1instructs the system to read the current

wavelength from the display and print the value on the computer.
\

N

display and printer. This routine is also invoked by other

routines to acquire positional information.

. . |

'

‘P’: The Pulse instruction provides a methad of moving the

I3

grating by stepping the motor h\dlscreet numb%r of steps. This
‘ | ‘
is especially useful for rotating the gr@ting very small
o |

distances to center lines on the exit slit or on a particular

photodiode.

‘SLEW Thi; routine causes the system to slew from the current
wavelength to any other wavelength automatically. After
prompting the user for the new wavelength the routine determines
the current wavelength and hence, 'wh;ch d1réctinn to scan.
Then, if the new wavelength is far enough away the system ramps

up then down to a point just prior to the new wavelengtﬁl The

Pulse routine is then used to achieve the final position. I+

-

the new wavelength is very close to the current wvalue then the
Pulse routine is used to perform the entire task. This is not
an absolute wavelengtﬁ positioning routine, but ‘rather, an
efficient method of rapidly’scann1ng from one point to another
with the minimum amount of user interaction and attention.

.

‘R’: The RAuit command is used to exit from the program and

return to the BASIC environment.

o
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2.4.3 System 1 Interface Software

System, 1 conéists of a user interface written in AIM BASIC

and a . series of assembly language routines that interact

%

d1rectiy with hardware. The object\gqge tor the assembler
routines is concatenated into a single file called PDASYS1.HEX
and 15 stored on the 5100 computer. This permits all of the
asgembler routines to be down loaded from the S100 computer in
one block. The following discussion will maintain the
convention of enclosing user responses in sipgle quotes. and
computer responses in double quotes.

The .user interface is called PDASYS1.BAS' and, like the

7

assembler routines, is down loaded from the S100 computer. Upon
invocation, PDASYS1.BAS vprompts the user for general
information. The first question

] “DATA DISK 2" -
reguires that the user type ‘A’ or ‘B’ to indicate the disk
drive spectra are to be stored on. The next prdﬁpt

"DATE (MONDD) 2" )
requires a date code normally csnsisting of a three letter date
and two digit day (ie. A#RO?). This string may berup to 8
characters in length but must start with a letter. The date
code forms the first part of the filename. The question

"DATA ACR (Y/N; 7" » B
requires a response of ‘Y’ if data acquisition is requir%p gnd
‘N if notj TheJ;y’ option is only used for systeﬁ debugging
and devel opment. It causes the generation of an infinite loop .

when the PDA is scanned using the stopped clock. integration

method.
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The response to the question
“# OF PIXELS 2"

should be an integer indicating the number of  photodiodes to

acquire from the beginning of the array. Normally the value
1024 is used, to acquire a full ‘spectrum. If a direct sampie
insertion device (DSID) experiment 15 to be monitored then ‘Y’

should be input in respénse to
"DSID WAIT REQ’'D 2",

I+ a steady state sigaal is expected then ‘N’ will signify that
no. wait is requi?ed.c Fullowing\ @his response the system
is initialized by the assembler routine PDAINIT1.ASM.
PDAINIT1i.ASM: The initialization routine is responsible for
setting up the versatile interface adapters (VIA). These are
extremely powerful I/0 chips with two B—bi£ bit-programmable
porés, two 16-bit timer/counters and 4 programmable control
lines ([1321. Three separate VIAs are used by the software
interface. The VIA resident on the main computer board s
designated VIAO. This chip is reserved to run the stepping
motor if AIM1 malfunctions. Four more VIAs are located on he
PIQ exp;nsion board aﬁdDQre'designated VIAl to VIA4 from top §9¢)%
bottom. Each VIA is accessed via a 50-pin header. / \:*

VIAl is programmed to act as a timing device.  Timer 1 is ‘x

-

programmed to generate a 1 KHz square wave on the eighth bit of

2

paort B (PB7). Timer 2 is programmed to count pulses on the
seventh bit of port B (PB&). PB7 and PB&6 are conndcted
externally. This arrangement is used tuddeteFmine periods from

ES

“
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1 to 465536 ms by simply loading timer 2 with the appropriate

value and waiting for it to count to 2zero The' integration
periods are determined with a precision of 1 ms in this manner.

VIAZ2 15 used to intertace to the ADC system. All 8 bits of
port A and the low order 4 bits of port B are programmed as
inputs to accept the 12-bit digitized data. Port B bits 4 and S
are used as outputs to select one of the four multiplexer
channels as the analog input to the ADC ch1p?‘ ‘Channel 1 is
always used for this purpose. Control line CB2 is programmed to
generate the Convert pulse and CBl1 i's used to detect_the end of
conversion status ngnal. Automatic data latching i1s enabled so
that when the end of conversion signal 1s detected, the data is
automatically read inéo %he ViAa. The program can then read the
data at leisure.

VIA3 is responsible +or interacting with the PDA interface
hardware. All 8 bits of port A and PBO and PB1 are programmed
as outputs. These 10-bits are used by the Blurt software to
load the blurt counters. Port B bits é, 3 and 4 are programmed
as outputs to pFovide a three digit clock code to the clock
control hardware.: The th;ee digit code selects one of eight
possible cloeck sources (including ground) to drive the PDA.
Port B bit 5 1s used to select the regduut clock source or the

Blurt clock source. If PB5 1s low, then the clock code supplied .

by PBZ2-4 15 interpreted as the readout clock selector. I1f PBS

\

ﬁs high then PB2-4 is interpreted as the Blurt clock selector.

Timer 1 of VIA3 is programmed to generate a square wave on
PB7. The clock s0 produced is invariably used as the  readout

clock. The freguency output on PB7, and hence the readout rate,
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is ~set‘ using another routine called CSELECT. Timer 2 is
programmed to count pulses on PB46. Sampling pulses are input to
PB4, therefore timer 2 1s capable of counting pixe%sf
automatically (uithbut a software loop) ;s they are read out E&
the PDA. Control line CBl1 is used to detect sémple pulses s0
$

that the ADC can be instructed to initiate a conversion.
Control line Cél iz responsible for detecting the Start pulse
from the PDA board. Control 1i§L CA2 functions as a "load
enable"” signal for the Blurt counters while CB2 is used to
enable the rapid claock. switching for Blurt ogperation.

After the execution of the initialization routine, control
1s passed back to PDASYS1.BAS. The user 1is subsequently
prompted uitH

¢  "COMMAND 2"

for which severaﬂ options exist.

‘4‘

)

‘CSELECT "¢ This respbnse invokes a subroutine that prompts the
user for the desired readout frequency in kHz:

"READOUT FRER (KHZ) 7?"
The system 1is initialized for aqreadout rate of 9.615 kHz.

Slower operation results in a less stable PDA signal. the

available readout rates are listed in Table 2.2.
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Readout Rate (kHz) Application
9.615 System 1 readout clock ,
10.417 Not used |
11.364 "
12.500 " .
' 13.889 o
15.625 - "
17.857 System 2 readout clock
20.833 Not used
X
25.000 "
31.250 "
41.667 "o '/\
&£2.500 u
125. 000 . Blurt clock
250. 000 ' "
900. 000 "

1000.000 "

Table 2.2: Readout rates available above 9.615 kHz.

The maximum readout rate for data acquisition under System

1 is 9.615 kHz. This relatively slow rate is due to the amount'

of software overhead required by the AIM to control the detector
and ADC system. If a readout rate is selected that is no£
listed in Table 2.2, but,less than &62.5 kHz, the system selects
the next slowest rate and displays the value. 1f an

intermediate rate in the Blurt range is selected the system
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prints the warning

"FREQ NOT AVAILABLE™.
When a satisfactory selection 1s made*ﬁhe isubroutine i1nvokes
CSErECT.ASM, an assempler program that perform; ‘the clock

-

selection.

‘SCAN = The scan option is used to acquire a spectrum. The

desired integration time is 1nput in response to the message

JRm———
-~
2

"INT. TIME(SEC)?".
Any value from O to 65.535 seconds 1s valid. The minimum
integration time is defined as
TMIN = 1038/ (F*1000Y Z~{§\
where F is the readout frequency in kHz. The number 1038 is the
sum of 1024 pixels and thé 14 extraneous sample pulses produced
bé?ween readouts. Table 2.3 shows the minimum integration times
for various readout rates.
The main program 1s always aware of the current readout
rate and minimum integration time. If the user enters a value
below the minimum, the system assumes the minimum, prints the
value, and prompts with
"CONTINUE?" .

A ‘N’ response results in another request for the integrftion

time.
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Readout Rate (kHz) M1nimum integration Time (ms)

.9+ 615 ~ 108.0
10.417 . 99. 64
11. 364 91.34 ‘
12. 500 ‘ 83.04
13.889 74.74
i 15. 625 ) 65,43
17.857 58.13
20.833 49.82
*\;
q 25.000 -  41.52
‘ 31. 250 . 33.22
41. 667 24,91 ¢
52.560 16,61 .
125. 000 8.304
250. 000 C . 152
500. 000 ) . 2.076
1000 . 000 1.038

Table 2.3: Minimum integration times vs. readout rate.

I+ a DSID wait period was requésted at the beginning of the
program, the prompt |
"DSID WAIT PERIDD (S5)7?¢
appearé. The wait period was designed to allow the DSID probe
time to enter the ICP discharge and come up to temperature
before allowing the detection system to record a spectrum.

Details of this will be discussed in the section outlining
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System 2 software because System 2 employs a more sophisticated
DSID interface.
In rESpoﬁse to the message

"RUN LETTER (A,B,...)7"

S

e
a si1ngle character must be entered. The run letter is used

along with the date code to create a filename for the acquired
data. The prompt 4
"SCAN TYPE?" g
instructs the wuser to enter a string of up to 20 characters
describing the nature of the data or experiment. This is not a
functional parameter, but rather, a short description that will
beé placed in the data file for future reference. Strings such
as 'DARK', ‘BLANK*, 'SAMPLE’, etc. are normally used.
The next input parameter is requested as
"# OF PRESCANS?".

Any integer between 0 and 255 may be entered. When . the PDA is
not being used to acquire data it is continuously clocked out at
the éurrent readout rate with the minimum integration time.
This allows the user to monitor the spectrum:*in real-time on an
oscilloscope. The prescan option forces the PDA to be read out
up to 254 times s;;cessively, using the’pruposed integration
time, before actually acquiring the data. This feature was
installed as a testing procedure to see if better results could
be obtained by allowing the system to "stabilize™ at the
proposed 1ntegration time before taking data. The results of

this test are presented later in the System Performance section.
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The final system request is
? "PIXELS FOR XFER?"

t

which requlées two values to be entered. The values entered
correspond to the pixel data that the use; wants transmitted 'to
the S100 computer. The nuﬁber of pixels actually acquired 1is
determined at the beginning of theoprogram and 1s usually the
maximum of 1024. If the above prompt 1s answered with '15,970°,
for example, then data for diade 15 through 970 will be
transferred to the 5100 machine and stored on disk.

Most of the responses to the above system requests are
stored 1i1n the upper portion of page zeré memory (locations 224
to 255). This memory is reserved for system parameters to allow
other routines to acquire status information and access
parameters needed to fulfil their functiéﬁ.‘ A list of reserved
memory locations used by System 1 and System 2 software is
located in- Apb96d1x K. When the parameter entry segment is
completed, the SCAN subroutine passes control to PDASCAN1.ASM.

PDASCANL.ASM is an assembler routine responsible for
acquiring a spectrum under the conditions specified by the user.
All of the Pertinent parameFers are accessed from their reserved
locations  in page zero memory. The detailed operation of this
routine is sufficiently documented in the program listing. The
operation can be summarized as follows.

First, the routine synchronizes with the free—-running PDA

» Y 4

by waiting for a Start pulse. Then, Timer 2 (VIA3) is primed to
count pixels as they are read out. At the end of the readout
the clock source i1s switched from PB7 to the grounded input.

Within 20 microseconds timer 2 (VIA1l) is loaded with the
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integration count. When the integration period’'is over, the
clock source is switched back to PB7. This causes the PDA to

start reading out again. When the next Start pulse is detected,

c

the routine monitors the Sample line. At every sample pulse the

ADC is triggered producing a digitized pixel value. Th1; value
is stored 1n a data array starting at hexadecdimal location 3000.
When the appropryaté number of pixels have begn acquired control
is returned to the SCAN subroutine of PDASYS1.BAS
F The user is thea praompted with
"CdNTINUE?".

I+ the answer is 'Y', vanuther spectrum is acquired. The same
parameters spec1¥;éd for the %irst scan are used, except Fhe new
gp?ctrum 1s stored at a new array location. This process can be
repeated up to 99 times and 1s a very efficient method of
.Dbtaining multiple spectra {for signal averaging purposes.
However, the 24 kByte memory of the AiM limits the number of
1024—point spectra that can Ee simultaneously stored in memdry
to 6. If the user wishes to take a seventh spectrum the system
automatically transfers the existing 6 spectra to the 5100

% -

computer.
S —

When ‘N’ is finally entered as a response, any remaining

spé&tra are transferred and the subroutine terminates. Control

\

is passed back to the main program and the prompt

"COMMAND? "

f

ie issued. ' i .
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The filenames created by the data transfer routine have the

format
D:MONDD.Rnn
where — D 1s the data disk (A or B),
— MONDD 1s £he date code,
- R s the run letter,
- nn is a two digit number {romyoo to 99 indicating the
spectrum number. The user does noF have to keep track of the

number of spectra acquired; the system does fhis.automatically.

The format of the resulting data file is as follows:

DATE RL EXT

£ ¢

SCAN

Wi . ) N
IT

D{m) I(m)

Dim+1) I(m+1)

D(m+2) I {(mt+2) .

Dm+n) I(m+n)
where - DATE is the date code,
- RL is the run letter, )

. D :
- EXT is the extension (spectrum number),
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- F.is the readout frequency used to acquire the spectrum,
- SCAN 1s the descriptive string input by the user,

- IT 1s the i1ntegration time,

~ D(m) to D(m+n) are the diode numbers,

- I{(m) to I(m+n) are the corresponding intensities

detected by thase diodes.

2.4.4 System 1 Support Software

(i) Graphics '

Data fi1les produced by System 1 are text files and can be[
plotted on a video screen or printer wusing the program
FDAFPLOT.ASC. This 1s a BASIC program that runs 1n the™ PBASIC
environment. PBASIC is a modlflqd version of the stand;rd
MBASIC 1nterpreter that &an make use\bf the Microangelo gran?rcs
system. PDAPLDT ASC is a menu oriented pragram. A documented
listing is included in Appendix J including a Fflow chart

describing the various menus. . p

The main menu consists of the following selections: e
£

"CHANE{E\ FLOTTING PARAMETERS" .
"YIDED PLOT"
"PRINTER PLOT"
"SAVE SFECTRA™
"SUBTRACT SPECTRA (1-2)"

"AVERAGE SFECTRA"

\

When the program is i1nitiated the terminal screen is cleared,

- ¢
the menu is presented and a blinking CUfipf is positioned to the

/
~
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s

o

right of the first upt1ep. A menu option is selected by typing
{
the Down or U rfow,ﬂntil the cursor is beside the desired
{ P and '
Y

item, followed b ETURN ‘.

The first option selected should be "Change Plotting

- . .
Parameters" because, upon 1nitialization, no data has been read
into memory from disk. The menu describing the plotting

°

parameters is organized as follows:

"PLOTTING  PARAMETERS"
"TITLE OF PLOT g

® N "DISPLAY (S OR D) g

é ’ "X-SCALE (DMI&,DMAX) o
"Y-SCALE (YMIN,YMAX) :" ’
"POINT PLOT (ON/OFF) :* ¢
"BAR GRAPH (ON/OFF) :*
"DATA FILE NAME 1 Lk

"DATA FILE NAME 2 "

The cursor is positioned to the right of the first option. Ta
change ar modify any option the same selection process used for
the main menu is employed. 1f data entry is required by the
user, the appropriate prompt appears at the lower left hand

corner of the screen.

Title of Plot: This option may be ignored, otherwise, the

string input by the user is centered at the top)af the plot.

> x Q‘
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Display: The plotting package was designed to allow either one

or two plots to be displayed. Dual plotxing is very useful for
comparing spectra. The 'S’ (single) option causes the system to

use the entire screen to plot the data filefyhile the ‘D’ (dual)
L .
option splaits the vertical dimension i1n half and plots two.” data

. N files. This 15 a "toggle"” option; if one mode is current, then

o typing ‘RETURN" whap‘ the cursor 1s “properly positioned
\

automatically switches to the other mode. The currently active

display mode 1s indicated on the menu. The default mode is the

‘ single plot option.

X-Scale: The user can select the spectral segment to be plotted

4]

by entering the appropriate values as the X-scale. This entry

consists of the first and %ast pixel to be plotted. The default

L1

scale is 1 to 1024. N

! =
/ Tax,
3

°

2
L
L .

Y—Scaie: This parame}er defines the full scale intensity range
to‘pé ploéted. If the dual digplay méde is selected the Y-scale
i;/applied to both halves of the plot, resulting in a factor of
2 loss 1n vertical resolution.

Point Plot: If this toggle option is turned on then the
spectrum 1s plotted using small dots.

—~———

Bar Graph: If'this toggle is turned on, tﬁe spectrum ,is plotted

IS

as a segies of vertical lines extending from the minimum

intensity value to the measured intensity value for each pixel.
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Data File ﬁame: Data files to be plotted are read into memory
when a file name is asséciated with file name 1 or 2. I+ the
Single plot méde is selecied, file 1 is plotted: 1¥ the dual
plot mode 1s selected, file 1 is plotted on the top half of the
screen and file 2 is plotted on the bottom half. The filenamés
entered remain unchanged until modified by the user or by the
SUBTRACT or AVERAGE options available from the main menu.

<;j>) when the plotting parameters have been set, control may be
vpassed back to the main menu by typing the °‘ESC’ key. The data

may be displayed, modified or stored by selecting one of the

following options.

Video Plot: The video plot subroutine utilizes the plotting
parameter information to furnish a plot on the screen. After

viewing the plot it is often worthwhile t return” to the
“ .

plotting parameters menu and modify some of the values. For

example, 1t may be desirable to "zoom in" on .a spectral region

or modify the intensity scale to get a better representation of
the data. Each data file contains information pertaining to the
scan type, readout frequency, integration time, etc. (see

éection 2.4.3). This information is reproduced at the top

i

right of’ the video plot. ‘ 5

L

i1

Printer Plot: At any time an exact copy of the information on
the video screen can.be sent to the printer. The resulting dot
matrix plot is useful for spectrum comparisons and for future

reference.
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Subtract Spectra: This routine gives _the user the option of

using two currentiy available spectra ol two spectra :resident on‘,
disk. If the cu;-rent ,spéctra are us.ed, the second file is
subtracted fro:n the first. The res:.nlting spectrum 1s stored as
data file 1, effectively erasing th;; original data file 1. This
is necessary because the PBA’SIC system and the plotting routine
consume a large portion of the available 64 kBytes of RAM.

If disk resident spectra are chosen the first actign is to
read 1in the data and then proceed with th-e, subtraction. The

corrected spectrum is automatically plotted on ‘the video screen._ -

The intensity axis is adjusted so th.;t it bounds the smallest

and largest values produced as a result of the subtraction. The

name assigned to the corrected spectrum has the form:
» D: MONDDab . COR

where - D is the data disk, 3

~ MONDD is the date code common to both spectra,

a is the run letter of the first spectrum,

b is the run letter of the second spectrum,

- "COR" indicates that the file is corrected.
For example, if the blank file B:NOV2&.BO1 is gubtracted from
the analyte file B:NOV26.A01, the resulting spectrum would- be

named B:NDV26AB.CDR. This data is not saved on disk until the

R

SAVE option 1s selected from the main menu.

Average Spectra: When a number of similar spectra have been
collected for signal averaging 'purposes, an average spectr‘-um‘
can be produced by selecting this option. The user is asked

whether to place the average’d spectrum in data array 1 or=2, as
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well as the data disk, date code, run letter and the number of
replicate spectra. Following these entries, the program reads
in the multiple files producing an average spectrum. The
resulting file 'is named using the convention

D:MONDDa. AVG

”

¥4
. where - a i1ndicates the common run letter of the files used to

- produce the avéraged spectrum,
' — "AVG" 1indicates that the file is an averaged spectrum.

The subtract option can be used on AVG files. The program 1is

capablé of converting from one filename type to another. -#Dr

example, if an averaged dark file called JUN24N.AVG is

subtracted from a spectrum called JUN24C.AVG, the resulting data

‘would be labelled JUNZA4CN.COR.

Save BSpectra: After modifying specfra using tﬁe averaging or
subtracting options the save option can be used to store thé
data ‘on disk. The user is given the choice of retaining £he
currently assigned names or providing new ones. In additio&, it
is possible to store spectrum 1, 2 or both.

Only the points bounded by the X—scale values set in the
plottin% pa;ameters segtion are saved under the specified
‘filename.: It is therefore possible to use the system to find

peaks and save only those pixéig‘ofainterest. This simplifies

o
.

the , software necessary to perform peak height, peak area and

noise calculations. h
The plotting program is terminated by typing the “ESC” key 7

from the main mernu. ¥
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(1ii) Peak Guantitation . :

The fixed pattern spectra produced wusing the SUBTRACT
option of the plotting packagé are amenable to gQuantitation
using a relatively s:mplei algorithm. This algorithm was
incorporated anto a program called PbACALC.ASC. The
documented 11§ting is in Appendix J. -

PDACALE.ASC 1s a BASIC program that runs i\n the MBASIC or‘
PBASIC environment on the S5100 computer. The program prompts
the user for the data disk and filename and then reads the
entire file. The header information included at the beginning
of the data file 1s listed on the printer. This program will
only quantitate the largest peak in the spectrum. If mult*ple
peaks require analysis, the plotting package must be used to
extract the individual spectral regions and save them as
indiv1dtia1 files.

When the program finds the peak pixel it 1lists the 10
pixels either side of the peak. The user 1s then asked whether
to use one or two sided background correction. 1f one sided
correction 1s specifiegi a prompt will be issu\)ed t/C)/;z determine

y %
which side. The background regions encampasslfive pixels where
the closest pixel is at least si1x diodes away from the peak.

The quantitation algorithm finds the sum and the sump of
squares of the background diodes. The average background and
the sample standard deviation is then calculated. A threshold
value equal to the average background plus five standard

deviations is used to identify those pixels: to be used to find

the peak area. @A typical report might appear as follows:

®
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FILE: B:SEP26AB.COR

READDUT FREQ. = 9.615 l

SCAN TYPE: COR A - B '
¢ INT. TIME = _059

2 SIDED CORRECTION

BACKGROUND = 1.3 ]

BACKGROUND NOISE = 2.869

PEAK DIODE = 33

PEAK HEIGHT = 249.7 !

3 DIODES IN PEAK ( 32 — 34 )
PEAK AREA = 355.1

SBR = 193.077

2.4.5 System 2 Interface and Support Software

System 2 evolved because of the lengthy transmission times
dictated by the serial network. System 1 was, and still is,
very useful Ffor the acquisition of up to about 200 pixels,
however; the need for a much more rapid acquisition method was
evident when the full spectral range of the PDA was exploited.
One way to improve the transmission rate would be to dedicate a
high speed parallel link between AIM2 and the S100 computer.
However, a simpler approach involved modifying the configuration
slightly so that the 5100 computer acquired éhe data directly.

Software had already been written by Robert Sing ta
interface completely with the ADC system for the acquisition of
PMT data. The conversion trigger portion of this software was
removed and the ;apabil1ty of acquiring a 1024 point data set

was introduced. The acquisition routine was written in 2Z-80
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assembly language and the user interface was written in Pascal.
Further additions to the System 2 family were coded as overlays
in the Pascal 1anguage. “

The modifications to System 1 software were also relatively
minor. The data acquisition portion of the PDA control program
PDASCAN1.ASM was simply deleted. Howgverz because the S100
computer would be connected as the host to the ADC system, an
alternate electrical path was required for AIMZ to tr§p5m1t the
Convert pulse. This was provided by the CB2 control line of
VIAL. A coaxial cable was used to connect CB2 to the fourth
channel 1nput of the ADC_@Ddule. Thais input was internally
rewired so that‘it could be recognized as a Convert pulse.

It 1s important to note that this modification does not
afféct the operation of System 1. System 1 is enabled by
raising the toggle switch labelled EXT. System 2 1s enabled by
raising the %yitches labelled EiT, BUS, A0, Al and AZ2. The
network is still used to transfer software between computers.

Two user inter;aces were required to implement System 23
one to operate each computer. The 5100 program is called
PDAGYSZ2.COM.  This is the load module produced from the source
Pascal program PDASYS2.SRC located in Appendix J. A unique
feature of the Pascal system is the possibility of using
overlays. An \Dverlay is a program segment that can be loaded
-from disk automatically when it is npeeded. The need Ffor
overlays results from the limited memory provided by a 64 kByte

system. The advantage of overlays 1s that all routines

envisioned to provide a desired function can be accessed from a
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single program. .

(i) PDASYS52.COM
Before initializing System 2, a program disk containing

PDASYS2.COM, PDASYS2.001, PDASYS2.002 and PDASYS2.003 should—be
inserted 1n drive A and a disk to receive data should be placed
in drave B. The system is invoked by typing

| ‘PDASYSZ -’
from the 5100 conscle i1n response to the CP/M prompt "A>". The
first prompt from the program is

"Enter date code :"
requiring a response of 1 to 8 characters to define the
filename. As with all CP/M files, the filename must begin with
a letter, a typical example being "JAN29/85° or °‘FEB14AB4°. A

list of all of the available options is then issued:

.
"Enter function (Acquire,toad,Save,FPlot,Calibrate,Display,

Restart,Quit) :"
A selection is made by typing the first letter of the desired

function followed by ‘RETURN’.

Acquire: Selection of this option results in the prompt

"Dark or Analyte ="
A single letter is input to define the data type. A "dark"
spectrum is any spectrum to be subsequently subtracted from
another spectrum. For e;ample, a simple dark subtraction

results in a fixed pattern, dark signal corrected spectrum. On
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the other hand, a blank subtraction may be used to eliminate the
fjxed pattern signal, the blank level, and'any other features
furnished by the spectral source while running the blank. The
program #ransfers control to the assembly 1language data
acquisrtion routine GETPDA.MAC, the software intertace té the
ADC{system. I+ the "A° option is selected, the program simply
transfers control to GETPDA.MAC.

. When the data bhas been collected and if the ‘D’ option was
selected, the spectrum i1s automatically stored using the ".DRK"
extension. Therefore 1+ the date code was MAY1%/82, the "dark"
spectrum would be stored on disk B as MAY19/82.DRK. If the
spectrum is "analyte” data, it is simply left 1n a data array to
be accessed by other routines. The "dark” data is also left in

a data array for rapid access.

Save: This option is used to save "analyte" spectra on disk.
The:;essage -
"Extension "

requires a response of three characters. Normally a series of
numbers such as 001, 002, 003 etc. are used to depict a series

of spectra. The data residing in the data buffer are stored on

disk using the date code and extension.

Load: If the data to be manipul ated are already stored on disk

the Load option can be used to copy files into the data buffer.

w

&
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The prompt

"Dark or Analyte :"

asks whether a dark file or analyte file is to be loaded. If
the wuser types ‘D, the program loads the ".DRK" fi1le
corresponding to the current date code. If "A° is selected the
prompt .

"Extension :
is given and the user 15 expected to supply the 3 character

extensyon indicating the desired file.

‘Plot: The original plotting routine was written by Robert Sing
to plot multiple spectra, in a three dimensional perspective, on
a Hewlett Packard 7074A plotter. The three dimensional plotting
package was used to view the temporally resolved spectra

produced from DSID experiments and will be described. in Chapter

6.

The plotting package i1ncluded in PDASYS2 is a simplified
version of the three dimensional program. This routine was
coded as an overlay. When the 'P’ option 1s selected ¥rom the

main menu, the overlay is automatically brought in from disk and
executed. The plDtteF must be connected to the serial auxiliary
port of the terminal. This wll reqguire temporarily
disconnecting AIMZ from the S100 machine, however, at this point
"all software should have been down loaded to the AIM‘s.
The number of points to be plotted is entered in response
. to the prompts
"Enter first point to be plotted :"

"Enter last point to be plotted : ~
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This permits the generation of a plot of the whole spectrum or
any segment thereof. The routine automatically subtracts the
dark spectrum from the analyte spectrum. Before sending data to
the plotter, the routine asks the user to enable the auxiliary’
port:

"Turn on aux port and ﬁ1t return”

The plotting time for a 1024 point spectrum is about one

minute. This 15 an adequate rate considering the excellent
quality of the graphical i1nformation produced. The video
graphics system was not considered to be necessary. When the

plotting is finished, the user must turn off the auxiliary port
and type ‘'RETURN’ to return to the main program.
Calibrate: The wavelength calibration overlay is described

in the Chapter 5 discussion of calibration and high resoclution

characteristics.

Display: The display overlay provides the capability of viewing
the data 1n numerical form on the terminal screen. When invoked
the routine prompts with

"Display Wavelength or Diode region 2"
If the character ‘D’ is typed, the system responds with
) "Enter peak diode :"
The value entered in response to this question is treated as the
center diode. The value entered in response to

"Enter number of diodes to display ="

instructs the program how many pixels to display in the vicinity
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of the "peak" diode. The output from this routine consists of
the diode number, the dark value, the uncorrected anaiyte value
and the corrected value. The values are printed on the terminal
sCreen 1? rows at a time. The user controls the scrolling
process by typing "RETURN’® after a full screen is presented.
The output sent to th? screen can be routed to the printer by
answering 'Y’ to the question
"Print results (Y/N) 2"
The wuser can add a title to this printout by entering a string
in response to
"Title for listing ?"

I+ the calibration routine has been used to determine : the

spectral window corresponding to the data, the W’ option may be

selected.
In this case the program asks

"Enter wavelength of line :"
If a wavelength value 1s entered that is not uitﬁin the window
boundaries, the error message
"Wavelength not in current window"
is presented. After the program determines which diode .

most closely corresponds to the wavelength of interest, the user

15 asked far the width of the wavelength region to be displayed.
Restart: This function allows the user to change the active

date code so that another series of spectra can be examined or

processed. a q%.
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Quit: Enteriﬁg '®@" from the main program exits PDASYS2Z and

returns to the CP/M operating system environment.

(ii) PDASYS2, BAS
* The user interface for the AIM computer is almost identical
to the user interface for System 1. The System 2 program does
not prompt for the data disk or date code because this
(esponsib1lity 1s taken up by the 5100 computer. The readout
frequency 1s set to 17.857 kHz by PDAINITZ2.ASM. Therefore the
default minimum integration time under System 2 1s 5B8.13 ms. In
addition to changing the default readout ratey PDAINITZ.ASM sets
up VIAl so that CB2 can be used to initiate the data acquisition
process.
In response to
"COMMAND 2%
the user may respond with one of
‘SCAN’
"BLURT”
‘CSELECT
as in System 1. These routines are similar to those implemented
by System 1 and only relevant changes will be documented below. ’
Howeyer, all of the System 2 software is included intact in

Appendix J for completeness.

‘SCAN = There are essentially two differences between the SCAN
routine, and the associated assembler routine PDASCAN2.ASM, and
their predecessors. The System 2 software provides for

integration times of up toc 5.46 minutes while the previous
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routine is only caﬁable of 1.09 minute integrations. Secandly,
“the implementation of the DSID interface is lslightly more
sophisticated. PDASCAN1.ASM 1s cap;ble of detecting the trigger
of the DSID so that a delay can be i1nserted before acquiring the
data. However, there is no guarantee that the DSID will be
triggered by the user such that the delay period ends at the

.

moment a readout 15 about to begin. Therefore, the delay period
can be exactly as specified or longer than specified by one full
integration period, TMIN. Accurate synchronization bhetween the
cbmputer and the DSID 1s imperative when the low mass wire loop
is employed as the sample substrate because . signal evolution
occurs 1n the mllisecond time frame. Synchranization was
achieved by having thé computer trigger a solenoid that releases
the sample holder so that it can be driven up into the ICP

discharge. PDASCAN2.ASM waits for the end of a readout,

triggers the DSID and then waits for the user specified delay

period. In this way, a resolution of a few milliseconds 1is
achieved, providing a reproducible method for the
multiwavelength characterization of a transient signal. The

solenoid is controlled by the CA2Z interface line of VIAL.

‘Blurt’, 'CSELECT’': The Blurt software will be discussed in the

section devoted to dynamic range extension. The clock select

routine is the same as the version implemented for System 1.
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H2.5 System Performance
The‘ performance characteristics of the RL 10245 linear
photodiode array have beén well documented (31,79,80,85,931. It
is the purpose of this discussion to briefly outline the
characteristics of the detection system used in this work so

that 1ts performance can be contrasted with other systems.

2.5.1 Dark Curr;nt

The maximum 1ntegration time that can be employed is ’
dependent on the mégnitude of the dark current. The dark
current 1is dependent on the temperature of the device. The
temperature of the PDA was measured using a copper—céﬁstantan
(Type T) thermocouple referenced to 0 C. The lowest temperature
obtainable when the PDA}was run%1ng was approximately -20 C. To
achieve this temperature, the ﬂvoltage across the series
connected stage 2 and stage 3 Peltier elements was set ta 7 V
and the voltage applied to the series connected miniature
elements compriéﬁng stage 4 was 1.0 V. These voltages are only
about half of the spécified maximum values. Evidently,
increasing the voltage beyond these values results in the
generation of heat within the thermoelectric elements.

The measurement of the dark current produced by the cooled
PDA was ca%plicated by a characteristic of the system when
longer 1integration times were employed. When ' the PDA is
integrated fo; longer than about 0.2 seconds, the bhaseline video
signal drops below the nominal value of 0 V. This drop~off is

linear with respect to integration time. For an integration

time of about 120 seconds at —21 C, the average dark signal is
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about -10 V after amplification. Fortunately, the full scale
saturation signal drops off at the same rate. This annﬁaly has
"been observed by others [1331. The cause of the problem has not
been i1dentified; however, the PDA chip itself 1s not thought to
be at fault [1341.

The 0 to 3 V signal range produced by the PDA board is
amplified by 3.3 to produce a full scale range of 0 to 10 V. At
the minimum integration time (0.058 seconds at 18 kHz) the
readout range is O to 10 V but at 120 seconds the range is
approximately -—-10 V to O V. Fortunately, the reciprocity of
integrétion time wvs. light 1level is maintained providing a
linear dynamic range. ) .

This characteristic pose; several problems. The +first one
is that the analog input range of the ADC must be set to +/— 10V
to accommodate the signal range at all integration times.
However, since the full scale.range is only 10 V within a
readout, only half of the ADC range is exploited. Therefore,
the effective precision of the ADC is 11-bits. The readout
noise is sufficient to randomize the least significant bit so
the system 1s not readout limited.

Secondly, the maximum integration time was limited to about
100 seconds. This is not a severe 1limitation <for most
applications. Finally, a measurement of the dark current could
not be made by simply integrating for a.long period and back
calculating to determine thé result. The rate of baseline drop-
off must be known to do this. This drop—aoff cannot be

determined using a plot of dark signal vs. integration time
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' because bath the drop—-off rate and the dark current contribute

to the signal, albeit in different directidﬁs. However, the
saturation signal should parallel the drop-off rate because it
15 determined by the fixed pixel saturation charge of 14 pCoul.

The measurement of the dark current was made by plotting
the saturation signal for 3 pixels and the dark signal for the
same pixels vs. integration time. The resg}t is shown in Fig.
2.14, The upper curve corresponds to the average sig?al of
diodes S547-549 when completely saturated by the m;O line of an,
Fe hollow cathode lamp. The iower solid line corresponds to the

.
average dark signal of diodes 547-549. The slopes of these two
lines is linear from about 10 seconds onward.

The slope of the dark line is less severe than the slope of
the saturation line because the dark signai increases with time.
The dashed line was extended from the dark point at 10 seconds
with a slope equal to that of the saturation line. This is the
proposed baseline video drop—off rate. ° The shaded 'region
corresponds to the dark signal which will increase linearly with
time. At 120 seconds the extrapolated baseline value is -538

counts. The dark signal is i41 counts and the saturated signal -

is 1340 counts. Therefore the full scale saturation charge is:

QS = 1340 + 538 = 1878 counts ' "

The dark charge is:

v

538 + 141 &79 counts

n’

2

If 14 pCoul is used for the saturation charge per pixel, then

the dark charge at 120 seconds is 5.1 pCoul or 36% of full
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sCcale. This corresponds to a dark current of 0.0425 pA.

The temperature of the PDA can be determined from the

following equation: 3

1 = Id(250)
d (aT/6.7)
2
where - Id is the dark current;
3 _ .
Id(ZSC) is the specified dark current at 25 Cj;

— AT is the temperature differential.

This equation can be rearranged to yield

. aT = (1n[1d(25m] - ln[Id]) X 6.7
In(2) \

»

Using the manufacturers dark value of 5 pA at 25°'C and thE\
experimentally determined value of 0.0425 pA the temperature
differential was found to be 46 C. This corresponds to a

i

temperature of -21 C which 1s very close to the value determined

using the thermocouple of -20 C.

2.5.2 Detector Noise

The ideaf detector does not have to be noiseless; it merely
has to contribute significantly less noise than the experimént.
One of the common methods of signal measurement using single

channel detectors involves taking multiple readings of the blank

signal followed by multiple readings of the analyte (total)

signal. The net analyte signal is simply the average total
signal ﬁiyus the average blank signal. Multiple readings
h
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provide a measurement of the statistical significance of the

averaged values. Also, if the noise "seen” by thé readout
device has a large random componqﬂp, multiple readings will
improve the measurement precision by a factor of the square root
of ' the number of measurements. Another method involves
1ntégrat1ng the signals over time 1n;tead of collecting discreet
measurements. Single readings of integrated intensities do not
furmish statistical, information but do provide +true signal
averaging.

WheQ. a multichannel detector is wused, background and
analyte information is present in a single measurement, or
readout. An 1ntegrating multichannel detector like the PDA
provides on—chip signal averaging.

The total analyte signal can be chosen as the_ value
provided by the peak diade (peak’height) or the sum of diodes
that collect radiation of the analysis line (peak area). The
diodes on either side of the péak diode(s) provide a measure of
the background that has to be subtracted from the total signal
to obtain the net analytical signal. Assuming that the
backbround is camprised of uniform continuum radiation in the
region of the analyte line, the background diodes should all
report the same intensity if the detector is totally noiseless.
0f course this i1s not the case; the diode values fluctuate and
therefore provide a measure of the detector noise.

There are essentially three contributors to these diode to

diode fluctuations. Dark current shot-noise can be reduced to
negligible proportions by cooling the detector. Readout noise
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produced by signal crosstalk between the digital clocking
circuitry and the analog circuitry [83] is inherent to the
device and cannot be eliminated. The major contributor to the
diode to diode variations wlfﬁin a given readout 1s the fixed
pattern signal. This results because the PDA is organized intao
odd and . even pixels, with separate readout circuits.
Fortunately, the fixed patte;n signal is highly reproducible and
can be virtually eliminated by subtracting two spectra, pixel by
pixel.

The simplest method af‘remo ing the fixed pattern igvolves
acquiring a dark spectrum, or averaging a sgries of dark
spectra. The dark data can be stored as a special file, as is
done with System 2, and automatically subtracted frnms—all
subsequent spectra. This is not a b;ckground correction
procedure, although the dark contribution will be removed as a
consequence.

Two methods were used to evaluate the readout noise. The
first method involved acquiring a dark spectrum to be subtracted
from subsequent dark spectra. A total of 16& dark spectra were
then acquired. The first dark spectrum was subtracted from each
of the 16 spectra yielding 16 fixed pattern corrected spectra.
Since cooling the arraQ effectively eliminates the dark current
shot noise at short integration times, the diode to diode
variations of each of the fixed pattern corrected spectra should
indicate the magnitude of the readout noise. A simple computer
program was written top calculate the population standard

deviation of all 1024 pixels for each of the 16 fixed pattern

corrected spectra. The average standard deviation of these 16
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measurements 1s termed "average 1ntraspectral noise". To
eliminate the possibility that the subtrahend spectra was not
répresentative, the whole process was repeated 5 times using
randomly selected spectra from the group of 146 as the

subtrahend. The results for these determinations are presented

in Table 2.4 for integrations times of 0.0938B seconds and 1.0

seconds.
Py
Trial Average Intraspectral Readout Nboise
IT = 0.058 s IT=1.08s
1 1.61 1.16 )
2 1.40 1.15
3 1.57 1.17
4 1.46 1.21
S 1.38 1.09
&6 1.47 1.13
Aver age 1.48 1.16
Std. Dev. 0.09 0.04

/

Table 2.4: Intraspectral readout noise in digital counts for

integration periods of 0.058 and 1.0 seconds.

The second method was to utilize the same 16 spectra for
the +two integration times and find the variation of each bixel
from spectrum to spectrum. This 1s a more valid representation
of the readout noise because it eliminates the necessity of

performing the fixed pattern correction; a procedure that will
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of itself add some noise. For each set of 146 spectra the
variance of each of the 1024 diodes was determined. The
resulting 1024 variance values were then averaged to produce an
estimation of the average pixel readout noise, called the
averade interspectral readout noise. The results are presented

in Table 2.5.

&

Integration Time (s) Average Interspectral Noise
< 0.058 1.31
1.0 . 1.03
Table 2.5: Average interspectral readout noise in digital

counts for integration periods of 0.058 and 1.0

seconds.

The interspectral (spectrum to spectrum) noise is slightly less
ihan the 1intraspectral (within a spectrum) noise because the
fixed pattern correction procedure adds a small amount og
variance. The readout noise at the longer integration time of 1
second appears to be slightly lower than fhe noise at an
integration time of 0.058 seconds. Data for other integration
times was not taken to establish whether or not this was part of
a'trend.

The readout noise was converfed to electrons using the fact
that the full scale saturation signal of 14 pCoul, or 8.7\X 107
electrons;) corresponds to a digital value of approximately 2048

using the bipolar analog range. Therefore a digital readout

noise of 1.2 counts corresponds to about 51,000 electrons. This

—
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is a factor of S.7 higher than the specified readout noise of
the RC10245A evaluation board of 9000 electrons. Thefreason for
the discrepancy is unknown, however, it may be a résult of the

modifications to the circuirt board.

2.5.3 Linewarity

The RL1024S PDA provides a linear response over
approximately 4 orders of magnitude for a given 1ntegfation time
[31]. This range extends to upwards of 6 orders of magnitude i+f
variable integration periods are employed [931. For the system
used 1n this work the fixed integration time (FIT) linearity and
the variable integration time (VIT) linearity was verified under
conventional experimental conditions.

The ICP was used as the spectral spurce. Sample
introduction was carried out using a MAK fixed "cross—flow
nebulizer coupled to a MAK low flow torch. The conditions
specified 1n Appendix B were employed vis a vis the MAK system
in addition to the following:

Slit width: 25 microns
Viewing height: 11 - 14 mm above the load coil
Readout: System 2

The 324.754 nm Cu line was monitored for all measurements.
Salutions were prepared from a 1000 ppm stock splution
originaliy prepared by dissolving an appropriate quantity of Cu

wire in 0.5 N reagent grade mtric acid.
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the Cu 324.754 nm emission line for concentrations ranging from

1 to 40 ppm for an integration time of 5.0 seconds. Five
replicate measurements were made at each concentration. The
quality of the linear fit 1s 1llustrated by Fig. 2.185. The

correlation coefficients are 0.99946 and 0.9998 for the peak

height and peak area data respectively.

VIT Linearity: The VIT iinearity of the detection system was

N .

measured for i1ntegratian periods spanning 3 orders of magnitude.
Plots of peak height and peak area, normalized to concentration,
ve. 1integration time are shown 1n log—log format in Fig 2.16.
fke log—-log slopes for the peak heiéht and peak area data are

1.02 and 0.994 respectively.

2.5.4 Detection Limits

The detection limits for 4 elements with analysis :-lines
from 200 to 400 nm were determined)anq contrasted with those
obtained with a FMT under identical experimental conditions.
For the FDA, i1ntegration flmes of 10 and 100 seconds wereh used}
the 10 second data serves as a direct comparison to the PMT
results while the 100 second data illustrates the best results
obtainable with the PDA system as 1t is presently configured.
Standard operating conditions were employed for the MAK sample
introduction system. The slit width was 25 um and the FDA
viewed the region of the plasma 11 to 14 mm above the load coil.
For the 100 second data, a blank spectrum was used to subtract

both the fixed pattern sigﬁal, the dark signal and spectral
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analysis lines. The detection limits shown in Table 2.4 were
calculated as the analyte concentration that would produce a
single pixel signal equal to 3 standard deviations above the

background lgvel.

Analysis Line (nm) Int. Time = 10 s Int. Time = 100 s
PDA PMT PDA
. Zn 202.551 4.0 0.004 0.8
Fe 259.940 0.5 0.02 0.1
Cu 324.754 [ 0.0z . o.01 0. 004
Ca 393.367 0.001 0.001

v [
Table 2.4: Detection limit data in ug/ml.

This data 1llustrates that at wavelengths greater than 325 nm
the PDA is capable of matching the detection limits provided by

a PMT.

'z
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3. Some Thnorctiéal and Practical Considerations for the
Application of Linear Photodiode Arrays for Inductively

Coupled Plasma Emission Spectrometry

Detailed evaluations of PDA sensars as detectors for
spectrochemical measurements Aave been made previously
£31,79,83,84,88-90,93,135]. However, the true potential g#
these sensors has not been evaluated from a fundamental
standpoint. There is sufficient technical infarmation available
to theoretically predict the best performance obtainable with
the RL10245 PDA if the characteristics of the spectral - source
are known. Lﬁ

The first part of this chapter deals with two of the most
important characteristics of a detector for ICP atomic emission
spectrometry: detection liamits and sigrnal to noise ratios. In
this discussion the nomenclature and methodology of Ingle
£1346,137]1 and Bower [138] will be followed. The second portion
is concerned with data acquisition considerations for the
application of the RL10245 sensor to wide dynamic range spectral

sources like the ICP. Most of the cantent of this chapter will

—

be published/;s two- separate manuscripts [119,139].
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3.1 Signal to Noise Ratio Theory Applied to Linear Sel f-

3

Scanning Photodiode Arrays

The electrical noise characteristics of the RL10245 PDA
have been determined by Simpson [83) anp the noi se
éharacteristics of ICF systems employing a variety of sample
introduction systems have been evaluated by various groups
[13,140-145]. The oAly additional information required to
theoretically determine detection limits for any element is the
ICF background flux seen by the detector at the wavelength of
interest and the intensity of the analytical line as a function
of concentration.

The PMT is a relatively "noiseless" detector because the
noise generated by the photocathode and dynade chain is usually
well below the level of the noise intrinsic to the experiment.
As the ensuing discussion shows, using the PMT as a "benchmark"
detector, the relative performance of the PDA can be evaluated'
knowing only thewslank flux as a function of wavelength. The
absolute spectral radiapce of the background emission o% an ICP
has been measured by Tracy and Myers [1461 fram 200 to 600l nm.
However, to determine the relative detection limit performance

of the PDA detector the blank flux seen by the detector is

required.

J.1.1 Experimental

Photon fluxes were determined using a subset of the
equipment described in Appendix A and the conditions specified

in Appendix B with the following exceptions.
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The. plasma and auxiliary gas flows were 12 and 0.2 L/mn.
‘A Meinhard TR-20-Bl concentric nebulizer, a standard Scott spray
chamber and a .s;‘tandard Fassel type torch were used to aspirate
digtilled, de1or°nzed water inteo the ICP. The nebulizer uwas
operated at 20 psi eravidlng a nebulizer gas flow of 0.55 L/min.

The image of the ICP was focrussed onto the entrance slit

with 1:1 imaging wusing a Quartz lens with a 12.8 cm focal
length. The entrance and exit slit widths were 100 um. The
height of the entrance slit was 2 mm. The region of the

discharge from 14 to 16 mm above the load coil was viewed for
all measurements. B

These conditions were chosen to comply with those used by
Tracy and Myers so that the results could be compared. The anly
major difference between this work and that reported by Tracy
and Myers is that thais study was performed to measure the photon
flux ‘reaching the detector when a blank‘ solution was being
aspirated while the other measurements were made using
calibrated 1light snur.'ces and a dry plasma (ie. no analyte
- channel).

A 4-1/2 digit aultimeter connected to the 0o-1V output

of the picoammeter was used as the readout device. '
|

>

3.1.2 Calculation of Photon Flux

The photon flux reaching the photocathode of the ;DMT can be
determined ,by back—-calculation using the measured photoanodic
current as a starting point. The picoammeter furnishes a

voltage proportional to the current supplied by the PMT,
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therefore the magnitude of the " anodic current was easily

-

determined knowing the gain setting of the " prcoammeter. The

photocathodic current was determined using

i = =, ' €3.1)

i
»”

where iB is the photoanod1é current produced by the blank flux;

1, is the dark current; and G 1s the gain of the PMT dynode
chain. The gain was determined to be 1 X 105 using the methaa
of Bower and Ingle [147]1. The photon flux was calculated

from -

(3.2)
~ ¢

' 7

wheré Kx is the wavelength dependent gquantum efficiency of the

n

]

photocathode +from the manufacturers literature; and e is the

fundamental unit of charge equal to 1.5602 X 10—19 Coulombs.
This flux 1s the npumber of photons striking the
photocathode per unit taime. The area of a pixel is much 1less

rthan the area of the photocathode so the flux per unit area was

determined using

bn = %p, (3.3

‘ where W is the slit width; and H is the slit height. The flux

emanating from the ICP can be estimated by

e
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. L [ﬁf], (3.4)
where S 1s !:He spectral bandpass; ¥ is the solid angle collected
by the optics; and T 158 an estimate of the spectrometer transfer
_funct1on. The bandpass was 0.08 nm, % was about 1 X 10_'2
steradians and the transfer function was estimated to be 20%.
The factors used to estimate the transfer function were the
grating efficiency at 350 nm, and the reflectance losses due to

the 1lens and the mirror surfaces. The results are shown in

Table 3.1.

-

Nnm) K, $(10%/8) @Auob/s-mmz) $ (107 /s mm> sr'-nm) /e’
200 .04 1.6 0.8 5.0 5.0
225 .06 4.8 ‘ 3.4 %x ’ 21 / 3.2
250 .10 14 7.0 ‘ v aq 7 4.2
275 .12 33 16 100 3.2
300 .14 S6 28 170 2.8
325 .15 84 42 260 2.5
350 .15 120 &0 370 2.3
375 .15 130 64 400 C 2.6
400 .14 200 100 540 1.9
425 .12 300 150 920 y 1.5
450 .10 380 190 1200 1.3

—

Table 3.1: Background flux from an ICP aspirating blank solution.
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The flux per umt area,’ denoted by &, will be of use later 1n

the discussion when the flux per diode is needed to determine

- the magnitude of variousy spectral noise sources. The last

column of Table 3.1 illustrates the ratio of the data presented
by Tracy and Myers (4:*) to the estimatéd absolute +flux
defé*rmined for this work. The major reason why the absolute
flux estimates for this work are universally low is that the ICP
was operated with a central aerosol channel punched through the
discharge. The reasaon for the divergence of the two data sets
at shorter wavelengths could be due to the fact that the Icp
image was focussed using the focal length of the lens stated for
the visible region. Recent experiments indicate that the loss
D“f radiation in the 200 nm region due to defocussing is as much
as a factor of 5. In any event, the agreement of the data is

sufficient for the purposes of the following discussion.

-Y‘IS. 1.3 General Emission Expressions

The general simplified expression for emission
spectroscopy assumes that a direct . linear relationship
between the analytical signal and the analyte
concentration, C, exists. Expressed in a very general
format where the signal, 5, could be a vol tage, current
ar a number of 1ntegrated electrons, the analytical

signal, SA’ is

) s, = k LCI, (3.5
where k is a constant. Two measurements are usually required
for a single point on an emission spectroscopic calibration

L
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curve: a total analytical signal (sample or standard), ST,

and a total blank signal, SB' Then a more complete working

expression would be ; -

~§A = ST - SB' ‘ (3. 6)
This can be further broken down to indicate the two
ma jor components of the total blank signal, the blank
emission signal, Sb, and the dark signal, Sd’ which is

the noise from the detection system:

SB = Sb + Sd. (3.7)

Then the total analytical signal can be expressed as.

ST = SA + Sb + Sd'

3.1.4 Photodiode Expressions

Q@

There are also several expressions which are applicable
to photodiodes. The rate of electron-hole pair generation,

re,-[148] is described by:

r_ = @K (3.9)

where ¢ is the photon arrival rate (flux) and and Kx. is the
quantum efficiency. For photodiodes operated in the charge
storage mbde the total number of electron hole pairs
generated, Ngs is

n, = ret, (3.100

where t is the integration time.
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3.1.5 General Noise Expressions

If no correlation exists between noise sources, then

"

propagation of error techniques permit the addition of variances
in the follaowing manner. Since two measurements must be

made to extract an analytically useful value, § then

A,
o, = 6. + 62 (3.11)

where o is the general term for rms (root mean square)
noi se expressed in the units of 5. These noise sources can

be further broken down. The total blank noise signal e¢_ can

B

be partitioned into its major components; shot noise,

flicker noise, {¢6_}), and dark noise, ¢ The blank

(o B¢

B)s' d°

noise can be calculated from

62 = 6 )2+ (ep2F + oo (3.12)
The total signal noise, c?, is comprised of the following
components: ’ ¢ ,

62 = a2 + (67 + oF (3.13)
where (GA)S and (JA)f are the shot and flicker noise

components of the analyte emission signal.

In a shot noise situation, whether it be from the
quantum nature of light or any other shot noise
sources, Poisson statistics apply. Then the shot noise

related variance (nD)i for any source D (i.e. blank, analyte),

producing a discrete number of events n during the

D

measurement interval, can be shown to be
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(3.14)
by -

where np is the average number of photons, eiectrcms or
electron—-hole pairs produced in a given time interval £1491.
Flicker no1lse evolves from non-fundamental sources and 1s
somet1mes called 17 norse because it often has a
frequency distribution displaying this character. It has a

fixed direct relationship to the signal and must be

determined empirically. It is expressed in the general

format by

(3.15)

where SD 1s the signal from any source D. X is called a
flicker factor and is dimensionless. Specifically XB and
XA are the blank and analyte flicker factors. It is
expected ;hat XB = xA in the case of ICP spectrometry if the
noilse source or sources (e.g. nebulizer, gas flows) are the

same. If the signal, SD, is measured as a number of

events, nps then the more specific flicker noise expression is

D’ £ D" Q\ (3. 16)

3.1.6 Photodiode Noise Expressions

In the case of photodiode detection, the . detector
noise sources can be specifically related to a semiconductor
detector operated in the charge storage mode and the total
dark noise variance is

2 _ 2 2 2
64 = car + (cd)S + LY (3.17)
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where Gar 1s the analytical measurement read?ut noise or
precisiaon; (cd)5 is the dark current shot noise; and L is
the detector readout noise. The analytical readout noise,
6. 1S the uncertainty introduced by the resolution of the
final readout device, whether it be a digital display,
analog display or analog to digital converter. It is
significant only if noise from other sources is not
abser ved in the final readout. Now that dig:irtal high
resalution readout is available, it is not the problem that it
has been with older instruments using analog needle type
readouts usually ‘only good to about 1% resolution. For the
purposes of this discussion 1t is presumed that the system
is not analytical readout limited. '

A certain amount of noise will be present whenever
the photodiode array is read out. The noise per readout, Ngs

can be used with the number of reédouts, m, to calculate

the total readout noise contribution, Oy as follows:

2 _ 2
(GR) = m(nR) . (3.18)
For an emissjon measurement with one analytical and one
blank or dark measurement, m would minimally be 2 and might
easily be as high as 100. The diode—to-diode fixed pattern

variation 1s not a noise source, because no fluctuation 1is

evidenced by a given diode in successive readouts other than

those sources already mentioned. The dark current leakage

noise 1is a shot noise and so will be symbolized by (ud)s

for convenient grouping with other shot nolses. Vogt L[791

and Talmi [311 have presented excellent discussions of
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thé characterization and control 'of PDA dark current and
‘”Hbrlick f841 has discussed dark current with respect to
atomic spectrochemical measurement syste&s.

Using the manufacturers specified dark current of 5 pA at

25 € 1t can be shown that a cooling temperature of -25 C will
reduce the dark current to about 3 X 10—2 pA, or 2 X 105 and
2 X 106 electrons for 1 and 10 second integration times
using a factor of &.7 degrees for each factor of 2 change in
dark current. The predicted dark current shot noise, (cd)s,
will then be the saugre roots of these numbers, 400 and 1000
electrons.

Using the minimum readout’noise of 1000 electrons reported
by Simpson for an RL10Z245 PDA and the dark current shot noise §¢
-25 C, the combined noise will be 1100 and 1400 electrons for
second and 10 second 1ntegrations respectively. The analytical
measurement readout uncéréainty, Ot 8 be eliminated by the
proper choice of analog to digital conversian system. For the
discussion pertaining to predicted performance, the total
minimum readout noise, Pps will be set to 1500 electrons for all
integration times. This 1is a somewhat conservative value,

however; the noise values reported above were optaxned under

ideal conditions, or using ideal parameters. Therefore,

<

2 2
(cd) = m(nRJ ’ (3.19)

where 1500 electrons will be used for nR.

!
!
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3.1.7 Combined Signal and Noise Expressions
The general simplified form of an emission SNR express%on is

derived from equations 3.6 and 3.11: e

=2 =t (3.20)

Using equations 3.12 and 3.13 the SNR expression becomes:

S S
N

n mn
N

A
2 >
[("A’-_-. * (602 + 2¢ap)

2 %"
als + 2(68) + 2a ]

f d

4

N

The first two noise terms in the denominator are the analyte

emission terms and appear only once because the analyte emission

1s only measured once. The blank noise terms appear twice -

because the source of these terms 15 measured twice.
Substituting numbers of integrated electrons for a PDA
operated in the charge storage mode in this general expression

and using equations 3.14, 3.16 and 3.19 the SNR expression

becomes:
n
S A
N~ - > 5 7% (3.22)
[(nA+2nB) +.(XAnA) + 2(XBnB) + m(nR) ]
where Ny = Ny ~ Ng- The components have been grouped from

left to right as shot noise, analyte flicker,; blank flicker

and readout noise.
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3.1.8 Application of Expressions

An instrument designer would prefer that the limiting

noise in “an experiment be a noise intrinsic to the
phenomenon being measured ,and not from the measurement
instrumentatian. I+ this 1s not true then the
experiment may be&, "instrument noise limited". The PMT
has obtained a high degree of popularity, because ié allows
the measurement ' of light intensities which vary over many
orders of magni tude without the introduction of

instrumental noise in the form of “detector noise".
In the follaowing section the use of the photodiode-.array

with the relatively high intensity ICP source will be

discussed. ICP spectrometry is an emission technique,

therefore the lowest light levels measured will be those

of the blank. I+ the detector 1s not a major source of
noise at blank level intensities, then it will not be a
major source of noise at higher levels ’if operated
optimally. Salin and Horlick C[133 have already demonstrated
goad diode érray performance at higher i1ntensities. The most
sSeripus questinﬁ is whether the wunintensified photodiode

array can provide performance comparable to a PMT over the
wavelength range used for ICP measurements at the lowest

intensit1és likely to be encountered.

The PDA will not be limiting under any circumstances
if the sum of the detector related variances 1is much less

than the variances from the experiment. In the general format

this is expressed as

. ‘ 153
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2, 2 2 2 2 -
m«R « (cA)s + 2(68)5 + (XASA) + 2(XBSB) v’ (3.23)
-and in an electron format .
m(n )2 € n+2n_) + (X,.n )2 + 2(X_.n )2 (3.24)
R A B A A BB ° *

At. the detection limit SA will be small compared to SB’ and the

SNR expression illustrated by eq. 3.22 will simplify ta

v =]

s A
h - (3.25)
N 2 2 21%’
, [(2«B)S + 20XgSp) 7 + mcR]
or in electron format
4
n
ﬁ = A > S5 (3.26)
[(ZnB) +~2(XBHB) + m(nR) ]

This will simplify the evaluation of eq. 3.24 so that the PDA
will not be limiting at the detection limit or under‘any other

circumstances in emission spectrometry if

2 2 2
mcR « 2(08)5 + 2(XBSB) - (3.27)
or in electron format _
min )2 « 2n_ + 2(# n )2 ) (3.28)
R B BB - -

-

f

3.1.9 Detection Limit Performance

8

The performance of the PDA at the detection 1limit can

be estimated by comparing the predicted experimental noise
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of an ICP and the added noise using a PDA. The predicted
noise using a PDA is the denominator in equation 3.26,
and the experimental noise is that same term with the
readout noise removed. The data is presented as a degradation
factor, DF. This is the railo of the blank noise
calculated with a PDA based system to one assuming a

noiseless (PMT) based system.

[(ZnB) ¥ 2(xBnB)2 + m(nR)z]*
\ pF = 1 T . (3.29)
[(ZnB) + 2(XBnB) ]

m ?E set equ:X to 1 in these calculations because many detection

s

limit formulas use only the noise of the blank and include
(1

a 21/2 or other term to account for the fact that the blank is

measur ed wice. No degradation -in detection 1limit is

representég by a DF of 1.0, and a degradation by a factor of
. two producéé\e\DF of 2.0.
3

=, \
Table 3.2 \lists the ICP background flux per diode, the

quantum efficiencdy and the number of electron hole pairs

generated, as a fpnction of wavelenbth.

&
»Z/?'

e
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X (nm)

200

223

250

275

300

325

350

375

' 400

425

450

¢P(106/S)

B ¢ =)
.21
-44
1.0
1.8
2.6
3.8
4.0
6.4
9.2

12

2

K
.54
.54
.42

.38

.47
.50
.58
.62
s

-« 635

n.(i0®ss)

. 027

12

.18

.38

75

1'2

1.9

5.9

7.7

Table 3.2: ICP blank photon flux per Hinde (Qp), PDA quantdm

efficiency (Kx), and rate of electron—hole pair

praduction (n

B

) as a function of wa%glength.

A comparison of several types of nebulizers [150] for IcP

spectrometry has yielded percent relative

(ZRSD) of 2 to 0.1

corresponding

standard deviations

4
to flicker factors of 0.02

ta 0.001 respectively. It should be noted that the beff,ﬂf////’

these precisions was obtained

a technigue for
1

appears

>

approximately 0.2 %ZRSD.

that

with certain

nebulizers.

Nz

using an

which the PDA is well

the best

nebulizers,

unratioed

internal standard,
sui ted (131. It
precision was

particularly

We have ohserved 'ZRSDs as high as 3

ultrasonic

Consequently for this work we will consider %RSDs
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to range from 3 to 0.2. Table 3.3 lists the degradation factors

calculated from eq. 3.29 for flicker factors of 3% and 0.27Z and

<

integration periods of 1 and 10 seconds. The readout noise was

fixed at 1500 electrons.

”

Flicker Factor (X)) .03 . 002 .03 . 002 .03 . .002"

Integration (s) - 1.0 1.0 10 10 100 100
A (nm) n
200 1.6 6.2 1 1.7 1 -
225 1 2.7 1 1.1
250 o 1 2.1 1 1 1 1
275 1 1.8 1 1 1 5 1
300 1 1.2 1 1 11 -
325 1 1.1 1 1 / —/ 1
| — :
350 ’(\\1 L 1 1 1 1
/ . 375 . 11 1 1 S1 e %
400 | 1 1 1 1 1 1
‘ 425 1 11 11
. 450 1 1 1 1 1 1

i

"Table 3.3: Degradation factors for flicker factaors of 3% and °
027 and integrations periods of 1, 10 and 100

seconds. Readout noise (né) is iSOO electrons.

It is apparent that the detection limits will be degraded at
shorter wavelengths for integration periaods of 1 second or less -

only for.an ICP system providing exceptional precision.

157

-



g

N\ These results can be contrasted with those expected for the
PDA system that is the subject of this thesis. Table 3.4 lists
the degradation factors for a PDA detector contributing 350,000

eleqfrons as the readout noise.

~
Flicker Factor (X) = .03 .002 .03 .002 .03 .002
Integration (s) - 1.0 1.0 10 10 100 100
‘ A{nm) .
a _0200 - . 43 200 4.5 37 1.1 6.3
’225 9.8 84 1.4 13 1 1.8
T 250 o 6.6 64 1.2 9.3 y 1.8
275 . 3.3 36 1.1 a.6 1 1.1
- 300 1.?3 20 1 2.5 1 1
. 325 1.4 13 1 1.8 1 1
350 1.2 . 8.8 1 1.4 1 .1
] 375 1.1 7-4 1 1.3 1 1
7 400 . - . 1 4.4 1 1.1 1 1
K azs . 1 311 1 1 1
450 1 2.5 1 1 ,hl 1
Table .3.4: Degradation factors ior flicker factdfsqof 34 and
. 0.02%Z and integration periods of 1, 10 an 100
/,\ . seconds. Readout noise (nR; is 50,000 electrons.

@
” -

Integration periods of 100 seconds or more must be used if

Ry

the detection limits at low wavelengths are to comparable to.

those , of a PHMT. This is corrobhorated in part by the detection
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limit data shown at the end of Chapter 2l However, at an
integration time of 100 seconds the flicker noise at 366 nm w;lf
be about 2 X 106 electrons and 2 X 105 electrons for flicker
{actors of 0.03 and 0.002 respectively while the shot noise will
be about 1 X 104 electrons. This corresponds to a flicker noise

limited situation where no advantage 1s gained by 1ntegrating

for a longer period of time.

l

It should be noted that increases in intensity

provide exactly "the same effect as an equivalent increase in

N integration time, 1f all other factors remain unchanged.
. ' An increase of intensity of a factor af S or even 10 is not
;hfﬂnat all unreasonable. Ultrasonic nebulizer systems pbt;in
i superior detection limits by placing more analyte into the
plasma. The resulting increase in analyte signal 1level is

of the order of a factor of 10. Bath Faires [151]) and
Demers: [152]1 have discussed top down viewing of the plasma

&
and their work i1ndicates that there are advantages to this mode

of operation. Faires reports an increase in intensity
ranging from 3 to 8 for dafferent elements in the icp
operated under normal conditions. Vogt [791 used a
cylindrical lens immedi ately before the PDA to increase
light collection efficiency by a factor of 4.93. Finally,
the flux measurements reported above were made with an F 8.7,
1 meter focal length spectrometer using a 1200 g/mm grating

and a reciprocal dispercsion of 0.8 nm/mm. An F 3.9 system with
similar characteristics is quite possible, and the
collection efficiency change would produce an 1ncrease in

intensity of a factor of 5. It appears quite,  likely that it

-
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is possible to obtain an 1ncrease aof an order of magnitude in

inténslty beyond that measured for tﬁ;s work.

3.1.10 Performance Above the Detection Limit

In order to make an evaluation of the effect of the PDA
at signal levels greater than those found at the detection
limt, equation 3.30 has been used to prepare the information in
Tables 3.5 to 3.9. These tables describe the expected
degradation 1n pertormance, as measured by signal to noise
ratio, under a wide variety of circumstances. The ratio, DF, 1s
determined by calculating the SNR that wau%d be obtained with a
"noise free" detection system and ratioing this with . the ' SNR

obtained with a PDA array system. The resulting expression is

\ 2 2
(nA+2nB) + (XAnA) + 2(XBnB) + m(nR)

2]& :

2]%

DF = [ (3.30)

2
[(nA+2nB) + (XAnA) + 2(XBnB)

For these calcdiatxoﬁé m = 2 because two diode measurements must
be made. These two measuréments may be made by acquiring two
separ ate scaﬁs, one of the analyte and one of the blank, and
using the same diode for the calculation of analyte and blank
intensity. Alternatively, a single analyte scan may be used.
The peak diode represents the ana;yte intensity while a diode to
the side of the peak represents the blank level. This procedure
assumes a flat continuum level.

Using the data of Table 3.2 for a flicker factor of 3%Z, an

SBR of ©O.1 and an integration period of 1 second, the SNR
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degradation at 200 nm for a PDA detector having a readout noise

of 1500 electrons would bhe:

DF = 2.1
where Ny = 2700 electrons; ng = 27,0db electrons; X = .03; and
N = 13500 electrons. R
Signal to background ratios (S5BR) have been used as
intensity indicators, because this measurement is commonly
use;\ to report relative analyte signals. Tables 3.5 and 3.6

illust}ate degradation factors for a 1low noise FPDA Ssystem
L
{ .
exhibiting 1500 electrons readout noise. SBR values of 0.1, 1
and 10 1indicate the relative intensity of the analyte signal

with respect to the background. »Integration periods of t and 10

seconds have been used and the same flicker factors used for the

detection limit evaluation were employed. - “

O

4
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Flicker Factor (X) + .03 « 002 .03 .002 .03 .002

Signal to
Integrat:
A{(nm

200

225

250

275

300

3235

350

375

400

. 425

450

Background + O.1 0.1 1.0 1.0 10 10
on (s) 1.0 1.0 1.0, 1.0 1.0 1.0
)
2.1 8.5 1.8 7.2 1 2.9
1.1 3.6 1.1 3.1 1 1
1 2.8 1 2.4 1 1
1 1.8 1 1.6 1 1
1 1.3 1 1.2 1 1
\ 1 1.1 1 1.1 ) S |
‘ 1 1.1 1 r, 1 1
1 1 1 1 1
1 1 1 1 1
O | 1 1 1
1 1 1 1 1

Table 3.5: Signal to noise ratio degradation for flicker factors

of 0.03 and 0.002; SBR values of 0.1, 1.0 and 10; and
integration periods of 1 second. Readout noise set

to 19500 electrons.
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Flicker Factor (X)) 4 .03 . 002 .03 . 002 .03 .002

Signal to Background - 6.1 0.1 1.0 1.0 10 10
- Integration (s) 10 10 10 10 10 10
A (nm)
200 1 2.2 1 ’ 1.9 1 1.1
225 ' 1 1.1 1 1.1 1 1
230 1 (1.1 1 1.1 1 1
275 1 1 1 1 1 1
300 1 1 1 L 1 1
: 325 ° 1 1 1 1 1 1
350 1 1 1 1 1 1
375 . 1 1 1 1 1 1
5 400 1 1 1 1 1 1
425 1 1 1 1t 1
450 i 1 . 1 1 1 1
/ﬂm - i
- Taéle 3.6 Si;nal to noise ratio degradation for flicker factors

- q

of 0.03 and 0.002; SBR values of 0.1, 1.0 and 10; and
integration periods of 10 seconds. Readout noisé set
to 1506 electrons. 5
For integration periods of 1 second the readout noise 0%
the PDA will degrade the SNR sigmificantly for }ow light levels'
at wavelengths below 250 nm when observing the signal from a

) high precision ICP source. For an TQP exhibiting an RSD of 3%

the SNR is not affected by an appreciable amount. If the
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integration period is extended to 10 seconds, the PDA noise will
degrade the S5NR only by a small amount at 200 nm for low light
level 51gqals and an RSD of O.ZZ.ﬂ

TFables 3.7 to 3.% illustrate the SNR degradation f;r a PDA
system contributing a readout noise of 50,000 electrons. The
extra integration time of 100 seconds is included to indicate
the conditions required to match the SNR of a relatively

3

noiseless detection system.
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Flicker Factor (X) - .03 . 002 .03 -. 002 .03 .002

Signal to Background + 0.1 0.1 1.0 1.0 10 10

Integration (s) 2 1.0 1.0 1.0 1.0 1:0 1.0
A(nms
200 50 280 49 240 8.7 90
225 14 120 11 97 2.2 26
250 s 9.3 B9 7.6 - 73 1.6 18
275 ' 4.5 ° ‘S1 3.7 42 1.2 8.9
300 2.4 29 2.1 24 1 4.7
325 1.7 19 1.5 16 1 3.i
350 1.3 - 12 1.2 10 1 2.1
375 \ 1.2 10 1.2 B.S . 1 1.8
400 BN P | 6.1 1.1 5.1 1 1.3
425 1 4.3 1 3.5 1 1.2
450 1 3.3 1 - 2.8 . 1 1.1

\

Table 3.7: Signal to noise ratio degradation for flicker factors
of 0.03 and 0.002; SBR values of 0.1, 1.0 and 10; and
integration periaods of 1 second. Readout noise set

to 50,000 electrons.
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Flicker Factor (X) = .03  .002 .03 .002 .03 .002

Signal to Background + 0.1 0.1 1.0 1.0 10 10

Integration (s) * . 16 , 10 - 10 10 10 10
A (nm) . . | !
200 6.2 &6 5.1 .. 55 1.3 12
225 1.7 19 1.5 16 1 3.1
250 : 1.4 13 1.3 11 ™1 2.2
275 1.1 6.4 1.1 5.3 1 1.4
300 . ©o 3.4 1 2.9 1 1.1
325 1, 2.3 1 2.0 1 1
350 1 1.6 1 1.5 1 1
375 . t 1.5 1 1.3 1 1
400 1 1.2 1 1.1 1 1
425 ) 1 1.1 1 1.1 1 ‘1
450 1 1.1 1 1 1 1

Table 3.8: Signal to noise ratio degradation for flicker factors
of 0.03 and 0.002; SBR values of 0.1, 1.0 and 10; and
integration periods of 10 seconds. Readout noise set

to 50,000 electrons.
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Flicker Factor (X) - - 03 . 002 - 03 - 002 .03  .002

Signal to Background -+ 0.1 0.1 1.0 1.0 10 10
Integration (s) - © 100 100 . 100 100 100 100
X (nm) )
200 1.2 8.9 1.1 7.3 1 1.6
225 1 2.3 1 2.0 1 1
250 1 1.7 1 . 1.5 1 1
275 1 1.2 1 1.1 1 1
% 300 1 1.1 1 1 1 1
325 S 1 1 1 1
350 1 1 1 1 1 1
375 | 1 1 1 11
) 400 1 1 1 1 1 1
425 1 11 1 1 1
450 | 1 1 1 1 1 1

‘ Table 3.9: Signal to noise ratio degradation for flicker factors
of 0.03 and 0.002; SBR values of 0.1, 1.0 and 10; and

-

integ}ation periods of 100 seconds. Readout noise set
' to 50,000 electrons.
3.1.11 Summary and Conclusions

Given the intensity of the ICP, it appears that the linear

PDA should he capable of performance comparable to that provided

by PMT detection systems for wavelengths lonéer than 225 nm

using systems with collection efficiencies and inte%ration times
¢} - o
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systems. For wavelengths less than 225 nm, the ICP/PDA
performance at the detection limit may bé degraded; however, the
performance well above the detection limit will be comparable to
that obtainable with a PMT based system. Performance of the PDA
can approach that of FMT based systems for wavelengths down to
200 nmm if the 1ncident Fflux on the PDA is 1increased by
approximately one order of magnitude. \

For a well Dp£1m1zed ICP and 1 second 1ntegration peripﬂs
the detection limit will be degraded by a factor of 6.2 at 200
nm. If the integration period 1s extended to 10 sgconds then
the degradation is only a factor of 1.7. Integration periods
longe; than 10 seconds may i1ntroduce long term drift and should
not necessarily be used to enhance performance. At
concentrations above the detection limit the degradation of SNR
is 8.5 at 200 nm for an optimized ICF 1f the S5BR is 0.1 and the

integration period is 1 second. I+ the SBR 15 increased to 10,

the degradation 1s only a factor df 2.9.

4

(Y ' 168



( 3.2 Data Acquisition Considerations

Optimal wuse of a detection system normally requires that
B

ystem be operated in a manner such that the noise from the

detector system 1s small compared to the total noise observed at
14’ the etector during an-experiment. If this is thé case then
measurements are not detector noise limited and essentially all
the noise measured 1s +rom the experiment rather than the
transducer monitoring the experiment. In many experiments it is
possible to vary the noise contribution of the detector by
operating 1t in a specific manner. In the previous discussion
the applicability of a linear PDA as a detector for atomic
emission spectrometry with an inductively coupled plasma was
didcussed. This section will 1ntroduce some of the more general
aspects of data acquxsltlén with a PDA. Many of the results
have applicability to other experimeﬁts which employ integration
in eirther the experimental transduce; or its electronics.

If an experiment always produces a sibnal of approximately
the same i1ntensity, then configuration of the detector and data
acquisition system 1s straightforward; however, many
spectroscopic expériments produce signals that change over many
orders of magnitude. The optimal conditions for a large signal
may be completely inadequate for a small signal and‘vice versa.
The optimizétion procedures discussed Jherein are based on
straightforward calculations using experimentally measurable

parameters. These parameters can be acquired in real time or

pre—-programmed into a data acquisition system.

In this discussion it is assumed that the experiment is
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'flickér noise dominated to simplify the expressions, however
the basic philosophy is complétely unéhanged if a more
complicated noise expression including shot noise terms must be
substituted. ICP spectraometry is often flicker noise dominated
over a wide wavelength range [140]. If this is the situation

the noise from the experiment can be expressed as

S = XESE, (3.31)

where o 1S the noise from a flicker noise dominated experiment

E; SE is the signal from the experiment for a given integration
period or electronic bandpass; and XE is the flicker factor. The

units will be electrons in this discussion but could be voltage

or current.

'3.2.1 Minimure Signal Calculationsf&w_
The first required value 4s éée minimum signal, Sc__. .,
that can be measured with "mnimal" degradation by the detection
system. A det;ction system will always have some noise, LT
associated with its readout, In this context it will include
the noise generated by the -detector and supporting analog
electronics and is assumed to be independent of the signal level
produced by the experiment. This noise is the minimum noise
which must appear in every reading of the detection system. In
PDA systens this noise remains fixed and equal to the readout
ﬁoise if sufficient cooling 1s provided so that the dark current

noise contribution is minimized. The dark noise can be easily

measured by blocking .@}]1 incoming radiation and making
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repetitive, measurements under the experimental conditions.

Using standard propagation of error mathematics, the total noise

)

measured at any readout of the detection system rill be

62 = 62 s

, T d E'l (3-32)

where o 1s the total measured noise and 6 is the noises

2

introduced by the experiment. ¢

14 the detection system is to affect the measurement of the

experiment "minimally", then the criteria for minimaf must be
establi shed. This can be done by specifying a factor - which
must assume a yalue between 1.0 and 0.0. I+ £ = 0.15 then L

would be allowed to contribute a maximum of 157 to the total
measured noise, or- The experimental noise, e will then
constitute a minimum of a (1-f) fraction of the total measured
noise. If the expgrimental noise, Scs is proportional to the

experi1mental signal, SE of equation 3.1, and 64 15 fixed in

magnitude, then o w1ll be a more significant contributor to the

d

total measured noise, Or at low signal levels. To salve for

the minimum signal, SE—min’ a special case of equation 3,32 can
T-min?’

be used to solve for o the minimum total noise, and o

E-
min® the minimum noise from the experiment at low Signalulevels.
T-min '= “E-pin-

e

It as most convenient to use (1-fla Then

¢

equation 3.32 can be rearranged as

2 = 62 + [(1-f)e ]2

“T—min d T-min (3, 33)

»

Since ¢ can be measured experamentally or obtained <from the

d
iiterature, o . can be calculated. Substitution of ¢ .
T-min , T-min
nto eq. 3.32 wmall produce o __ . Equation 3.31 can then be
171
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useq to calculate the minimum signal, SE—min' that can be
recorded with only an ¥ factor of degradation. -

and equation 3.33 ¢
.

Using 1500 electrons for o

. . d E-min

2400 electrons. A 37Z RSD +for atomic spectroscopy would be
considered relatively poor while a 0.3 ZRSD would be
-considered very goad. Using a compromise value of 1% (XE =

I

0.01) as an example and equation 3.31, Sg__ _ would be 2.4 X 10
électrons. Therefore, 2.4 X 105 electrons is the signal that
wéuld generate a noise of 2400 electrons if the flicker factor

were 0.01. Lkndg the manufacturers specified’ saturation

charge of 14 pCoul 1t s straightforward to calculate that the

saturation charge of the PDA is 9 x 107 electrons. This is

the maximum signal that can be recorded, S .
. E-max

\

. 3.2.2 Dynamic and Usable Range Calculations

Dynamic range is normally defined as the largest signal

<" that can be measured, before a degradation (or saturation):

occurs, divided by the smallest signal that can be measured

//Eﬁfére the signal becomes buried in detector noise. The usable
range, -U, is the largest signal that can be measured without

significant degradation introduced by the detector system (ie.

o

saturation) divided by the smallest signal that can be
measured without significant degradation by the detection

system as quantified by the factor f. The upper limits of the

’

dynamic range and U definitions are identical, however the

lower limits and consequently the meanings of the  two

-

~

\\ K . s
definitions are quite different. Expressed mathematically the
™

T~

- \
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intrascenic usable range, UI’ is

L]
»

SE-—max =SE—max _ 9 E7

7A) S T 2.4E 5

' U = (o
E-min "E E—min

I

= 380, (3.34)

4
L]

where intrascenic refers to the smallest and, largest spectral

%

features that can be measwred within a single readout without

)

degradation.
E <

Using the saturation data and substituting into eq. 3.34 UI

1s found  to be 380. It is i1mportant to note that the more
- precise (smaller RéD) the experiment 1s, the smaller the usable
range. This should be contrasted with the intrascenic dynamic

[ —
range, D which can be 10~ and does not vary with the

I’

experiment.

El

3.2.3. Time Dynamic Range

An integrating detector system like the FPDA has 1ts own

“"time" dynamic range. The smallest integration tiqe may be

1mposed by the data acquisition sysgem, while the largesé'tlme
interval N{II be 1mposed by tHe experiment 1f long integration
periods are possible without adding sigmificant dark noise.
The experiment imposes a lim;t when longer intégration periods
result in a ° degradation or platéau aof the 5SNR of the
experiment. This occurs when low frequency noise components
from the experiment dominate. In any case, two 1limits will

usually exist with any real system, a mnimum acquisition

time, tmin’ and a maximum time, tmax' The time dynamic range

is ’ 8
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‘ = mEX - (3.53%)

-y

and describes the range of signals that can be acquired by

. varying integration times. The maximum usable range for a

detector system becomes

(3.36)

where Umax is the maximum range of signals whigh can be
monitored before significant degradation accurs.

* To provide a hasis for comparisén it is appropriate to
apply these equations to a potential system to evaluate their
utility. The dynaqic range of a single diode of an S series
PDA is stated by the manufacturer [124] to be 105, hawever it is
critical that this not be confused with usable range. In
section 3.1 integration periods rof‘ 10 seconds were
demonstrated to be adequate for performance at or near the
detection limit for a large portloﬁ of the spectrum. Ten second
integration periods are common far _both‘ plasma and f1ame

1

spectroscopy and therefore provide the upper limit, tmax' Talm

" has employed integration periods of up to 180 seconds [93]1 for

analysis lines below 250 nm; however, Belchamber and Hurl?ck
£1431 and McGeorge and Salin [153]1 have demon;@rated that large
low frequency components may exist in ICP spectral outputs and
consequently long integration times may result in performance
degradation. _ Th;s is especially true 'if _pultiple spectra

;

and/or samples are to be analyzed.
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Data acquisition rates of 20 kHz are easily obtained using
microprocessor based systems [1541. This will provide a minimum
integ?ation time of about 50 ms for a 1024 eleﬁent PDA. THere
are techniques to ﬁraduce sh;}ter integraFion times including
computer direct memory access (DMA)[153] or a technique called
the "Blurt" method [120] which rapaidly clocks‘thrnugh the PDA
without taking data until the diodes of interest are reaéhed.
Both methods have their advantages; and either can produce a
minimum integration time of approximately 5 ms. Therefore the
time dynamic range, DT’ 1s 10/0.005 = 2000, Using eq. 3.36 and a
UI of 380, Umax 15 &6 X 105 if DMA type techniques are used or

b x 104 u&ing conventional cbmputer readout techniques. This

illustrates that the experiment and its requirements must be
kept in mind when specifying the detector and its method of
operation. .

It is possible to have widely varying intensities fall on

=

P A

the PDA. Obviously~ 1f the intensity differences exceed UI’
several integration times must be used.’ The following

relationship can be used to determine the number of integration

periods required to accommodate the full time dynamic range, DT:

1 n DT . P r;,.
TADD = 1In UI. (3.37)
I+ 7T is a non-integer value, it must be rounded up to the

ADD

next 1largest integer.

’
£y *]

A graphical explanation of eq. 3.37 is illustrated in Fig.

3.1. In this example U, = 10 and D_ = 10°. It is assumed that

175 *



-

5 4 3 2 | 0
logT

Figure 3.1: Demonstration of TADD calculation.

the .integrated signal must be at least 105 electrons tao achieve
the minimum allowable SNR. Since the integrated éignal is the
product of the flux and time, the solid line of Fig. 3.1 can be

constructed such that it passes through the minimum light f1lux

i o

level for the range of integration times. The shaded area above
each integration time on the line corresponds to the usable

range U The vectors originate from the optimal . integration

1
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, time choices for a minimum number of i1ntegration times given the
UI of 10. Each integration time choice covers a unique flux

range. Then

. 5
TADD = In(107) /1n(10) = 4, e .

v

In this example the result is an integer, however this will not

-
o

always be the case. Non-integer values should be rounded uﬁ to

the next largest integer. The total number of integrations will

8

be TADD + 1 which {5 S 1n this example.

3.2.4 Acquisition Hardware Dynamic Range

The selection of ‘an electronic signal acquisition device is
integrally linked to the rate of acquisition and the required
measurement precision. Data acguisition rates of the magnitude
of 20-200 kHz clearly indicate the use of a rapid sampling ADC
rather than an integrating device. Fast and relatively
inexpensive ADCs with up to 14 bits of resolution and other
suitable specifications are presently available. The minimum

resolution required of an acquisition must be of the order of
the experimental noise to avaid quantizing—error. The déable
range provided by an ADC system, UADC' must match or exceed that
of the PDA detector to iake advantage of the ful]l FPDA usable
intrascenic range, UI' The usable range of an ADC, UADC’ when

used in conjunction with an experiment which requires a minimum
+ r

resolution of RMIN is
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Co U = — {3.38)
.. ADC RMIN
where RADC is the resolution of the ADC expressed as the number
12

of resolvable elements. A 12 bit ADC<has a resolution of 277 or

ix

4096. The reguired minimum resolution of a system limited by a

flicker factor of 0s01 will be the ;nvefse; of’ thét flicker
I'4

L&

factor, 100. S8Since the smallest resniva@le element’ is 1 the °

'

corresponding signal must be 100. With a 12 bit converter

i

o
4 n
2

ADC I/XE 100

o 8096 _ L. ,

. . N
In this case UADC is less than UT“ requi;:}g that additional

circuitry, perhaps in the form of an autoranging circuit, is

required to utilize the full UI. iIf one does not take

-

advantage of the Ux; then additional integration times may be
- !

necessary if signals of différing intensity are falling on
N .

the PDA. The number of total ADC 'ranges, R. required of such

T
!
a'system can be calculated from the expression

s

1n UI ) -
R, = +———, : (3.39)°
T In UADC

14

where RT must be rounded up to the next largest integer.

s
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For example, if the maximum signal to be measured is 1000

‘e

(arbitrary wunits), the flicker factor is 0.2 and the ADC can

resolve one part in 32 then

U, =.1000/(1/0.2) = 200

and L ~

I
g
F

7 Unpe = 32/(1/qﬁz)

I+ the electronic gain is adjusteﬂ so that the minimum noise of
the experiment 1s approximately equal to the smallest resolution
element, 1, then the expgriment is optimized, and the last bit
or digit will He randomize? by this noise. r}f the noise is
1, then the gignal that produces this noise is 3/0.2 = 5 and

the largest signal that can be recorded, based on R is 32.

J ADC?®
Then the ADC can measure correctly (including the noise) all
sit;;nals~ ranging in value from 5 to 32. I a signal greater
than 32 must be recorded another ADC range is needed. A signal
of magnitude slightly greater than 32 wpuld have a noise of
approximately 0:2 X 32 = 6.4. The electronic gain must " be
ad justed for the next range to bring a signal of magnitude 6.4
to be magnitude 1 on the ADC. Using the original units, the
new range will be 32 to 6.4 X 32 = 204.8. Similarly the last
range will be roughly 204 to\1306. The number 1305 exceedd
1000, so thq design requirements have been satisfied with 3
ranges with.g;;ns of 1, 6.4 and 204. This is illustrated in

the application of equation 3.39 producing a real number which

must be rounded up to the next largest integer value:

-

A = 4 = -+
R DD 1n 200/1n 6&. 2.8 3. (“ ,
L1
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3.2.5 poncluli ons

Care must be taken when designing the software and hardware

[

pot

for a data acquisition system for any detgctinn system. It is

o,

y b
especially important in the case of the linear photodiode

array and similar devices which provide a significant amount

of detector noise. It 15 also quite clear that the choice or

operation of data acquisition hardware and software must be

" integrally linked to the the experiment i1tself. ' This linkage

must 1nclude a knowlédge of the range gf magnitude of the
experimental signals as well as the noise of these signals. In

situations where the noise ctharacteristics of the signal are

not known prior to the experiment, it may be possible to

determine them by short preliminary measurements, and then
have the software optimize the acquisition process using the

expressions above.

For an S—-series array with a usable range of 380,‘ based on
a 1Z experiment RSD and a 13%Z noise contribution by the
detector, a 16-bit ADRC wWill be required to provide adequate

digitizétion of all signa15>with only one range setting.
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4. Control and Dynamic Range Extension of

Linea; Photodiode Arrays
)

It is often the case with atomic spectra that only a
very limited portion of the spectrum contains analytically
useful 1nformation. This fact has been used to advantage by
researchers using v1dic;n and img;e dlsséqtor photomultiplier
tubes [541 which have the capab11ity of. directly addressing the
pqrt1ég of the detector surface containing the ~ spectral
information of 1nterest. The self-scanning RDA does not have -
€h1s capability 'arfd is normally used to record the entire
spectrum falling on the detector surf;ceﬂ This 'chapter
demonstrates a technmique of data collection using gn inexpensive
single board computer ' to collect atomic line spectral
informatxon of interest without the i1nclusion of unnecessary
data. In addition, the collection technique provides a dynamic
range gxten516n which is very 1m§ortant for the application o+

photodiode array detectors to atomic emission spectrometry. The

substance of this chapter has been published previocusly [1201].

-

A
€

5

74. 1 Experimental
B The equipment used in these experiments is a subset of that
listed 1in Appendix A. This work was carried out prior to the
completidn of the present PDA detection system. The detector
was mounted 1n the foqal plang o{‘the 1 meter spectrometer using
thg apparatgs descrlbéd in section 2.2.3. The PDA interface is

‘shown .1n Fig. 4.1 and a full schematic is included in Appendix

G.: Th1§ circuit. is a simplified version of the présent

° ~
. N
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interface and has served as an important development step.

STATUS Ca1 CBT
LS8
PORT
20V A
iN
AD574 Soeoe
: PORT
MSB 8
——'%S——A function
generator 6 5 2 2
STB Y
5Vo— V%é 2y}
‘ ) ‘ ﬂJPB7
jCAZ
PB6

even  [RC1024SA

i .

Figure 4.1: Simplified schematic diagram of hardware

configuration used for Blurt mode study.
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The RC10245A module corresponds to the PDA detector and
evaluation board  combination. The 6522 is a Versatile
Interface Adapter (VIA) which was lc:cated on a standard AIH-6:‘5
single board computer. Only one VIA was required for this
interface while 3 are utilized in the present implementation.
The remaining com;aonents:' 74123 monostable, 74157 d;t'a selegtor,
AD574 analog to’digltal converter (ADC), and ADS42 precision
operational amplifier; were mounted and wired on a breadboard.
The software used ‘tn operate the system was stored on
cassette tape. An keeping with the hierarchical désign
philuéophy discussed in Chapter 2, user commands were‘ submitted
to a BASIC program whxgh invoked an assembly language routine.’
The assembly language routine provided simlar functions to°
those supplied by the pl"-esent Msoftware: clock frequency'
selection, clock source selection a‘%d data acquisition. The 4
kByte read-write memory of the A&fﬂ 'computer was just lar'gt;.l
enough to accommodate the software\\énd one complete 1024 pixel
spectrum. However, using the Blurt mode described below several
.spectra could be acquired because only the pixels furnishing
data were collected. To provide spectral line images on the
photaodiode array, various light sources were used including a
He—Ne laser,J tungsten filament lamp, hollow cathode lamps aﬁd an
ICP. The laser did not provide the stability required For
quantitative work and the ICP was used far all high intensity
quantitative measurements. Intensities were varied using

neutral density filters. The neutral density filters were
: Y

recalibrated at the wavelength of use.
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4.1.1 Circuit Description

f
® ¥

. The VIA 15 a véry powerful 1/0 device [156T and is wused to
provide the i1interface to the external electronics. As Fid. 4.1

indicates, wvery 1l1ittle supportin? electronics are needed when

~

operating with the RC10245A evalqétlon board. The minimal hardware
requirements result from software exploitation of the 6522 vVIA. In
fact, the 74157 can be eliminated 1§ one 1s willing to be limited to
conventional operation of éhe RC10245A. During conventional
operation aof an RC10245A system an onboard clock 1s . adjusted to
provide %p/adtput clock rate (readout rate) within the~range af the
cSmpgter acquisi£1an sy;tem. The integration time can be vardied by
manually changing a value  pireset on several counters on the

evaluation board. 5 .

The system illustrated in Fig. 4.1 uses the power of the

v

VIA .exten51ve1y to eliminate manual control requirements and
simplify hardware and software. The onboard clock generation
circultry 1s bypassed allowing an external clock signal tao be
input called the 1nput°clock. The input clock can be selected
to be either an e&terpalls1gnal such as a function generator (or

the 1.0 MHz computer system clock) or the Sutput clock (T1) from

-

FPB7 of the 64522 QIA. The selection 1s under software control

and ‘is made by thEuCAZ contraol line. The 74137 quadruple 22—

line—to-1-1line data selector is used to selgct whaich clock

signal will appear as the input clock to the evaluation . board.

A sécondary function of ‘the 74157 1s thattiﬂt connects and

!
i

disconnetts the evaluation board output clock from the ADC.

Y

This eliminates- the possibility of any undesirable effects that
' -

'

might result from sending 1n an acquisition frequency rate

.
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higher than that for which the device is specified. The video

{ ‘ signal from the RC10245A4 is fed to thepADS74 12-bit ADC. The

Status signal from the ADC is an end of conversion signal and is

used to latch the converted data into both I/0 ports of the 6522

VIA. 'The latching process also alerts the computer by setting

an ihterrupt bit in the 6522 VIA. The output clock from the

- R61024SA is available at PB6 which is the counter input of the

6522 VIA. This allows the 6522 VIA to count the number of

diodes which have been read out after the Start signal from the
evaluation board has been received.

The T1 VIA clock output can be used to provide a stable

Isignal which is derived from the computer crystal controlled

clock. A very important feature of this configuration is that

it allows the user to either select variable clock rates or to

simply--stop the, clock entirely. This gives the user effective

software control over the i1ntegration time without the use of

dﬁjj 1 external . switches and counters. The clock stopping technique
was suggested by Horlick [12913 and provides a > significant

. improvement over manual or comp%ter contraolled counter

adjustment. This arrangement allows the user to vary «clock

ratesyY and consequently integration times, by simple so4tware‘§s
regquired by the experiment. There are t;o ways in which this
capability can bé used. if the readout rate of the diode array
is 1lowered, then the time between readouts and the total
¢ integrationttime will be increased proportionally. This, may be
incpnvenient in that the pulse shape from the electronics and
{ ) ;apacitive readout noise [85] are readout frequency depehdent.

N
0
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To provide a more reproducible dark signal, it is more
convenient to always read out at the same rate and to vary the
integration time by changing the interval between readouts.
I+ this +timing 15: entirely under the control of the computer
hardware, then thel process is vastly simplified and completely

under software control. The time fequired for a computer to

carry out a given function is often referred to as the "software

e

overhead". Software overhead can be a significant factor in the

control of 11maging devices. The software overhead in this
application can be reduced significantly by using the timer-—
counter (TC2) of the 6522 VIA as a counter to count the number
of clock pulses, and consequently the number of photodiodes,
which have been read out. This enables the user tq cénveniently

collect data only fraom those diodes which contain the spectral

L

information of interest.

4.2 Dynamic Range Extension
The use of the 6522 VIA as a clocking, control, timing and
counting device has enabled the development of software which,

with a small amount of supplemental hardware, can+ provide an

- order of magnitude. improvement in the ability of the PDA to

moniior high intensity signals. Strong emitters such as Ca, Mg
and Sr saturate the PDA for integration periods 1longer than
about 50 ms, the minimum integration time at the nominal readout
rate, at concentrations ranging from 10 to 100 ppm. Since the
useable (but not necessarily linear) concentration range extends
well beyond this level, some method of data acquisition is

necessary which will  provide the dynamic range extension
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required. —An_ order of magnitude increase in the dynamic range
) can be achieved by L}x\ng%ccmhgurahon described above in an

T
unconventional mode. With this\conf\iguration the clock rate can

~

be al_te;red to much hiagher rates than th;\\max\iﬂxm acquisition

frequency that would be allowed by either the comp;té\r\software

or the ADC. This mode of operation requires that the pixel SE\\

the array be clocked at a high rate until the spectral region of

interest 1s reached as determined by the couf\t set in the 6522 *

VIA TC1 counter. The ’arra;y 1s then clocked at a normal rate and

the data 1s collected and stored n the computer. The clock is

then returned to the original high rate for the rest of the

diode readout and integration period. This mode of operation is

called the "Blurt" mbde, because a major pértion of the data is

"divulged wi thout thinking", i.e. not ret;ordec;. , ‘
Figure 4.2 illustrates the dynamic range extension that can

be obtained using the Blurt Mode. The Blurt input clock.was seifi-'

to 1.0 MHz with a resulting pixel output rate of 25(; kHz due: to - .

the diwvide by 4 operation of the internal circuitry.” The

desired diode data was obtained at 17.86 kHz. The PDA would be

saturated by the spectral 1line at a relative intensity of

approximately 0.1 if conventional acquisit{on procedures were

used. It can be seen that an order of magnitue improvement 1in’

dynamic range is obtained. The slopes of the Ca 11 393.4 and

=
™

3964.8 1lines of the 1log-log plot were 0.995 and O0.994 with

-,
e

respective r-squared coefficents of 0.9989 and 0.9992. This
-level of improvement -could probably be obtained on computer

i ' systems using DMA (Direct Memory Access) t?gchniques;. however,

fr
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Figure 4.2: Dynamic range extension. Open symbols indicate
2 signal i1ntensities thagfwould cause detector
saturation with 18 kHz readout rate.
«5“
the present AIM-65 "i1mplementation 1is entirely in software
without the addition of any further significant hkardware, and
the storage space necessary for the data ;s limited to the
actual information desired. With conventional DMA acquisition a

complete PDA spectrum would be stored.
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The present PDA interface .is capable /D‘f producing the
maximum clock rate tolerated by the RC10245A circuit of 4.0 MH=z
Wwith "a resulting readout rate of 1 MHz. This is a factor of 4
improvement over the prfevi ous system and was made possible by
reducing the software overhead to an absolufe minimum by
1mpiemenf1ng the pixel counting and clock switching 1n hardware.
Table 4.1 presents data calculated using an acqu?sition time of
17.86 kHz ar"id assuming that 10 diodes would be acquired Ffor a

spectral peak while the rest of the diode array would be

Blurted out.

>
st

Blurt Rate Blurt Time Acquisition Integration Range

{kHz) (ms) Time (ms) 4‘ Time (ms) Exténs;on
125 8.2 0.6 8.8 6.6

250 4.1 ‘0.6 4.7 12

500 2.1 0.6 2.7 21 !
1000 1.0 0.6 1.6 36

~

Tabm{eadout times for various Blurt frequencies with
— _ .
i correspon?i\ng\ynamic range extension factor.

—~——
— '
T
~——
.
T~

It 1is interesting to note that the mo;E?hacg!are intensive DMA

.

-

approach, running at 200 kHz, would have a miniimx\mint\egration
time of 5.2 ms. No significant improven?ent can be gaingd\by\

combining Blurt readout with DMA acquisition.
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4.3 Conclusions

For many applications madern photodiode arrays do not

require elaborate electronic or computer support. Simple

.

techniques of the type described can be used to optimize
performance using low cost equipment. Selective acquisition of
data will minimize the memory required and may eliminate the
need for computer acguisition systems with mass storage - devices
in certain applications. The 1ﬁtegrated circuits used for
interfacing during these experiments are particulér to one
famly of microprocessors, however most microprocessor families
aoffer components which can be used 1n combination to provide the
same functionality. Therefore, it is reasonable to expect that
the performance gains produced by these experiments can be
achieved with many microprocessor based systems.

Further 1ncreases of photodiode array dynamic range are
theoretically technically feasible and will s; necessary for the
utilization of these devices in applications requiring the
monitoring of 1light +fluxes which vary over many orders of
magni tude. Extension of the dynamic range by electronic means
is preferable to the use of optical methods such as neutral

density filters because of the speed, reliability and simplicity

of electronic arrangements.




5. Enhancement of Wavelength Prediction Accuracy
and Image Positioning

Accurate wavelength caljﬁfation and a high degree of
spatial resolution 1s required of a mul tichannel detector for

ICP gspectroscopy. The energetic nature of the ICF produces

complex spectra for many samples and 1t is imperative that an

unknown 1line be éor%ectly 1identified. It 15 equally 1important
that 1lines to be used for quantitative determination be
spati1ally resolved from other spectral features. The First

section of this Chapter describes é wavelength‘ calibration
technique based on sub—-diode interpolations. Only Sne known
peak wavelength 1s required to predict an unknown line with an
accuracy ranging from * 0.003 to + 0.009 nm. The second section
describes the thgory, and offers experimental support, for the
. enhancement of spatial resolution using ap image translation

techni que.

5.% Wavelength Calibration
! s
The i1dentification of unknown lines in an ICP-PDA spectrum
can be a difficult task 1f the spectrum consists of lines from
elements like iron, chromium and otherspecies which are capable
af an extremely large number o; -different spectroscopic
transitions. It 15 often the case that lines are observed that
are not listed in common ICF wavelength tables [157,158] and a

comprehensive listing like the MIT Wavelength Tables [1591 must

be consulted.. The MIT Tables list virtually all of the known

a
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atomic lines of significant intensity 1n the UV-visible region,

however the relative i1ntensity data for each line was obtained
from arc and spark experiments and is therefore not necessarily
the same as the relative i1ntensity observed {for "the ICP. Gi ven
that there is a general similarity between the relative
intensities produced by the arc, spark and ICP sourcés (ie. a
strong line for one source.is a strong line +for the other
sources) an annown line can usu;ily be unambiguously ident:fied
if the wavelength prediction 1scaccurate to * 0.01 nm. The MIT
Tables oftén list 10 or more lines w1th1n(é 0.02 nm range, but
the intensity data is usually sufficient to deduce the identity
of the unknqwn:

A prediction accuracy of + 0.005 nm at 200 nm and + 0.01 pm
at 400 nm has been achieved [54]1 using an image dissector FPMT
(IDFMT) and an echelle spectrometer. Using the same
spectrometer configuration, the prediction accuracy was t 0.003
nm at 200 nm and + 0.006 nm at 400 nm when a vidicon was used as
the detector. Both of these performances can be attributed to
tpe high degree of ‘dispersion achieved using the echelle
spectrometer. The wavelength calibration accuracy of a vidicon
detector can be quite poor [51,93]1 compared to that of a PDA
[23] when used with a conventional linear dispersioﬁ
spectrometer. This is due to the fact that the spatial
resolution of the vidicon is limited to the precision and
accuracy of the electron beam scanning and positioning

electronics. The spatial precision of the PDA is dependent

only on the geometry of the photodiodes and, since the PDA is
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' t
tabricated using precise microelectronic techni quesy the

registration of the photodiodes is excellent (31].
3 A waxelength prediction accuracy of + 0.02 nm has been

reported [93]1 +or an RL10245 PDA monitoring a 21 nm spectral

window. This 1is based on a technique which employs any two

a

‘known spectral lines to determine the reciprocal dispersion of

the spectral window. The prediction accuracy results from

f
multiplying the rfeciprocal dispersion of 0.825 nm/mm by the

-

pitch of the pixels of 0.025 mm [931. It is clear that a

prediction accuracy of + 0.01 nm or better can only be achieved

if . sub—diode image positioning can be established with a 20 nm

window. It would also be advantageous if only one known line

Was required for calibration of the spectral window. °

’

5.1.1 Experimental
The ICP was used as a source for calibration data. The MAK

sample introduction system was used and the conditions specified

in Appendix B were employed. A series aof eight 20 nm windows,
each containing several umiformly dispersed lines, were
collected ranging from 200 to 400 nm. Elements were carefully

selected such that as few elements as possible were " used to
provide prominent lines across a given window. | This wminimized
the possibilty of spectral ‘overlap. The concentrations of
analyte solutions were adjusted such that all calibration lines
weref sufficiently intgnse for the integration period employed.

Solutions were prepared from reagent grade salts in

deionmized/distilled water. The sli1t width was set to 25 um.
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5.1.2 Preliminary Calibration Results
The reciprocal disperéion for a conventional grating
spectrometer is wavelength dependent as indicated by the °

l
relationship [1&01] N

dcoss :
d = TmiF : (-1

3

where Rd 1s\the reciprocal dispersion; d is the groove . spacing
of* the'grating; & is the angle of diffraction with respect to
the gratng normal (a +unction of wavélength); m 1s the order;
and F is the focal length of the optical Syétem. Since the
calibration must be accurate to at least 0.01 nm and the
parameéers of the above equation were not known to this degree
of precision, an empirical approach was used tb determine Rd as
a function of wavelength.

A series of 8 calibration w1nd6ws {(wavelength regions) were
used to determine the average Rd’fcr each 20 nm region. Each
calibration line excited S diodes with the 25 um slit width. A
second order polynomial fit was performed on the 3 most intense
pixels of E§Ch peak {14611, A typical result is shown 1n Fig.
5.1; This curve fit was coded in £he Pascal overlay CALMDD.SRC
(see Appendix J) where it could be accessed by the cnntrél

program PDASYS2.SRC. The reciprocal dispersion glven:by a knaown

line pair in nm/diode was calculated using

2 1
R, = =1, (5.2)
d ~ D, - D, :

vwhere A represents the wavelength of the lines; and D represents
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Intensity (Counts) |

300
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oy
-

[
62 , 63 - 64 .
° Diode -

( Figure 5.1: Demonstration of second arder fit to 3 peak diodes.

v

the sub—diode position aof the lines obtained from-the polynomial

fit.  Table 5.1 lists the calibration lines and the average Rd

values obtained from re{erenceilsq.

3

Window Range Calibration Lines ' Average Ry
(nm) (;m) (10% nm/diode)
200-220 ‘ In 202.551 ° 2.02785
! In 206.191
In 213.856
Pb 216.999 |

Ph 220.351

195



£33

3

220-240

L3

240-260

260-280

280—-300

310-330

*

Ag 224.641
Cu 224.700
Ag 241.319

Ag 243.779

Ag 241.319

Ag 243.779

Pb 247.638

Zr 257.139

Pb 261.418

Mn 260.569
Mg 279.553

Mg 280.270

‘Mg 279.553

Mg 280.270
Mg 285.213
vV 290.882
vV 292.402
vV  292.464

Hg 296.728

vV 309.311

vV 310.230
vV 311.071
Ca 315.887
Ca 317.933

Ag 328.068

196
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2.02301

2.02184

2.01066

2.00708

1.99727

I3
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330-350 Na 330.232 1.98880
Zr 339.198
Ir 343.823

Ir 349.621

390-410 ) Ca 393.367 1.946321
Ca 396.847

/ ) - Sr 407.786

Table 5.1: Calibration windows, elements for calibration and

calculated reciprocal digpersion data.

Figure 5.2 1llustrates the change in reciprocal disper/'%:n

as a function of wavelength.

(]
2020 |- ~ ' ‘ .

@

2 2005 o

c .\ .

o‘g '990 [~ . [} -

> | o

(14 ) .
1975 |- : -
1960 |, ¥ , ! | \

200 250 300 350 400

f

Wavelength (nm)

Figure 5.2: Rd vs. wavelength for average of 20 nm windows.

A
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The data of Fig. 5.2 were fit using another second arder

palynomial resulting in the eguation

2 8 ?

R, = 2.0503 X 10 < + X\(9.4204 X 10

d

w

where x 1s the wavelength of the known line within a given

window. This equation was inserted in the Pascal program

PDASYS2. SRC. Using the sub—-diode positioning information

0

provided by the overlay CALMOD.SRC, unknown 1lines could be
determined using only one'knu;n line for any window in the 200-
400 nm range. Table 3.2 illustrates the results obtained using
this method. . . ‘

Many of the calibrations of Table 5.2 are within the 0.01
nm criterion established previously. However, a trend can be
seen 1f this data is cérefully inspected. In several cases an

error of maore than 0.01 nm is observed if the "unknown" line is

more than 15 nm away from the calibratian line. Possible

) ~22(5.8753 X 107, (5.3

v

sources +or this type of error include the calibration method

itself, noise giving rise to ~ apparent peak shifting, the
pasitiaon of the 5DA in the focal plane, 1inaccurate photodiode
geometry or incorrectly reported QaQelengths in the literature.

The latter factor was not considered to bhe thé probablétcause.

K
o
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P

Window Range

{(nm)

200-220

220-240

260280

280-300

310-330

‘ wﬁm§30-350

+

\
e

390-410

Table 5.2:

“"Knaown Line"

Actual Line Calculated line

Zn 202.551 in
in
Pb
Fb
Ag 224.641 Cu

"

Ag

. Mn 260.5688 Mg

Mg 279.553 Mg

vV 309.311 v

Ag
Na 330.2323 Ir
ir
ir
Ca 393.3b6b66 Ca
Sr

Prediction accuracy

199

"Unknown Lines"

206.191
213.856

216.999

220.3505

224.6995
241.3188
243.7791
279.553
280.2695
280. 2695
285.2129
290.882
292.402
292.464
296.728
310.2299
311.07064
315.8849
317.9332
32810683
339.1975
343.823
349,421

3946.84468

407.786

206.198
213.955
214.990
220.348
224,697
241,311
243.777
279.570
280.291
280.267
285. 208
290.881
292.404
292. 463
296.738
310.229
311.069
315.884
317.935
328.093
339.191
343.826
349. 645
396.843

407.7835

Errgr
(nm;
;067

‘.001

-.009

-.003

-. 003

-.008

-.002
.017
. 022

-.003

-.005

-.001
. 002

-.001
.010

-.001

-.002

-.003
. 002
. 025

-.007
. 003
. 024

e 004

e 001

for preliminary calibration.
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5.1.3 Calibration Error Analysis

The data of Table 5.2 indicate that unacceptable
calibration errors occur oniy when the unknown line is a 1long
distance away from the calibration line. twu possibilities wére
weilghed as causes of this phenomenon. 1+ theuPDA was situated
at an angle with resﬁect to the focal plane, then this type of
erroé could occur. Secondly, i1f the Rd changes s1§nif1cant1y
within a window (ie. over 20 nm), then the further the unknown
line 1s from the calibration line, thg larger the error would
be. Both of these causes would give rise to a monotonic error
propagation along the PDA; a fact illustrated Sy snmglof the
windows i1n Table 5.2.

The magnitude of the error induced by assuming a constant

R, within a window can easily be calculated. Using eq. 5.3 the

d

Rd is 0.02029 nm/diode at 200 nm and 0.02024 nm/diode at 220 nm.

At 300 nm the Rd is 0.02000 nm/didde and at 320 nm it 0.01993

nm/diode. These are relatively small differences corresponding
to 0.25% and 0.35% respectively. To detefmine the effect on the
calibration accuracy the 310 nm to 330 nm window was used as an
example. The Rd at the V 3092.311 nm calibration line is 0.01997
and changes to 0.01990 nm/diode at tge Ag 328.0683 nm line. The
peak sub-diodes were 54.00 far the V line and 99;.55 for the Ag
line. The calculated wavelength for the Ag\line is therefore
328.093 nm as reported in Table 5.2. Using an average Rd of
O;Q%994 nm/diode instead, the calculated Ag wavelength is
328.066 nm. The. error has been reduced by an order of magnitude

k]

from 0.025 nm to —0.002 nm. -

—

——

Before proceeding with the dev;TBpmeng\Pf an algorithm to

200 \ e

rl .:1 \
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i1ncorporate variable Rd calculations, two experiments were

{ per formed to ascertain the reproducibility of repeated

calibrations within a window and the quality of the calibration

T~ if the spectrum is shifted élong the wlndé;.w‘ The former
T i
‘ ‘\\\egper1ment tests for the possibility of i1ndependent peak

\\\
~—

posxtiBﬁ\va[iability due to readout noise while the latter tests
\\\ o

for potential dldaé*geometry variations.

\ -
The spectrum shown in F1 3.3 was used for these tests.
\\
7
Cu324754 .
Ag328068
V30931 y :
Ca 317932 ) '

. V3i0230 :
Cu 327396
V3HoTi
Cao 3I5 887
_ ) L

+

’ Figure 5.3: Spectrum of 310 to 330 nm window used for

calibration error analys:is.

e ”

For the first test 5 spectra were acquired without moving the

[

grating. Each spectrum was calibrated using I "known” lines:

L] ‘ o
one at the low wavelength end of the spectrum, one 1n the middle

]

and one at the high wavelength end. The results are - tabulated

in Table 5.3. .
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Calibration Line Unknown Lines Errofs for Replicates

e | (nm) (actual \) 1 Y 3 ' 5
v 309.3108
vV  310.2299 -.001 -.001 -.001 —.001 —-.001
v’ 311.0706 ~.002 -.002 -.002 —.001 -.002
B Ca 315.8869 0 .001 .001 .001 .001
Ca 317.9322 .003 .003 .003 .003 .003
* 7 Cu 324.754 014 .014 .014 .014 .014
Cu 327.3962 .024 .024 .024 .024 .024
; vV  309.3108 .010 .010 .010 .010 .010
VvV  310.2299° .008 .008 .008 .00B .008
vV 311.0706 .006 ,00& .006 .006 .006
.,  Ca 315.8869 ‘@ .001 .001 .001 .001
Ca 317.9322 -
Cu 324.754 0 0 0 .001 .00%
; ) Cu 327.3962 . .007 .00&6 .00& .007 .007

Ag 328.0683_  .009 .009 .009 .009 .00

1 ~—— -

vV 309.3108 .034 .036 .0346 .0346 .036

v  310.2299 .032 .032 .032 .032 .032
VvV 311.0706 .029 .029 .029 .029 .029
Ca 315.8869 -.014 .015 ;.015 .015 .015
Ca 317.?322 .010 .010 .010 .010 .010

i Cu 324.754 -.002 —-.003 -.003 -.002 *.Oggg
Cu 327.0683 -.001 -.,002 -.002 -.001 —.OOP}y

Ag 328.0683

L

Table 5.3: Calibration errors for replicate spectra obtained

with static positioning.

h T 202

fal



N (3

—
\ .
These data éTEacl!;}ndlcate that the spectrum to spectrum
L]
\ -
reproducibility of the calibrétr@ni\\jzi\:ssociated errors, is
very high. It is also apparent that the End:Ep—end" errors are

reduced by a factor of two if a line in the centef\B?\~ e PDA is
\

~—
——

used as the calibration wavelength. This follows from fBEF\\\\\\\
previous discussion regarding Rd changes within a w;nduw.

The second test involved acquiring 5 spectra where each
spectrum was shifted slightly so that a different group of
photodiodes were excited by the spectral lines. Each spectrum
., was shafted by approximately 0.2 nm (10 diodes) Ffrom its .
previous position. The same calibration procedure used for\tng
replicate test was used and the results are shown in Table 5.4.

The error for a éiven line is slightiy worse as a result of
the spectrum.translatxon. The majority of the error apﬁears to
be associated with the change in Rd and/or the positioning of
"the PDA in the focal plane. ‘Ié 1slexpected that tHe precision
of the calibration could be degraded if long i1ntegration periods
are employed due to mechanical effects like thermal expansion

and vibration. The data shown here was obtained using

relatively short integration periods.
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Calibration Line

Unknown Lines

Errors for Replicates

Table S5.4:

with spectrum shifting.

204

{(nm) (actual X)) 1 2 3 4 S
vV  309.3108 :
- V 310.2299 -.001 -.001 -.001 -.001 -.001
‘v 311.0706 ~.002 -.002 -.002 —.001 -.002
Ca 315.8869 0 -.003 -.002 .00Z -.004
Ca 317.9322 .003 .003 .003 .002 .001
\\
T Cu 324.754 .014 .014 .014 .014 .012
Cu 327.39462 .024 .023 .024 .023 .020
vV 309.3108 .010 .,010 .010 .011 .013
vV 310.2299 .008 .008 .008 .010 .0t11
) vV 311.0706 .006 .005 .005 .008 .008
: Ca 315.8869 0 -.003 -.002 .003 -.001
Ca 317.9322 5
Cu 324.754 0 o 0 .001 .001
Cu 327.3962 .007 .006 .00&6 .006 .004
Ag 328.04683 .009 .008 .009 .010 .004
V 309.3108 .036 .037 .037 .037 .044
vV  310.2299 .032 .034 .033 .034 .040
V 311.0706 .029 .029: .029 .031 .036
Ca 315.8849 .014 .012 '.013 .017 .017
' Ca 317.9322 .010 .011 .011 .010 .015
Cu 324.754 —.002 -.002 -.002 —.002 .003
e~ Cu 327.0683  —.001 -.001 -.001 —.002 .001
Ag 328,0483
| — T

Calibration erraors for replicate spectra obtained



3.1.4 Modified Calibration Procedure

The soluEion to the variable Rd problem was envisioned as
an algorithm which would independently calculate the rec1proc§i
dispersion between the calibration line and each unknown line.
The change 1in Rd 1s nonlinear with respect to wavelength;
however, over the relatively small range of 20 nm it approaches
linearity. The spectral series used to determine the Rd vS.
wavelength plot shown in Fig. 5.2 was employed for the modified
procedure. However, instead of averaging the Rd values
calculated for the lines in a given window, sepgrate plots of Rd

vs. diode position were constructed for eac 20 nm window.

Figure 5.4 illustrates a typical plot for the 350 to 370 nm

regian.
L) | I [ T 1 1 T ¥ I
&
198l
@
2 1980
A
£
5
= 1979
©
o
1978 |
| | 1 | [ i 1 1 1 1
-400 -200 o) 200 ‘400
Peak Position (Diode)

\~Figure 5.4: flot of Rd vs. diode position within a window

.

as a function of wavelength.
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Because we are dealing with extremely small changes in Rd the

N
data points begin to show the limit of the measurement technique

as evidenced by erratic, non—honotonxc behavior. &onetheless,
a linear regress:ion provides a slope and 1nterceptx which  does
approximate the data over the window.

it 1s 1hportant to note that the abscissa axis is scaled in
diode position from a central calibration diode. WIA line near
the center of each window spectrum was chosen as the reference.
The other line positions relative to the central line were then

used to produce the Rd data. ‘Thls means that the calibration

technique 1s optimzed for calibration lines which will appear

'

near the center of the PDA. However, the technique still
i

produces superior calibration results, compared to - the

preliminary method, if lines at either end of7the PDA are used

fo( calibration. s >
The preliminary calibration method involved plotting the

average R, within a window as a function of wavelength. For the

d

modified procedure the linear functions pertaining to the Rd
change within a window were described as a function of
wavelength. This was done by plotting the slopes and intercepts
for each Rd vs. diode position plot for each window as a
function of wavelength. Figure 5.3 shows the intercept of the
Rd ve. diode data for each window as a function of Rhe reference
wavelength. A second order ppﬁynamial fit was pe;formed on this
data giving rise to the indiéated curve. The equation of the

curve was found to he

y = 2.06515X10 2 - x (4.8546X1077) - xZ(4.7753X10 7). (5. 4)
' \

\
\,
\
\
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Figure 5.5: Plot of the intercept of each window calibration
. b

illustrated by Fig. 5.4 as a function of wavelength.
Figure 5.4 shows the slope of the Rd vs. diode position plots as

a function of waveleﬁgth. An average value wag used in the

algorithm.
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Figure 5.6: Plot of the slope of the window calibrations

illustrated by Fig. 5.4 as a function of wavelength.

The implementation of the algorithm was coded in
PDASYS2.5RC (Appendix J) within the Calibration routine.ﬁ The
operation of the algorithm'is as follows.

1. A dark and analyte spectrum is loaded into memory from
disk or acquired from the éDA.

2. The user invokes the ‘C° command from the function list
provided by the program.

3. The system prompts for the threshold value. This is a
value in absolute ADC counts. To determine the baséline levef,

L3

208



and hence the threshold, the D(isplay) command may be used
before invoking the calibration routine.
4. The main program loads the overlay CALMOD and performs

v

a peak search for all pixels above the threshold value.
3

5. The 3 most intense diodes of each peak are +it using an

optimized second order polynomial algorithm a;d the resulting
sub-diode maximum is stored in,an array to be passed back to the
main program.
d 6. The beaks are listed on the .terminal as sub—diode
values and the‘user is prompted:to select one of them as the
reference, or calibration, line. This may be a simple matter i+f
the user i1mmediately recognizes a pattern or a prominent 1line.
Al ternatively, éomplex spectra may dictate that severél atfempts
be made 1in Eonjunctian with appropriate wavelength tables to
identify a line.

7. The system calculates the intercept of the Rd vs. diode
position plot using Eq. 5.4. '

8. The sub‘diode position of all peaks is now known as

well as the wavelength of one peak. The Rd in nm/diode is

calculated for each unknown line using

R, =b +mD -D), ’ (3. 5)
d u c

where b is the intercept from Eq. 5.4; Du is the subdiode
position of an unknown line; DC is the subdiode position of the
known 1line; and m is the average slope of the Rd vs. diode

position data (a constant).
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?. The unknown wavelength is determined using

v

xu = Xc + Rd(Du - Dc)' (5. 6)

<

The results uéing this modified algorithm are shown in
Table 3.5. The number of lines tested was increased to provide
a better indicat;on of the‘éffectlveness of the method. The
lines dehoted by ‘€° 1indicate calibration wavelengths at
different positions afong the FDA. The er;or subscripts 1, <«

and h correspond to the errors resulting from the use aof a

calibration line at the low, center and high wavelength region

of the PDA.
Window Range Line (nm) Errorl Errurc Errorh
200-220 Zn 202.551 C ~.010 -.025
Zn 206.191 Lotz . 007 ~.005
Zn 213.856 -.005 . c ~.007
‘ Pb 216.999 -.010  -.001 -.00&
Pb 220.351 -.011  .003 C
220-240 Pb 220.351 C -.005 ' -.021
Pb 224.689 -.008  -.008 -.020
Ba 230.424 —.006 C  -.007
Ba 233.527 -.012  -.003 ~.006
* Ba 234.758 -.012  -.001 -.003 :
Pb 239.379 -.0l6 + O .002 )
Pb 240.195 —-.020  -.003 C
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240-2460

260-280

280-300

Fe

Fe

Fe

Fe

Fe

Fe

Fe

Fe

Mn

Cr

Cr

' Cr

Cr
Cr
cr
Mn

Mn

Mn
Mn
Mg
Mn

Mn

Mn,

Hg

238.863
239.563
239.933
240. 488
248.327
248.815
252.282

258.588

260.546%
266.342

266. 602

267.716

267.879
276.25%
276.4654
279.482

279.827

279.482
279.827
280.270
285.213
293.306
294,921

296.728

211

.602
—. 006
- 002
-« 002
—. 003
- 002

-.011

(

- 002
- 001
—- 002
—. 003
—« 006
— 004
-« 007

-. 008

-« 001
c

-~ 003
-« 001
—. 008
—-.008

~-.010

-.007
-.004

-.011

-.004

-.001

.003

' ~.007
.003

.002

.002
. 004
. 003

. 003

~.003
-.001
.002
c
.003
-.003

~.004

~. 025
~. 022
~. 030

-. 021
~.010
~.010

—. 003

-.025
-. 013
~-.014
-.015
-. 015
~.004

-« 002

~. 015
~. 013
~. 009
-.007

. 003




310-330

e
i) °

Ca
Ca
Cu
Cu

Ag

330-350 Ir
Ir

- Ir

ir

ir

r

350-370 ir

v zr
' ir

Ir

Ir

Pb

309.311

310.230

311.071

311.838
312.528
315.887
317.933
324.754
327.396

328.068

330.628
335.609
339.198
343.053

343.823

347.939

348.115
349.621

350.567

349.621
350.567
355.195
355. 660
357.4685

363.958

368.347
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-.001

-.002

-.001

-.004

-. 007

-.009

-.002

-.008

|

. 006

.008

I

-.008

-.005

~-.007

-.015

C

-.007

‘-.005
-.004
-.004
-.007

-.008

. 002

.007

—.004
—. 003
—.004
-.004
—. 003

~.004

—.001

.001

... 001/

. 003

-004

- 004
.002
.004
.003
- 006

—.001

—. 007

—.003

. 009

-.001

~-. 015
-.014
-.014
-.014
~.012

~-.011

-. 002

.001

-.008
-.004

-. 006

-.001
. 003
. 006

. 007

-. 009
-.016
-. 009
~-. 007
-. 005

-.003

-. 006
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\ 380-400 Mg 383.231 c . 005 —-.003
Mg 383.826 -001  .006 -. 002
Ba 389.179 -. 006 .001"° —-. 005
Ca 393.367 —. 009 Cc ' =. 005
Ca 396.847 ~-.012 -.001 —.005.
Mn 403.076 -.011 . 002 c

2

Table S.5: Calibration results for modified algorithm.

v

5.1.5% Conclusions

The average absolute error for the low, center and higg
calibration trials 1s 006, .003 and'.?Oq nm respectiQely. In
general the modified pr&cedure vields errors about one half the
magnitude of those produced by the preliminary method. When a

line near the center of the PDA 1s used for calibration, all of

the 1lines "1n the window can be predicted with an accuracy

N
P

&
exceeding 0.01 nm. However , the previously observed end-to—end

:

- ‘

error is ;till apparent. This may be due to the positioning of
the PDA in the focal plane. The end-to—end error is slightly
worse 1§ ‘the calibration line is at the high rather than the low
end of the PDA. This is understandable since the PDA was
focussed with the aid of an oscilloscope using the Start pulse
as a trigger and only the first 50 to 100 photodiodes could be
viewed 1n real—-time wiéh sufficient resolution to achieve a
focus. If the detector 1is éituate& at an angle with r;spect to
the focal plane and the low end of the PDA 15 properly focussed

then the high end is not. -Choosing a calibration line in the

center of the PDA simpl& results 1n a reduction of the error by

“ -
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~,
a factor of 2. It would he possible to compensate for these
errors using further empirical techniques; however, the best

solution would be to focus the system better. Focussing the

detector so that the wavelength prediction accuracy is optimized ™

wi1ll require a method which reports on the quality of the image
at both ends of the PDA in real-time as the user manipulates the

positianing adjustments.
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5.2 Spatial Rllolution‘Ehhlngg!!Tt

\
—

\\

One of the major limitations of linear multichannel sensars
;hen used as detectors for atomic spectroscopy is that a
wavelength coverage vs. resolution trade-off must be made. The
majority of atomic lines lie in the 200 to 400 nm range for ICP
em1ssi1on spectroscopy. The maximum practical window width for
a 1024 element éensor with a 25 um pitch is limited to between
10 and 20 nm for medium resolution atomic work. It has been
argued [93] that if the PDA is to achieve the same degree of
spatial resolution as conventional entrance/exit slit systems
using single channel detectors, the}’maximum spectral range
ctovered by 1024 paixels should be 8 to 10 nm. This section
presents the theory and bsome experimental suppdrt for * a
technique that can be used to accurately determine image
positions, deduce image dimenéions and aberrations, and
patentially increase the resolution of the PDA by a significant
amount.

The wavelength calibration technique presented in section
3.4 g relies on a curve fitting approach to determine sub-diode
image positigﬁg. The true capability of this technique is
masked by the probability that the detector is not accurately
positioned 1n the focal plane. If a wavelength calibration
accuracy of 0.002 nm can be achieved, the corresponding sub-
Qiode' épterpolatiun accuracy will be + 0.1 diodes assuming a Rd
of aﬁbrnximately 0.8 nm/mm. This is adequate for unknown

identification purposes. The question that remains 1s whether

this image positioning accuracy can be improved upon, and if so,

~—

™
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how can ’thé information be used to ad‘vantage.
A key‘ advantage photodiode arrays maintain over some
charge-coupled device sensors is that the semiconductor region

\gsen diodes 1;5 light sensitive. Tr:e ;xeometrlc response |

\
function (%40{5—series photodiode 1s 1llustrated in Fig.

3.7.

~ T T T T !

2.5mm

-

position

”~

!
Figure 5.7: Segment of FPDA shown with corresponding GRE\{?. :

\

\
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The GRF across the entire array is comprised of n overlapping
trapezoiads, where n is the total number of photodiodes. The
response of a particular photodiode to a photon flux 1mpinging
directly on the 13 um wide p—type 1island 1s constant as
indicated by the flat top of the trapezoid. Electron—hole pairs
generated in the region between photodiodes have a probability
of migrating to a particular' photodiode based on their proximty
to that diode. This gives rise to the downward sloping edges of
the GRFs which i1ntersect at a point halfway between photodiodes.

_ Arrays exhil'aiting a rectangular GRF such as gate-side

1lluminated CCDs are subject to severe aliasing errors in the

\%al domain because intensity information between pixels is

T
lost [317: ~With the PDA GRF all intensity infarmation is
\
retained, albeit dl\str;ib\uted between pixels. If the spatial

~
—

frequency (ie. 1mage features p?r\pix&is high enough then the

\
resolution is limited by the pitch (spacing) and width of the

—

sensor elements. However, the fact that the GRF is a%tiﬁlly

defined function implies that 1t can be used to extract spatial
{(position) information. Since the geometric registration of the
photodibdes is excellent, it should be possible to determine
image positions with an accuracy far greater than that imposed

by the pi1tch and width of the sensor elements.

. 9.2.1 Resolution Enhancement Theory

N

\

Figure 5.8 illustrates 3 photodiodes with their GRFs

Nalized to the position of. the diodes. The shaded region

corresponds to a spectral line image. For the purposes of the

remaining discussion the GRF of a given pixel 1s defined as
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Figure 5.8: Segment of PDA shown with superposition of ideal

—

image.

M~

4

having a response of 1 within the poundary of a pixel and a
linearly decreasing value on either side of the pixel
terminating at zero at adjacent diode boundaries. A uniformly
illuminated rectangular imade is assumed giving rise to an image
profile, P(x), that is equal to I within the image boundary and
zero everywhere elsé. Since the image impinges on the n-type
silicon on both sides of the central diode, all three diodes

will integrate a porticn of the electron-hole pairs produced.

\\$h5L\Efiftil equatibn for the calculation of the integrated

response (IR) of a phetodiode is

RIB Y R—
IR = jG(x)P(x)dx, ‘ (5.7)
LIB

where LIB is the left image boundary: RIB is the right image

boundary; G(x) is the BRF as a function of x (distance along

218
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PDA); and P(x) is the imade intensity profile as a function of
X. The G6RF is a discontinuous function comprised of the two
sloping regions and the constant value re&ian. The IRs for the

three photodiodes of Fig. 5.8 are calculated using

B c D
IR, = J.Gd(x)\P(x)dx . j'sdptx)dx +J.Gd(x)P(x)‘>dx, (S.8)

A B c

where d defines a particular diode; B;(x) is . the left-hand
sloping partion of the GRF for diode d; G,(x) is the right—hand
sloping portion of the GRF for diode d; and the letters A-D

define the boundaries of the photodiodes. The constant region

0

4 has been defined as equal to 1.

of the GRF, G
5.2.2 Generalized Determination of Béometric Response Functions

All of the information is available to represent GRFs as a
function of position along the PDA. It is use-fl:xl to define a
frame of reference at the exact center of an arbitrary diode.
The diodes on either side of the reference are identified by the
subscript + n where n 1s an integer and the positive sign
represents diodes to the right of the central diode (1e. toward
the high end of the array) and the neéative sign refers to the
opposite direction. A zero (O) subscript denotes the central
‘diode. '

Using Fig. 5.8 as a reference and defining the center of
the middle diode as the positional reference point, equal to

zero um, Table 5.6 describes the distance from the reference

219
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point to the boundaries of the GRFs for the central diode and

two dibdes either side of the central diode.

Diode Boundary Displacements from Reference in um
_ A B , . D
-2 -68.5 -56.5 -43.5 —31.5
-1 -43.5 =31.5 -18.5 -6.5
0 ' -18.5 ~6.5 6.5 18.5
1 6.5 18.5 31.5 43.5
2 31.5 43.5 - 56.5 &68.5
&

Table S5.6: Positions of GRF boundaries with respect to central

diode.

The pattern displayed in Table 5.6 15 a direct result of

1

the equally spaced, overlapping trapezoidal GRFs. Since the

abscissa coordinates for the GRF boundaries are established, and

+

the ordinate values at the boundaries are defined (O or 1) it is

possible to calculate the GRFs for a central diode and the

diodes on either side using a simple 2-point linea‘r fit. The
left-hand portion of the GRF is denoted by a "-" superscript
while the right-hand portion 1s denoted by a  "+" superscript.

Th’é subscript assignments are the same as previously defined.

s B = 0.0833x + 5.708

-2
61, = -0.08353x - 2.625

t [
' 6:1 = 0.0B33x + 3.625
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FiQU(e 5.9: Extrapolation of GRFs to illustrate slopes and

* intercepts.

221

and differ

All of the slopes of

only

the

The slopes and intercepts can be understood with the

4

/

/



Figure 5.10 is a plot of the intercepts for the G, and G,

functions as a function of diode displacement from the central
diode. The plots are linear and can be used to formulate

géneralized versions pf the GRFs:

-

/
6, = 0.0B33x + (-2.083d + 1.542) ° (5.9)
G;‘ = -0.0833x + 2.0B3d + 1.542 - (S5.10)

. where x is the displacement in um from the center of the central

diode and d is the signed integer value describing a particular

diode (d=—2,-1,...,1,2).

GRF Intercept ‘
LS .

- -

4

- 2 *1-2- Diode
-2
L
+ .
-4

Figure 5.10: Plot of GRF intercepts as a function of diode
number from central diode for léft—hand and

* right-hand GRF regions. '
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5.2.3 Intagrated Response Calculations for Single Images

The calculation of a diode’'s integrated resﬁonse involves
the evaluation of up to 6 different boundaries. Ta provide a
notation which 1s mare descriptive than that offered by Fig. 5.8
and to provide meaningful variable names for progr ammed
solutions the fopllowing detinitions will be adopted. These
definitions are relative to the photodiode that 13 being
evaluated (ie. do).

Left Diode Boundary (LDB): The boundary of the diode to the
left of the diode being evaluated. (A of Fig. 5.8).

Diode Left Boundary (DLB): The left-hand boundary of the
dipde being evaluated. (B of Fig. 5.8).

Di ode RightﬁBoundary (DRB): The right-hand boundary of the
diode being evaluated. (C of Fig. 5.8).

Right Diode Boundary (RDB): The boundary of the diode to
the right of the diode being evaluated. (D of Fig. 5.8).

Image Left Boundary (ILB): The left-hand boundary of the
imaqge.

Image Right Boundary (IRB): The right-hand boundary of the
image.

The following example assumes that the ideal image of Fig.

.5.8 is 253 um wide and is centered on the central diadé.

Therefore the ILB and IRB are —12.5 um and 12.5 um respectively.:
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Equation 5.8 can be used to evaluate the Drela_iiive response of

the central diode using the generalized GRF Eq.s 5.9 and 35.10.

DLB DRB IRB

_ - O +
IR, = fso(x)P(x)dx + fsop(x)dx + feo(x)P( ) dx
ILB DLB DRB
DLB DRE IRB
) = I(0.0B33x+1.542)dx + _[dx + j(—o.0933x+1.542)dx

ILB DLB DRB

Substituting values for the boundaries from Table 5.6,

6.3 6.3 ’ 12.5

/
IRO=[O.04165x2+1.542x] + {x] + {—0.04165»«21-1.542)(]
-12.5 6.5 6.5
. IR, = 22.0

©

It is useful to normalize the IR to the image width so that

22.0/25.-= 0.88. Similarly IR_, and IR1 evaluate to 0.06. The

1
symmetry 1s expected considering that the image is centered \cm .
the central diode. Therefore, for a uniform 25 um image
centered on a particular photodiade, 887 of the signal should be
collected by that photodiode. Each immedi ate neighbor should
collect &% of tt;e signal. This result, of itself, is not very

significant; however, 1f the image is shifted to the right by 1

um the integrated responses are: IR__t = 4.2%; IRO = 87.6%;: and
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n
IR, = 8.2%. A change in position of only 1 um, or 0.004 diodes,

effects a change in neighboring diodes of about 2%.

5.2.4 Integrated Response Ratios
The position of an image can be characterized by the ratio
of a peak diode to one of its neighbors. For this work the

integrated response ratio (IRR) was defined as
IRR = IRQ/IR1 “(5.11)

To study the effect of image translation on the IRR for a

variety of image widths a Pascal program was written to perform

a simulation. The code for PROFILEL.SRC is 1ncluded in Appendix

L. The program assumes that the image is initially centered on
a diode and calculates the IRR for each translation of 1 um to
the right. Image widths ranging from S to 50 pm were simulated,
in increments of 5 um. These images were assumed to be ideal
(ie. P(x) = 1 for ILB < x { IRB)}.

Figure 5.11 illustrates the results of the FPROFILE1L
simul ation. The ordinate axis is E:caled as Log (IRR) - Two
sign@ficant features of this family of sigmoid plots are that a
very small change in spatial position yields a relatively lérge
change in the IRR, and each curve uniquely defines a particular
image width. The curves simultaneously cross the Log(IRR) = O
point at a positiou:m 12.5 um from the center of the central
diode. This is the necessary condition for a photodiode pitch

of 25 um: when the image is in this position it is halfway

between the two diodes and the IRR is equal to 1.
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Figure S5.11: IRR plots for translation of images ranging from

S5 to S50 um in width.

t

It foilows that if the f)rofi'fle, P(x), of an image is known
includingﬂ its width, then its position can be determined by
simply measurmgk the intensity of the peak diode and its
neighbor. This provides a more rapid, and potentially more
accurate l;\ethod of Jachievmg sub-di ode positvicm information.
Conversely, 1if the in?age prof}i le is unknown it can be inferreda
by translating the image to produce a characteristic sigmoid
curve which can be analyzed to extract P(x). Another
possibility for this technique may include image fidelity
anal\§lsis since an asymmetrical curve i1mplies an asymmetrical
image.

Methods already exist +for precise ,spectrum shifting
including refractor plates and moving bentrance slits. These

methods were not available for this work; bhowever, the stepping

motor based spectrometer drive system has a resglution of about
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0.003 nm corresponding to a translation of 3.7 um.

5.2.5/5;;:;1m0nt11 Verification

The procedure used for verification invol ved the

‘\‘

translation of an image by repeatedly pulsing the stepping motor
and alternatelﬁ*qeading ;ut a portion of the spectrum. This was
accomplished using the expanded AIM (AIM2) to control both the
spectrometer drive system and the detection system. Subsets of
the System 1 user interface, PDASYS1.BAS, and the stepping motor
control program, STEPPER.BAS, were combined into a single
program called PDARES.BAS. This routine invoked the standard
initialization routine, PDAINITI,ASM, and readout routine,
PDASCAN1.ASM, to perfordi 1nitial 1mage positioning. An
additional assembler routine, PDARES. ASM, was used to
alternately pulse the motor and perform readouts. PDARES. BAS
and PDARES.ASM are included in Appendix L.

It was necessary to shift the image as guickly as possible
because the belt connecting the stepping motor drive shaft to
the sine bar gear exhibits an irreproducible relaxation ;f the
motor 1s simply pulsed and the system allowed to settle. The
maximum readout rate using System T is about 10 kHz permitting a
stepping rate of 9.6 Hz. The light saurce for this experiment
was the 632.8 nm line of a He—Ne laser. This source was chosen
because it was intense enough to produce a large peak at the
maximum readout rate and, more importantly, it would require
that a relatively un—-used portion of the sine bar drive screw

was engaged. Nonetheless, it was expected that the drive screw

v

227



\

would  introduce some error because the pitcﬁ of the threads is
only accurate to between 5 and 10%Z [162]. ~

An entrance slit width of 10 pum was wused for all
translations. The 632.8 nm line was roughly centered on ’di ode
60. The motor was pdlsed 32 times at 9.6 Hz and the 15 pixels
surrounding the peak were collected for each pulse and stored in
the AIM memory. The 32 sets of 15 pixels were subsequently sent
to the S100 system via the network. The 32 steps produced an
image translation of approximately 5 diodes, so afterzihe first
translation series the peak was roughly centered on diode &5.
This process was repeated ? more times eventually invoking diode

107 as the maximum.

The image was then returned to diode 60 and the entire

\\

prbcess was repeated a second, and finally, a third time. " This
resulted in 3 replicates of 10 translation series where each

group of 3 translations used the same portion of the sine bar

drive screw. This minimized the propagation of error due to
thread pitch changes. Since 320 steps corresponds to one
complete revolution of the drive screw, the 10 translations of

32 steps effectively utilized the entire diameter of the screw.

Figures 5.12 through 5.21 illustrate the results. The

scale of Fig.s 5.13 to S5.21 are the same as for Fig. 5.12.

Generally the sigmoid shape exhibited by the theoretical curves
is produced. For a given run (symbol), the data are usuaily
monotonic and trace out a smooth curve. The three sets of
curves per plot were normalized to produce the superposition
because the tﬁ;ée replicate passes were not initiated from

exactly the same position with respect to diode 60.
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Fig. S5.15
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Fig. 5.18
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Fig. 5.19
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To attempt to evaluate the actual image width and the

quality of the 1mage the data of Fig 5.16 (identified by the

.symbol @) were plotted on the same scale as the theoretical

-

curves for a 45 and 50 um 1image. :The results are shown in Fig.
95.22 where the lpsymbals represent the experimental data. The
IRR axis 15 scaled linearly to produce a slightly expanded

N

vertical dimension compared with a Log scale.

| ] 1 4 1 1 ] S S
0 5 10 5 20 25 30 35
Translation () '

Figure 5.22: Data of Fig. 5.16 plotted with theaoretical

curves for 45 and 50 um wide images.

The experimental data follows between the theoretical data
up to the halfway mark at 12.3 um at which point it diverges.
This suggests two things. First, the 10 um entrance slit did

not result in a 10 gm image. This could be due to the
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spectrometer and/or detector focus. It is also po;sible that
the quartz. faceplate of the PDA is responsible for some image
degr adati on. Secondly, it appears that the im‘age is slightly
asymmetric based on the deviation from the theoretical plot. If
the left-hand side of the image was broader than the right-hand

'

side this deviation would be seen.

-

5.2.6 Integrated Bequnse Calculations for Two Images

~Some  of the bmast difficult- problems in ICP emigsion
spectroscopy are those resulting from partial or direct spectral
overlap. Spect;‘al overlaps tan be mnimized by providing a high
degree of dispersion; however, this reduces the width of the
spectral window. Another approach is to successfully detect an
overlap situation an;:i then either choose an alternate analytical
lrne or perform a spectral stripping pr"ocedure. The spatial
resoluu;n enhancement theory provides the potential _ for
detecting spectral over 1aps. At the present state of
development the theory is not capable of deconvoluting spectral

i

overlaps, but this will be addressed in the future.

%

Two—line IRR calculations are a simple ext:ensi.nn of the
single line general approach. The widths of both images will be
the same 1f a single entrance slit is used. The 1mage
se.:paration as well as the relative intensities will affect the
IRR. A comput; program-called PROFILEZ.SRC was written to
simulate multi-image IRRs as a -Funct\icm of translation. Ideal

images were again assumed and both i1mages were defined to be of

equal intensity. PROFILEZ.SRC generates a series of IRR values

240




o

<

fof S0, 1 um translations. The user specifies the image width
and the center .to center image separation. Anoéher version of
this program, called PROFILE3.SRC, was used to prévide IRR
tables for image widths of 5 to 30 um in increments of S5 uam.
For each image width, 1mage separations ranging from 2 to 5O um
were employed in incremenés of 2 um. The output from thisg
program consists of 150 pages of IRR tables and 1s far too
extensive to be reproduced here. Some notewor thy excgrptsJére
discussed below.

As an extreme example, using a relatively small image width
af S um, the IRR valués for image separations (S) of 2 and 4 um
aré listed in Table\5.7 as a function of image pair translation.
It is important thé!note that these images are overlapping. The
aaia indicate that small differences in image separation produce
IRR patterns that are significantly different from one another.
These image separations correspond to wavelength differences of
.0016" and .0032 nm respectively with a reciprocal dispersion of
‘O.B nm/mm. To distinguish these situations 1t is necessary to
make at least 2 measuremeﬁts. This can be contrasted with the
single image case where one ﬁeaéurement yields positional

information. In a real “implementation it may be necessary to

develop a significant portion of the sigmoid.

-
+
1y

{s
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Translation (um) Integrated Response Ratios

S =2 um S = 4 uym
4 236.6 o28.7
5 58.7 . 25.6
6 ) . 22.9 14.0
7 11.0 8.2’
8 6.0 5.1
9 3.7 3.4
10 _ 2.4 2.4

Table 5.7: IRR values vs. image translation for 35 um images.‘

The data of Table 5.8 illustrate IRR values for two 5 um
i1mages separated by 48 and 50 um. The patterns are compressed
closer together, however, the difference between them should be

measurable using a conventional readout system.
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e .Translation (um) Integrated Response Ratio!

S = 48 um & = 50 um

a . 009 0

45 .034 . 009

6 .076 £ 035

7 .139 .082

a .226 . 155

9 337 . 264

’ 10 .474 .412
11 . &47 . 400 .

# 12 . 866 .846

Table 5.8: IRR values vs. image translation for 5 um images.
Tables 5.9 and 5.10 indicate IRR values for 30 um images.
Two IRR values were used to describe the data. IRRO is the
ratio previously defined as the signal integrated by the central
diode (d.) divided by the signal integrated by the right-~hand

0

neighboring diode (dl)' IRR1 is the ratio of d1 to d2 and, 1in
the first example, amplifies the difference between the IRR

patterns.
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Translation {(um) S =2 um S =4 um

IRR, IRR, IRR, IRR,
16 .622 3560  .424 394
17 .540 416  .S542 149
18 467 151 .470 79.4
19 .401 70.2  .404 49.4
20 . .342  39.8  .344 32.2
21 288  25.6 292  22.2
22 - .240  17.8  .246  16.1

Table 5.9: IRR values vs. image translation for 30 um images.

Translation (um) S = 48 um S = 50 um

IRR0 IR‘R1 IRRO . IRR1

1& 1.56 . 718 1.61 .6é3

17 1.76 . 628 1.85 - 540

F 1? 1.97 . 953 . 2.13 .471
19 2.19 -491 2.42 -413

20 ° 2.42 .441 2.74 - 363

21 2.65 . 399 3.08 . 325

122 2.86  .365 3.424 .292

Table 5.10: IRR values vs. image translation for 30 um images.

.
:
.
\\ c
.
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S5.2.7 Conclusions

The spatial resolution enhancement theory suggests that a
simple measurement of diode ratios can be used to determ;ne the
position of an 1mage with a high degree of accuracy. The

experimental results demonstrate the trend described by theory.

" For a practical implementation 1t will be necessary to achieve a

very fine focus aor calibrate the image protile, f(x). Spectrum
shifting E;n be implemented using a precisely controlled grating
rotation mechanism, or preferably, a refractor plate in the
optical path. If the profile of an image is known then its

position can be determined with a single measurement. _ If the

~
-~

profile of the image is not known, then it may_be//deduc;d by
translating the image to produce a characteristic sigmoid plot.
The image pair data indicates that overlapping or near
overlapping lines can be detected using the translation method.
Theﬂ separation of the images has a significant effect on the
integrated response ratios. It may be possible to deconvolute
overl apped or closely spaced images, even though the PDA‘reports
a single image, by spectrum shifting 1n conjuqctinn with  the

application of the IRR theory.
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6. Applications of a Linear FPhotodiode Array as a Detector for

Transient Signal Experiments

Integrating multichannel = detectors are~ capable of
simultaneously capturing multiwavelength 1nforﬁation produced by
transient signal experiments. This cannot be done using single
channel detector systems or sequential access 1maging systems
like the image dissector PMT. Salin and Horlick [1631 and
Sommer and Ohls {1641 were the first to describe direct sample
insertion devices (DSID) capable of introducing solids or
liguids directly i1nto the ICP discharge. This method of sample
introduction has the advantage of requiring little or no sample
preparat1oﬁ when.. compared to +traditional nebulizer based

systems. , Dth?r methods resulting 1n the production of transient
51gn$15 include laser ablation [1046,107,1651, flow injection
analysis Eléé] énd electrothermal atomization [1671.

Theré have been several r%ports published which .discuss the
application of imaging detectors to transient signal
measurements. Fricke et al. [7@] used a vidicon to monitor the
signals produced by electrothefmal atomization of 5 ulL samples
into ‘a mcrowave induced plasma. Télmi et {/91{ have
investigated the use of a vidicon and a PDA as detectors for
multiel ement laser—-microprobe analysis [10&1]. Laser
vaporization of metal disk samples with subsequent excitation by
an ICP has been reported by Carr and Horlick [1071],

This Chapter deals with.some applications of the PDA system

as a detector for microgample liquid analysis using a tungsten

wire-loop D5ID. This DSID was developed in the laboratory by R.
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Sing and has beén described previously [1221]. The wire-loop
support has a very law maés campared with other commonly
employed supports like carbon electrodes. As a result the wire-
loop- rapidly achieves . a high temper ature and sample

v

volatilization occurs 1n a relatively short period of time. The

~

DSID 1s pneumatlcaliy driven by an 1ndependent argon gas
cylinder. This is quite different from the stepping motar and
drive screw system employedlby Li-Xing et al. [1681]. ‘The
pneumatic system provides the very fagt ipsertion into the
plasma which is essential for the wlre—looﬁ DSID technique to be
successful. Detection 1limits Ffor 10 uL ,;amples using PMT
detection aré 50 to 100 times better than thase reported in the
literature [1221 for - furnace vaporization and conventional
nebulizer sample introduction.
' 4
&.1 Systéfn Dperatian' -
\

The DSID experiments were performed using the PDA control

software comprising System 2. This enabled the DSID to be

triggered by the computer, as described in Chapter 2 section
2.4.5 (ii), and synchronized with‘the PDA readout. When the
DSID 1s lawered, xhe wire—loop is well belaow the bottom of the
torch enclosure enablinq sample application while the ICP is
running. For all experiments a 10 ul sample Yolume was used.

Atter application of the samp&e, the loop 1is manually
raised to the first stop position and held in place by opening
" the gas valve controlling the DSID insertion pressure. In this

-
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position the loop 1s approximately iS mm below the bottom of the
d15charge‘ where the heat from the plasma is sufficient to dry
the sample in 10 to 15 seconds. During the drying time commands
are 1ssued to both computers to prepare for data acquisition.
For the temporal resolution studies PDA3D,S5RC was used 1n place
of PDASYS2.SRC. The code for EDA3D.SRC is included in Appendi x
M. In either event, the 5100 system 1s fully primed and waiting

for data before the AIM2Z computer is i1nstructed to trigger the

DSID.

"

The mechanical stdp preventing the loop from entering the

plasma is disengaged by a solenord switch. When the final AIM2

prompt
) ' "# OF SCANS"
is answered‘ by typing the value follawed by 'RETURN'; AIMZ
monitors the PDA for the end of a readout cycle. At this point
the solenoid i1s triggered, allowing the wire—loop to be driven
into the plasma by‘the pneumatic transpart.mechanism. If the
used had specified a DSID delay period, da£a acquisition is
postponed until the appropriate time. If the PDA3D software is
invoked on the 5100 computér, up to ten 1024—point spectra c;h
be acquiréd'where each spectrum must be recorded using the same
integration time. This capability was used to monitor the
temporal behavior of DSID signals. .

For the acquisition of single spectra the standard PDASYS2
control program is used. The optimal time period for spectrum
acquiéition 1s determined first, by running several samplés

using the PDA3D control program to produce time resolved

enission profiles. Figure 6.1 illustrates the Start and Video

¢
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—

‘Figure 6.1: PDA signal sequence for multiple spectrum

acquisition.

signals as a function of time as they might appear during one of
these runs. | Before the DSID is triggered at point A, the PDA is
read out continually at its maximum rate. At an; time during a
readout the user may i1nvoke the data acquisition software. When
this happens the software waits for the end of a readout and
then triggers the solenoid which allows the wire 1loop to be
driven into the plasma. A series of 10 readouts are collected
at the user specified integration time. The video trace of Fig.
6.1 illustrates the onset, peak and disappearance of a spectral
line. The resulting 3 dimensional plot is then used to
determine how long to wait before starting a PDA integration and
how long to i1ntegrate the signal such that the peak is captured
as a "snap-shot" in time. !

Whgn a single spectrum is to be acquired +for analytical
‘purposes the user specifies the DSID wait’(periud and the
integration period to be employed. Figure 6.éjillustrate5 the
Start and Video signals for this maode of spectrum acquisition.
The interval between points A and B is the DSID wait period. It

is not possible to simply stop the PDA during this period
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Figure 6.2:.PDA si1gnal sequence for transient signal
acgquisition.
-
because tée phaotodiodes would still continue to integrate light
flux. In addition, there is no guarantee that the DSID wait
period will be an 1ntegral number of 358 ms readouts.
Fortunately a simple solution exists. Starting at point A, when
fhe DSID 1s triggered, the PDA is i1ntegrated for a period of
,{ time equal to the specified DSID delay minus one full S8 ms
readout. ‘ahen this i1ntegration period has elapsed the PDA is
read out to reset all of the pixels in preparation for the
acquisition of the spectrum. No data 15 acquired during the
reset periodt At point B the user specified integration period

is i1nvoked follotked by a single readout of the analyte spectrum.

The time resolution of the snapshot is £+ 1 ms.

6.2‘Tempnra1 Volatilization Behavior of Some Species using

’ a Tungsten Wire DSID

-

One of the most stfik1ng features of the tungsten wire DSID
is that selective, highly rgproducible volatilization occurs far

analg;e species. Using the DSID described i1n this work Sing and
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Salin [122] have measured volatilization times of 270 ms for Zn
"and 310 ms for Cu. The standard deviations for the peak
evolution times are between 3 and 4 ms. Selective
volatil1zation,can be used to advantage if spectral overlap is a
problem. The tungsten wire is fairly resistant to corrosion in
the Ar atmosphere of the plasma: hoﬁever, a small amount of W
does enter the plasma during each insertion. Tungsten provides -
an abundant number of spectral lines and consequently, spectral
overlaps can result. One such overlap occurs between the ZIn
213.856 nm line and the W 213.815 nm line. Fortunately the
different evolution times of these elements results in baseline
resolution in the time domain.

The PDA detection system was employed to demonstrate the
ability to m&nitor the multiwavelength Eehav1or of transieﬁt
emission signals in the time domain. It bad " already been
demonstrated [1221 that many elements vaporize after a residence
 time of 200 ms or more 1n the plasma. f; addition, trace
quantities of several elements produced emission signals lasting
in excess of 100 ms. These facts indicated that the 58 ms
minimum integration time of the PDA detection system would be
adequate to temporally characterize the multiwavelength emission
profiles if several sequen;zal scans ctould be acquired. The

ability to acquire up to 10 spectra was provided by the

" PDA3D.SRC control program for the 'S100 system.
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6.2.1 Experimental

The standard operating conditions for DSID experiments are
listed iny Appendix B. Solutions were prepared from reagent
grade salts i1n deionized/distilled water. Some solutions were
stabilized by the addition of small quantities of HNDS, but this
was avoided 1if possible to prevent oxidation of the W wire.
Tungsten emission 1is greatly enhanced following air and/or
chemically induced oxidation.

Temporal information was recorded by acquiring 10
sequential scans with integration periods set to multiples of 58
ms. This was done for experiment—to-experiment comparison
purposes. The PDA scans were plotted wath a 3-dimensional
perspective using a routine written by R. 5ing (see Appendix M).

This routine was embedded in the PDA3D.SRC control program. -

4.2.2 Results and Discussion

Carr and Horlick used 3/1624—element PDA to monitor the
temporal behavior of multielement signals produced by laser
ablation of metal samples into an ICP $107]. Their temporal

A

resolution was limited to 100 ms per scéh; however, this was
adequate to demonstrate that emission signals for several
elements in the sample matrix reached a maximum inte%sity in the
same time frame.

The situation 1is. quite different for the W wire DSID.
Figure 4.3 illustrates a 3-D plot of the temporal behavior of Cu
and Ag. A 10 pbL aliquot of a 5 ppm solution was deposited on

the loop. Each scan frame corresponds to an integration time of

58 ms. This data illustrates that Ag is vaporized from the wire
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Figure 6.3: 3~D spectrum of 53 ppm Cu and Ag using 58 ms
readout periods.

\

one scan frame before Cu 1‘5 vaporized. For both elements the
peak du;*ation is approximately 200 ms.

The gspectral window of Fig. 4.3 covers the ' region from
about 323 nm to 343 nm. Other elements with prominent lines in
{:his window are V and Sr. When an attempt was made to record a
spectrum of all 4 elements using S8 ms' scan frames, an i1dentical
spectrum to that shown in Fig. 6.3 was obtained. Afté\
increasing the integration time to 174 ms, exactly 3 times the
minimum of 58 ms, the spectrum of Fi;_:p 6.4 was recorded. This

Plot clearly shows that the Sr emission occurs well after the Cu

and Ag emission.

a

Figure 6.5 shows\?én ex;)'anded view of the fegion where the V

emission occurs. The stipple pattern identifies the Cu 327.4 nm

line while the diagonal pattern identifies; the Ag 328.1 nm line.

The V triplet peaks at about the same time as the S5r signal, and

well after the Cu and Ag signals. Furthermore, tW

o P
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Figure 6.4: 3-D spectrum of Cu, Ag, V and Sr using 174 ms

readout periods.
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Figure 4.5: Enlarged segment of Fig. 6.4 showing V lines .
appearing after Cu and Ag lines. .
is prolonged with respect to the other elements. The V triplet
ie &till visible 700 ms after the Sr signal has disappearéd.
plots is highly

reproducible.

The temboral behavior illustrated by these
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. {
Temporal information is useful for two reasons. First, it
permits the time dependent evaluation of multielement samples

using a transient sample introduction technique. Secondly, it

informs the analyst of the optimum time period for spectrum

integration. 1f the spectrum is integrated during the time

“u,
dé%lod before and/or after the evolution of the signal, the SBR

will be lower and excess noise will be 1ntroduced. I+ spectral
¥
overlap is not 2 major problem it would be advantageous i+ all
= :

species peakedfat the same time enahling the shortest possible

1ntegra{10nv time to be used. Unfortunately, some elements

" exhibit significantly different volatilization times. Therefore

an attempt was made to force all elements to enter the plasma at
the same time.

~

The procedure. involved coating the wire with tungsten
oxide. This technique had been used routinely by R. Sing to

induce intense W emission for several of his experiments. This
y .

15 done by lowering the wire from within the ICP discharge into

an air atmosphere. The oxide layer produced was clearly visible
as the bright metallic~blue coating characteristic of w205 or

N40i1. The small peaks seen throughout the spectra of Figs. 6.3

and 6.4 are due to W emission following the vapprization of the

oxide. This emission occurs in the same time frame as the Cu

and Ag emission and well before th V and S5r signals. It was
N
hoped that by coating the wire with a uniformglayer of oxide

first, the sample components would be simultaneously vaporized

"

into the 1CP. ) T

This " hypothesis was tested by depositing }O'ML of a 65r
N

]
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solution on an oxidized wire loop. The time dependent spectra

of Fig. 6.6 i1ndicate that the 5r emission occurred 2 full 174 ms
scan frames after the evolution of the tungsten oxide. This is
the same volatilization time observed using a "clean” wire.

N
Th15~exper1ment was repeated several times with Sr and then with

V with the same result.

Sronwzob
IT=174me
N -
+
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cl ¢
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l |
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Figure 6.6: 3-D spectrum of Sr after first coating W wire

with an oxide layer.

Several other interesting phenomena were observed using the
PDA detection system for time-resolved studies. Figure 6.7

shows the behavior of Fe and Co using scan frames of 116 ms.

The emission from these elements 1s observed as two distinct

eyents separated by about 100 ms. Figure 6.8 illustrates the

IS

behavior of Mn. The vaporization occurs i1n about one half of

the time but the same double peak 1is observed. The high

L)
.
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- 1000ppm Fe (top), Co(bottom)
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Figure 6.7: 3-D spectra of Fe (top) and Co (bottom) showing

double peak phenomenon in the time domain.

100ppm Mn '
IT=58ms
b
v /
"
1. ]
+ 'éy
.s &~[ 3
J 4 N
/AR —7
A 7/
Wavel ength

[t
Figure 6.8: 3-D spectrum of Mn showing similar double peak

phenomenon as for Fe and Co.
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temperature, electron rich atmosphere of the ICP suggests that
complex surface interactions are possible between analyte
épecies and the tungsten wire. One possibility for the behavior
of these species is the temporary formation of compounds of
different oxi1datibn states with different hvaporizatian
temperatures. These phenomena were- not pursued and no
explanation for these events 1s currently available.

The last series of 3-D spectra were obtained while trying

to determine detection limts for Ca. The procedure was to

‘decrease the concentration of the analyte to the point where the

background noise was prominent. Single readouts were employed

for these measurements. In the course of running the standard
0

solutions severe memory effects were observed. Figure 6.9

illustrates a 3-D series for a 10 uL injection of 0.1 ppm Ca.

Ca O.ippm Ca
3934 1T=348ms
3A,SM Ca3968 Ar4046
> / ~ /
a [ (e 4
c| &L . . —7
O] L T 7
ALY A k\ J
£~/ 1t —
=1 [ NN /
f AR J S d
& N { N .ﬁ ]
Wavel ength r

Figure &4.9: 3-D spectrum of Ca illustrating memory effect.

The entire series spans 3.5 seconds and indicates that after an

initial Ca evolution 1n the second scan frame, the Ca emission
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stabilizes at a constant and relatively intense level. A series

of water blanks were then run, resulting in the series of Fig.

- 6.10. Again, an 1nitial Ca signal is observed followed by a

e
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Figure 6.10: 3-D spectrum of blank showing Ca retention.

These r-data i1ndicated that Ca was béing strongly attached to
the surface of the W wire. The Ca solutions were e;epqred from
CaC12. The boiling point of CaC12 is listed [1681 as greate(
than 1600 C. To try to deduce whether the Ca retention was due
tq the high boiling point of C3012 or some other influence a 1
ppm solution of SrCl2 was run immediately following the water
blank series. The result is shown in Fig. 64.11. The boiling
point of Serl2 is only 1250 C [1691 and is well below the
boiling - point of N205 of approximately 1530 C. However, the
same retention phenomenon observed for CaCl2 was observeg. In
addition, the inmitial spike of the S5r signal in the third frame

%
"\
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Figure &6.11: 3-D spectrum of 1 ppm 5r acquired immediately

after the water blank spectrum of Fig. 6.10.

appears to have induced a similar spike ot the Ca signals. The
¢ -

magnitude of the Ca signal cannot reasonably be attributed to

the 1 to 2 %4 ba impurity in the SrC12 used to prepare the 6Sr

solutions. The cause of these puzzling results has not been

discovered.

a

b.2. 3” Conclusions

The PDA has been demonstrated as a useful di agnostic tool
for the evaluation of analyte temporal behavior for fast
trangient signals. Some potential problems in using tungsten as
a sample support material were discovered which prompted the
selection of the more chemically inert tantalum as a future
support material. The detection of these problems would have

5

been delayed if a single channel detector like the PMT had been

used.

s
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6.3 Precision Enhancemsnt using the Method of Internal

h Standardization

The method of 1internal standards has been a popular
technique in spectroscopy since its introduction in 1925 [303].
This technique 1is particularly valuable for transient signal
anal ysis because periodic changes in the experimental parameters
resulting in a large fluctuation of the signal cannot be
compensated for by the traditional method of sign&T‘:EVEraging.
The effect of internal standardization on measurement precision

A

was determined using the wire-loop DSID as the _ zample

introduction system.

6.3.1Experimental

The analysis lines uséd for the precision study were the Cu
324.8 nom and 327.4 nm lines and the Ag 328.1 nm and 338.3 nm
lines. A solution of 1 ug/ml Cu and Ag was prepared from their
reagent grade nitrate salts 1n 1 %Z HNDS. The DSID conditiong
described 1in Appendix B were employed. A DSID wait period of
174 ms seconds followed by an integration period of 290 ms was

B

used for all acquisitions.

' 6.3.2 Results and Discussion

Figure 6.12 shows both Cu lines h the Ag 328.1 nm 1line
for 3 out of 10 replicate measurements. The amount of sample
deposited on the loop was varied intentionally to produce the
unequal peak intensities from sample to sample. Table 4.1 lists

the sample precision of the unratioed Cu lines and the precision
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Figure 6.12: Spectrum segments showing Cu 324.8, Cu 327.4 and

Ag 328.1 nm lines for 3 of 10 insertions.

enhancement when both Ag lines were used as internal standards.

Poor precision values are calculated for the unratioced Cu

=

intensities. This is the result of intentionally varying the.

sample volume. Combining bokh Cu intensities improves the % RSD
markedly, but a dramatic improvement is realized by ratioing the
‘ELV intensities with those of the Ag lines. ., A precision of 2 %
or better is‘ ach%eved using peak areas 55 opposed to peak

heighgs. The ratio of the Cu 327.4 nm peak height to either of

the Ag peak heights is relatively imprecise. This may have been
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the result of the fact that the line was roughly centered
between diodes, and a reduced SNR was produced. The error was
compensated for by utilizing the peak areas. The ratio of the

sum of Cu and Ag i1ntensities did not proguce a significant

improvement.
Line or Ratio Peak Height Peak Area

Cu 324.8 17 i8 ‘

Cu 327.4 ’ 19 18

Sum of Cu - 13 13

* Cu 324.8/Ag 328.1 3.1 1.7
Cu 324.8/A; 338.3 3.1 2.0

-

Cu 327.4/1—\9/328. 1 10.8 1.9
Cu 327.3/Ag 338.3 5.5 , 2.2
Sum Cu/Sum Ag 3.9 1.8

Table 6.1 7% RSDs for unratioed and ratioed peak heights and

peak areas. ‘

Another experiment was carried out to see if the precision

could be improved- by eliminating contributions from the W

emission. For these results the sample was applied to the loop

o

using a precision 10 pL syringe. Figure 6.13 shows a spectrum

of the 1 ppm Cu/Ag solution. This spectrum has had the fixed

‘pattern signal removed by simple dark subtraction. A relatively

large contribution from W is evident in the spectrum. Figure

N
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S5ppm Cu, Ag
IT=464ms

Figure 46.13: Spectrum of 5 ppm Cu and Ag after simple dark

subtraction.

5ppmCu,Ag °
T=464ms
WZ05 Blank

Ll - A

Figure-6.14: Spectrum of Fig. 6.13 with Tungsten background

removed by spectral stripping.

6.14 shows the same spectrum when a tungsten blank was
subtracted from the analyte spectrum. An apparent improvement
in the qual:ity of the spectrum results. Table 6.2 shows the

unratioed precision of the Cu lines for 5 replicate measurements

for uncorrected and corrected spectra.

-
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Line ) Peak Height Peak Area

’ Unco;rected Corrected Uncorrected Corrected
Cu 324.8 2.6 3.2 2.4 3.6
Cu 327.4 4.0 . 6.5 1.7 4.3
éum of Cu 2.2 N 3.5Y 1.7 ’ 2.8
Ag 328.1 4.8 19.7 5.3 ‘ . 16.0
Ag 338.3 6.3 18.1 7.0 14.3
Sum of Ag 3.8 14.9 4.2 12.4

v

Tabble 6.2: RSDs for peak heights and peak areas. Uncorrected

spectra (Fig. 6.13) and corrected spectra (Fig. &6.14

Tungsten emission removed by blank subtraction).

It is interesting to note that the precision is actually
degraded by performing the tungsten correction. The effect is

most pronounced on the Ag lines but no significant W overlap is

v

listed for thegk lines [158]. No significant improvement was,
obt'ained by ratioing the results.

&.3.3 Conclusions

lﬁ The multichannel nature of the PDA provides the’ advantage

a k]

of internal standardization. Dramatic improvements in the
sample to sample precision can be achieved by ratioing peak
intensities. Care must be exerciséd if spectral stripping

procedures are employed since removal of background features can

n

degrade the precision.

i ' ¢ o
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6.4 Datection Limits

#
The PDA is several orders of magnitude less sensitive tﬁan
a PMT and detection limits are worse as a result. One of the
consequences of tgénsient signal analysis is that extended
integration periéds cannot be used to lower 'the detection
limits. However , si1nce the wire-loop DSID introduces
proportionately more analyte into the plasma [122] than
conventional pneumatic nebulizer systems, the detection limits
for many elements are improved to the point where they may be
adequate for many analysis situations. The PDA detection limits

for Cu and Ag are contrasted with those obtained using other

methods in Table 6.3.

Method Cu Detection Limit Ag Detection Limit
ng/ml pg . ng/ml Pg
Nebulizer (1581 i0 - « 7 -
PDA/DSID 6 60 52 520
"RMT/DSID (1221 2 2 . =04 0.4

/

Table 6.3: Detection limits for several sample introduction

techni ques.

These data indicate that the detection limits for the PDA/DSID
system are in the same region as those obtained using

conventional nebulization but are a factor of 50 to‘ 100 times

I4

poorer than those using the same DSID with a PMT.

a
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. ’ ' Appendix A - Equipment List

ICP System

ICP generator, model HFP2500D.

Automatic impedance matching unit,

maodel AMNZSOO0OE.

Torch enclosure, model PT2500.

Plasma Therm Inc.

Route 73

Kresson, NJ

¥

Plasma Therm Inc.

Plasma Therm Inc.

o~ e

Sample Introduction Systems

»

{ MAK nebulizer, spray chamber and torch

combination, model 200.

Meinhard glass concentric nebulizer,

model TR-30-C2 and Scott spray chamber.

g

JA fixed cross—flow nebulizer.

e

Direct sample insertion device,

. laboratory constructed py R.L.A. Sing.

278

Sherritt Research
An%}ytical Services

Fort Saskatchewan, Alta

J E Meinhard Assoc. Inc
1900~-J East Warner Ave.

Santa fna, CA.

%

Jarrell Ash Cu,

\ I3

Division of Allied Ind.
590 Lincoln St.

Waltham, MA.



Optical System

20 cm focal length quartz lens.

One meter Czerny-Turner monochraomator,

model 78-462.

1200 groove/mm holographic grating.

v

Spectrometer mirrors recoated by:

Stepping motor, model MD&2~FCO4.

¢

Drive belt, model 3DCF-130-E.

»

Stepping motor drive unit and logic

interface, laboratory constructed using

commonly available digital and analdg

electronic components.

13

Jarrell Ash Co.

Ameri can Holographic
8 Harris St.

Acton, MA,

3B Optical
38046 Gibsonia Rd.

Gibsonia, PA.

Superior Electric Co.
38 Torlake Cres.

Toronto, Ont.

RPM Mechanical Products

9575 Cote de Liesse Rd.

Dorval, Que.

Neutral density filters. Melles Girot
1770 Kettering St.

Irvine, CA.
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Helium—Neon laser,

Mercury pen lamp,

Hollow cathode 1amps,

Miscel laneous Light Sources )

Spectra Physics Inc.
1250 West Middlefield Rd
Mountainview, CA.

g

Fisher Scientific Ltd;
8505 Devonshire Rd. ]

Montreal, PQ

Perkin Elmer

Norwalk, CN.

. Photodiode Array Detection System v
A
Linear self-scanning photodiode array, E.5.&6. Reticon Corp.
“—7\6
model RL1024S. \_ 345 Potrero Ave.
v

Sunnyvale, CA.

Phoiodiode array evaluation board, E.G.&5G. Reticon Corp.

model RC-10245A-03, modified in

laboratory.

Instrumentatidn amplifier,

constructed using ADS2Z21KD.

laboratory Analog Devices Inc.
One Technology Way

Norwood, MA.

Temperature monitor, laboratory Analog Devices Inc.

constructed using ADS?24CD.

\
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Photodiode array interface, laboratory
constructed using commonly available
Transistor-Transistor Logic (TTL) digital

integrated circuits.

o

Power supply for photodiode array Condor Inc.
system, madel BAA-40W. 4880 Adohr Lane

Camarillo, CA.
Photomultiplier Tube Det@ction System

Photogul tiplier tube, model 1P28B RCA Solid State Div.

Lancaster, PA.

High vdltage power supply, madel Hewlett—Packard Ca.

°

6525A. Palo Alto, CA.
Miscell aneous Measurement Electronics

Picoammeter, model .410A Keithly Instruments Inc

4

Cleveland, OH.

‘ T
Digital multimeter, model 179 TRMS Keithly Instruments Inc

'Oscilloscope, model DM&3 Tektronics Canada Ltd.
o Montreal, PQ.

\
‘ \

w
\

i

=4
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——

Computer Systems

AIM 65 single board microcomputer
with laboratory bufit mec;iory expansion

and network interface.

A

AIM &5 with: 6

expansion motherboard,

EPROM programmer, expansion memory

’ @

board, expansion 1/0 board and

laboratory built network interface.

+ §100 20—-slot mainframe with:

3
»

Z80 central processing unit board,

madel SBC-200. °

256 kByE; memory board,
model Expandoram III.

Disk controller board, model _

" Versafloppy 1l.

1/0 board, model TUART.

Microangelo grédphics board.
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Rockwell International

3310 Miraloma Ave.

Anaheim, CA.

~

Seawell Marketing Inc.

FP.0. Box 17170

Seattle, WA.

Cromemco Inc.
280 Bernardo Ave.
Mountainview, CA.
SD Systems

P.0. Box 28;!010
Da&llas, TX.

SD Systems

2]

SD Systems
\

Cromemco Inc.

Scion Corp.
12310 Pinecrest Rd.

Reston, VA.



L |
,// i
Dual 8 1n. single sided, double . Shugart o
density, model 801R. 475 Dakmead Parkway

£y

Sunnyvale, CA.
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Appendix B - Standard Operating Conditions

Nebulizer Sample Introduction

Nebulizer System

Meinhard Jarrell-Ash MAK

Plasma gas flow (L/min) 14 14 8
Auxiliary gas flow (L/min) 0.4 0.4 0.5
Nebulizer pressure (psi) . / 36 ' 30 200
Liquid uptake rate (ml/min) B 1.5 2.2 1.9
Forward power (kW) . ' 1.25 1.25 0.75

s Source imaging: 1:1
PMT bias: -600 V !

! PMT readout: PMT --> Picoammeter ——> Instrumentation amplifier

"

(gain of 10) ——> fAnalog to digital converter.

[

PDA readout: Evaluation board video ——> Instrumentation’ -

&
amplifier (gain of 2.3 to 3.7) ——> Analog to

#

digital converter.

DSID Sample Introduction

Plasma gas flow: 16 L /min
Auxiliary gas flow: 0.8 L/min
Central channel gas f1laow:
Forwaii/gguer?/1:75 kW

/////SEG;;E imaging: 1:1
{
/f///// PDA readout: same as above.

284



App.hdix C - Spectrometer Specifications

Focal length: 1.0 meter

Reciprocal linear dispersion at exit slit (first order):
1200 groove/mm - 0.8 nm/mm ’
Concav; mirrors:
Coll{matrhg - 6.0 in., slabbed

- Camera - 6.0 %n., circular .
Effective aperturé[ratio: £/8.7 using 10.2 X 10.2 cm grating.
° Spectral range: Zero order to 1600 pm (1200 groove/mm grating).
. D}ive screw accuracy: 4 in. travel, 1/40 in. piéch error less
> than +/— 30 micrometers.

Slit assembly: Dual unilateral entrance and exit slits

» with single ganged micrometer control. Model

{ _ ' 78-472. .
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Appendix D - Spectrometer Drive Sysi{:-mé

]

‘g( Stepping Motor Specifications

Model number: M062—-FCO4

Motor type: Slo-Syn dc with 1.B degree stepping angle.

Accuracy: 3 Z.

‘Time for single step: 2.8 ms with 24 Vdc drive.

Current rating per winding: 1.9 Q.

Nominal Resistagce per winding: 2.2 Ohms,

Nominal voltage drop per winding: 4.2 V.
Nom1na1\inductance per phase: approximately 5.9 mH.
Torque: 65 ounce-inches.

Steps per revolution:

200 (4 step sequence),

400 (8 step,segpence).

e
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Stepping Motor Drive Unit
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the drive unit fails. When this happens, or 1s about to ha) pen,

the

&y o s
v Pcmnl"ﬁf Transistor Replacement Procedure

© —
~

'

From time to time one of the power transistors situated on

motor behaves S

iy A

scanning. The reason for the failure appears to be therma

breakdown, however, the transistors are rated for the curren

that they conduct during normal operation.

’

‘discussion.

Troubleshooting:

4. Tﬁrn off ‘the stepping motor power supply. .

2, Disconn;ct the motor fraom the drive unit by unplugging the
?-p1n D—tyRE_connector.

3. Short p{fg 1 and &6 wusing medium gauge wire. This:
effectively simulates the first motor winding (W1).

4. Connect an oscilloscope probe to the terminal of one of the.
SOW power transistors where a white wire terminates. The
other terminal is ground denoted by the black wire. A

5. Turn on the stepping motor power supply.

6. |

From the AIM keyboard i1nvoke the U (Up) command a few times
and view the‘ signal across the power transistor with
tﬁé oscilloscope. If no signal is present then connect
the scope'probe to the white terminal of the other
power transistor. Adjust the time base and voltage axis

of the scope so that a square wave 1s visible.

290 o

eratically and may actually jam while

4

Reter to the drive unit schematic for the remaining



L

Do

¥ -

I+ a sharp square wave is present then thé corresponding
power transistor is woﬁking properly. 1f a distorted
waveform 1s observed, then the corresponding power
tr;n51stor has failed or 1; about to fail. v
Repeat steps 3 to 7 shorting pins: .
3 and &6 for transistor 2

5 and 2 for transistor 3

- 4 and 2 for transistor 4.

not short more than two pins at a time.

Replacement Procedure

1-

2.

Disconnect the drive unit from the rest of the system.
Garefﬁlly separate the large heat sink from the component
bogrd' by unscrewing the fastening screws. Note that the
small guage wires running from the component board to
the power transistors are eaéily broken.

Desolder the 3 wires from the faulty transistori(s). There
is a sticker with a numbe;'l on it beside transistor
number 1. The other 3 transistors fplfow 1N sequence.

o

Remove the faulty transistor(s) from the heat sink and
replace with new components. Take care to replaceu‘
the electrical insulator on the backside of the new
component (s) and apply the minimum amount of thermal compound.
Resolder fhe wires previously removed taking care to obhserve
tge correct order.

Ensure that the heat sink is electrically insulated from ;11

three transistor terminals. This is extremely important.

Assemble the drive unit, install, and test using the motor.
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Ve

3

If the slightest problem is observed when activating the

motor, turn off the stepping

{
and check all connections.

i

motor power supply immediately
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Appendix E - Electro—-Optical Characteristics of PDA

Center—-to—-center spacing: 25 micrometers
\Aperturé width: 2.5 mm
Responsavity: 2.8 X 10_~4 Coul/Joule/cm2

Non—uniformity of response: +/- 10 %

Saturation exposure: 350 nJou]es/cm2 \>
Saturation charge: 14 pCdul

Average dark current: 5 pAmp W
Quantum efficiency at 750 nm: 75 % "

Peak spectral response: 750 nm
Spectral response range: 250 - 1000 nm

-

RC-1 0248!-} Evaluation Board Modifications

i. The ‘"“even sample" signal .was extracted by connecting pin 6
of U7 (5610) to the Y. contact on the edge connector. !

2. The "odd sample” signal wa§ extracted by connecting pin 5 of
U7 to the X contact on the edge connector.

3. The internal clock was disabled by cutting the trace between
pins 5 and 10 of Ul (9402). The clock signal from AIM2 was

brought in on the W contact of the edge connector and connected

to pin S of UlLl.
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Appendix F — Technical Data for Peltier Cooling Modules

Stage Catalog Number Max. Current Max. Voltage

- A) | V)
2 CP—1.4-71-06L 6.0 8.6 \
3 CP—1.4-71-10L 3.6 8.6 -
4 © FC—-0.6- 8-06L 1.1 0.97

! Stage 1 is the water cooled heat sink (see Fig. 2.5). Stage 4

is comprised of 2 elements. Stages 2 and 3 are operated in

&
series as are the two elements of stage 4.

t
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Appendix G — PDA Interface Schematic
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Integrated Circuit Layout - Tap Viaw

50

,/
GND 5V
e 50k _— \” XX XX
/’»/ J ’

Ui ui4 uis
741522 7415193 74504
uI0 ull uR

| 74LS75 7415298 74SI15|

U7 us U9
74LS04 74LS08 741532

U4 U5 ue
7415193 7415193 7415193

ul u2 u3
7415367 74LS367 748367

J2

b

x



<
Appendix H — Power Supply Data
The PDA ‘power supply is a commercially available triple output

module make by Condor Inc. (see Appendix A). The specifications

are listed below.
AC input: 115/230 vac + 104 47-440 Hz )

DC output: + 5.0 V at 3.0 A

PO

+ 12 at 1.0 A or £ 15 at 0.8 A

I+

Line regulation: 0.05 %4 for 10 Z irMput change.

0.03%Z for a 50%Z load change.

1+

Load regulation:
, @
Output ripple: 3.0 mV Pk-Pk maximim, 0.4 mV RMS.

Overvoltage protection: Set to 6.4 V for 5 V supply.

Set to 33 V {for tandem + 15 V supply.
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Note:

v

Schematic for Laboratory Built Cooler Power Supply

a

"y

K & g"; )
INI20IA Y

—VVVWANT,
167530 2R
— LM396 2
l L L ‘
NP0 ].'osF 47uF| ']EsuF
l amF|  |250F

LM396
12IR I

used to drive Stages 2 and 3, VB

&

s
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Appendix I — Analog to Digital Converter System

ADC Specifications
'Resolution: 12-bits
Nonlinearity error: + 1/2 LSB

Analog input ranges: -5 to SV

-10 to 10V
. + 5V ¥
+ 10V
Power supphes:vvlagic 4.5 to 5.8V
v 13.5 to 146.3V
cC
Vdd -13.5 to -16.5V . - -

Power dissipation: 450 MW typ.

Conversion time: 25uSeconds typ.

J

Analog Multiplexer Specifications
Rgnz 170 N1 typ.
ton/toff=

Power supplies: + 17V maximum.

0.8 useconds typ.

Power dissipation: 450 mW typ.
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Analog to Digital Converter Bchematic
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Appendix J - System Software

t

| RENSHHER RS S as B RERE R R R IR AR R R R LR R R R R R R R R R R

2 REH

3 REM PROGRAK: STEPPER,BAS (NOT EXECUTIBLE IN THIS FORM)
4 REN ‘ BY: S.W. NCBEDRBE

5 REN DATE: DEC 1982

b REM HODIFIED: AUBUST 1984

7 REM

§ REM THIS PROGRAN FUNCTIONS AS THE USER INTERFACE 70 THE
10 REN STEPPING MOTOR WAVELENGTH DRIVE SYSTEM. A BRIEF ASSEMBLER
11 REN ROUTINE CALLED PCOUNT.HEY NUST ALSO BE LDADED IF THE "SLEW"

12 REW CONMAND I5 TO BE USED.
13 REM

14 REMEEEEEEEEREEEFFEREREERERAHEREREREIRERRESRREETRERIRERREREENS

15 DInt C{b),HB{9),LB{6),DELD)
16 F2=0

17 PCR=40972

19 TL=40964:TH=40963

L+ 220 LL=4096b:LH=40967

""21 POKE 40962, 191
22 POKE 40963,7

75 POKE PCR, 204

23 INPUT'COUNT UF DR DONN™;A$
30 {F As="UP" 60TD 45

35 IF A$="DOWN" 6OTO &0

40 60OT0 25

45 POKE 40840,32

30 Fi=l

93 6070 70

&0 POKE 40%40,0

85 F1=0

b6 5=0

70 LB{1)=240
11 LB{2)=220
72 LB(3)=200
73 LB(4)=1B0
74 LB(3)=140
75 LB(AI=140

80 RB(1)=128
B! HB(2)=64
82 HB{3I=32
B3 HBt4)=1b
84 KB{%)=0

tREN 0=NDTOR STOPPED {=NOTOR RUNNING
:REN PERIPHERAL CONTROL REGISTER
1REM TINER 1 ADDRESSES (LO,HI BYTE)
REM TINER 1 LATCH ADDRESSES

:REN IMITIALIZE DATA DIRECTION

REGISTER FOR PORT B

REM INITIALIZE DATA DIRECTION

REBISTER FOR PORT A

tREN CA1,CBI TRIGGERED BY NEG. TRANS,

CA2,CB2 HELD LOW (LDAD AND RERD
0F COUNTERS DISABLED)

:REN POSITIVE SCAN

{F1 IS DIRECTION INDICATOR)

1REX NEGATIVE SCAN
:REW § INDICATES MOTOR RATE. EVERY

TINE THE RATE INCREASES BY FACTOR
OF 2, S IS INCRENENTED. S=0 IF
STOPPED.

tREN LB(NI ARRAY CONTAINS VALUES T0

BE STORED IN LOW BYTE OF TIMER 1
LATCH DURING RAMPING PROCESS.

THE 16-BIT CONTENTS OF TINER 1
CONTROL THE FREGUENCY BUTRUT

0N FB7 AND HENCE THE MOTOR SPEED.
THE RATE DETERMINED BY THE LONW
BYTE CONTENTS IS REFERRED TD AS
THE "NINOR" RATE

HE(N) ARRAY CONTAINS VALUES TO

BE STORED IN HIGH BYTE DF TIMER |
LATCH DURING RAMPING PROCESS,

THE RATE DETERNINED BY THE HIGH

=01
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85 HB(o)=4 BYTE CONTENTS IS REFERRED 70 AS

B6 WB(7)=2 THE "MAJOR"® RATE.

87 Hb(8)=I > :

BB HB(%)=0

90 DE(1)=128 :REM DE(N) ARRAY CONTAINS THE DELAY
91 DE{21=44 YALUES PROVIDING THE PAUSE

92 DE(3)=32 BETWEEN SPEED CHANGES. OTHER-
93 DEC4)=1b WISE RANP WOULD BE TOG FAST AND
94 DE(S)=0 PULSES COULD BE MISSED

93 DE(b)=4

96 DE(7)=1 »

97 bE(B)=1

98 DE(9}=0

100 INPUT"CGMMAND®;0$ .

10 IF @$="SLEN* THEN BOSUB 3000

102 IF @$="U" THEN BOSUB 200

103 IF @$="RESET* THEN GOSUB 4000

104 IF @$="D* THEN §OSUB 300

105 IF @$="P" THEN GOSUB 2000

106 IF @¢="5" THEN PODKE 40971,32

108 IF Q§="RU" THEN 605UB 400

{10 IF @$="RD* THEN &OSUB 700 .
112 IF @4="C* THEN G05UB 800 '
114 IF Q$="Q" THEN STOP

116 IF @4="L" THEK GOSUB 500

118 IF @$="R" THEN BOSUB 400

119 IF B$="SCAN" THEN &OSUB 900

122 6070 100

123 RENEBISERERSRERFRERRFFHEFFREREEERFREHIER RS HEARERRHERE R IETY
124 REM "UP* SUBROUTINE

125 REN

200 IF S¢9 60T0 215

205 PRINT'AT MAX SLEW®

210 6070 240

215 IF F2=1 6070 250

220 POKE TL,235 :REN IF NOTOR IS NOT RUNNING THEN

225 POKE 40971,224 LOAD TIMER WITH VALUE

230 POKE TH,HB{1) CORRESPONDINE TO LONEST MAJOR
RATE.

235 F2=1 :REN SET FLAG INDICATING NOTOR ON

240 6070 255

230 POKE LH HB(S+{) :REM IF MOTOR RUNNING INCREASE SPEED

255 §=5¢+] : BY APPROX. FACTOR OF 2 USING

260 RETURN NAJOR RATE VALLE.

270 RENSMEEBHHEEEEREREHEEEREEREEREENF REFEERER AR RERRIERAEEE
280 REM *DOMN® SUBROUTINE

290 REM

300 IF F2=1 6070 313

305 PRINT*MOTOR 1S STOPPED*

310 6070 345

315 IF §»1 6070 335

317 POKE LL,255 ‘ :REM IF NOTOR RUNNING AT SLOWEST SPEED
320 POKE 40971,32 STOP HOTOR (DISABLE FREQ. ON PB7)

325 F2=0 . :REM SET FLAG INDICATING NOTOR OFF
330 6070 340 .
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335 POKE LL,255
337 POKE LH,HB{S-1)
340 IF 520 60T 344

342 §=0 : 6OTO 345
344 8=5-1
345 RETURN

tREN IF MOTOR RUNN\lNB AT ANY OTHER
SPEED THEN DECREASE BY APPROX,
FACTOR OF 2 USING NAJOR RATE
VALUE.

tREN SET SPEED INDICATOR FLAG

350 RENFHFREERFRNEERRERREEFE R E R F R R R R R R E RS

360 KEM "RAMP UP® SUBROUTINE
370 ReM

400 IF 5<9 G070 413

405 PRINT"AT WAX SLEW®

410 607G 470

415 IF F2=1 B0TO 445

420 POKE TL,255

425 POKE 40971,224

430 POKE TH,HBLI)

433 FOR J=1 TO DECL) @ NEXT J
440 F2=|

445 POKE LL,235

447 FOR 1=5+1 T0 8

43U POKE LH,HE(D)

455 FOR J=1°T0 DECI} 5 KEXT J
460 NEXT 1

465 528

470 RETURN

tREN IF MOTOR STOPPED, START AT
SLOWEST RATE.

tREN DELAY TO ALLOW A FEN PULSES.
1REN RAMR SPEED TO MAJOR RATE B.
ALLOW PULSES BETWEEN SPEED
CHANGES.
f

:REHBSET SPEED INDICATOR FLAG

480 REME#FFFHEREIREESERIEREERRRREFHHHER R HHE AR R RS

495 REN
500 If F2=0 BOTO 510
505 GOSUB 700

. 49y REM *LDAD DISPLAY" SUBROUTINE

REN IF MOTOR RUNNING, RAMP DOWN

510 INPUT*NAVELENGTH (NNN.NNN) "5 W1

515 C(6)=INT(R1/100)
520 C{S)=INTC(NL-C{6) 100 /10)

tREN CALCULATE VALUES TO LDAD
INTO DISPLAY COUNTERS

525 CH)=INT(NI-CI6) #100-C5)#10)
330 E(3)=I.NT((H1-C(6)*IOO-C(SHIO-C(HHIO)
535 X=INT{(W1-C{6)#100-C(5)#10-C (4)-0{3)#0.11/0,003125)

540 C{Z)=INT(X/16)

545 LI =INTX-C(2) #1640.3)
350 FOR I=1 T0 &

553 POKE 40961, (1-1)

560 TENP=PEEK(40960) AND 32
561 POKE 40960,C{I) OR TEWP
565 POKE PCR, 238

570 POKE PCR,204

ST5 NEXT I

580 RETURN

:REM THE 2 LEAST SIB.FI6. IN HEX
:REM {DAD PORT A WITH COUNTER #
:REN LOAD PORT B WITH VALUE

:REM PULSE £B2 T0 WRITE COUNTER

500 REMEREE EEEEEREEEEBEEFEHEH ESRHIERE R EEFHEHERE R
592 REN “READ DISPLAY" SUBROUTINE

594 REN

400 IF F2=0 OTO 405
602 §0SUB 700

805 FOR 1=1 T0 &
610 POKE 40961 ,I-1
612 POKE PCR,206

tREN IF HOTOR RUNNING, RAMP DOWN

1REN LOAD PORT A NITH COUNTER 4
1REN ENABLE DISPLAY READING USING (A2

—
RIRR

b
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613 TEMP=PEEK(40%1) AND 126 sREN READ COUNTER VALUE

614 POKE PCR,204 tREM DISABLE DISPLAY READING

615 C(I=INT{TENP/B] sREN SHIFT BINARY VALUE 3 BITS
620 NEXT I

630 C=INT(C(2}/D) tREM CALCULATE WAVELENGTH POSITION

£33 Cl2)=(C{2)-10)41b

640 W1=C(6)#100+C(51#104C (A)40{3)#0. L4+(C(2)+C(11)#0. 003125
645 PRINT*WAVELENGTH="3W1; "NN*

630 RETURK

550 RENIIESSSEEEHEFEREREREFEHSEMEREREEEMER R IR AR HE HEHE RS
o7 HEM “RANP DONN® SUBROUTINE

680 REM

700 IF F2=1 60T0 713

705 PRINT*MOTOR STGPPED”

710 6078 760

715 IF 51 6OTO 735

717 POKE LL,255 :REM IF NOTOR AT SLOWEST SPEED

720 POKE 40971,32 STOF BY DISABLING FREQ. ON PB7
725 5=0 : F2=0 tREN SET SPEED AND NOTION FLAGS

730 6070 760 .

735 POKE LL,255
737 FOR 1=5-1 T0 I STEP -1

740 POKE LH,HB(I) :REM IF NOTOR AT ANY OTHER SPEED THEN
745 FOR J=1,70 DE(]) : NEXTJ RAMP DOWN T0 0 USING APPROPRIATE
750 NEXT | ' DELAYS

755 6070 720

760 RETURN

770 RENBHESEEHHEHEREEHHE EHEEE R R R H R
780 REM "CHANGE DIRECTION" SUBROUT INE

790 REM

800 IF F2=0 GOTO 811

BLO BOSUB 700 :REM IF NDTOR RUNNING RANP DOWN

Bl! BOSUB 605 :REN READ DISPLAY (CHANGINS DIRECTION

CAN CAUSE DISPLAY TO CHANSE)

815 IF F1=1 6070 835
B20 TEMP=PEEK (40940} AND 255  :REM READ CONTENTS OF PORT A AND

822 TEWP=TENP (R 32 CHANGE PBS FRON 0 TD 1 (NEB.
B24 POKE 409560, TENP 10 PBS. SCAN)
825 Fl=t : +REN SET DIRECTION FLAS

B30 GOTO 842
835 TENP=PEEK (40960) AND 223  :REM READ CONTENTS OF PORT A AND

837 POKE 40960, TENP CHANGE PBS FRON 1 TO 0
840 Fl=0 tREM SET DIRECTION FLAG
842 60SUB 515 +REN RELOAD COUNTERS TO ENSURE CORRECT

DISPLAY READING
45 RETURN ‘

B50 REMEEERERERXEEEERRRAREREREIEE I RN IR R AR ERRRREL R RRES
860 REN "SCAN® SUBROUTINE

870 REN

900 INPUT*SCAN RATE (NM/S)";R

902 IF R¢6. 086 60TO 907

904 PRINT*MAX RATE=6,084"

906 010 900

907 IF R30.0239 BOTO 910 . )

908 PRINT*NIN RATE=.0239" i

04
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909 £0T0 900

910 N={(3123/R}-3.51/2

920 N=INT (N+0. 35!

930 NH=INTIN/286)

940 NL=N- (NH#236)

942 T1=0:72=0

50 IF NH=0 6070 982

940 FOR 1=1 10 9

970 IF NH<HB(1) THEN NEXT I
980 Ti=1-1 1 6070 1020

982 T1=9"

990 FOR 1=} 10 6

1000 IF NLCLE(D) THEN NEXT 1
1010 T221-1

1020 T=T1+1Z

1030 IF F2=1 BOTO 1225
1040 IF T>0 6OTO 1099

1050 POKE TL,NL

1060 POKE 40971,224
1070 POKE TH,NH

1080 60TO 1560

1090 POKE TL,235

1100 POKE 40971,224
{110 POKE TH,255

1120 FOR I=1 TO TI
1130 POKE LH,HB(1)
1140 FOR Jd=1 T0 DE{I) s NEXT J
1145 NEXT 1

{150 [F T2=0 640 1540
1160 FOR I=] 70 T2
1170 POKE Li,LB{1}
11B0 NEXT I

1200 6070 1550

1225 IF 1=5 6070 1380
1230 IF T>5 G070 1400
1240 IF S(9 GOTO 1330

1250 IF 7<% 6070 1300

1260 FOR 1=8-9 70 T+l STEP -1
1270 POKE LL,LB(I)

1280 NEXT 1

1290 6070 1330
1300 FOR 1=5-9 TO 1 STEP -1

tREM CALCULATE 14-BIT VALUE REQUIRED
TD PRODUCE DESIRED SCANNING RATE

tREN NEW KAJOR RATE VALUE

:REN NEW NINOR RATE VALUE

REM T1=MAJOR, T2=NINOR RATE FLAG

tREN IF NEW RATE )= 9 ...

:REM FIND NEW MAJOR RATE FROM HB ARRAY

sREM SET TI=RATE JUST BELOW DESIRED
KAJOR RATE.

REM ELSE SET TI=RATE 9
AND FIND
NEW HINOR RATE FRON LB ARRAY.

tREM SET T2=RATE JUST BELON DESIRED
NINOR RATE.

tREM T=5UN OF NAJOR AND MINOR RATE
INDICATORS, T WILL BE USED T
RANP FROM THE OLD RATE {(CURRENT)
70 A RATE NEAR THE NEW RATE. THE
VALUES NH AND NL WILL BE STDRED
IN TINER 1 70 PROVIDE THE NEW
RRTE. =

tREM [F NOTOR RUNNING ...

:REM IF KOTOR STOPPED AND NEW RATE >=
0.0473 ...

tREM IF MOTOR STOPPED AND NEW RATE IS
LESS THAN 0.0473 THEN SET NEW
RATE WITHOUT RAMPING.

tREM START MOTOR
AT SLOWEST
SPEED.

:REN RAMP UP
TO NEW
HAJOR RATE.

:REM FOR RATES > 9,
RANP UP
USING MINOR RATE VALUES.

sREN IF NEN/OLD RATE INDICATORS = ...
sREM IF NEW RATE ) OLD RATE ...
tREN IF NEW RATE ¢ OLD RATE AND
OLD RATE ¢ 9 ...
tREN IF NEW RATE ¢ OLD RATE AND
NE RATE < 9 AND
OLD RATE 9 ...
tREN IF NEW RATE < OLD RATE AND
NEW RATE > 9 AND
0LD RATE > 9 RANP UP USING
NINOR RATE VALUES.

:REM RAMP DOWN
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- 1310 POKE LL,LB(I) USINE NINOR

&

1320 NEXT I RATE VALUES.

1325 §=9

1330 POKE tL,255 :REM SET NINOR RATE TO NINIMUM

1340 FOR 1=5-1 TO T+1 STEP -1  :REM RANF DONN TO

1350 POKE LH,HB(I) MAJOR RATE JUST

1360 FOR d=1 T0 DE{D) : NEXT 4 ABOVE NEW RATE,

1365 NEXT T

1370 607D 15340

1380 IF 5B 507D 1550 :REN IF OLD RATE»B ADJUST MINOR
1390 6070 1540 RATE ONLY, )

1400 POKE LL,233 (REM ELSE SET MINOR RATE TO MINIMUK,
{410 IF T<9 BOTC 150v AND

1420 FOR 1=5¢1 70 9 RANP UP TO”

1430 FOKE LH,HB(]) RATE 9 USIRG

1440 FOR J=1 TO DECI) : NEXT J HAJOR RATE

1450 NEXT I YALUES,

1460 FOR 1=1 T0 T-9 THEN RANP UP ’
{470 POKE LL,LB{D) TO RATE JUST BELDW

1480 NEXT 1 . NEW RATE USING NINOR VALLES,
1490 601D 1550

1500 FOR 1=6+1 10 1 “tREN RAMP UP FROM OLD RATE TD JUST
1510 POKE LH,HB(I) BELOW NEW RATE

1520 FOR J={ TO DE(I) : NEXT J USING NAJOR RATE

1330 NEXT 1 VALUES.

1540 POKE LH NH :REM FINAL ADJUSTNENT OF MAJOR RATE
1550 POKE LL.NL REM FINAL ADJUSTMENT OF MINOR RATE
1560 §=T tREM SET SPEED FLAG T INDICATE HEW
1370 F2=1 RATE AND SET RUNNING FLAG.
1380 RETURN -

(5908 E R FREFFFERFEEERRREEAREEFR R ER AR RN R F R R R R E R R R R R AR R RS
1592 REM *PULSE SUBROUTINE

1394 REM

2000 INPUT™# OF STEPS™;NS

2005 NS=KS5-1 '

2030 IF F2=1 THEN 60SUB 700 :REM IF NOTOR RUNNING, RAMP DOWN

2040 HB=INTNS/254) :REN CALCULATE 14-BIT VALUE TO STORE

2050 LB=NS-HB#256 IN TIMER 2. TIMER 2 COUNTS
PULSES AND WILL BE USED TO
DETERMIKE WHEN THE DESIRED # OF
PULSES HAVE BEEN SENT TO MOTOR.

2060 PDKE 40948,LB :REN STORE COUNT

2062 POKE 40969 ,HB IN TIMER 2

2070 POKE TL,253 sREM START NOTOR

2072 POKE 40971,224 AT SLOWEST

2074 POKE TH,235 SPEED.

2080 WAIT 40973,32 sREM WAIT FOR TIMER 2 TO COUNT DONN

2083 POKE 40971,32 :REM STOP NOTOR

2110 RETURN
2015 RENSRSS M EEHERERREFEREREHER SRR SRR AR FE HE R R

2120 REM *SLEW® SUBROUTINE .

2130 REM

3000 BOSUB 600 :REM READ DISPLAY

3010 INPUT"NEW W";K2 ’

3020 Du=W2-W1 . sREM CALCULATE WAVELENGTH DIFFERENCE
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3030 [F DN=0 6070 3200

3050 IF DW>0 AND F1=0 THEN GOSUB 800
3060 IF DNCO AND Fl=1 THEN GOSUB 800
3070 IF ABS(DW)>0.3 6OTD 3076

3072 NS=INTCABS (DW) £320+0.3)
3073 POKE 40971,0

3074 50SUB 2020: 6OTC 3200
3076 IF DW>0 THEN DW=D¥-0.3
3078 IF DWCO THEN DW=DN+y.3°
3080 NS=INT (ABS(DN) £320+0,3)
3100 LAPS=INT(NSf65336)

3110 COUNT=NS-LAPS#63536
3120 HB=INT(COUNT/Z06)
3130 LB=COUNT-HB¥256
3140 POKE 234,LAPS+!

3145 POKE 40971,224
3150 POKE 40948,LB: POKE 40969,HB

3170, POKE 4,0: POKE 5,31
3180 6OSUB 415

3190 X=USR{0)

3195 GOSUB 715

3196 GOSUB 400

3197 NS=INT (ABS{N2-¥12320+0.5)-1
3198 6USUB 2040
3199 W1=W2: 60SUB 315

3200 RETURN

+REN CHANGE SCAN DIRECTION
IF NECESSARY,

+REN IF DIFFERENCEX0.3 NM
THEN SLEW
OTHERWISE CALCULATE
THE NUMBER OF STERS
AND USE THE PULSE ROUTINE

:REN DECREASE DIFFERENCE BY
0.3 NN (AVOID OVERSHOOT)

tREN CALCULATE # OF STEPS

sREN CALL. NULTIPLES OF 16-
BITS (TIMER 2 IS 14-BIT
COUNTER)

:REN LEFTOVER COUNT

:REH BREAK LEFTOVER COUNT INTD
LOW AND HIGH BYTE

sREN STORE LAPS IN PABE IERO.
PCOUNT SUBROUTINE WILL
ACCESS THIS VALUE DURING
SLEN,

:REN ENABLE SCAN

:REM LOAD TIMER 2 WITH
LEFTOVER COUNT. (PROGRAM
COUNTS LEFTOVER FIRST,
THEN MULTIPLES OF 65534)

+REM ADDRESS OF PCOUNT ROUTINE

sREN RAMF UP USING STD ROUTINE

REN JUNP TO PCOUNT

tREN RAMP DOWN

+REN READ DISPLAY TO FIND GuT
CURRENT WAVELENGTH

sREN CALCULATE #)0F STEPS
REQUIRED TO ACHIEVE NEW
POSITION.

:REM JUNP TO PULSE ROUTINE

+REM ENSURE DISPLAY 1S LOADED
WITH CORRECT WAVELENGTH.

3990 REN#ERERIFRHEEEREERHISRERRERERRAERERRFERREREEH SR ERRRRRERE

3992 REM *RESET" ROUTINE
3994 REN

4000 IF F2=1 THEN 5GSUB 700
4010 [F F1=1 THEN 60SUB 800

4020 R=2.0: HOSUB 910
4030 WAIT 40973,2

4040 6OSUB 800
4043 W1=0: GOSUB 315
#050 RETURK

:REN IF MOTOR RUNNING, RANP DOWN

tREN IF SCAN DIRECTION POSITIVE
CHANGE DIRECTION

:REM RANP TO SCAN RATE OF 2NN/S

tREN WAIT FOR CBI TO TRIGGER
INDICATING END DF SINE BAR
TRAVEL.

:REN CHANGE SCAN DIRECTION TO POS.

:REM LOAD DISPLAY WITH 000,000
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PROGRAM: FCOUNT.ASM
BY: §.4. MCGEDRGE
DATE: AUGUST 1984

- cas we ws e e

; THIS PROGRAM IS USED IN CONJUNCTION HITli STEPPER,BAS ON THE AIN
sUSED TO CONTROL THE STEPPER MOTOR. THIS ROUTINE COUNTS PULSES
;BENERATED BY THE MOTOR WHEN THE "SLEN® FUNCTION IS SELECTED -

H

#=$1F00 i STARTING ABDRESS .

LDX $FE : LORD X-REG. WITH NUMBER OF LAPS
WAIT LDA $A009 ; WAIT FOR TINER 2 TD

ORA $A008 ; COUNT DONN LEFTOVER

BRKE WAIT i VALUE LOADED FRONM BASIC PN,

LDA #4FF 1 LOAD 45536 INTD ACCUMULATOR

5TA $A008 ; STORE 63536 INTD TIMER 2 LOW BYTE

STR $R009 - s STORE 45336 INTO TIMER 2 HIGH BYTE

DEX- 1 DECREMENT X-REGISTER BY 1

BNE WAIT s IF X-REGISTER (> 0 CONTINUE TO NAIT

RTS ; RETURN TO BASIC PROGRAN

END



<t

] REMESESSEREEEEREREAEE R RREEERERREHERLERF HE R R R E R R R R R H R R R R RS

2 REM

3 REN PROGRAM: PDASYS1B.DOC

4 REM BY: S§.W. NCBEORGE

5 REM DATE: | FEBRUARY 1983 (DOCUMENTATION! !
§ REM )

10 REH THIS DOCUNENTATION DESCRIBES THE USER INTERFACE FOR THE
15 REM AIN COMPUTER WHEN THE PDA DETECTOk IS OPERATED UNDER SYSTEM 1.
20 REM THE PROGRAN FILE IS CALLED PDASYSI.BAS.  ROUTINES CALLED BY
27 REM PDASYS!.BAS INCLUDE THE ASSEMBLER PROGRANS PDAINITI.ASH,

25 REM CSELECT1.ASN, PDASCANL.ASM AND PDABLURT.ASH.

30 KEM THE DATA ACQUIRED VIA THE (2-BIT ADC SYSTEM IS TRANSFERRED
35 REM 10 THE 5100 COMPUTER VIA THE SERIAL NETWORK. IN ADDITION,

'to REM THIS PROGRAN AND THE ASSEMBLER ROUTINES ARE DOWN LOADED FROM

45 REN THE 5100 COMPUTER USING THE NETWORK. THE ASSEMBLER ROUTINES .
i5 REM ARE CONCATENATED IN THE FILE PDASYSI.HEX,

4 REN  HOST OF THE PARANETERS REBUESTED BY THIS PROGRAM ARE STDRED IN

47 REN REGERVED PAGE ZERT LOCATIONS {224~ 255) 70 BE ACCESSED BY THE

48 REM ASSEMBLER ROUTINES, GINCE THESE ROUTINES CARRY OUT THE ACTUAL

49 REN FUNCTIONS.

50 REM

S5 RENHEpEEHEEEEHEEHEEFH R R
40 REM

62 REN NAIN PROGRAN

44 REN

b4 INPUT*DATA DISK*;D¢ :REN DISK TO RECEIVE DATA

58 INPUT*DATE (MONDD) "3 DATES REM DATE CODE IE. JAN23

70 INPUT*DATA ACO. (Y/N]"; 08 :REN *Y* FOR ACRUISITION

.75 IF Q4="y" GOTO 100

80 POKE 248,255 :REM HEM LOCATION 248 15 A(d. FLAG
8¢ 6070 110 :REM 255 CAUSES INFINITE LODP WITH
100 POKE 248,0 :REN NO DATA TAKEN, O TAKES DATA
110 INPUT*# OF PIXELS";P sREN NUMBER OF DIODES TO READ OUT ¢

120 PH=INT{P/256):PL=P~256#PH  :REM 245,247 ARE HBYTE,LBYTE OF PAGE

150 POKE 246 ,PL:POKE 247 ,PH :REN IERO LOCATIONS CONTAINING PIXEL COUNT
140 INPUT*DSID WAIT RER'D®;ED$

150 IF @Ds="N" BOTO 190 :

160 POKE 224,255 :REM MEN LOCATION 224 15 DSID WAIT FLAG

170 600 200 { sREH 255 HEANS WAIT IS REQUIRED, O MEANS

190 POKE 224,0 :REN ND WAIT REQUIRED

200 POKE4,0:POKES,32:X=USR(G)  :REM JUNP TG INITIALIZATION ROUTINE {PDAINIT!. ASK)
204 POKE240,8 ' :REM NEN LDCATION 240 1S CLOCK CODE | s
205 REM CODE 8 SELECTS AIN GENERATED CLOCK

206 THIN=0.108 sREN NIN, INTEGRATION TIME=.108 SECONDS

208 F=9.515 tREN WHEN DEFAULT READOUT FRER. = 9.613 KHZ

210 REN

530 INPUTCOMMAND';C$ +REN PROMPT FOR CONMAND

540 IF [$="SCAN" THEN BOSUB 500
550 IF [$="BLURT" THEN GOSUB 1410
560 IF C$="CSELECT" THEN 60SUB 2000
560 IF C¢="QUIT" THEN STOP

590 6070 530
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095 RENSHREREFERRERARFFHEEHRRAFR SRR FEEREERERRE RER AR HEE 1Y

396 *SCAN* SUBROUTINE ACQUIRES SPECTRUM AT BIVEN INTEGRATION

S97/REN TIME. INVOKES ROUTINE PDASCANI.ASH.

578 REM

00 INPUT*INT. TIME(SEC)";IT :REN ENTER DESIRED INTEGRATION TINE

630 IF 1T)TNIN THEN T=(IT-THIN) £1000:60T0 480 :REN T=NS EXCEEDING TMIN

640 PRINT"TMIN="3 TMIN/1000 sREN IF ITC(TMIN ASK USER IF

630 INPUT*CONTINUE®; @4 :REN TMIN SHOULD BE USED.

660 IF @$="N" 6OTO 600

670 T=0 <REN T=0 IF TMIN USED

680 H=INT (T/256) +REN CONVERT T T0 14-BIT VALUE

690 IL=INT(T-1He256+,3) tREM FOR TIMERZ OF VIAI

700 POKE244, IL:POKE2435, IH tREN MEN LOC. 244,255=LBYTE,HBYTE OF INT. COUNT
710 IF QD$="N" GOTD 740 .

720 INPUJ'DSID NAIT PERIOD (5)";WP +REM INPUT DSID WAIT IN SECONDS

730 WP=MP£1000 1REX CONVERT TO MILLISECONDS

740 WH=INT (NP/256): WL=NP-WH#256 :REM STORE 16-BIT VALUE IN PRGE ZERD
750 POKE 225,WL: POKE 226,WH 1REN LOCATIDNS 225,226

760 INPUT™RUN LETTER(A,B,..}";R$ )

= 3

762 REX 1 COUNTS THE TOTAL NUHBER<"DF SEQUENTIAL SPECTRA 50 THAT THEY MAY BE

764 REX ASSIGNED EXTENSIONS. J = L TO 6. WHEN J=6 AVAILABLE MEMORY IS FILLED
766 REN WITH DATA AND MUST BE TRANSKITTED T0 5100 VIA NETWORK. BASE IS THE
748 REN FIRST LOCATION OF EACH OF THE & AVAILABLE DATA BUFFERS.

770 1=0:J=0:EXT=100: BASE=12288 :

780 INPUT*SCAN TYPE®; SCANS

790 INPUT*# OF PRESCANS';PS

800 POKE253,PS+ sREW STORE # OF PRESCANS IN 253

B10 INPUT*PIXELS FOR XFER*;PB,PF

820 PB=(PB-1)#2:PF=(PF-1)£2 :REN CONVERT PIXEL POINTERS TD INDEX 12-BIT DATA

830 DVEC=BASE+]#2048 tREN J CONTROLS CURRENT 2048 BYTE DATA BUFFER
840 DH=INT (DVEC/236) : DL=DVEC-DH¥ 256 +REM CONVERT BUFFER START ADDRESS 10
B850 POKE254 ,DL:POKE25S,DH *REN 16-BIT VALUE USED BY PDASCANI,ASH

840 POKEA,0:POKES,34: X=USR(0)  <REN JUNP TO PDASCAN{.ASH

B70 I=1+1:3=J+]

880 IF J»5 THEN 6OSUB 940 {REN IF J=b TRANSFER DATA BUFFERS

B90 INPUT™CONTINUE®;@$ :REN ACQUIRE ANOTHER SPECTRUN?

900 IF @$="y" 6OTO 830 -
910 IF J=0 60TD 930 ;

920 6OSUB 940 :REN TRANSFER REMAINING SPECTRA TO 5100 a
930 RETURN

040 REMEFESFREREEEESRREFHIERIFHERHE IR BEHEREREEER S R HEHE R R R R R F R
950 REM SUBROUTINE TO TRANSFER SPECTRA TO S-100 SYSTEM

935 REN

960 FOR k=0 T0 J-1 :REW K SELECTS DATA BUFFER

970 FD$=D$+"1"+DATES+", "+R$+RIGHTS (STRS (EXT#K+1),2) tREN BUILD FILENAME
980 DVEC=BASE+K¥2048 : +REN SELECT KTH BUFFER

990 POKE4,0:POKES, 122 :REN NETWORK SOFTWARE ADDRESS

1000 1=USR{0) 1REN ACTIVATE NETWORK. PRINT CAUSES TRANMISSION
1010 PRINT DATE$;* ";RE;ENT+K-99 tREN SEND HEADER INFORMATION

1020 PRINT F

1030 PRINT SCANS .
1040 PRINT ¥l

1050 IF ITCTHIN THEN 1T=THIN

1060 PRINT IT

1070 FOR L=PB T0 PF STEP 2



1080 PRINT L/2+1;PEEK (DVEC+L) +PEEK (DVEC+L+1) #2356 tREN SEND PIXEL DATA
1090 NEXT L

1100 7=USR(3):1=USR(1) <REN DEACTIVATE NETWORK '
£110 NEXT K
1120 §=0 :REN RESET J WHEN ALL SPECTRA TRANSNITTED
1130 EXT=EXT+I +REN INCREMENT EXTENSION NUMBER
{

1140 RETURN :
1150 RENFERFEEHEHREE S REHHFHER S HEHEHHE S BT R EHEHEHE R HE R R R EREHE

{160 REN BLURT SUBROUTINE

£170 REN

1410 INPUT*BLURT FRER. (NHI)";BF :REM SELECT BLURT FREQ. AND
1420 IF BF=1 THEN POKE 241,56: 6070 1470 :REM 5TORE CODE AT LOCATION
1430 IF BF=.5 THEN POKE241,52: 60TO 1470 :REM 241 OF PAGE IERD

1440 IF BF=,25 THEN POKE 241,48: 807D 1470
1450 PRINT BF;*IS NOT A BLURT FRER.®

1460 6070 1410

1470 INPUT"RUN LETTER™;R$

1480 INPUT"SCAN TYPE™;SCANS

1490 INPUT"# OF BLURT REPS®;BR +REN 4 OF CONSECUTIVE BLURT READOUTS
1500 If BR»48 GOTO {490 sREN CANNGT EXCEED 48
1510 POKE 243,BR tREM STORE BLURT COUNT AT LOCATION 243

1526 [NPUT*PEAK DIODE";PD
1530 INPLT*# OF DIDDES 70 ACQ.";ND tREM (6 70 128 DIODES SURRDUNDING

1540 [F ND+126 6070 1530 :REN PEAK CAN BE ACRUIRED. NORMALLY
1550 IF NDC15 BOTO 1530 tREM 14 CHOSEN FOR FASTEST READDUT
1560 NP=PD+INT (ND/2¢.5)

1570 PH=INT(NP/256): PL=NP-PHE254 :REN CALCULATE LBYTE,HBYTE PIXEL COUNT
1580 POKE 246,PL: POKE 247,PH tREM AND STDRE AT 246,247

1550 B=1035-ND tREN B 1S NUMBER OF PIXELS TD BLURT DVER

1600 BH=INT(B/256): BL=B-BH¥256 :REN CALCULATE LBYTE HBYTE BLURT COUNT
1610 POKE 249,BL: POKE 250,BH  :REN AND STORE AT 249,280

1620 POKE 251,0 :REM 251 CONTAINS INDEX TO DATA BUFFER
1630 POKE 254,0: POKE 255,48  :REN 2547255:LBYTE,HBYTE ADDRESS OF DATA BUFFER
1640 POKE 252 ,ND -~ 7REX ND IS NUMBER GF DIGDES TO ACRUIRE
1650 POKE 4,0: POKE 5,33 sREM LBYTE ,HBYTE ADDRESS OF PDABLURT.ASM
1660 1=USR{0) +REM JUNP TGO FDABLURT.ASH .
1670 DVEC=12288 sREN DVEC POINTS TO BEGINNING OF DATA BUFFER
- 1480 EXT=100 tREN INITIALIZE EXTENSION
1690 FOR 1=} TO BR :REN I COUNTS THE & OF BLURT REPETITIONS
1700 FD3=D$+* ¢ "+DATES +*, "+R$+RIGHTS(STRE(EXT+1),2) tREN BUILD FILENAME
1710 POKE 4,0: POKE 5,122 :REN LBYTE ,HBYTE ADDRESS OF NETWORK S0FTWARE
1720 1=USR{0) sREN ACTIVATE NETNORK
1730 SCAN$="BLURT" :REM TRANSFER HEADER INFORNATION

1740 PRINT DATES

1750 PRINT BF #1000

1760 PRINT SCAN$

$770 PRINT #1

1780 17=0 ’

1790 PRINT IT ¢REN SEND DUMMY INT. TINE INOT USED)
1800 D=PD-INT(ND/2)

1810 FOR J=DVEC TO DVEC+(ND-1)#2 STEP 2 .

1820, PRINT D; PEEK{) +PEEK{J¢1) #2536 :REM TRANSFER PIXEL DATA.

1830 =D+t

1840 NEXT J :
1850 DVEC=DVEC+236 . tREM EACH BLURT DATA BUFFER CONSISTS OF 256 LAL.
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1850 2=USR(3): Z=USR(L) tREM DEACTIVATE NETWORK

/ 1870 MEXT1 - ‘ '
1880 INPUT*REPEAT";0$ 1REM BLURY ABAIN?
1890 IF @#="Y" GOT0 1410

1900 RETURK —
1910 REMBEHIREERERFHHERREREHEEERR R HEREFRRE R E R H SR HE LR R R R R R IR 1 1 11

1920 REN CSELECT SUBROUTINE TO CHANGE READOUT FREQUENCY

1gzo REA

2000 INPUT'READOUT FREQ(KHZ)";F$ sREN INPUT FREQ AS STRING

> 2010 FLAB=0
2020 IF VAL(F$) < 125 6OTD 2100
2030 IF F$="1000" THEN PDKE 240,24 : GOTD 2200 :REN COMPARE DESIRED FRER.
2040 IF F$=*500° THEN POKE 240,20 : 80TO 2200 :REN- TO AVAILABLE XTAL
2050 IF F§=*250" THEN POKE 240,16 : 60D 2200  :REW CONTROLLED VALUES
2060 IF F$="125" THEN POKE 240,12 : 6070 2200
2070 IF F4="EXT* THEN POKE 240,4 : 8OTD 2200  :REN NOT CONNECTED
2080 IF F4="GND* THEN POKE 240,0 : BOTD 2200  :REN FDR STOPPED CLOCK INT.
2090 0TO 2000 . )
2100 F=VALIF$) :REM CONVERT STRING TO NUNBER
210 FLAB=L -
2120 K=INT{125/F-1.5)  +REM IF FREQ IS WITHIN RANGE OF PB7 VALUES CALCULATE
2130 IF N>=0 GOTO 2160 :REM NUNBER TO BE PLACED IN TIMER! DF VIA3
2140 PRINT *FREE NOT AVAILABLE"
2150 6070 2000

' 2160, 1F ¥ > 255 6OTO 2140
70 POKE 242, :REN STORE NUMBER CORRESPONDING TO DESIRED FREQ. AT 242
2180 F=125/(N+2} :REN DETERMINE ACTUAL FREQUENCY TO BE DUTPUT
2190 POKE 240,8 :+REN CLOCK CODE 1 SELECTS PB7 AS PDA CLOCK SOURCE

2200 IF FLAG=1 BOTD 2220

2210 F=VALIF$) .

2220 PRINT "ACTUAL READOUT RATE = ®;F;"KHI" :REM PRINT ACTUAL READDUT RATE
223G IF F <= 10 6070 2250

2240 PRINT*READDUT RATE IS TO0* :REM READOUT RATES HIGHER THAN 10 KHI CANNOT
2250 PRINT'FAST FOR DATA AC8.” :REM BE USED FOR DATA ACQUISITION

2260 INPUT'CONTINUE (Y/N)*;8¢ :REM IF HIGHER RATE STILL DESIRED, ENTER "Y*
2270 IF 0§ = *Y* 6070 2290 tREM OTHERWISE INPUT ANOTHER READOUT FREQ.

2280 6070 2000

2290 POKE 4,0: POKE 5,33 :REM LBYTE,HBYTE ADDRESS OF CSELECT!.ASH
2300 X=USR(0) :REN JUMP TO CSELECT!.ASH
2310 THIN={038/ (F#1000) tREM CALCULATE THIN FOR NEW READDUT RATE

2320 RETURK
2325 RENEFSEREESHEEIREEREHHEHERHHEHE T H I B

2330 END "

1]
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PROGRAM: PDAINITI,ASM
BY: S.M. NCGEORBE
DATE: 29 DCTOBER 1984 (MODIFIED)

THIS PROGRAM INITIALIZES THE PDA AT FOR A READOUT RATE OF e
10 KHi.

.
i
.
$
.
b
L)
¥
v
)
.
)
.
L]
»
L]
.
'
H FHBEFFREEIEE RS SRR AR R R E R RS RETHE R R R LR AR R HESHEHEEEE
; .

+ = $2000 ;PROGRAM START AT $2000

VIA REBISTER LOCATIONS

' TCILY = $9004
TCIHL = $9005 e
ACRT = $900B

-

DDRB2 = $9012
DDRA2 = $9013

ACRZ = $901B
PCRZ = $90LL

; 1
DRBS = $902¢

DDRBI = $9022
DDRAJ = $9023
TCIL3 = $9024
TCIHS = $9023
ACR3 = $902B
PRI = $302C

INITIALIZE VIR 2 FUNCTIONS

- e we

A #$BO

= GTA  DDORBZ ;PBO-3 FOR INPUT, PBA,5 FOR DUTPUT.
AND 00
STA  DDRA2 ;PORT A FOR INPUT.
LDA 8RO
STA  PCR2  ;CB2 TO GENERATE CONVERT PULSE.
LDA #4503

STA  ACRZ  ;ENABLE AUTO LATCHINE.

INITIALIZE VIA 3 FUNCTIONS

DA H4FF
STA  DORAS  ;PAO-7 FOR OUTPUT
LA B
STA  DORB3  ;PBO-5 FOR OUTPUT
LA #$E0
STh  ACR3  jPB6 FOR PULSE COUNTING, PB7 CLOCK GEN,
(DA #$BC
STA  PCR3  jCA2 SET LOW,CB2 PULSE NODE
LA #50B e
STA  TCIL3 ‘
-
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LDA
5Ta
LDA
514

1500

TC1H3

#4508
DRB3

;START 9.515 KHI CLOCK ON PB7

}SELECT PB7 AS CLOCK SOURCE

INITIATE VIA 41 FOR BENERATION AND COUNTING OF | MS INTERRUPTS

LDA HE0
57A ACRY  ;PB7 TO/BENERATE { NS INTERRUPTS
LDA #$F2  ;PB6 TO COUNT INTERRUPTS
STA  TCIL
A #01 .
5TA TCIHt  35TART PULSES
RTS 6
END
//
/

314 -
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PROGRAM: PDASCANI. ASH
BY: S.W. NCBEORGE
DATE: 17 MAY 1984

THIS PROGRAN IS CALLED BY PDASYS1.BAS WHICH ACTS
AS THE USER INTERFACE. THE PROGRAN DETECTS A START PULSE,
; COUNTS OUT A USER SPECIFIED NUMBER OF DIODES, TURNS OFF THE
; READGUT CLOCk FOR A USER SPECIFIED INTEGRATION TIME, AND
; FINALLY READS DUT THE PDA PERFORMING 12-BIT A/D CONVERSION.
;Huuﬂunnﬂuuu#HMuiﬂiHMluuuuuuuuuu
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H
s VIA REGISTER LOCATIONS

TC2L1 = 49008 ; T2 DF VIAL COUNTS 1 MG INTEGRATION
TC2HI = $9009 ; FPULSES FOR STOPPED CLOCK MODE.
ACRS = $9008
IFRL = 500D

1)
DRBZ = $9010 ; PORT B CONN. TO 12-BIT ADC
DRAZ =901 ; PORTA * * ° '

IFR2 = 901D

PORT B CONN. TO PDA LOBIC
PRTA * * * !

12 OF VIA3 COUNTS SAMPLE PULSES
GENERATED BY PDA

DRE3 = #9020
DRAS = 49024
TC2L3 = $%028
TCZH3 = 49029
IFR3 = 902D

en e we e e

PAGE ZERD LOCATIONS

CC1 = $F0 ; CLOCK CODE (PB2,3,4)
INTL = $F4 3 LON BYTE OF INTEGRATION COUNT
INTH = $F3 ; HIGH * ° ' .
PIILD = #F6 ; LON BYTE - NUMBER OF PIXELS TO READOUT
PIXHI = $F7 ; HIGH BYTE  * * '
RFLAG = $F@ ; REPEAT FLAG (=0 FOR ACQ, =$FF FOR LOOP)
PSCAN = $FD s NUMBER OF PRESCANS BEFORE DATA ACOUISITION
DATA = $E ; LOW BYTE FOR INDIRECT INDEXED ADDRESSING

; 10 DATA VECTOR ($FF CONTAINS HIGH BYTE)
# = $2200

Loy $00 ; INITIALIZE Y INDEX REGISTER
LDX PSCAN  ; LOAD X REG. KITH # OF PRESCANS

-

LDA DRAS  ;CLEAR CA1 FLAG
STRTL LDA IFR3
AND $#02
— BEQ STRTY  ;WAIT FOR FIRST START PULSE
LDA DRA3  ;CLEAR CAL FLAG

-

LDA PIILO v
5TA e




LDA
STA

i

SCANS  LDA
AND
BEQ

LDA
AND
57A

LDA
518
LDA
5TA

1

INT LDA
AND
BED

LDA
ORA
5TA

-~

LDA
ARD
BRE

DEY
BNE

b

STRT2 LDA
AND
BED
LDA

LDA
5T
LIA
§TA

b

SAMPL  LDA
AND
BER
STA

AND
5Th
Conv - LDA
AND
BEW

LDA
578
INY

PIXHI
TC2H3

IFR3
#20
SCANI

DRB3
#E3
DRB3

INTL
T2l
INTH

TC2H!

IFR1
B2
INT

DRB3
cel
ORB3

RFLAB
HFF
STRTY

5TRTI

IFRY .
#4502
STRT2
DRA3

PINLD
TC2L3
PIXHI
TC2H3

IFR3
510
SANPL
IFR3

$00

DRB2
IFR2
##10
CONy

DRA?
{ATA} Y

+LOAD TC2 VIAT ITH PIXEL COUNT

;CHECK FOR END OF READOUT
$SELECT CLOCK CODE 000 (GND)

;5TOP CLOCK

;LOAD TINER 2 VIAL NITH INTEGRATION COUNT e &
sWAIT FOR END OF INTEGRATION PERIOD
sRESTART CLOCK FOR READOUT PERIOD

1IF RFLAG > O, LOOP INDEFINITELY

3 IF 1>0 RE-SCAN

o

sWAIT FOR SECOND START PULSE e
;CLEAR CAL FLAG P

jLOAD TC2 VIAS KITH PIXEL COUNT

sWAIT FOR A SANPLE PULSE (PIXEL RERBOUT)
;CLEAR CBY FLAB

i

; TRIGBER CONVERSION ON CHANNEL 1 OF ADC

tNAIT FOR END OF CONVERSION



CONT

LA
AND
§TA
INY
BAE
INC
LDA

D

BED
RTS
END

DRBD
1$0F
{DAT),Y ;STORE DIGITIZED PIYEL VALUE.

CONT  ; CONTINUE IF WITHIN CURRENT PAGE-
DATA+f ; OTHERWISE, TURN PAGE.

1FR3

520

SAMPL  ; CHECK FOR END OF SCAN

317
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; PROGRAN: CSELECT1.ASH

; BY: S.W. MCGEORGE

H DATE: 13 MARCH 1984

i NODIFIED: 8 APRIL 1984 | .

. "

'

; THIS ROUTINE IS CALLED BY PDASYS!.BAS THE USER INTERFACE

s FOR SYSTEM | OPERATION OF THE PDA. THIS ROUTINE READS THE
; CLOCK CDDE AND SELECTS THE CORRESPONDING CLOCK SOURCE FOR -
; READING OUT THE PDA.

+ = $2100

DRB3
TLILS
CCt
TCIVAL

$9020
$9026
$FO
$F2

R R R R R EE R R F R R R R R R R R R R R R R R R R R R 1SS

s FROGRAN START AT $2100

; PORT B {(VIA 3) LOCATION
; TIMER 1 LOW BYTE LATCH LOCATION

; VARIABLE *CLOCK CODE §*

i LOCATION OF TINER | LON BYTE FRER COUNT

H
; PERFORM CLOCK SELECT SERUENCE
;-

LDA
§TA
LDA
5TA

RTS

END

TCIVAL
TLILS
E£C1
DRBJ

; LOAD TIMER {‘LOH LATCH WITH FRE@ COUNT
; SELECT CLOCK USING CB2 AUTO PULSE MODE

s RETURN TO CALLING PROGRAM
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PROSRAN: PDABLURT.ASH
BY: S.H. NCBEORGE
DATE: 1 OCTOBER 1984 )

THIS ROUTINE IS-CALLED FROM PDASYS1.BAS WHEN THE USER
SELECTS THE BLUKT NODE OF OPERATION. THE USER SUPPLIES :
THE PEAK POSITION, THE NUMBER OF DIODES TO ACRUIRE, AND
THE BLURT FREQUENCY. WHEN THIS ROUTINE IS ACTIVATED IT
SETS UP THE CLOCK MuX LATCH AND LOADS THE BLURT COUNTERS
WITH THE BLURT COUNT.

THE PDA IS READ OUT AT MORMAL RATE UNTIL THE LAST
DIDDE IN THE PEAK SEBUENCE IS REACHED. THE BLURT
CLOCK 15 SWITCHED IN AND UNWANTED INFORMATION IS BLURTED.
WHEN SAMPLE PULSES ARE GENERATED ONCE MORE, BLURT IS
FINISHED AND THE ROUTINE ACOUIRES THE DIODES OF INTEREST.

FHEEE R R R R R R AR R R R R F R R H R R R R R A S

VIA REGISTER LOCATIONS

DRB2 = $9010 ; PORT B CONN. TD 12-BIT ADC
DRAZ = 49011 ;PRTA * * * *
. IFRZ = $901D

DRB3 = $9020 ; PORT B CONN. TO PDA LOGIC

DRAI = 9020 ;PORT A * * * '

TC2L3 = $9028  ; T2 OF VIA3 COUNTS SAMPLE, PULSES
TC2H3 = $9029  ; GENERATED BY PDA ,
PCR3 = $902C ; PCR OF VIA3 o
IFR3 = $902D

PAGE IERD LOCATIONS

£Cy = $F0 ; CLOCK CODE 1 (PB2;3,4 - NORMAL OPERATION)
£e2 = #F1 ; CLOCK CODE 2 ¢PB2,3,4 - BLURT OPERATION)
REPS = $F3 ; # OF SEQUENTIAL BLURTS
PIXLO = $F6 ; LOW BYTE - NUNBER OF PIXELS TO READOUT
PIXHI = $F7 ; HIGH BYTE  *  ° .
BCLO = #F% ; BLURT COUNT LOW BYTE
BCHI = $FA ; BLURT COUNT HIGH ORDER 2 BITS ({TOTAL=10)
INDEX = $FB ; INDEX INTO DATA VECTOR
ACQU = $FC ; ACQUISITION DIDDE COUNT
DATA = $FE ; LOW BYTE FOR INDIRECT INDEXED ADDRESSING
; 10 DATA VECTOR ($FF CONTAINS HIGH BYTE)
t = $2300 o
’
Loy INDEX 5 INITIALIZE Y INDEX REGISTER
LDA §$FC -
5TA PCR3 4 CB2=1 (DISABLE CB2 PULSE MODE)
LDA BcLO
5TA DRA3  ; LOAD BLURT COUNT LOW BYTE
LDA BCHI
DRA cc2



b

™~

-

" 8TRTI

i
5CANI

i
BLURT

-

i
SANPL

LNy

-e

CONT

5TA

LDA
STA
LDA
5TA

LbA
TAX

Lb4
LDA
AND
BER
LDA

LDA
5TA
LDA
5TA

LDA
AND
BER

LDA
5TA

Lba .

STA

TXA
514
LDX

LDA
AND
BE@

5TA
AND
5TA
LDA
AKD
BEQ

LDA
5TA
INY
LDA
AND
8TA
INY
DEX
BNE
DEC

DRB3

#$FE
PCR3
$$EC
PCRI

cCt

DRA3
1FR3
1502
STRT!
DRA3

PIXLD
A3
PIXHI
TC2HS

IFR3
#20
SCANY

140C
PCR3
#FC
PCR3

DRB3
ACaY

IFR3
H10
SANPL

IFR3
$00

DRB2
IFR2
#410
CONV

DRA2

(DATA) Y

DRB2
$40F

-

- -

y

LOAD BLURT COUNT HI BITS OR'D MITH CC2

CAZ=!

CA2=0, LOAD MUX LATCH AND BLURT COUNTERS

SAVE CCI IN CPU FOR FAST ACCESS LATER

CLEAR CA1 FLAG !

WAIT FOR FIRST START PULSE
CLEAR CAI FLAG

LOAD TC2 VIAZ WITH PIXEL COUNT

CHECK FOR END OF READOUT

SKITCH TD BLURT CLOCK
CB2=1 (RETURNED TO NORMALLY HIGH POSITION!
RELOAD CC1 AND SET -

NORD SELECT=0 FOR RETURN TO READOUT FREQ.
X REGISTER COUNTS ACQUISITION DIODES

; WAIT FOR A SAMPLE PULSE (PIXEL READOUT) -

FIRST PULSE IS END OF BLURT
CLEAR CBI FLAG

TRIGGER CONVERSION DN CHANNEL 1 OF ADC

WAIT FOR END DF CONVERSION

(DATA},Y ; STORE DIGITIZED PIXEL VALUE.

SANPL

REPS

.
s

CHECK FOR END OF ACQUISITION

320



]
DONE

BEQ
LDA
TA
LDA
ORA

5TA "

LDA
5TA
LDA
5TA
INC
LDY
INF

RTS
END

DONE
£cl

BCHI
cc2 -
DRB3
312
PCR3
#$FC
PCR3
DATA+{
INDEX
BLURT

H

'

; IF REPS=0 BLURT FINISHED

ELSE, LOAD COUNTERS AGAIN

; RE-BLURT

I

; LOAD MUX LATCH AND BLURT COUNTERS /

1



10 REM PROGRAM: PDAPLOT.ASC

20 REM BY: 5.W. HCBEORBE

30 REM DATE: 15 AUBUST 1784
35 REM REV 2: {3 SEPTEMBER 1984
36 REM REV 3: 24 SEPTENBER 1984
40 REM

50 REN  THIS PLOTTING PACKAGE 1S USED TO PLOT PDA SPECTRA USING
60 REM THE NICROANGELO HARDWARE ON THE VIDEQ SCREEN AND THE PRINTER.
70 REN REFER TO THE MENU'S PRODUCED AT RUN TINE FOR FURTHER INFO.
80 REM

100 REM DECLARE PLOT ROUTINE ADDRESSES

110 MOVE=4HAO31:  DRAW=MOVE+3: INOVE=DRAW+3: IDRAW=IMOVE+3
120 PLOT=IDRAN+3:  XAXIS=PLOT+3: YAXIS=XAXIS+3: LABEL=YAXIS+3
130 CPLOT=LABEL+3: CDRAN=CPLOT+3: BCLEAR=CDRAN+3:DEFAULT=GCLEAR+3
14) ERAS=DEFAULT+3:SCALE=ERAS+3: XHAIR=SCALE+3: XMOVE=XHAIR+3
150 HAIROF=XMOVE+3:PIXON=HAIROF+3:COES=PIXON+3:  INIT=CDES+3

160 HAPO=INIT+3:  NXBO=HAPO+3

170 DEFINT 1

172 DIM ISPEC1(1024),25PEC2(1024)

175 WIDTH 253

180 REM ASSIGN DEFAULT PLOTTING VALUES

190 TITLE$="": DFN1$="": DFN2$="": DI5$="5": PP$="ON": B6$="OFF"
200 XMIN=1: SMAX=1024: YNIN=0: YHAX=4095

210 REM ASSI6N ASCIT DECINAL CODES

220 VT=11: FF=12: CR=13: DCi=17: DC2=1B: ESC=27: FS8=28: TILDE=12¢
230 REM DEFINE NAIN MENU NESSABES

240 DIM MS6I$(6)

250 MSE1$(1)="CHANGE PLOTTING PARANETERS®

260 NSE1$(21="VIDED PLOT®

270 NSE1$(31="PRINTER PLOT®

280 NSE1$(41="SAVE SPECTRA"

290 MSE1$(51="5UBTRACT SPECTRA (1-2)*

300 MSE1$(6)="AVERAGE SPECTRA®

310 5OSUB 1000 :REM DUTPUT MAIN NENU

315 VCX=0: VCY=23: 6OSUB 2000

320 END

998 REﬂi!ﬂHllii!llﬂ“"iillHHHH

999 REM SUBROUTINE TO QUTPUT MAIN MENU

1000 PRINT CHRS$(TILDE) ;CHRS$ (FS) jCHR$ (TILDE); CHRS(DCZ);:REH CLEAR, HONE
1002 ¥CX=0: VCY=0: sosun 2000

1004 PRINT*TYPE "ESC’ T0 RETURN T0 SUPERVISOR PROGRAN';

1010 YCX=3h: VCY=5: YTENP=0

1020 GOSUB 2000 :REM POSITION CURSOR

1040 PRINT*NAIN MENU";

1050 VCX=28: VCY=7

1060 FOR I=1 70 &

1070 BOSUB 2000: PRINT MSB1$(I);: REM PRINT NAIN HENU

1080 VCY=VCY+!

1090 NEXT 1

1100 VCX=27: VCY=7: GOSUB 2000: /m CURSOR TO smm OF NAIN MENU
1110 C$=INPUTS(T)

1120 IF C$="* GOTO 1110 ELSE IF ASC(C$)=TILDE THEN CS$=INPUTS(1)
1125 C=ASC(CS)

1126 IF C=ESC THEN RETURN

1130 IF C=CR 6070 1200: REN CHECK FOR CR

y
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1160 IF CCOFF 6070 1170 °

1161 IF VCY=7 THEN VCY=12 ELSE VCY=VCY-1

1162 60SUB 2000: GOTO {110: REW SCROLL UP OR WRAP

1170 IF CCOVT BOT0 1110

1171 IF VCY=12 THEN VCY=7 ELSE VCY=VCY+1

1172 BOSUB 2000: BOTO 1110: REM SCROLL DOWN DR WRAP

1200 IF VCY=7 THEN 6OSUB 3000: GOTO 1000: REM CHANGE PLOT PARMS

1210 IF VCY=B THEN GOSUE 4000: GOTD 1000: REM VIDED PLDT

1220 IF VCY=9 THEN CALL MX80: 6OTO 1000: REN PRINTER PLOT

1225 IF VCY=10 THEN GOSUB 5000: 60TD 1000: REM SAVE SPECTRA

1230 IF VCY=11 THEN BOSUB 6000: 60TC 1000: REN SUBTRACT SPECTRA

1240 IF VGY=17 THEN 6GSUB 7000;" 60TO 1000: REM AVERAGE SPELTRA

1260 VCI=G: VCY=0: GOSUB 2000

1270 PRINT*MENU SELECT ERROR*

1280 60TO 1000

1998 RENRs%Ed##ieeXsipREsteL} \

1999 REN CLIRSOR POSITIONING SUBROUTINE

2000 IF VCA»=0 OR VCX<=79 60T 2030

2010 60SUB 8018: 60SUB 2000

2020 PRINT*VCX ERROR®: 60TD 2055

2030 IF VCY>=0 OR YCY<=23 BOTO 2040

2040 GOSUB BO18: GOSUB 2000

2050 PRINT*VLY ERROR®

2055 FOR I=1 TO'7i: PRINT *: NEXT Iz STOP

2060 TF YCX»31 6070 2080

2070 XPOS=VCX+94: BOTO 2090

2080 XPOS=VC) -

2090 YPOS=VCY+34

2100 PRINT CHRS(TILDE) ;CHR$ (DC1) ;CHRS (XPDS) ;CHRS (YPOS) ;

2110 RETURN

299G REHH}{»!H!HH!{Hliﬂﬂl

2999 REM SUBROUTINE TO CHANGE PLOT PARMS

3000 PRINT CHR$(TILDE) ;CHRS$(FS) ; CHRS$ (TILDE) ; CHRS (DC2) 5

3002 VCi=0: VCY=0: GOSUB 2000

3004 PRINT*TYPE 'ESC' TO RETURN YO MAIN MENU";

3010 VCX=30: VCY=3: 6OSUB 2000

3020 PRINT*PLOTTING PARANETERS";

3030 YC¥=7: GOSUB 2000 .

3040 PRINT*TITLE OF PLOT ¢ % TITLES;

3050 FOR I=1 TO 27-LEN(TITLE$): PRINT" *;: NEXT I

3060 VCY=VCY+1: BOSUB 2000

3070 PRINT*DISPLAY (S OR D) : *;DIS%;

3080 VCY=VCY+1: 505UB 2000

3090 PRINT* X-SCALE (DMIN,DMAX): *;

3091 PRINT RIGHT$(STRS (XNIN),LEN(STRS (XNIN))-1);","; STRS (XNAX) ;

3100 VCY=VCY+1: GOSUB 2000 .

3102 PRINT®Y-SCALE (YMIN,YMAX): *3

3104 TENP=LEN(STR$(YNIN))

3106 IF YNIN>=0 THEN TEMP=TEMP-1

3111 PRINT RIGHT$(STRS (YNIK) ,TEMP);*,*;STRS (YHAL);

3112 VCY=VCY+1: BOSUB 2000 ,

3113 PRINT “POINT PLOT (ON/OFF): *;PP$;* 3

3014 YCY=VCY+Ls BOSUB 2000

3116 PRINT*BAR GRAPH (ON/OFF) : "3BG$;* *;
~~3118 VCY=VCY+(: 6OSUB 2000

\
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3120 PRINT'DATA FILE NANE-1 : ";DFNLE;" "
3130 VCY=VCY+1: GOSUB 2000
3140 PRINT'DATA FILE NAME 2 : *;DFN24;" S .
3150 VCX=50: IF YTEMP=0 THEN VCY=7 ELSE VCY=YTEMP
3155 B0SUB 2000 \ ' .
. 3160 CH=INPUTS (1)
3165 IF Cs=*" THEN GOTO 3160 ELSE IF ASCICS)=TILDE THEN C$=INPUT$(1)
3170 C=ASC(C$)
3180 IF C=CR 6OTO 3260
3190 IF COFF 6070 3220 i
3200 IF VCY=7 THEN VCY=14 ELSE VCY=VCY-! .
3210 GOSUE 200u: 6OTO 3140
3226 IF COVT 6070 3250
3230 IF VCY=14 THEN VCY=7 ELSE VCY=VCY+] ¢
3240 60SUB 2000: 607D 3160
3250 IF C=ESC THEN RETURN
3260 IF VCY)7 60T0 3300 . - e
3270 605UB 8018
3280 INPUT*TITLE OF PLOT: *,TITLES
3290 60T@ 3000 ‘
3300 IF VCY)B 60T0 3340 —
3310 IF DIS$="5" THEN DIS$="D" ELSE DIS$="G"
3320 YTEHP=B . ,
3330 6070 3000 .
3340 IF VCY)9 60T0 3380 e
3350 60GUB 8018 v -
3360 INPUT*X-GCALE (DNIN,DMAX}: *,XNIN,INAX
3370 6070 3000
3380 IF VCY)10 6OTO 3420
3390 60SUB 8018
3400 INPUT*Y-SCALE (YNIN,YNAX): *,YNIN,YKAX
3410 60TO 3000
3420 IF VCY)11 BOTO 3460 . B
3430 IF PP$="ON" THEN PP$="OFF* ELSE PP$"0N'
3440 YTENP=11
3459 6070 3000
3460 IF VCY)12 6OTO 3500
3470 IF BG$="ON" THEN B6$="0FF* ELSE BG#="ON!
34B0 YTENP=12 ,
3490 60T 3000 -
3500 IF YCY>13 BOTO 3540
3510 60SUD BO1B -
3512 INPUT*DATA FILE NAME 1: *,DFNI$
3514 CLOSER!
3515 FOR I=1 TO 1024: ISPECI{I)=0: NEXT I
‘3514 OPEN *1°,1,DFNI$ (
" 3518 INPUTH!,DATEIS,F1,5CANIS, N1, ITI
3520 INPUTH(,D,TENP
3521 I=D: ISTART=D: 25PECI{I)=TEMP
3522 WHILE NOT EOF{1)
3524 1=141 .
3524 INPUTHL,D, ZSPECI{T)
3528 WEND o .
3529 CLOSEH PRy ~
3530 NP1=I - ‘ ) -

1
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3532 VCX=0: VCY=23: BOSUB 2000

3534 PRINT WP1;* POINTS FOUND IN FILE *;DFNIS;
3535 FOR I=1 T0 500: NEXT I

353 IF SKIP=1 6OTO 3542

3538 6070 300v

3540 G0SUB 8018

3542 INPUT*DATA FILE NAME 2: *,DFN2$

3544 CLOSER?

3545 FOR 1=1 T0 1024: ISPECZ(D)=0: NEXT I

3546 GPEN *1°,2,DFN2$

3548 INPUTH2,DATE2S ,F1,5CANZS, W2, 172 e
3550 INPUTHZ,D, TEWF

3551 1=D: ISPEC2(1)=TEWP

3552 WHILE NOT EOF (2] _
3554 I=1+1 - ////////

3556 INPUTH2,D,ISPEC2(1) . .
3556 WEND

3559 CLOSER?

3560 NPZ=1 o
3562 VCX=0: VCY=23: BOSUE 2000 ’ : T

3544 PRINT NPZ;* POINTS FOUND IN FILE *;DFN2f;

3565 FOR Izl T0 500 NEXT I

3566 IF SKIP=! THEN SKIP=0: RETURN: REN RETURN TO SUBTRACT ROUTINE _
3568 60TO 3000 7
39QB REMEZSEHESE R HEREEERRERHERHERIRAR
3999 REN VIDEO PLOT SUBROUTINE
4000 CALL BLLEAR

4010 XDIFF=XNAX-XNIN

4020 XTICK=XDIFF/10

4030 LEFT=XNIN-.07#XDIFF

4040 RIGHT=KNAX+, 054XDIFF_—
4050 IF DIS$="D" THEN-YHAX=Y
4060 YDIFF={NA=YNIN
4070 _IF-DI58="D" THgy/Yficx=vulFF/20 ELSE YTICK=YDIFF/10

80 TOP=YMAXs.058YDIFF >
4090 BOTTOM=YMIN-.0S#YDIFF

4100 CALL SCALE (LEFT,RIGHT,BOTTON,TOP) -~

4110 CALL XAXIS(YMIN,XTICK XMIN,XNAX)

4120 X=1HIN: Y=BOTTON ’

130 FOR I=1 T {1

4140 CALL MOVE(X,V)

4150 X$=5TR$ (X)

4160 A=INSTRIXS,*.*): IF AX0 THEN X$=NID$(X$,2,A-2)

4170 CY=LEN(X$)/-2: CY=0 .

4180 CALL CPLOT(CX,CY!: CALL LABEL(X$) ¢

4190 §=X+XTICK
4200 NEXT 1
#4210 CALL YAXIS(XMIN,YTICK,YMIN, YNAX) o

4220 YNID=YNIN+YDIFF/2

4230 IF DIS$="D" THEN CALL XAXIS(YMID,XTICK,XMIN,XMAX)

4240 X=XMIN: Y=YNIN

4250 CY=-.5: F=1 . oo
4260 FOR =1 TO 11-F

4270 CALL HDVE(X,Y)

4280 IF F=1 THEN Y$=STR$(Y) ELSE Y$=STR$ (Y-YDIFF/2)

o
Sy e

*
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4290 A=INSTR(Y$,"."): IF A0 THEN vs=nm(vs,W
4300 CX=-LEN(Y$): CALL CPLOT(CX,CY)
4310 CALL LABEL(Y$) "
4320 Y=Y4YTICK //
4330 NEXT 1 -
4340 IF F=0 GOTO-4355
4350 IF. DISS="D" THEN F=0: Y=PMID: 6OTO 4260
4355 1F TITLES="* 60TO 4400

4360 YeLEF T+iRIGHT-LEFTI/2: Y=T0P
4370 CALL MOVE(X,Y)
4360 Cl=-LEN(TITLES) /2: C¥=-1

4390 CALL CPLOTICX,CY!: CALL LABEL )
4400 K=RIGHT: Y=YHAX:C/X=- Y=~

4410 BOSUB 4880
M2 M

30 CALL LABEL(S$): CALL LABEL(DFNI$)
4440 CY=CY-1: GOSUB 4880

4450 54="DATE: '+ CALL LABEL(S$): CALL LABEL(DATE{$)
4460 CY=CY-1: BOSUB 488y

4470 S$="FREQ.: *: CALL LABEL(S$)

4480 $§=5TR$(FI\; CALL LABEL(S$)

4490 CY=CY-1: BOSUE 4880

4500 5$="GCAN TYPE: *: CALL LABEL(S$): CALL LABEL(SCANI$)
4510 CY=CY-1: GOSUB 4889

4520 54="GTARTING W.L.: ": CALL LABEL{S$)

4530 5$=STR$(Nl): CALL LABEL(S$)

4335 CY=CY-1: GOSUEB 4880

4540 S4="INT. TINE: *; CALL LABEL(S$)

4550 S$=STR$(IT1): CALL LABEL(SS$)

4560 IF DIS$="S* GOTO 4730 -

4570 Y=YHID: Cy=-1

4580 G0SUB 4880 :

4590 S§="FILE: *: CALL LABEL(S$): CALL LABEL(DFN2$)
4600 CY=CY-1: GOSUB 4880

4610 S$=*DATE: " CALL LABEL(S$): CALL LABEL(DATE2S)
4620 CY=CY-1: GOSUB 4880

4630 S4="FRED.: *: CALL LABEL(S$)

4640 S$=GTR$(F2): CALL LABEL(S$)

4650 CY=CY-1: GOSUB 4880

4660 S4="SCAN TYPE: *: CALL LABEL(S$): CALL LABEL (SCAN2S)
4670 CY=CY-1: GUSUB 4880

4680 54="STARTING W.L.: *: CALL LABEL (S$)

4490 S$=5TR$(N2): CALL LABEL(S$)

4700 CY=CY-1: GOSUB 4880

A710 S5¢="INT. TINE: *: CALL LABEL(S$)

4720 §4=5TR$(1T2): CALL LABEL (58

4730 FOR I=XHIN TG XHAX

4740 IF DIS$="D* 6OTO 4790

4750 Y=1SFECI(1)

4760 IF PP$="ON" THEN CALL PIXON(I,Y)

4770 IF BE$="ON" THEN CALL MOVE(I,YNIN): CALL DRAW(I,Y)
4780 G0TO 4850

4790 IF PP$="0FF* 6OTO 4820

4800 Y1=YMID-YNIN+ISPECI{I): Y2=ISPEC2(I)

4810 CALL PIXON(I,Y1): CALL PIXON(1,Y2)

.
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4820 IF B6$="0FF" 6070 4830

4830 CALL MOVE (I,YNID): CALL DRAW(I, VL)
4840 CALL MOVE(I,YNIN): CALL DRAN(I,Y2)
4850 NEXT I

4860 IF DIS$="D" THEN YNAX={YMAX+YMIN)/2
4861 IF SFLAB=0 BOTO 4870

4862 X=YHIN: Y=0

4844 CALL MOVELX)Y)

4866 X=INAX

4868 CALL DRANW(X,Y)

4869 5FLAG=0

4870 RETURN

4880 CALL MOVE(X,Y!

4890 CALL CPLOT(CX,CY)

4900 RETURN

4998 RENS$+EEE3HIEEEERRERERERESERIBES
4999 REM SUBROUTINE TO SAVE SPECTRA
5000 VCX=0: VCY=14: 60SUB 2000

5010 INPUT*SAVE 1,2 OR BOTH";@$ R
5020 IF @s="1" GOSUB 5100: GOTD 5060
5030 IF 94="2° GOSUB S5200: 6OTO 5060

5040 IF 0s="BOTH* GOSUB 5100: BOSUB 5200: §0T0 5060 -

5050 6070 5000
5060 RETURN
5100 INPUTIUSE CURRENT FNAME®;Q$

" 5102 IF @$="Y" THEN FO$=DFN1%: 60TO 5106

5104 INPUT*OUTPUT FNAME (D:FN.EXT)";FO$
5106 OPEN"0",3,F0$

5110 PRINT#3,DATELS

5120 FRINT#3,F! L
5130 PRINT#3,SCANIS

5140 PRINTE3,N!

5150 PRINTE3,ITI

5{60 FOR [=XMIN T0 XMAX

5170 PRINTH3,XMIN+]-1,2SPECI(I)

5180 NEXT I '

5190 CLOSE#3

5195 RETURN

5200 INPUT"USE CURRENT FNAME";@s$

5202 IF 0¢="Y" THEN FO$=DFN2$: GOTD 5204
5204 INPUT"OUTPUT FNAME (D:FN.EXT)";FO$
3206 OPEN"0*,3,FD$

5210 PRINT#3,DATE2$

5220 PRINTR3,F2

5230 PRINTE3,SCANZS

5240 PRINTE3,N2

5250 PRINT#3, 172

5260 FOR 1=XMIN TO XHAX

5270 PRINTH3, XMIN¢I-1,ISPEC2(I)

5280 NEXT I

5290 CLOSE#3

5295 RETURN

5098 RENSEEERZEFZEEEESRELEIREEREIARISS
5999 REM SUBROUTINE TO SUBTRACT GPECTRA
6000 VCX=0: YCY=[4: 6OSUB 2000




4010 INPUT*USE CURRENT SPECTRA";Q$

6020 IF Q4="Y" GOTO 6040 .

5030 SkIP=1: 605UB 3512

6080 VLX=0:YCY=0

6090 IF F1=F2 60T0 6140

6095 60SUB 2000

6100 PRINT*READGUT FREQ. MISNATCH :
4110 PRINT*F1=";FL;"* AND *;"F2=";F2

6120 INPUT*CONTINUE' ;0%

4130 IF Q¢="N" 6OTO 6410

6140 IF SCAN1$=5CAN2¢ 60TO 4190

4143 506UB 200v

6150 PRINT*SCAN TYPE MISMATCH '

6160 PRINT"SCANIL = *;SCANIS;" AND SCANZ = *;SCAN2$

6170 INPUT*CONTINUE";@$

£180 IF $="N" GOT0 4410

6190 IF W1=K2 6OTO 6240

6195 GOSUB 2000

6200 PRINT*WAVELENGTH MISNATCH g

6210 PRINT*SPECL Wi =";W1;"AND SPEC2 Wl =";M2;*

6220 INPUT"CONTINUE®; Q%

6230 IF 0¢="N" 6070 6410

6240 IF ITi=172 BOTO 6290

6245 60SUR 2000

6250 PRINT*INTEGRATJON TIME NISMATCH *
6253 60SUB 2000

6260 PRINT*SPECY IT =";IT1;" AND SPEC2 IT =*;IT2;"

6270 INPUT*CONTINUE";0$

6280 IF @s="N" 6070 6410

290 FOR 1=]START T0 NP1+ISTART-1
6292 15PECI{1)=18PEC1 (I1)-76PEC2(I)
6294 NEXT |

6300 TITLE$=DFN{$+"-"+DFN2$

4310 IF RIGHT$(DFN2$,3)="AV6" THEN INDEX=8 ELSE INDEX=9

6320 RL2$=NID$ (DFN2$, INDEX, 1}

6330 IF RIGHT$ (DFNI$,3)="AV6" THEN INDEX=8 ELSE INDEX=9

6340 RL1$=NIDS$ (DFNIS, INDEX, 1)

6350 DFN1$=LEFTS (DFNi$,7]+RL1$+RL2¢+"."+"COR"
6360 DATE{4=LEFT$(DFN1$,7)

6370 SCANI$="CORRECTED"+" "+RLI$+" - "+RL2$
6380 DIS$="5"

6385 YMIN=1SPEC1(ISTART): YNAX=ISPECI(ISTART)
6384 FOR I=ISTART+] TO NP1+ISTART-1

6387 IF ISPECI(I}CYNIN THEN YMIN=ZSPECI(I)
4388 IF ISPECL{I))YMAX THEN YNAX=ISPECI(I)
6389 NEXT ]

6390 SFLAG=1

6392 6OSUB 4000

6410 RETURN

5998 RENHEEFFSEEREIEEFHEEREEHERIEREEM

$999 RENM SUBROUTINE TO AVERAGE SPECTRA

7000 VCX=0: VCY=14: GOSUB 2000

7005 INPUT®USE ARRAY | OR 2*;AN

7010 INPUT*DATA DISK";D$

7020 INPUT*GFC";6FCS$

Lo




7030 INPUT*RUN LETTER";RLS

7040 INPUT"# OF REPLICATES"{NR

7050 FOR I=1 TD 1024

7060 IF AN=1 THEN ZSPECI(I}=0 ELSE IF &N=2 THEN 1SPEC2(I}=0
7070 NEXT 1

7080 EXT=100

7090 FOR I=1 TO NR

7000 F$=D$+*:*+BFCS+", "+RLS+RIGHTS (STREIEIT+I))

7010 QPEN"I",[,F$

7120 IF AN=1 THEN INPUT#1,DATEI$,F1,SCANIS,W1,IT]

7125 IF AN=2 THEN INPUTH1,DATE2$,F2,5CANZ$,N2,1T2

7130 J=1

7140 NHILE NOT EOF (1) -
7150 INPUT#1,D,5

7160 1F AN=1 THEN ISPEC{{J)=ZSPECI(J}+§

7165 IF AN=2 THEN ISPEC2(J)=1SPEC2{J}+5

1170 J=d+1

7180 WEND

7190 CLOSE#L

7200 IF AN=1 THEN NP1=J-1 ELSE IF AN=2 THEN NP2=1-1
7210 VCX=0: VCY=23: 6OSUB 2000

7215 IF AN=1 THEN NP=NP! ELSE IF AN=2 THEN NP=NP2

7220 PRINT NP;* POINTS FOUND IN *;F$;° "

7230 KEXT 1

7240 FOR I=1 TO NP

7250 IF AN=1 THEN 2SPECI{I)=INT(ISPECI(I}/NR#0.5)

7255 IF AN=2 THEN ISPEC2(1)=INT{ISPECZ2(I}/NR+0.5)

1260 NEXT 1

7270 IF AN=1 THEN DFNi$=D$+*:"+BFCS+RL$+", " +"AVG"

7280 IF AN=1 THEN DATE1$=GFC$+" *+RL$: SCAN1$="AVERAGE"
7282 IF AN=2 THEN DFR2$=D$+%; "+GFCS+RLS+". "+ AVE"

7284 IF AN=2 THEN DATE2$=GFC$+* "+RL$: SCAN2$="AVERAGE®
7290 RETURN

7998 REMSRREIRERERLEREREARERETERECHERY

B0OO8 REN SUBROUTINE TO PGSITION CURSOR AT LOWER LEFT
BO18 XTEMP=VCX: YTENP=VLY

8028 VCX=0: VCY=22: BOSUB 2000

8038 RETURN
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3 REM PROGRAM: PDACALC.ASC

10 REM BY: S.W. MCGEORGE

15 REM DATE: 26 SEPTEMBER 1984
20 REN

25 REN THIS PROGRAM 1S USED TO CALCULATE PEAK HEIGHTS, PEAK

30 REM AREAS, AND PEAK HEIGHT TO BACKGROUND RATIDS. DATA FILES
35 REN CREATED BY THE PDASYSI FAMILY THAT ARE FIXED PATTERN CORRECTED
40 REM ARE EXPECTED AS INPUT.

50 REM THIS ROUTINE WILL FIND THE LARGEST PEAK IN THE DATA SET
55 REM FOR CALCULATIONS. IF MORE THAN ONE LINE IS REQUIRED TO BE
60 REM ANALYZED, THE PDAPLOT.ASC PACKAGE SHOULD BE USED TO CREATE
65 REM TWO SEPARATE FILES. ONE OR TWO SIDED BACKGROUND CORRECTION
70 REX IS PERFORMED. THE BACKGROUND IS CALCULATED USING § OR 10
75 REN POINTS. THE DIODES USED FOR BACKGROUND CORRECTION ARE AT
BO REM LEAST 6 DIODES ANWAY FROM THE PEAK DIODE. THE PROGRAM

B85 REM INCLUDES ANY DIODES IN THE PEAK AREA WHICH ARE 5 STANDARD
90 REM DEVIATIONS HIGHER THAN THE BACKEROUND NOISE.

98 REM
99 REMSHEHFESEREHEEFHEEHEHH FEEHE O H HE
110 DIM 71(1024),12¢1024) :REM I! FOR DIODES, 2 FOR INTENSITY

120 INPUT®DATA DISK*;D$
130 INPUT*FILENAME®;FI$

210 FI$=D§+": "+FI$

220 OPEN"1*,1,FI$

230 INPUTH1,DATES,F,SCANS,#,1T REN READ HEADER INFORMATION
240 LPRINT*FILE: *;FI$ sREN AND PRINT ON PRINTER
250 LPRINT*READOUT FREQ.=";F

240 LPRINT*SCAN TYPE: *;SCANS

280 LPRINT*INT. TINE =";1T

290 LPRINT

300 J=1'

305 WHILE NOT EQF(1)

310 INPUTH1,21(J},12() :REN READ IN DATA

315 J=J+l

320 NEND

322 CLOSE#!

325 NP=J-1

330 YMAK=0 " tREN FIND PEAK DIODE

335 FOR =1 T0 NP

340 IF 12(J))YNAX THEN YMAX=I2(J): DMAX=11(J): INDEX=J
345 NEXT J

352 FOR 1=INDEX-10 TO INDEX+10

354 PRINT 2141}, 22(1) sREN QUTPUT +/- 10 DIODES EITHER
356 NEXT I sREN SIDE OF PEAK DIODE
358 INPUT*! OR 2 SIDED CORRECTION*;S

340 IF S=1 THEN INPUT*L OR R SIDE*;5s

362 BI=INDEX-10

364 B2=INDEX+6

346 SUNE=0; SSO4=0

368 IF S=1 AND S$="R* BOTD 382

370 FOR 1=BI TO Bl+4

372 SUME=SUNE+12(]) tREN SUM BACKGROUND ON LEFT SIDE
374 5504=550#+12{1)"2 tREN SUM SQUARES ON LEFT SIDE
378 NEXT 1

330
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380 IF 5=1 GOYD 390
382 FOR 1=B2 TO B2+

384 SUNI=SUM#+I2(D) zREN SUN BACKGROUND ON RIBHT SIDE
3864 S50#=850#+12(1)°2 REM SUM SQUARES ON RIBHT SIDE

388 NEXT I

390 IF 5=! THEN NB=J ELSE NB=10

392 BAVG=SUN#/NB +REM CALCULATE AVERAGE BACKGROUND
394 5D=50R{(5504-SUN$~2/NB)/(NB-1)) :REM CALCULATE BACKGROUND NDISE
398 TH=5#SD T :REM THRESHOLD IS 5 STD. DEV'S

400 J=INDEX-10
410 WHILE I2(J)<BAVE+TH

420 =i+l " :REM SEARCH FOR FIRST DIODE IN PEAK
430 WEND ) P

435 PL=11(0) :REM P1 INDICATES FIRST DIDDE IN PEAK
440 PA=0 v
450 WHILE Z2(J))BAVE+TH v
460  PA=PA+12{J)-BAVE sREN CALCULATE PEAK AREA

470 J=d+1

480 WEND

490 P2=11(J-1} <REN P2 15 LAST DIODE 9N PEAK

492 REN

494 REM OUTPUT RESULTS TO PRINTER

434 REN

500 IF 5=2 THEN LPRINT 2 SIDED CORRECTION* : BOTO 590

510 IF S¢="L* THEN LPRINT®LEFT SIDED CORRECTION® : 60T0 590

"520 LPRINT*RIGHT SIDED CORRECTION"

590 LPRINT

600 LPRINT*BACKGROUND =*; BAVE

4035 LPRINT*BACKGROUND KOISE =";SD

610 LPRINT

615 LPRINT*PEAK DIODE =*;DMAX

620 LPRINT"PEAK HEIGHT =";YNAX-BAVE

630 LPRINT P2-P1+1;"DIDDES IN PEAK (*;P13"-";P2;")"
632 LPRINT ,

640 LPRINT*PEAK AREA =";PA

630 LPRINT

652 LPRINT"SBR =";YNAX/BAVE

b60 LPRINT ,
670 LPRINT™ s#¥EESSHEHS S EREIRERIRA"

730 END

“
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progras PDASYS2;

(i"ll"llfill“ﬂllli!lHHliil{iﬂliﬂ'ﬂlﬂll:illI’Illﬂ"""llllﬂiﬂ'{Ii"lllll'lﬂ

PROGRAM: PDASYS2.SRC
DATE: AUSUST 1984
BY: 5.K. MCBEORGE AND R.L. SING

This progras acts as the user interface when the PDA detection systes 1s
operated under System 2. This routine and the BASIC program PDASYS2.BAS run
concurrently, the latter on the extended AIN computer. ALl of the relevant
Systes 2 routines for analysis and display on the 5100 systes can be 1nvoked
froa this prograa hecause they exist as overlays that are automatically brought
1nfo seaory from disk when they are needed. The syntax for linking the separately
coapiled sodules 1s as follows:

Link syntax for PDAGYS2: LINKMT B:PDASYSZ,B:BETPDA,FPREALS/S,PASLIB/S/D:9000/V1:8000
Link syntax for sodules: LINKMT B:PDASYS2=B:PDASYSZ/0:n,B: 'NODn’,PASLIB/S/P:B000

where n refers to the module number that determnes the resuftlng overlay

~ nusber and NODn 15 the filename of the module.

FHE R R E AR R R R R R S R R P I R )

const

SLOPE = -5.05E-B; (¢ Slope of the recaprocal dispersion vs. wavelength
function. #)

type

DATA_ARRAY = array(1..1024] of integer;

var

» 1 - (¢ General counting variable #)
10_RES, {# Reports status of 1/0 aperations #)
PEAK_NUN, {+ Ident1fies the peak to be used for calibration #)
POINT, (# Used to index dark or data array #)

PEAK_COUNT : integer; (# Provides a count of the number of peaks above the
specified threshald that were found. #)

THE_DATA : DATA ARRAY; (¢ Array to hold "analyte® spectrus )
TEMP_DATA = array[1..10241 of 1nteger; (% Teaparary array used by Calibrate routine #)
DARK : array(1..1024] of 1nteger; (# Array to hold "dark® spectrus #)
TEMP_LIST & array(l..5] of integer; {% Teaporary list of peak diodes used
‘ . by Calibrate routine #)
RD, ' (% Reciprocal dispersion - changes wmith wavelength #)
INTERCEPT, (% Intercept of recip. disp. vs. wavelength plot #)
CAL_DIODE, {+ Interpolated fractional diode corresponding to calibration wavelength ¥
HIN_WAVELEN, {# Wavelength falling on diode { #)
MAX_WAVELEN, (+ Navelength falling on diode 1024 ¢)

CAL_WAVELEN : real; (¢ Wavelength used for calibration of spectrua +#)

(d
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8]



PEAK_LIST
INTENSITY LI

DATA_FILE
DARK_FILE :

QUERY : char
DATE : stn
EXT ' & str

external proce
external {11 p
external (21 p

external (31 p

begin
write( Enter
readin (DATE)
INTERCERT :=

repeat

write{'Ent
readIn(QUE

case QUERY of

AyaT o ben

: array(1..5) of real; (+ Fractional diodes corresponding to peaks above threshold #)
ST : array(1..5] of real; (# List of interpolated peak intensities ¥

file; (# Fi1lenase assigned té analyte spectrua ¢}
file; (# Filenaae assigned to dark spectrua ¥)

H {¢ Var1able for single letter responses +)
ngl81; (¢ Date code used to create f1lename #)
ngf{31; (¢ File extension #)

dure BET_PDA(THE_DATA:integer;NUM_PTS:integer); (# 180 routine to acquire data fros PDA #)

1
racedure HP_PLOT;  {* Procedure to plot spectra on plotter %)

rocedure CALIBRATE; (# Procedure to calibrate spectrus %)

rocedure DISPLAY;  (+ Procedure to display spectra numerically
by diode number or wavelength #)

date code : '}

; .

0; (% Important to set INTERCEPT te zero so that Display routine knows that the
Calibrate routine has not been run. Therefore, wavelength display 15 1apossible #)

er function {Acquire, Load, Save, Plot, Calibrated Display, Restart, Buit) : *);
RY);

{

@

n (& ﬁcquireddark or analyte spectrum #)

write{ Dark or Analyte : °);

readln (QUERY);

if (QUERY = 'D')} or (QUERY = 'd’) then ’ NN
begin .

el

end;

BET_PDA{addr (DARK) ,1024}; (? Acquire 1024 point spectrua ¥|
assign(DARK_FILE,concat{ 'Bs ' DATE, ".DRK"));
rewrite (DARK_FILE); :
blockwrite(DARK_FILE,DARK,10_RES,2048,-1); (& Nrite spectrua to disk using
".DRK* extension #
close(DARK_FILE,I0 _RES);
end

se
BETPDA({addr (THE_DATA) ,1024}5 (# Acquire 1024 point spectrum #)

333
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‘P'y'n’ s HP_PLOT; (% Plot data residing 1n data arrays ¢

'6'y's' 1+ began (# Save analyte spectrus under user defined extension #)

wrate{'frtension : );
readint g;
N\

ass1gn{DATA_FILE,concat ("B: ", DATE,". " \EXT} )}
rewr1te(DATA_FILE);

blockwr:te (DATA_FILE, THE_DATA, 10_RES, 2048, 1)

close(DATA_FILE,I0_RES);
< end;

‘L°y*1° + begin (¢ Load dark or analyte spectrua from disk into mesory &)

write('Dark or Analyte : '};
readln{QUERY);

if (QUERY = *D°) or (DUERY = 'd") then
begin
assign (DARK FILE,cancat('B: ' ,DATE, . DRK'} 13
reset (DARK_FILE);
blockread (DARK_FILE,DARK, 0_RES,2048,-1);

close(DARK_FILE,10_RES); ’
end o

plse
begin
write{ Extension : *);
readin (EXT);

ass1gn (DATA_FILE,concat (‘B: ', DATE, ", ', EXT));
reset (DATA_FILE);
blockread (DATA_FILE, THE_DATA, ID_RES,2048,-1};

ctlose(DATA_FILE,10_RES);
end

end;
‘€', 'e’ s began (¢ Dalabration routine #) .

CALIBRATE; (# Transfer to [alibrate routine for peak finding and interpolation of
fractional digdes #)
14 PEAK_COUNT > 0 then
begin
writeln('Peak Nusber Subdiode’);
for 1 := 1 to PEAK_COUNT do (¢ Type peak nuabers and fractional diodes
nr)xteln(l:6,PEAK_LIST[I]:14:2); corresponding to significant peaks #)

L
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write('Peak to calibrate : “;
readln PEAK_NUN);
write('Wavelength : ');
readln(CAL_WAVELEN);

CAL_DIODE := PEAK_LISTIPEAK_NUMI;
Ed

(% Identify peak to calibrate %)
{¢ Enter known wavelength #)

(# {AL_DIODE 15 fractional diode corresponding
to CAL_WAVELEN )

(¢ Calculate intercept of recip. disp. vs. wavelength plot using experimentally

detersined second order polynomial fit #)

INTERCEPT := 2.065151E-2 -~ CAL_WAVELEN#6,8345392E-7 - sqr (CAL_WAVELEN) #4, 776324€-9;

RD := INTERCEPT + (1.0 - CAL_DIDDE)+#5LOPE;
MIN_WAVELEN := CAL_WAVELEN + RD#({.0 - CAL_DIOGDE);
RD := INTERCEPT + (1024-CAL_DIODE)#SLOPE;

{# Recap. disp. at diode { ¢)
{% Wavelength at diode | &)
(# Recap. disp. at diode 1024 ¥

HAX_NAVELEN := CAL_WAVELEN + RD#(1024.0 - CAL_DIODE); (# Wavelength at diode 1024 %)

writeln{'Peak Nusber Hévelength’);
for [ := | to PEAK_COUNT do

1f 1 = PEAK_NUM then
writeln(l:6,CAL_WAVELEN:16:3)
else
begin

-(# Print peak nusbers and corresponding wavelengths
on screen #)

RD := INTERCEPT + [PEAK_LISTLI] - CAL_DIDDE)#5LOPE;
writeln(I:6,CAL_NAVELEN + RD#(PEAK_LISTLI] - CAL_DIODE):{4:3)

end
end

. end

‘D,'d" + DISPLAY; (% Display diode or wavelength regions #)
‘R'y'r’ 3 begin {+ Restart by redefiming date code )

wite('Enter date code : ');

readin (DATE) ;

}NTERCEPT 1= 0

ent;

g : et (4 ﬂetu;n to CP/N environaent #)
end;

until (QUERY = '@") or (QUERY = "q')

end.



File: GETPDA.NAC
By: R.L. Sing

-y e

This routine wmill acquire any nuaber of 12 bt data from the
12 b1t analogue to digital converter, store thes at the user
specified location. - The acquisition 15 externally triggered.
The program acquires data when the EOC 15 detected.

This routine 15 designed to be used as a Pascal‘subrouhne wrth
the following declaration:

s ws s w® ae we ap

; external procedure 6ET_SET( DESTINATION : ~DATA_BUF;
) NUM_PTS : 1nteger);

; Where DATA BUF 15 an array[lsNUM_PTSI of 1nteger.
3 The TUART parallel ports are"used 1n the hardware 1nterface.
3 Equates
. PORTA EBU  O14H
PORTB  EQU 024H s Parallel port B

INTREGA EQU  O13H ; Port A 1nterrupt reguster

3 Parallel port A
]
]

TIMER! ERU 015H ' 3 Port A tamer |
)
i

SENS  EGU 0D7H ; SENS mask for interrupt register
TIMENSK EQU (0C7H Timer 1 mask for interrupt reqister

NAME  {’BETDAT")
PUBLIC GETPDA

.180

BETPDA:
pap DE ; Pop return address
pop BC ; BC holds nuaber of points
poP H ; HL has address for storage
fUSH 13 3 Restore return address

INIT: LD A,04 3 This ml1l enable SENS
out {INTREBA) , A ;3 to show 1n interrupt register
IN A, (INTREGA) s To clear any previous interrupts

A0 i
UT  (PORTA),A ; Use channel 0;

(R] D,SENS 3 bet SENS mask into D
WTEOC: IN A, (INTREG) ; Bet interrupt reqister

tp ] ;3 Check with sask

JR NI, NTEDC ;3 Wart till sase

IN A, (PORTA) ; Get low bats



1D

IN
IN
AND

I

DEC
L

R
RET

END

(HL) ;A : Store thes

HL ; Advance pointer

"R, (PORTB) ; Bet high bits

OFK i Strip high 4 bits
(HL) (A ; Store thea

R ; Advance pointer

BC 3 Decresent count

A,B

C s Check 1 BC = 0
N1,NTEOC ; Continue 1f not done

; Return if done

; End of at,

©
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¥ nodule PLOT;

v
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Nodule: PLOTMOD.SRC
By: 5.N. McBeorge (Adapted from PDA3D.SRC by R.L. Sing)
Date: August 1984

This mpdule 15 an overlay which 1s invoked when the option P’ (Plot) 15
selected from the senu of PDASYSZ. This procedure plots a dark corrected
spectrus on a Hewlett-Packard plotter attached to the auxilliary port of the
§100 computer s temnal.

IilfiillliiiliI‘“"f!lI'l'iiﬂﬂii{i'"H‘"Hl*{iiliiiil{liliﬂii}l’iillﬂﬂ»llii!l"lflil*il)
var (¢ See definitions 1n PDASYS2 source code #)
DARK,

THE_DATA, . ’
TEMP_DATA : external arrayll.. 10241 of integer;

procedure HP_PLOT;
var

POINT, (# Index to data arrays ¢)
FIRST_TO_PLOT, {+ First point to plot #)
LAST_TO_PLOT, (# Last point to plot #)

Y_NIN, (+ Mimaue Y value #)

Y_MAX, (¥ Maximum Y value #) : .

Y_RARGE : 1nteger; {+ Range of pixels to plot # ‘e
begin

- Y_MAX := 2548; (¢ Set YNAX to the ADC full scale of 2048 plus 500 #)

Y_HIN := 05 +e
write('Enter first point to be plotted : ‘); ‘
_ readIn{FIRST_T0_PLOT) , ) v
write{'Enter last point to be plotted : ');
readin(LAST_T0_PLOT); o

for POINT == { to 1024 do

TENP_DATACPOINTI := THE_DATALPOINT] - DARKIPOINT + 500; (# Benerate dark corrected spectrum #)

X_RANSE := LAST_T0_PLOT-FIRST_T@_PLOT;

wrate('Turn on aux port and hit return’);
readln; 1



(+ Set plotter scale #)
“wrate(chr(27), " 18155173 " \chr(27), "W N519: )5
wrate('SC’ -5 & X RANGE dav 100 ,°,", I_RANGE + 5 # X_RANGE dav 100,",",Y_MIN -5 & (V_MAX-Y_NIN) div 100,",",
Y MY + 5 (Y_MAX-YMIN) div 100,";');
(¢ Hove pen to first point and lower to paper #)
write('Pl,"};
wrate(FIRST_TO_PLOT,", ', TENP_DATALFIRST_TO_PLOT],",");
wrate('PD, ") :

for POINT := FIRST_TD_PLOT to LAST T PLOT do-
write(POINT,",’,TENP_DATACFOINTI, ,'); (+ Plot data #)

write('Pl,"J; (¢ Lift pen #)
writeln;

readln (# Read carriage return input after aux port is turned off ¢
end;

sodend.



sodule CAL;
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Hodule: CALMOD.SRC
By: S.W. NMcbeorge
Date: August 1984

This module 15 an overlay 1nvoked 1n response to the 'C’ (Calibrate) option
froa PDASYSZ, After prompting the user for a threshold value the prograa finds
any peaks exceeding that threshold. A second order polynomial fit 15 perforsed
on the three peak diodes ot each peak and the fractional diode (also referred to
as subdiede) corresponding to the curve maximua 1s calrulated, The peak subdiodes
are recorded 1n an array called PEAK_LIST which 1s a global arriy variable. This
list 15 subsequently used when control 1s transferred back to the PDASYSZ to
talibrate the spectrus and report the wavelengths of the hngs found.

Y

The algoritha for the orthogonal polynomial curve fit was based on the aethod
described in "Design and Analysis of Experisents” by D.C. Montgomery John Wiley and Sons,
Meuo York (1974). ( Call number BA279.Mé4)

B R R R N R P R R R R R R R R R R A R 1)

tonst
5

FACTOR = 0,66666667; (% This factor 15 a constant derived froa the equation used to
talculate orthogonal model paraseters #)

var (& See definitions in PDASYS? #)

PEAK_COUNT : external integer;

THE_DATA,

TENP_DATA,

DARK : external array[1..10241 of 1nteger;

TEMP_LIST & external array[1..30] of 1nteger;

PEAK_LIST,

INTENSITY LIST ¢ esternal arrayll..50] of real;
{# This function furmshes an estimate of the intensity of the interplolated subdiode ¢)
function Y_ESTINATE(SUB_DIODE,POLY 0,POLY 1,POLY 2: real) : real;
begin

Y ESTIMATE := POLY_0 + POLY_145UB_DIDDE + (POLY_243)#(sqr (SUB_DIDDE) - FACTOR) h
end; -

» ‘ 340



N

et

procedure CALIBRATE;

vir

POINT, - (¢ Index to data arriys &)

Y_NAX, (+ Used to determine saximus diode of each peak #)
THRESHOLD, (# Threshold value above baseline for peak search #)

I, {# Beneral counting variables #)

sum, {# Sum of diode intensities for a given peak #)

COEFF_1, (¢ Intermetiate coefficients for orthogonal paraseters #)

{OEFF_2: 1integer;

LINEAR ¢ array[l..3] of integer; (# Linear coefficients of polynomal #)
QUADRATIC : array[l..3] of integer; (% Quadratic coefficients of palynomal #)

POLY O, (# POLY_0 - POLY_2 are sodel parameters for polynomial #)

POLY ¢,

POLY_2,, :

Sus_DIODE, (# Fractional diode used to determine peak subdiode #)

OLD_ESTIMATE, (# OLD _ESTINATE and NEW_ESTINATE are used to find peak subdiode #

NEN_ESTIKATE : real; - . ’
begin

for POINT := | to 1024 do

TEMP_DATAIPOINT] := THE_DATAIPOINTI - DARKIPOINTY; {# Generate dark corrected spectrum #)
write( Enter threshold: ); *
readln (THRESHOLD) ;

PEAK_COUNT t= 0;
POINT := 1

while POINT ¢ 1024 do

begin N .
while TENP_DATALPOINTI ( THRESHOLD do (# Search for diode > THRESHOLD #) s
POINT := POINT + 1; ’

YMAY := TEMP_DATALPOINT]; .

—

while TENP_DATALPOINT + 11 ) YMAX do (+ Find marisue value for this peak #)
beqgin
POINT := POINT + 15
YNAX := TEMP_DATALPOINT)
end;

1 POINT < 1024 then

begin &
PEAK_COUNT. := PEAK_COUNT + I; (¢ Incresent peak count %) <
TENP_LISTIPEAK_COUNT] := POINT (¢ Recdrd peak diade +)

end;
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1§ PEAK_COUNT ¢ 50 then  (# Cantinue 1f less than 30 peaks found so far #)

while TEKP_DATALPOINT + 11 ) THRESHOLD do

POINT := POINT + {

else

POINT := 1024;
POINT := POINT ¢ |
- end;

1f PEAK_COUNT = O then
writeln{’'No peaks found’)
else
begin o
tor I :=1 to PEAK_COUNT - 1 do
1f TEWP_LISTLIT ) TENP_LISTCI + £1 - § then (¢ Report potential overlaps #)
writeln{ 'Pontential overlap between peak *,I," and peak ',1 + i)g

{# fss1qgn orthogonal coefficients to arrays #)
LINEARCY] := ~1; LINEARC2I := 0; LINEARLI] := I}
QUADRATICCLY == 1; QUADRATICZ) := -2; GUADRATICI3Y := {;

for I ;=1 to PEAK_COUNT do
begin
COEFF_1 1= 0; COEFF_2 := 0; SUM := 05

for J 1= | to 3 do (# Determine intermediate polynomial paraaeters #)
begin
POINT := TENP_LISTLI} +J - 2;
5UM := SUN + TEMP_DATALPDINT];
COEFF_1 += COEFF_1 + LINEARLJ] # TEMP_DATAIPOINTI;
COEFF_2 := COEFF_2 + QUADRATICLJ] # TENP_DATALPOINTI;
end; ’ ’

(¢ Calculate orthogonal model parameters #)
POLY 0 := SUM/T;
PaLY I := COEFF_1/6;
< POLY 2 := COEFF_2/18;

(% Start peak 1interpolation one full diode before peak diode #)
5UB_DIDDE := -1;
OLD ESTIMATE := 05 s
NEW_ESTIMATE := Y_ESTIMATE(SUB_DIODE,POLY_O,POLY_1,POLY 2)3

while NEW_ESTINATE ) OLD_ESTIMATE do (# Incresent subdiode by 0.1 until saxieum intensity
estinate 15 reached #)
begin
. DLD_ESTINATE := NEW_ESTIMATE;
5UB_DIODE ;= SUB_DIODE + 0.0%;
NEW_ESTINATE := Y_ESTIMATE(SUB_DIODE,POLY 0,POLY_{,POLY_2)
end; :

PEAK_LISTLI] 1= TENP_LISTLI} + 5UB DIODE; (+ Recard peak subdiode +)
INTENSITY_LISTEI) := OLD_ESTIMATE (+ Record estimate of peak intensity I

end
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»odule DI§;

(HEEEE B B B R H I S R R R S R R

odule: DISMDD.SRC
By: S.M. McBeorge
Date: August 1984

This overlay 1s invoked by the option 'D° (Display) from PDASYS2, The procedure
permits the listing of dark, raw analyte and corrected analyte data by diode or by
wavelength. To use the wavelength option the Calibrate routine sust be run first
or an error is flagged, The output from this routine 1s sent ta the screen,
however, & copy of the output can be routed to thedginter by responding appropriately
to the prospt at the end of the module.

R R E R R R R R R R R R R R R A A S R R SR R R R E R RS

var  (# See definitions 1n PDASYS2 #)

CAL_DIDIE, ;
INTERCEPT, . ,
HIN_WAVELEN, )

MAX_NAVELEN,

CAL_WAVELEN : external real;
DARK ) -
THE_DATA : external arrayl1..10241 of 1nteger;

external procedure PRINT (FORMAT:char;FIRST_DIODE,LAST_DIODE:inteGer); (# Procedure to send information
’ to the printer #)

N
13

procedure DISPLAY;
const {# See PDASYSZ #)

SLOPE = -5.05E-8; . E

var
POINT, (# Index to data arrays #
10_RES, (# Status of 1/0 operations #)
PEAK_DIDDE, 8 (# Center diode to be displayed when D(iode) option selected #)
NUM_DIODES, {# Nusher of diodes surrounding center diode to be displayed #)
LAST_DIODE, {(# Last diode to display &
LINE_COUNT, {¥ Keeps track of the number of lines of i1nformation sent to screent)

FIRST_DIDDE : 1nteger; (% First diode to display #)

RD, (+ Reciprocal dispersion #)

REGION, (¢ Width of wavelength region to display when W(avelength) option selected #)
WAVELEN,

LOW_WAVELEN, (# Low boundary of wavelength region #)

HIGH_WAVELEN : real; (# High boundary of wavelength region #)

QUERY, (# Variable for sangle letter responses #)
FORMAT : char; (¢ Format="D" for diode display, ='W’ for wavlength display +)
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begin

write{'Display Wavelength or Diode region 7 °);
readIn(QUERY);

1§ (QUERY = 'W’) or {QUERY = 'w’) then
begin
14 INTERCEPT = 0 then (¥ INTERCEPT 15 non-zero only 1f Calibrate has been executed #)
begin
writeln('Error: Run calibration procedure first.’);
exit
end;
FORMAT := '¥';
write( Enter wavelength of line : '};
readin(NAVELEN:;
1f (NAVELEN ¢ MIN_WAVELEN) or (WAVELEN > MAX_WAVELEN) then
begin
writeln(Error: Wavelength not 1n current window. '};
exit
end;
writel{'Enter width of region 1n na :'); :
. readin(REGION); |

LOK_NAVELEN := WAVELEN - REGION/Z;
HIGH_WAVELEN := WAVELEN + REGION/2;

14 LON_WAVELEN ¢ CAL_NAVELEN then (# Find diode corresponding to LON_NAVELEN #)
1f LON_WAVELEN ¢ NIN_WAVELEN then »
FIRST_DIODE := |1
else
FIRST DIDDE := round(CAL_DIODE - (CAL_WAVELEN - LON_WAVELENI/0.02)

else
FIRST_DIDDE := round(CAL_DIODE + (LOW_WAVELEN - CAL_WAVELEN} /0.02)

1+ HIGH_WAVELEN ) CAL_WAVELEN then {# Find diode correspanding to HIGH_WAVELEN #)
1f HIGH_WAVELEN > MAX_WAVELEN then
LAST_DIQDE := 1024
else -
LAST_DIODE := round(CAL_DIODE + (HIGH_NAVELEN - CAL_WAVELEN)/0.02)

else
LAST DIODE := round (CAL_DIODE - (CAL_WAVELEN - HIGH_NAVELEN} /0.02);

end \
else

begin
FORMAT := ‘D" : ] R
write('Enter peak dinde : ')}
readln (PEAK_DIODE);

____wrate('Enter nuaber of diodes to display : °);

readln(NUN_DIODES); )

8

FIRST DIODE := PEAK_DIDDE - NUM_DIODES duv 2; .
1§ FIRST DIODE < 0 then

FIRST DIODE := 13 ; o
LAST_DIODE := FIRST_DIODE + NUM_DIODES - 1

4
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end; ; -

{# Output data to screen. Include wavelength information if requested earlier &)
1 i writeln;
write( Diode’);
1f FORMAT = ‘N’ then
write(’ Mavelength'}; :
writeln(’ Dark Value Raw Value Corrected Value');
writeln;
LINE_COUNT := 0;
POINT := FIRST_DIDDE; .
while POINT (= LAST_DIODE do -
begin
while (LINE_COUNT ¢ 19) and (POINT (= LAST DIODE) do (# Data is listed 19 lines at a time #)
begin
write(POINT:5);
1f FORMAT = "N’ then
‘ o begin
RD := INTERCEPT + (POINT - CAL_DIODE)#5LOPE;
wr1te(CAL_NAVELEN + RD#(POINT - CAL_DIGDE):11:3)
endy
writeln (DARKIPDINT1: 10, THE_DATACPOINT]: 11, THE_DATALPOINT] - DARKIPOINTI: 14);
POINT := POINT + 13
LINE_COUNT := LINE_COUNT + 1
end;
! write('Hit return to continue’);
readln;
LINE_COUNT := 0
1 end;
writeln;

write('Print results (Y or NI? ');
readln (QUERY); '
tf (QUERY = 'Y') or (QUERY = 'y')} then ~
PRINT (FORNAT ,FIRST_DIODE,LAST_DIODE)
end;

sndend.
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aodule LIST;

(SEEAERE R ER F R E R A HH A E R H HHHHHH H R R H R

Hodules LSTMOD.SRC
By: S.W. Ncbeorge
Date:’ August 1984

This aodule 15 linked with the display overlay DISMOD and permits the printing
of the same information furnmished by the ‘D’ {Display) option on the printer.

FEFEHEE R R R R R A R AR E R R R R R R E R R E R R R R AR R F R R R R R R R E 4 )

‘var (& See PDASYSZ )

DARK, .
THE_DATA : external array(l..1024] of integer;

INTERCEPT,

AL DI0DE,
CAL_NAVELEN : external real;

prncedJre PRINT{FORMAT: char;FIRST_DIODE,LAST_DIODE:integer);
const
5LOPE = -5.05E-8;
var
POINT ¢ integer; (¢ Index to data ;rrays t)
RD : real; {# Reciprocal dispersion #) S
LIST FILE 1 text; (¢ ‘Filename’ of list device #)

TITLE : stringl120); {# Title for printout &

begin

assign(LIST_FILE, LST: '};
rewr1te(LIST_FILE};

wrate('Title for Listing? ');
readin(TITLE);
writeln(LIST_FILE,TITLE);
writeln(LIST_FILE);

write{LISTFILE, ‘Diode'); @

1f FORMAT = "W’ then : : :
write{LIST FILE," Wavelength'};

writeln(LIST_FILE," Dark Value Raw Value Corrected Value');

writeln(LIST_FILE);



-

b,

for POINT := FIRST_DIBDE to LAST_DIDDE do (% Print data #)
begin
write(LIST_FILE,POINT:5);
1§ FORMAT = ‘W’ then
begin
RD := INTERCEPT + (POINT - CAL_DIODE)#SLOPE; .
write(LIST_FILE,CAL_WAVELEN + RD#(POINT - CAL_DIODE):11:3)
end;

writeln(LIST_FILE,DARKCPOINT]: 10, THE_DATALPOINTI: 11, THE_DATALPDINT} - DARKIPOINTI:14);
writeln{LIST_FILE) -
end

end;

aodend.

L

. 348



e

| RENHH# 3440 HEE R EEHH R I R
2 REW .

3 REN PROGRAN: PDASYS2B.DOC

4 REM BY: 5.N. MCGEORGE

5 REN DATE: 4 FEBRUARY (985 (DOCUMENTATION)
& REN '

7 REM THIS DOCUMENTATION DESCRIBES THE USER INTERFACE FOR THE AIN COMPUTER
8 REM WHEN THE PDA DETECTOR 1S OPERATED UNDER SYSTEM 2. THE PROGRAK FILE IS
9 REM CALLED PDASYSZ.BAS. ROUTINES CALLED BY PDASYS2.BAS INCLUDE THE ASSEMBLER
10 REX PROGRAMS PDAINITZ.ASH, PUASCANZ.ASH, CSELECT.ASH AND PDABLURT.ASN.

It REM THIS PROGRAM 15 ALMOST IDENTICAL T0 ITS PREDECESSDR PDASYS!.BAS.

12 REN THEREFORE ONLY THOSE ASPECTS UNIQUE T0 THIS PROGRAN WILL BE DOCUMENTED
13 REM BELON.

14 REN

15 REHHHuuunuuuunuuunuunuuunl6uuuuuuuuuuuux\;u
20 REN

30 REM MAIN PROGRAM

40 REN

60 INPUT™DATA ACD. (Y/N)";0$

70 IF @$="Y" &0T0 100

B0 POKEZ48,253

90 6070 110

100 POKE248,0

110 INPUT*# OF PIXELS";P

115 P=p-1

120 PH=INT(P/226) : PL=P-206#FH

130 POKE 244,PL:POKE 247,PH '

140 INPUT*DSID WAIT REQ'D";QD$

150 IF @D$="N" 60TO 190

160 POKE 224,255

170 5070 200

190 POKE 224,0

200 PDKE4,0:'POKE5,32:X=USR(0) :REX PDAINITZ,ASH

204 POKE240,8

206 THIN=0.038

208 F=17.857

210 REH

530 INPUT*COMNAND*;C$

SA0 IF C$="SCAN" THEN BOSUB 400

550 IF C$="BLURT" THEN GOSUB 1410

560 IF C#="CSELECT" THEN BOSUB 2000

580 IF C$="QUIT" THEN 570P

590 607D 530

592 REHERHEEREE A FEHEREHSEH IR R EHH R R AR R CEE AR R AR R AR S R A A Y
594 REM *SCAN' SUBROUTINE ACBUIRES { OR MORE SPECTRA AT BIVEN INTEGRATION TINME
596 REM USING PDASCAN2.ASH

598 REN

600 INPUT"INT, TIME(SEC)";IT

630 IF IT)THIN THEN T=(IT-TNIN)#1000:6070 &80

N\

670 T=0

680 FOR C=1 T0 5 tREM THIS SEEMENT ADJUSTS THE
681 IF T/C ) 65535 THEN NEXT C :REM FREQUENCY THAT CONTROLS
682 T=INT(T/L) :REM  THE RANGE OF INTEGRATION
683 C=4984( (REN TIMES THAT CAN BE USED.

bB4 CH=INT(E/256) tREK THE NAXIMUM INTEGRATION
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685 CL=C~CH*256 tREN TIME ALLONED IS 5.44 MINUTES.

686 POKE 36848,LL :REM 36B68,36869 ARE’ THE LBYTE,HBYTE LOCATIONS
687 POKE 36849,CH +REN OF TINER 2 OF VIA I,

689 IH=INT (T/256)

690 IL=INT(T-IH+256+.5)

700 POKE244, IL:POKE245, TH

710 IF @D$="N" BOTD 790

720 INPUT*DSID WAIT PERIOD';NP

725 1f #P<0.058 THEN ®F=0,038'

730 WP=KP#1000-58

740 WH=INT {WP/254) : KL=WP-NK2236

750 POKE 225,ML:POKE 224, NH

790 INPUT*# OF SCANS";NS :REM PDASYSZ CAN GENERATE MULTIPLE SCANS
800 POKE243,NS

B40 POKE4,03POKES,34: X=USR(0)  :REM JUMP TO PDASCANZ.ASH

890 INPUT*CONTINUE®;G%

900 IF @s="Y" B0T0 600

930 RETURN

1400 RENS# £ 4 REHARERE S RERERIERERFEHERI S H HEREHRE AR R AR RS F SRR RERRH HRRERED
1402 REM BLURT SUBROUTINE. ACCESSES PDABLURT.ASK

1403 REX , N

1410 INPUT*BLURT FREQ. (NHI}";BF

1420 IF BF={ THEN POKE 241,56: GOTO 1470

1430 IF BF=.32 THEN POKE241,52: BOTD 1470

i

" 1440 IF BF=.25 THEN POKE 241,48: 6070 1470 P

1450 PRINT BF;*1S NOT A BLURT FREQ.* {
1460 600 1410

1470 INPUT*RUN LETTER" RS

1480 INPUT*SCAN TYPE® ; SCANS

1490 INPUT*# OF BLURT REPS*:BR

1500 IF BRY4B 070 1490

1510 POKE 243, B8

1520 INPUT*PEAK DIODE*3PD :
1530 INPUT*# OF DIODES 70 ACR. *;ND ‘ -
1540 IF ND>128 §0T0 1530

4550 1F KD<15 6070 1530

1560 NP=PD#INT (ND/2¢.5)

1570 PH=INT (NP/256): PL=NP-PHEZS6

1580 PIKE 246,PL: POKE 247,PH

1590 B=1035-KD

1600 Bi=INT(B/256): BL=B-Bi256

1610 PIKE 249,BL: POKE 250,BH

1620 POKE. 25,0 :

1630 PIKE 254,01 POKE, 255,49

1640 POKE 252,

1650 POKE 4,0: POKE 5,35

1660 1=USR (0)

1670 IVEC=12268 ) .
1880 EXT=100

1690 FOR 1=1 T0 BR >

1700 FO$=D$+": “+DATES+* . RS 4RIGHTS (STRS (EXT+D) 2) .
1730 SCANS="BLURT®

1740 PRINT DATES

1750 PRINT BFE1000

1760 PRINT SCANS



1770 FRINT )
1780 110 :
1790 PRINT 1T J
1800 DPD-INTAND/D)

1810 FOR J=DVEC TO DVEC+(ND-1)¢2 STEP 2

1820 PRINT D:PEEK (J) PEEK (J+1)#256

1830 D=+1 _

1800 NEXT S j

1850 DVEC=DVEC+256 / ‘
1870 NEXT

1880 INPUT*REPEAT* ;06

1890 IF @s="Y"* BOTD 1410 N
1900 RETURN

1990 REHH’iil{l*iiill{i’illilfif{f{fl‘{i*l’{{flill’ﬂ'li{‘fiililiififlfllfiiflfllfil

1992 REN CLOCK FREQUENCY SELECTION SUBROUTINE. INVOKES CSELECT.ASM

ne 4
.

\

1994 REN

* 2000, INPUT*READOUT FRED(KHI)";F$

2010 FLAG=0 )

2020 IF VAL(F$) < 125 60TO 2100

2030 IF F$="1000"* THEN POKE 240,24 : €0T0 2200
2040 IF F§="500" THEN POKE 240,20 : BOTO 2200
2050 IF F$=*250" THEN POKE 240,16 : 6070 2200
2060 IF F$="125" THEN POKE 240,12 : 6070 2200
2070 IF F$="EXT* THEN POKE 240,4 : 60T0 2200
2080 IF F$="GND* THEN POKE 240,0 : 60TD 2200
2090 8070 2000 -

2100 F=VAL(F$)

2110 FLAB=]

2120 NINT(125/F-1.5)
2130 IF K )= 0 60TO 2140
2140 PRINT *FREQ NOT AVAILABLE®
2150 6070 2009

2160 IF N ) 255 6OTO 2140
2070 POKE 242, N

280 FL25/ (N+2)

2190 POKE 240,8

2200 IF FLAB=1 BOTO 2220
2210 FVAL(F$) i
2220 PRINT *ACTUAL READOUT RATE = *;F;"KHZ*
2230 1F F (= 10 6070 2290

2240 PRINT*READOUT RATE IS T00*

2250 PRINT*FAST FOR DATA ACQ;*

2260 INPUT*CONTINUE (Y/N)*;08

2270 IF 8 = *y* 6070 2290

2280 6010 2000

2290 POKE 4,0: POKE 5,33

2300 X:USR(0) :REM CSELECT.ASN  —
2310 TNIN=1038/ (F#1000)

2320 RETURN

—

2325 REM#EEEES S B HERERRE S AR R R E R IR E L FR R HERE R R HER AR R R F HRRHAR 1 1033

2330 END

L
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PROGRAM: PDAINIT2, ASH
By: S.W. NCGEORGE
DATE: 4 NOVENBER 1984

THIS PROGRAN INITIALIZES THE PDA AT FOR A READDUT RATE OF
+ 17.85 KHL AND SETS UP VIAL T0 COUNT INTEGRATION PULSES AS WELL AS
SENERATE START CONVERT PULSES. VIA3 HANDLES THE PDA LOBIC

s INTERFACE AS IN PDAINITL.ASH. .

N ,
ﬁ"#liii'ﬂ“H’l{'ilﬂﬂ'ﬂ'liIiﬂﬂli!ill"Hﬂiiillflilﬂ'ﬁlif'ﬂﬂ'f .

o e WS wm W me wa

- we

# = $2000 ; PROGRAN BTﬁRT AT $2000

VIR REGISTER LOCATIONS /
/

-e ww we

DDRB1 = $9002 !
¢ TCILY = $9004 j
TCiHL £ $9005 i

ACRL
‘PCRL

DRB3
DDRB3

$9008
$900C

$9020
$9022

DORAS = $9023
TCILS = $9024
TCIHY = $3025

“{ ] ACR3 = $902B
: PCR3 = $902C
. ; (
a s INITIALIZE VIA 1 FUNCTIONS ‘
¥y
. LR #$B0
: §TA  DDRB:  ;PBO~3 FOR INPUT, PB4,S5 FOR DUTPUT.
LDA  #AL  3CAI DETECTS RISING EDGE,
STh  PCRL 3 CB2 TO GENERATE CONVERT PULSE.
LA #$E0
o ~ STA  ACRL  ;ENABLE PB7 PULSE BEN., PB6 PULSE COUNT
[ )
s INITIALIZE VIA 3 FUNCTIONS
v
’ LA #$FF ,
STA  DDRA3  ;PAO-7 FOR QUTPUT
LA MHF
o STA  DDRBS  ;PBO-5 FOR QUTPUT
LA #4E0
‘ .o /™ §TA ACRS  ;PBA FOR PULSE COUNTING, PB7 CLOCK GEN,
- . LA #38C
B STA  PCRS  ;CAZ SET LOW,CB2 PULSE MODE
. LA M05 .
: STA OIS
° © LA #3500
(" STA  TCIH3  ;5TART 17.857 KHI CLOCK ON PBT.
‘ 1A 4508
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STA  DRB3  ;SELECT PB7 AS CLOCK SOURCE
INITIATE VIA #1 FOR BENERATION AND COUNTINE OF 1 M5 INTERRUPTS

L #F2

“5TA TCiLL

LD& #4501

STA TCIHI  ;5TART PULSES
RTS

END
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_ PROGRAM: PDASCANZ.ASH
BY: 5.N, WCGEDRBE
DATE: 4 NOVEMBER 1964

THIS PROGRAM 1S CALLED BY PDASYS2.BAS WHICH ACTS
AS THE USER INTERFACE. THE PROGRAM DETECTS A START PULSE,
COUNTS DUT A USER SPECIFIED NUMBER OF DIODES AND FIRES THE
DSID SOLENDID. THE RFADDUT CLDCK IS THEN TURNED OFF FOR
A USER SPECIFIED PERIOD WHICH ALLOWS TINE' FOR THE
SAMPLE PROBE TO STABILIIE IN THE PLASMA AND HEAT UP T0
THE TENPERATURE REQUIRED FOR VAPORIZATION OF THE SAMPLE.
AFTER THIS DSID WAIT PERIOD THE PDA 1S READ OUT TO RESET
ALL PIKELS AND THE CLOCK IS5 AGAIN TURNED OFF, THIS TIME FOR
AN INTEGRATION PERIOD TO CAPTURE THE TRANSIENT SIGNAL. THE
WAIT PERIOD AND INTEGRATION PERIOD ARE DETERMINED BY
EMPLOYING MULTIPLE READOUTS WITH IERO WAIT AND INTESRATION
PERIODS AND PLDTTING MULTIPLE SCANS USING PDA3D, A PROGRAN
WHICH DISPLAYS WAVELENGTH vS. INTENSITY VS, TIME IN A 3-
DIMENSIONAL FLOT.

THE 5-100 SYSTEM RUNNING UNDER R.L. SING'S SOFTWARE
DETECTS END OF CONVERSION STATUS AND ACQUIRES THE DATA
DIRECTLY USING THE 12-BIT ADC SUBSYSTEM. THE ADC HARDWARE
HAS BEEN MGDIFIED SUCH THAT BNC COKNECTOR #4 IS CONNECTED
T0 THE START CONVERT LINE ENABLING THE AIN TO GENERATE
CONVERSIONS AT THE APPROPRIATE TINE USING VIAL, THIS ROUTINE
ALSD DIFFERS FROM PDASCANI.ASH IN THAT UP TO 255 CONSECUTIVE
SCANS CAN BE GENERATED SO THAT TEMPORAL DATA CAN BE ACGUIRED
FROM THE DSID EXPERIMERT.

B R R R R EE R E R F R R S R R R LR R R R R R

VIA REGISTER LOCATIONS

S N B cme AIE aE VAR AR ME R AEW asE WE e S We el MY e RS e e vER W IR VES AEE WE a8® AR AMR e vew AEW e

DRBL = $9000 n
TC2LY = $9008 T2 OF VIAL COUNTS.1 NS INTEGRATION
TC2H) = 49009 ; PULSES FOR STOPPED CLOCK NODE.

ACRI = $900B
PCRL = $900C
IFRE = $900D

DRB3 = $9020 ; PORT B CONN. TO PDA LOGIC

DRA3 = $9021 PORT A * * * !

TC2L3 = $9028 T2 OF VIAS COUNTS SANPLE PULSES
TC2H3 = $9029 GENERATED BY PDA

IFR3 = 49020

; PAGE ZERD LOCATIONS

WAITF = $E0 _ ; DSID WAIT FLAE (=235 FOR WAIT)

WAITL = $E1  ; LO BYTE, WAIT PERIOD
WAITH = $€2  ; WI BYTE, WAIT PERIOD
CCl = 4F0  j CLOCK CODE (PBZ,3,4)

+ & OF CONSECUTIVE SCANS

REPS = $F3
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e

-e

STRTI

i
5CANI

-e

H
WAIT

j
5TRT2

INTL = $F4
INTH = #FS
PIILO = $F6
PIXHI = $F7
RFLAG = $FB
PSCAN = $FD
DATA = $FE

¥ = §2200
L0 PINLO
STY  TCU3
LDY  PIXHI
LDA  DRA3
LDA  IFR3
AND  B802
BER  STRTI
LDA  DRA3
STY  TC2M3
LDA  IFR3
AND  #520
BEQ  SCANI
DA BAC
STA  PCRI»
DA WAITF
BEQ  LOOP
LDA  DRB3
AND  SE3
STA  DRB3
DA WAITL
§TA - TC2L1
DA WAITH
STA  TC2H1
'LDA  IFRL
AND 9520
BEQ  WAIT
LDA  DRB3
RA  CCf
STA  DRB3
DA IFR3
AND 1502
BER  STRT2
DA DRA3
DA PIXD-”

STA /7023

-
e,

LON BYTE OF INTEGRATION COUN

HIGH [ ] " » L]
LOW BYTE - NUMBER OF PIXELS TO READGUT
HIGK BYTE * ' '

REPEAT FLAE (=0 FOR ACR, =$FF FOR LDOP)
NUMBER OF PRESCANS BEFORE DATA ACQUISITION
LOK BYTE FOR INDIRECT INDEXED ADDRESSING
1# 70 DATA VECIOR ($FF CONTAINS HIGH BYTE)

e ma mmm we em wem ma

:CLEAR CAI FLAB

sNAIT FOR FIRST START PULSE

:CLEAR CAL FLAG

sLOAD TC2 VIAS WITH PINEL COUNT
;CHECK FOR END OF READOUT
sFIRE DSID

; IF WAIT FLAB=0 SKIP WAIT ROUTINE
sSELECT CLOCK CODE 000 (END)

;$T0P CLOCK

;LOAD TIMER 2, VIA WITH DSID WAIT PERIOD

o

sWAIT FOR END OF WAIT PERIOD

+RESTART, CLOCK FOR READOUT PERIOD

+HAIT FOR SECOND START PULSE.
sCLEAR CAI FLAB

[
8]
a



’
RDOYT

1)
LOOP

j
INT

3
STRIN

SAMPL

CONT

~LDA

5TA

LDA
AND
BEQ

LDA
AND
STA

LA
574
LDA
§TA

LDA
AND
BEQ

LDA
ORA
5TA

L1 H

LoA
AND
BER
LDA

STY

LDA
LDA
AND
BEd
5TA

AND
STA
LbA
AND
BE@

DEC
BNE

" LDA

518

RTS-

END

PIIRI
TC2H3

1FR3
#2
RDOUT

DRB3
#ES
DRB3

INIL
2L
INTH
TC2H

IFR1
20
INT

DRB3
LC1
DRB3

TEU3

IFR3
02
STRTN
DRA3

TC2H3

DRBI
IFR3
#510
SANPL
IFR3

00
DRBL
[FR3
$420
SANPL

REPS
Loop

HOE

PCRI

sLOAD TC2, VIAZ WITH PIXEL COUNT

&

;RESET PDA PIXELS

$GELECT CLOCK CODE 000 (BGND)
+STOP CLOCK

sLOAD TC2, VIAI WITH INTEGRATION TIME

,

+WAIT FOR. END OF INTEGRATION PERIOD

sRESTART READOUT CLOCK FOR DATA ACE,

4

A

{ALT FOR NEXT START PULSE
CLEAR CAL FLAG

+LOAD TC2 VIAS NITH PIKEL COUNT

sWAIT FOR A SANPLE PULSE (PIXEL READOUT)
;CLEAR CBY FLAG .

s TRIGGER CONVERSION

s CHECK FOR END- OF SCAN

s RESCAN IF REPS)0, ELSE RETURW
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Flow Chart of System 1 Support Software

Plot Parameter Menu

Title of plot
Display (5 or D)
X—scale
Y~-scale
Point plot (on/af+)
Bar graph (on/off)
ta file 1

Data file 2

!

v

Produce video plot

on screen.

Caopy video graphics

to printer.

A

thange Flot Farameters
(3

Video Flot

Save Specfra

v - -

Save spectrum 1
ana/or spectrum

2 on disk.

P

A

Printer Plot

/

Main Menu Selection

Subtract Spectra

J

Average Spectra

¢ ,

Subtract spectrum 2
from spectrum 1 and
display the result

on the video screen.

357

Average a series

of spectra.
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ADDR

“* FD

Hex Dec
EO 224
El 225
E2 2246
FO 240
F1 24
F2 242
F3 243
Fa . 244
"F5 245
Fé 246
F7 247
EB 248
Fe 249
FA 250
FB 251
FC 252

2533
FE 254
FF 255

Appendix K - Page Zero Locations
Function
DSID wait flag (O=np: Z35=yes)
Low byte of DSID wait periad.

High byte of DSID wait period.

Clock code 1 ~ Readout clock.

L
Clock codé 2 - Blurt clock. M

b
Low byte of timer 1, VIA 3 - Determines FB7 fFreq

Number of sequential scans or Blurts.

Low byte of i1ntegration count. &
High byte of integration count.
Low byte of number of pixels to readout.

High byte of number of pixels to readout.
Repeat flag (O=Acguisition; 2535=Infimte loop)
Low byte of Blurt count.

High byte of Blurt count.

Index into data vector for spectrﬁm storage.
Number of diodes to acquire for Blurt mode.
Number of prescans.

Low byte for indirect address of data’vector.

High byte for indirect address of data vector.

2

358 C

System

5Ys2

- 8YGS1/2

5Y51

S5YS1/2

§ys1

85Y§51/2
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Appendix L - Image Tr;nslation Simulation Software

progran profilel (1nput,output);
{# This program calculates integrated response profiles for an -
1deal 1nage whose width 1s anywhere fros ! to 30 microns.

The 1aage 15 first centred on a diode and the response 1s '

calculated faor diode 0,1 and 2.  Dicdes -1 and -2 are not =
dealt with because their response will just be the mirror

1mage of diodes | and 2.

Atter each set of diode responses has been determined, the 1mage
15 translated to the 'right’ by ! mcran.

The output consists of reporting the responses for each diode
as a function of 1aage translation, as well as the ratio of
response 0 to response 1. #)

ranst al=0.04145; (4 al 1s the result of integrating 0.0833x dx
which 15 the slope of the geosetry function 6(x) #)

const a2=2,083; 1+ 82 15 slaope of y-intercept vs., diode plot for Gix) #)

const b2=1.5425 (¥ b2 1s intercept of y-intercept ve. diode plot for
Gix). The y-intercept for a diode (d) 1is
+-1e2¥d+h2, a2 15 -ve.for left zone, tve for . .
right zone. #)
var a,b,c:real;
var 1,n,0iode:sntegeRSs—x_
var 1mage_width:real;
var left 1mage_boundary,right_ieage boundary:realy (¥ delimits 1mage #)
var diode_left_boundary,diode_right_boundary:real; (¢ delimits diode #)
var left _diode_boundary,right_diode boundary:real; (¢ edge of left/right
adjacent diode ¥)
var bl _left,b!_rightireal; . ,
var 1terationzarrav[0..2,0..50] of real; (# records 1ntegrated response of i
diades over all 1mage pasitians ¥)
gxternal function left zone(ml,left 1mage boundary,right_image_boundary,
lett_diode_boundary,diode_left _boundary,bi leftireal)ireal;
external function central_zane(left _image_boundary,right_image_haundary,
diode_left boundary,diode right_boundary:reall:real;
external fuiction right_zane(sl,left_image_boundary,right_isage_boundary,
right_diode_boundary,diode_right houndary,bt_rightireal)ireal: -
begin
write('1gage width 1n eicrons” ');
readln{ieage_width);
write{ 'nuaber of 1terations? ');
readln(i);
left_inage_boundary:=-1sage_width/2;
right_image_boundary:=1mage_width/2;
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for n:=0 to 1 da

begin :

for diode:=0 to 2 do -

begin
diode_left_boundary:=diode+25.0-6,5;

.. diode_right_boundary:=diodet25.0+4,5;

" left_diode_boundary:=diode+25.0~18.5;
right_diade_boundary:=diode#23.0+18.5;
b1_lefti=-a2+d1ode+b2;
bl_righti=m2tdiode+b?;

ai=left_zone{ni,left_1aaqe_boundary,right_iaage_boundary,
left_diode_boundary,diode_left_boundary,bl_left);
b:=central _zone(left_image_boundary,right_isage boundary,
— diode_lett_boundary,diode_right_boundary);
ci=right_zone(al,left_iaage_boundary,right_ieage_boundary,
! right_diode_boundary,diode_right_boundary,b! right);

1terationldiode,nli=ath+c;
end; (# End of ‘dinde’ loap. #)
left_1sage_boundary:=left_1mage_boundary+i:

right_1aage_boundary:=right_image_boundary+l; (# Shift 1mage | micron, #)

end; (¥ End of “1teration’ loop. #)

wrateln{'iteration’:10, 'diode 0°:9, drode 1':9, diode 2°:9,
‘diode O/dxogr“l’:la);

for n:=0 to1 do

begin
writeln:3,’ )
tor diodes=0 to-2 do writeliterationldiode,nl/1aage width:3e3,” "My

1f tterationfl,nl 3 0 ther
writelnGiterationl0,nl/1teratronl],nl:11:3)
glse writeln(” ')
end;
end, (% End of progras "profilel’, #)
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aodule lzonel;

{# This module calculates the integrated response of the left ~
zone of a given dicde, All variables are declared 1n the
sainline progras, #)

function left zone(al,left_rmage_boundary,right_isage_boundary,
left_dicde_boundary,diode_left_baundary,b!_left:reall:real;
begin ’
left_zone:=0;
1f left_image_boundary (= left_diode_boundary then
1f ((right_1eage_boundary ¢ diode_left_boundaryl and
{right_1eage_boundary > left_diode_boundary)) then
left_zone:={nl¥sqriright _1aage_boundary)+
" bi_lefteright_1aage_boundary) .
- (al#sqr(left_diode_boundary)+
bi left+left diode boundary!
else 11 right_1sage boundary >= diode_left_boundary then
left_zone:=(ml¥sgridiode_left_boundary)+
bt lefttdiode_left_boundary!
' - - (ml¥sgr(left _diode_boundaryl+
bl_left+lett_diode_boundary)
else left!zone:=0
else
1f left_1mage boundary { diode_left boundary then
1f right_image_boundary < diode_left_boundary then
left_zone:=(al¥sgriright_1mage_boundaryl+
bl _left4right_taage_boundary)
- (al#sgrileft_image_boundary)+
bi_left#left_rmage_boundaryl
else
left_zone:=(al#sqridiode_left_boundary}+
bi_left#diode_left_boundary)
- (mi#sqr(left_1mage_boundaryl+
bi_left#left_1aage_baundary};
end; ' ,

" ¥ Completes integration of B(x)P{x)dx for left zone. #)

podend.
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aodul exczonel;

{# This andule calculates the integrated response of the central zone
of a given diade. All variables are declared in the mainline progran.t)

functron central_zonelleft image_boundary,right_image_boundary,
drode_left-boundary,diode_right boundary:real}:real;
begin )
central_zone:=0;

1f left_1mage boundary <= diode_left boundary then
1f ({right_image_boundary { diode_right_boundary) and
(r1ght_image_boundary > diode_left_boundary}) then
central_zone:=right 1aage_baurdary-diode_left_boundary
- else 1t right_i1mage_boundary >= dicde_right _boundary then
central_zone:=diode_right_boundary-diode_left_boundary
else central_zane:=(
else '
1f right_1eage_boundary < diode_right_boundary then
central_zone:=right_image_boundary-left_isage_boundary
else 1f left_1mage_boundary { diode right_boundary then
central _zone:=diode_right_boundary-left_image_boundary;
ends

(# Lompletes 1ntegration of B{xIP(x)dx for central zone. #)

aodend.
{ A
e ’
!f
3
H % R
p
&
JD ra '
o } o
Q el
~ . ) o
- )
[ ]
{ o
o
. 3 ~ 'r) o -
- 362

Mg



.

e—

aodule rzonel;

(+ This module calculates the inteqrated response of the right zane

—of a guven diode. All vartables are declared 1n the mainline program. #)

function right_zone(nl,left_image_baundary,right_1eage_boundary,
right_diode_boundary,diode_right_boundary,
bl _rightireal)freal;

begin
right_zone:=0;

1 lett_image_boundary <= diode_right_boundary then
1f ((right_1mage_boundary < right_diode_boundary) and
+ (right_1mage_boundary > diode_right_boundary)) then
right_zone:={-al#sqriright_1aage_boundary)+
: Bl _right¥right_1mage boundary!
- |-nltsqridiode_right_boundary)+
bi_right¥diode_right _boundary)
else 1 right-1mage_boundary 7= right_diode_boundary then
right_zone:=(-al#sqr(right_diode boundary!+
bl_righttright_diode_baundaryl
- {-gl#sgridiode_right_boundary)+
bi_right#diode_right_boundary)
glse right_zone:=0
else '
14 right_1sage_boundary < right_diode_boundary then
right_zone:={-al#sqriright_1aage _boundary)+
bl_rlght*rlqht_lmage_bounda?v)
‘ - {-nl#cqr(left_1aage_boundary)#
! bi-right*left_1aage_boundary)
glse 1§ ({left_1mage_boundary » diode rrght_boundary) and
(left_1mage_boundary < right_diode_boundary!) then
right_zones={-ai#sqr (right_diode_boundary)+
bt_right#right_d:ode_boundary)
- (-al#sgr(left_1mage_boundaryi+
b1 _right#left_image_boundary);

v

end;
{# Completes integration of G(xIP(x)dx for right zone. #)

“

sodend.
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prograa profile2(input,outputl;

* {# This program calculates integrated response profiles for two
tlosely spaced, 1deal rmages. The width of the two 1mages
and the spacing between thea are user input paraseters.

The 1nages are first centred on & djode and the response 1s
calculated for diode 0,1 and 22 Diodes -1 and -2 are not
dealt srth because their response will just be the mirrar
1mage of diodes ! and Z.

After each set of diode responses has been deterained, the i1eaage
pair 15 translated to the ‘right’ by { mcron,

The output consists of reporting the responses for each diode
as a function of ieage translation, as well as the ratio of
response 0 to response 1. # “

const al=0,04165; (+ ol 15 the result of integrating 0.0833x dx
which 15 the slope of the geosetry function 6{x) #)

const 42:2,0B3; (% aZ 15 slope of y-intercept vs, dmée plot for 6{x) 8

const b2=1,542; (% b2 1s intercept of v-intercept vs. diode plot for
Gtx). The y-intercept for a diode (d) 1s
 +-1a2#d+b2, @2 15 -ve tor left zone, #ve for
right zone, ¥
var 1teration,n,diode:integer;
var uaqe_uldth,maqe_ieparatmn:real; /
var 1maqel left_boundary,1sagel_right_boundary:real; (# delimits 1magel #)
var 1magel left_boundary,image?_right _boundary:real: (¢ delimits 1mage2 #)
var diode left_boundary,drode_rignt_boundary:real; (# delimits diode #)
var left_diode_boundary,rignt_dicde_boundaryireal; (* edge of left/right
adjacent diade ¥
var bl _left,bl r1, tireal;
var 1nteqrated response:array[0..2,0..50] of real; (* records integrated
' response af diodes over
all 1mage positionst)
external function-left zone(ml,left_1mage boundary,right_image_boundary,
left_diode_boundary,diode_left boundary,b! leftireailireal:
external function central_zone(nl,left_mage_boundary,rlght_u'age_boundary,
diode_left_boundary,diode_right boundaryireal):real;
external function right_zonefal,left_image-hgundary,right_image_boundary,
right_diode_boundary,diode_right bounddry,bl_rightireal):real;
beqin
write('1aage midth 10 mcrons® ')
readin(ieage_mdthl; ‘ &>
write(‘nusber of 1terations” 'J; ‘ ¢
readlnin);
write{'1mage separatien ih aicrons?’ iy
readln(inage_separation;

1aagel left_boundary:=-1mage_separation/2-1sage wmdth/2;
1eage!_right_boundary:=-1mage_separation/2+1sage_midth/2;
1nage? left_boundary:=1mage_separation/2-ieage mdth/2;
* 1sage2 right _boundary:=1mage_separatian/2+14aqe_wdth/2;
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for 1teration:=0 to n do
begin
, for dirode:=0 to-7 do
beqin
drode_left_boundary:=diode#25,0-5.5;
diode_right_boundary:=d1ode#25,§+6. 55
left_diode boundary:=d1ode*25.0-18.5;

right_diode_boundarys=d1ode#25,0+1B.3; .
hi_lett:=-a2#drode+h2; ‘ .
bl_right:=a22d10de+b?2; /

integrated_ F%sponse[dmde rterationli=left zonelsl,1magel_left_boundary,
uagel right_boundary,left_diode_boundary, dzode left_boundary,bl left)+
’ central _zoneial,1mage!_left boundary, T
1ngel_rlqht_buundary,dxoae_left_boundary,dmde_nght_boundary)f o
right_zonelal,1eagel_left boundary,
tnagel _right_boundary,right _diode boundary,diode_right_boundary,bl_right+
left_zbnelal,1mage?_left_boundary,
1age2_right_boundary,left_diode_boundary,diode_left_boundary,bl left)+
central _zonelal,1nageZ_left _boundary,
( 1aage?_right_boundary,diode_left_boundary,dyode_right_boundary)+
! right_zonelal,ymage?_left boundary,
1#age2_right_baundary,right_diode_boundary,d1ode right_ bnundary bt_right);

end; ¢ End of 'diode’ loop. B

‘ tnagel_left_boundary:=iaagel left_boundary+l:
1page!_right_boundary:=imagel right_boundary+!: (¥ Shaft image | micron,
¥
1aage2_lett_boundary:=image2 left_boundary+l:
uage{nqht_boundary:=1nage2_r1ght_boundary+1;

end; (% End of "iteration’ loop, ¢

* writeln{'1teration’:10, d1ode 0':9, dinde 1':10, 'diode 2°:10,
"IRRO':B, " IRRL":8};

for 1teration:=0 to n do . .
beqin
write(1teratrion:5,’ BE
tor diodes=0 to 2 do
write(integrated responseldiode,1terstion)/ (2ndage_wrdth):5:3, " '}y
1f integrated responsell,1teration] > 0 then

write{integrated responsef0, 1teratmn]/1nteqrated responsell, 1terat1on] :
2:3)

ks

- else aritelnl” ')

1f 1ntegrated_response(2,1teration] } ( then
mfeln(mtEgrated_response[l,.;teratmnJ/xnteqrated-responseIZ.xteratwn]: ;
10:3)

t
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else writeln(’ ")

end
end, (# End of progras ‘prafile?’, #)
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nodule lzonel;

ﬁ'?‘?’ s, s

s/

{# Thi's module calculates tH;\Tntggiated response of the left

2one of a given diode. All variables are declared 10 the

¥
sainline program. +) —

—
—

function left_zone(al,1mage_left boundary,inage_right boundary,
lett_diede_boundary,diode_left_boundary,bit_left:real)ireal;

begin
left_zone:=0;
- 1f 1mage_left_boundary (= left_diode_houndary then
1f {{1imge_right_boundary { dicde_left_boundaryl and
{1mage_r1ght_boundary } left_diode_boundary)) then :
left_zone:=(|1*sqr(1|age_rlght_boundary)4ﬁ ‘
’bl_left*luage_rxght_boundary)
- tal¥sgr(left _drode_boundary) +
bi lefttleft diode boundary)
else 1f 1nage_right_boundary »= diode_left_boundary then
left_zone:=(al#sqr {diode_left_boundary)+
bl _left#diode_lett boundary)
- (ul*sqr(left“dxnde_bnundary)+
. bl lefttleft diode_boundary!
plse left_zone:=0
else ) . A
1f 1mage”left boundary ¢ diode_lett_boundary then
1f 18age_right_boundary ¢ diode_left_boundary then
left_zone:=(al*sgr(1mage_right_boundary}+
bl leftd1mage_right_bourdary)
- (al#sqriipage_left_houndary)+ ™
bl_feft*xmage_left_bgyndary)

o

else Y
left_zone:=(altsqgr(dinde_left_boundary)+
bl leftidiede_left_boundary!

- (al#sqr (1mage_left_boundary!+ ’

bl left+image_left_boundary);
end;

* (¥ Completes integration of S5(x}P(x}dx for left zone. #

?
aadend, -

(%
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sadule czone2; I

{# This aodule calculates the inteqrated response of the central zone
af a given dinde, All/varlables are declared in the mainline progras.#)
)
function central zone{ml,1mage_left_boundary,1mage right_boundary,
diode_left-tioundary,diode_right_boundary:real}:real;

[4

begin
central _zone:=0;

. if 1aage_left boundary <= diode_left_boundary then
14 {{1mage_right_boundary ¢ diode_right_boundary) and
(1mage_right_boundary ) diode_left_boundary}} then
central zone:=1mage_right_boundary-diode_left_baundary
else 1f 1aage_right_boundary )= diode_right_boundary then
tentral_zone:=diode_right_boundary-diode_left_boundary
else central _zone:=(
else A
1f 1sage right boundary < diode_right_boundary then
tentral zone:=1gaqe_right_boundary-ieage_left_boundary
else 1f 1nage_left_boundary ¢ diode_right_boundary then
o central zone:=diode_right_boundary-1mage left_boundary; .
end; . '

(# Coapletes integration of 6(x}Fix)dx for central zone. #)

aodend. '

e
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module rzoneZ;

{# This module calculates the integrated response of the right zone
af a given diode. All variables are declared in the eainline progras, #)

functyon right_cone(al,1mage left_boundary,1mage_right_boundary,
right _diade boundary,diode_right_boundary,
bl_right:ireal):real; ’
begin
right_zone:=0;

1f 1nage_left_boundary (= diode_right _boundary then
1t ({1mage_right_boundary ¢ right_diode_boundary) and
(1mage_right_boundary > diode_right_boundaryl) then
right_zone:=(-gl#sqr{image_right_boundaryj+
bi_right*1eage_right boundary ’
- (-al#sqr(diode_right_boundary) //
bi_right*diode_right houndary} 1
else 11 1maqe_right_boundary )= right_diode_boundary then
right_zone:={-ai¥sqr{r1ght_diode_boundary)+ o
bl_right#rignt_diade _boundary)
- {-al#sqr(diode_right _boundary}+
bl _right#diode right _boundary!
else right_zane:=0
else
1f 1mage_right_boundary < right_diode boundary then
right_zone:=(-mltsqriimage_right_boundarylt -
b1_right¥1mage_right_boundary)
- (-al#sgriimage_left_boundary)+
b1 _right*i1mage_left_boundary)
else 11 ((1sage_left boundary » diode_right_boundary) and
lisage_left boundary < right_dicde_boundary)) then
right_zone:={-mi#sqrir1ght_diode_boundary)+
51 _right®right_diode boundary)
- I-al#sqrizmage_left boundary)+
bi right*:1mage_left boundary);
end;

(¢ Completes 1ntegration of B(x)P(x)dx for right zone, #)

nodend.
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prograr protilel(input output};

(#

/
con

con

con

var

yar
- var

var

var

var
var

ext

ext

This program 15 a specialized version of PROFILE2.SRC which
calculates integrated respanse and 1ntegrated response ratio
data for two closely spaced, 1deal 1mages, The image widths
range from 3 to 30 sicrons 1n steps of 5 microns and the 1mage
separations range trom 2 to 50 microns in increments of 2
miCrons. . : N

Thg 1mages are first centred on a diode and the respanse 1s
calculated tor diode U,1 and 2. Diodes -1 and -2 are not
dealt with because their response will just be the mirror
1mage’ of diodes 1 and 2.

After each set of dicde respanses has been determined, the image
patr 15 translated to the "right’ by 1 aicron. 30 translations
are carried out for each 1mage width/image separation case. .

The output ronsists of réggrtlnq the responses tor each diade
as a function of rmage translation, as well as the ratic of
response U to response | and of response | to response 2. )

st al=0.04165; (+ al 15 the result of integrating 0,0833x dx
which 15 the siope of the geometry function
6lxi #)

st a2=2.083; (% a2 15 slope of y-intercept vs. diode plot for
Glx} #)

st b2=1.542; (% b2 15 intercept of y-intercept vs. diode plot for
6(x}. The y-intercept far a dinde td) 15
+-)n2%d+h2, a2 15 -ve for left zone, tve for
right zone. 4
1teratian,n,dicde:integer; ,
1aage_width,1mage_separation:real; .
1magel _left_boundary,1magel right_boundary:real; {delimits rnagel+!

1aage?_left_boundary,1maqe2_right_boundary:real; {#delimits 1mage2+) -

diode_left boundary,diode_right_boundary:real; (# delinits diode #)

Teft_diode boundary,right_diode boundary:real; (* edge of left/right _

adjacent drode #)

bl_left,bl right:real;
integrated response:array(0..2,0..50] of real; (* records integrated

. ) response of diodes
over all inage
. positions#)
ernal function left_zone{al,left_isage_boundary,right_image_boundary,
left diode boundary,diode left boundary,
bi lettireal):ireal; !

~

-

ernal function central_zanelal,left_inage_boundary,
right_image_boundary,diode_left_boundary,
diode_right_boundary:real)ireals

external function right zonetel,left iaage_boundary,

right_image_boundary,right_diode_houndary,
diode_right_boundary,bl_right:reall:real;.

370

Y



7

. s g
begin . :
n:=50;
,1mage_width:=10; ‘
while 1mage_width {= 30 do .
begin )
1mage_separation:=2;.
while 1sage_separation (= 30 do v

begin -

inagel_left boundary:=-1mage_separation/2-1mage_width/2;
1lagel_r1ght_bounggry:=-1|age_separat1on/2+1aaqe_u1dth/2;
1sage?_left_boundary:=1mage_separation/2-1mage_width/2;
1aage2_right boundary:=1sage_separation/2+ieage_midth/2;

for 1teration:=0 te n do
begin
for diode:=0 tc 2 do
begin .
diode_left_boundary:=diode¥25.0-4.5;
d1ode_right_boundary:=d10de#25, u+6.5;
left_dinde_boundary:=diode#25.0-18.5;

right diode boundary:=diade#23.0+18,5; - ]
bi_left:=-nZ2d1odeth2; . .
bl right:=a2#diodeth?; . v

integrated_responseldiode,1terationl:=
leftt_zone(al,1magel_left_boundary,1magel_right_houndary,
lett_diode_boundary,diode_left_boundary,hl lefti+
central _zone(al,1eagel_lett_boundary,i1magel_right_baundary,
diade_left_boundary,diode_right boundary}+
right_zane(el,ieagel_left_boundary,tsagel_right_boundary,
right_diode_boundary,diode right_boundary,bl right}+
left_zonelml,1magel left boundary,image?_right_boundary,
left_diode_boundary,diode left boundary,bi left)+
central zone{al,1mage2 left boundary,ieage?_right_boundary,
diode left boundary,diode right_boundary)+
right_zone(#l,1maqe?_left_boundary,irage?_right_boundary,
right_dirode_baundary,diode_right _boundary,b! right);

end; (+ End of 'diode’ loop. §)

1aagel_left _boundary:=image! _left_boundary+l;
teagel_right_boundary:=i1sagel right_boundary+l; (+ Shift 1eage
. ! mcron. #)
1aage?_left_boundary;=i1sage2_left_boundary+l;
1aagel_right_boundary:=image? right_boundary+{;

end; (+ End of ‘i1teration loop. #)
writein{'Image width = ",1mage_width:3:1): —
writeln{ Inage separation = ’,1mage_separation:3:1};

writeln;

writeln{'1teration’:10,'d1ode 0':9, 'diode 1'¢10, "dinde 2':10,
"IRRO":B, "IRR{":10);



for 1teration:=0 ton do
begin ’,
writeliterationsd,” - ');
for diade:=0 ta 2 do
writeintegrated responseldiode,1terationl/
T (2x1mage_width):5:3," ! \/
1f integrated responsell,1terationl ) 0 thend
write{integrated respansel0,1terationl/
integrated responsell,iteration:2:3)
else writel’ RE ‘
1f 1ntegrated responsel2,1terationl ) 0 then
writeln{integrated respansell,iterationl/
integrated_responselZ,1terationl:{0:3)
else writeln
end;

writeln{chr(12}};
1mage_separationi=image_separationt2
end; (+ End separation loop +)

1mage_width:=1mage_width+3
end; (¥ End 14age_width loop #)

_end. (# End of progras ‘profilel’, )
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v > s n .
Appendix M = Three Dimgnsimngl Plotting
) . i P

o to | * Software

°

and Spectrum Acquisi®ion

r's

progras PLOT_3D; ) . ) ‘

i i, \
{# This prograa acquires up to ten 1024 point PDA spectra ang -

T

’ plots the series in J-D. #] . :
const . I P, =
|

‘ _— X_DFFSET = 10;
. . Y_OFFSET = 9b;

. 1‘ '
type k

DATA_ARRAY = arrayll: 10240 ot 1nteger:
. J

1,10 res, . ' .
NUM_PER_SCAN, ' ',
NUM_SCANS, :
KUM_FOINTS,
FIRGT T0_PLOT, -
"LAST_T0_PLOT, - “ T~

| {_SHIFT, - .

. Y _SHIFT, .
Y HIN,
o Y_HRL, o
X_RANGE, 0 .
Y_TEMP 1 integet; '
THE_DATA  : DATA ARRAY; ,
DARK " 1 array[1:1024] of 1integer; g ~
‘ DATA FILE  Fileg . :

DARK FILE  : Fule;
DATE : string(Bl;
CON_CH,DARK_CH : char; ,
EXT @ stringl3];

external procedure GET_PDA(THE DATA.:1nteger; NUN PTS : integer);

N\

i ‘ function Y(SCAN,POINT:1nteger):integer;
begin
Y := THE_DATAL(SCAN - L #NUM_PER_SCAN + PBINTI;
) end;



procedure PLOT_IT;
var -
_FOINT, g

SCAN,

FRONT_SCAN,

BACK SCAN : integer;

begin’
Y_MAX := 2548;
- Y_RIN := 0y

write('Enter nusber of scans & ') -
readin{NUM_SCANS);

. write('Enter nusber of points per scan :,');
read]n(NUH_PERjﬁtAN);

write(‘Enter first point to be platted : “);

read]n{FIRST_T0_PLOT);
“nrlte( Enter last point to be plotted N H
.. readln(LﬂST 10 PLUT)

for SCAN := 1 to NUH _SCANS do
for POINT := | to NUM_PER_SCAN do
THE_DATAL(SCAN- l)*NUH _PER SCHN‘f’PDINT]

far BACK_SCAN := NUN_SCANS downto 2 do
for FRONT_SCAN := 1 to (BACY SCAN - 1) do
begin

‘P
Al . ‘
» _!
N
a ’“/'
B —
Av
I
w L
= Y(SCAN,PDINT)-
DARK{POINTI +
500;

Y_SHIFT := (BACK_SCAN-FRONT_ SCAN #Y_OFFSET;

X_SHIFT 1= (Back_scan-FRONT_SCANI# X DFFSET'

for FOINT FIRST T0_PLOT to {LAST_TO_PLOT- ({BACX_SCAN-FRONT _SCAN) # X_ DFFSETQ) do
1f {Y{BACK_SCAN PDINT)+Y SHIFT} ¢ Y(FRONT-SCAN, POINT#X SHIFT) then
setbxt(THE_DATA[(BACV_SCAN -1) *NUH_PER_SCAN+POINT] 15}
wrateln{'Scan ',BACK_SCAN, ' has had features hidden by scan , FRONT_SCAN, ' removed);
¢+ end; )
X_RANGE := (LAST_TO_PLOT-FIRST _TD_PLOT) + NUM_SCANS & X DFFSET;
Y_MAX 1= Y_MAL + NUM_SCANS ¢ Y _OFFSET; ) .
write("Turn on aux port and hit return’): “““j—~\
readln; )
. write(chr(27), . I1B13317: ", che (27}, N3 192 ")y . <
. write("SC",-5 # X_RANGE div 100 ,*,", X_RANGE + 5 # (_RANGE div 100,",",
Y_NIN -5 # (Y _MAX-Y_HIN} div 100,",",VAMAX + 5 & (Y_MAX-YMIN) div | .
L1000 .

N



. .

for SCAM := ! to NUM_SCANS do
begin ~ N
[ SHIFT := (SCAN-1)#) OFFSET;
Y_SHIFT := (SCAN-1)4Y_DFFSET;
write (CPU" 14X _SHIFT,", ", Y (SCAN,1)+YSHIFT," " 1;
F 4

tor POIRT := FIRST_TO_PLOT to LAST_TO_PLOT do
begin '
1f tsthit (Y(SCAN,POINT), 15 then
begin
tlrbit (THE DATA[(SDAN 1) #NUM_PER_SCAN+POINT],15);
. ’ write ("PU‘ POINT+XSHIFT, ", ,Y(5C PDINT)+YSHIFT, N
. elge ‘e
write(POINT+XSHIFT, ", ", Y(SCAN, POINT)+YSH]FT ‘PD, ‘)
end;
end: e * i
READLA; - ’ N

el

end;

begin -~

write( 'Enter date for experxlental data {e.g. FEB22/84) :
readln{DATE);

repeat

! v

write('Do you wmish to Acqulre, Dark, Plat, Save, Lnad R H

readln(COMCH) ;

tase CDHCH ot

‘D, 'd" & beqin

write('Load or Acquire dark’); \
readln {DARK_CH); ‘ \

1f (DARK_CH = 'L*) or (DARK_CH = "1°) then \

begin
assign {DARK_FILE,concat (' B:',DATE, JORK Vg
e reset (DARK_FILE);

blackread(DARK FILE, DARK I0_RES, 2043, -1
1t 10_RES <) O then
urlteln ‘Error loading dark ‘)¢
end
else
begin

&

4

srite('Ready to acquire dark scan, press return when ready’);
readln;

v writeln!( 'Warting for dark scan’l;

BETPDA (addr (DARK} , 1024}
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ass1gn(DARK_FILE,concat{ B:",DATE, . DRK'));
rexrite(DARK FILE)4

blockunte(DARK_FITE,DARK,ID_RES, 2048, -1 1
1f 10 RES <> 0 then ‘
writeln{ 'Ertor saving dark '};
gnd;

close (DARK_FILE, IORES);

if T0RES = 265 tjh{en?a
writeln (‘Error Slesing dark');

" end;

[ 13

A7 'a" 1t bégin
, AN
write{'Enter number of points comr{g:');

" readln(NUN_POINTS);
BETPDA(addr (THE_DATA) NUM_FOINTS);
writelp( 'Data Acquired’};
end;

‘Bypt o PLOTIT,

o

‘§7,'s" ¢ heqin

write('Enter data set extension :');
readln{EXT);

assi1qn(DATA_FILE,concat{ ‘Bz ", DATE, . " ,EXT));
rewr1te(DATA_FILE);

blockwr1te (DATR_FILE,THE_DATA,I0_RES,10240-# 2,~-1):
1 1<) 0 then )
beqin < S
Writeln('Error 1n writing f1le’l;
exit;
end;

close(DATA_FILE,I0_RES); 4
1f 10 RES = 235 then
writeln{'Error closing file’);

end;

B begmS

writel’Enter data set extension :'};

readln(EXT};
r~ ass1qn(DATA_FILE,concat ("B: ’,‘;)NE, nLEXT )
/
I
/
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\

reset (DATA_FILE); \

- blockread(DATA_FILE,THE_DATA,Id_RES,lONO t2,-1);
1f I {0 then

begin
AN Writeln('Error 1n readm\hle');

exits
end;
close (DATA_FILE,ID RES):
1f 10_RES = 235 then
writeln{'Error closing hle:)l:.

end; . :

¢

te

else
writeln( lsproper selection try again’');
N °

\:\ end; .
N\ - o

until falsey
end.
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