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Abstract

.-\n cvol\'ing cn\'ironmcnt c~m have ~lh:h an imr~l\:t on the n:quin:l1lcnts \lf an c\istin~ snft\\'~lI'l.·

SYStCtll that il can rcnùc:r thl: systcm onsoh:tc. \\'c h~l\'C: c:xp..:ricl1l..·cd pn:cisdy sUf.:h ~l IllSS in our

n:s~areh ~nyironm~m. Th~ Congru~ncc E,"aluation Syst~1ll was an innoyaliw pmof "f eOlll:ept

(CES POC) syst~m. u~Ydop~d oy~r two y~ars with thr~~ p~rson-y~ars of df.wi. Il was part of an

~nyironm~nt whieh was eonstamly ~nllying. and this ehang~ in lhe ~nyirol1ln~m dietat~d th,' lit­

n~ss of the CES POC syst~11l in th~ ~nyironment. Th~ syst~1ll s~ry~d exedl~ntly for lh~ h'lsie

res~areh goal of diseoyery and proof. hut failed seriously in the long t~rlll goal of ~nlIY'lhiliIYof

the entire suite of tools heing huilt eoneurremly hy scyer.ll resear~h~rs in th~ I~am. In this th~sis,

we deserihc a ease s[udy of requi~memschanges in .m e\'ol\'ing en\'ironlll~nt in\'olwd in the

de\'elopmcnt of unp~ccdemedsystems. In partieular, we identify requirelllems·ori~nted fa~tl1rs

that caused the demise of an inno\'ati\'e system in slIch an en\'ironment. The thesis also deserihes

some lessons leamt l'rom this experience.



•

•

Résumé

lin environnement en évolution peut avoir un tel impact sur les spécifications d'un systi:me

exisl:mt que eela peut rendre le systi:me désuet. Nous avons subi une telle perte dans notre envi­

ronnement de recherche: le systi:me d'évaluation de la congruité étail un systi:me expérimental

innovateur qui fut développé sur une période de deux ans par un effort de trois années-pel'$onnes.

Il faisait partie d'un environnement qui évoluait constamment. et celle évolution a affeclé la con­

gruité du sysli:me par r.lpport à son environnement. Il a tres bien servi les objectifs de découverte

cf de preuve. mais ne s'est pas prêté à une évolution compatible avec les diftërents outas cons­

truits par plusieul'$ chercheul'$ de I"équipe. Dans celle thi:se. nous décrivons I"étude d'un cas de

changements de spécifications dans un environnement en évolution où I"on développe des sys­

tèmes inédits. En particulier. nous identifions des facteul'$ associés aux spécifications qui ont

causé la perte d'un système innovateur dans un tel environnement. La thèse décrit aussi les leçons

qui ont été tirées de celle expérience.
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Chapter 1

Introduction

Historically. thc proccss of software dc\'cIopmcnt h:!s pl:lycd :1Il important rolc in thc licld of soft-

wan: engineering. The software dcvdopmcnt pro\:c~s comprbcs snf(w~m: engineering ;'l~ti\'itics.

including tcchnical and managcrial oncs. that are carricd out in thc production of softwarc. Thc

scope of these actÎ\'ities includcs determination and specification of systcm softw:m: n:'1uire-

ments: analysis and management of risk: software prototyping: design: Îrnplcrncnt:ltion: vcrilica-

tion and validation: software quality control and assur.ll1ce: integr.ltion of components:

documentation: management of software configur.ltions and versions: management of data and

evolution of software [17].

Many current software development methods are still closely related to the well-known c1assical

Software Development Life Cycle (SDLC). abo widely known as the warerfall mode! [31). While

much work in recent years has focused on improving thesc software dcvelopmcnt processes (e.g.•

the spir.l1 model [4]) and thus also software quality. a critical issue. that software must he adapta-

ble to changes in user requiremenLs or environmental changes is still considered problematic. This

• problem domain is hetter known as the sofnvare maintenance problem.

.-.-',
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Soflwar~ syst~ms us~ù in Ih~ acaù~mia or the inùustry are continually modili~ù to adapt to chang­

ing us~r n~~ùs. Th~ in~vitability of soflwar~ ~volution and the intrinsic nature of its causes has

been recogniseù for many years [·W. 41]. Even if a system is IOtally reliable. completely meets

user requirements at a given time. and is weil structured. it might still be required to update the

system ùue 10 elll';mnl/lenwi problems. v,j.z.. environmem change. new hardware. difficulty in

integr•.lling new wols with existing suite of wols [23]. Software maintenance dominates the soft­

ware lite-cycle. In many organizations. softwarc maintcnance activities consume three-fourths of

the totallife-cyde expenditurcs and over one-hall' of the data processing personnel resourees [19].

Taking into account the marked difference between the production (industry) environmem and the

rcscarch environment. it is importantto discriminate requirements changes between these two dif­

ferent environments. By discrir.tinating in this way. we are able to have a deeper understanding

of: the role of software systems in the two environments: the processes that should (or should not)

bc used in each case: the methods too1s and techniques that are suited to the two environments:

and other related malter.

Prior to such discrimination. we define sorne key terms so that these can bc referred to subse­

quently:

1. Software maintenance may be defined as the modification of a software product after delivery,

to correct faults. improve performance or other attributes. or to adapt the product to a changed

environment [2].

2. Software evo/ution consists of the activities required to keep a software system oPerational and

2
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responsi"e after it is aceepted and placed into production. Il Illeans a cOlllinul'us Ch:ltl~l' fn'Ill a

\esser. simplcr. or worse stale 10:1 hi~her or hener stale 11 .. 1.

3. S(~fr....arc lIIainraina/)iliry is delined as the case wilh which :1 solh":lre systelll c:m he cllrrecled

when errors or deficiencies occur. and can he expanded or conlraeted to satisfy new requirelllellls

[19].

4. Sofnmrc cngineering clll'ironlllenr means a collection of lOols. pr:lctiees. :md workin~ eOl1lli-

tions supporting software engineering efforts [6].

5. Funcriona/ requirelllellts define the aClual 'functions' which must be implemented in the sys-

tem [21].

6. Non-juncriona/ requirelllellts define aIl other kinds of requircments the system should satisfy.

such as performance specifications. memory requircments. development platforms. user friendli-

ness. changcability etc. [21].

1.1 Production and Research Environments

It is well known that in aproduclion environment, a software system once built generally needs to

be evolved for longevity. A system may evolve due to new functional and non-functional require-

ments. For instance. a planned new version of the current system may rcquirc new features to he

added to the current version and these added functionalities!..,,-ew functional requiremenl~) would

require changes be to be made in the current system. Similarly, if the performance orthe eXisting

system has degraded due to changes in hardware or sysiem software support (Le.• changes in non-

functional requirements) then appropriate changes could be required in the existing system'to

make it effective. Lehman and Belady cite an operating system which increased from 3,682 mod-
-:;.

ules to 4.800 modules over four major release cYcles! [32.33.34]. Other possible causes for the

3



•

•

,olh"an: mainl"nam:" prohkm "an h" "hang"s in th" sysl"m conle:-a. i.e. the o"erall en"ironment

in whidl Ihe sysl"m is 10 lit. "hanges in Ihe ohjeclhases acceS'ed hy the system. changes in pro-

gramming. language n:quin.::mcn(s. etc. Thcrc arc variolls rcasons why thcsc nc\\' functional and

non·fun"tionai requirements crop up: some of these arc. increased competition and market pres-

sures whi"h goads th" organizations to further improve their product. new business opportunities

whi"h c:m b" exploited by modifying/impro"ing tbe product. customer satisfaction issues. organi-

s:ltion mergers which put immense pressure 10 barmonise existing systems. etc.

ln contr.tst (0 this. in certain research environments. evolution of a software system may not

al ways follow a planned path sccn in many production environments. Typically. such a system is

a 'high-end' research system which is consider.tbly innovative and risky to build. Such a researeh

projec! has Iittle theOl"y and pr.tctice backing the research. The purpose of building sueh a system

is to test the theory. and IlOt to build a production version system for use in any application

domain. Because of the high content of originality in such work. the researeher does not have

exemplary systems which could be relied upon to build new concepts. That is. not assuming the

magnitude and impact of such a revolution. the researeh progress is revolutionary r.tther than evo-

lutiol/ary. Consequently. the researehers do not know much about the domain in which the system

would be used. For example. the idea of syntax directed progr.trnrning environments as tirst pro-

posed by Hansen [60) in 1971 was a highly innovative idea at that time since there was no preee-

denllo such work. This ide:!. after a1mosl a decade formed the basis of the developmenl of the

Cornell Progr.tm Synthesizer [61) whieh has had consider.tble impacl on inlegmled tools for soft-

\Vare deve'opmenl. Another example is Osterweirs proposai [62) that software processes be- .
deScribed by programming them mueh the same \Vay as computer applications are progr.tmmed.

4
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Sine<: its proposaI. this icka has laken diffcrem paths of researeh anl\'I1~Sl many rC'scarehers and

practitioners lsueh as de"dopmem of enaetmem en~ines and proeess mC'ckllin~\.

Gener.llly. a system bcing buill in a researeh seuing is on a p:llh lcadin~ III a short term ~llal ,'1'

l'roofofCOlleep! (POC) system and nol tll a long-li"ed system. Thus. dcsignin~ for future e"olu­

tionary changes is not gener.llly of prime concem. Orten the l,k"dopment ledmiclucs used indude

hard-coding the decisions iter.ltivdy and subsequently testing the "alidity of Ihe POe. Also. the

leaming curve is minimised. if nOl eliminated totally. on suc" aspects as the progmmming I:m­

guage and the software and hardware platforms used. Once the POC system is opcr.llional. fre­

quent changes might he needed to the system for various reasons. For instance. to deal with new

core features. new computational algorithms may have to be implememed: system changes m:,y

be necessitated by an improvcd understanding of the system domain concepts. etc. Also. in such a

research environment, the original rescarcher or student (hereafter called 'champion') who built

the POC system would in many cases nOI be presentto help make Ihese changes. Rea.sons indude

tmnsfer to industrial jobs. or other opportunities once their goal of building a POC system has

been achieved. As a result. the POC system in sueh a research environment. once built, is often

scmpped and subsequently re-engineered l'rom scrmch 10 meellhe long lerm goal of on-going

evolvability.

1.2 Research Context and Problem Definition

In our research environment. al Ihe Software Engineering Lab al McGill. wc have cxpcricnccd

precisely such a loss. The Congruence Evaluation Syslem (CES) [9. 10] was one such POC sys­

tem championed by a research studenl. It scrved cxcellently for!hc basic research goal of discov-

5
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cry and proo!". hut faikd scriously in thc long tcrm goal of c\'ol\'ahility of thc suite of researeh

too" hcing huilt coneurrclllly hy the elllire researeh leam ;,t :'vkGill. The key decisions in the CES

l'OC systcm werc hard-coded and the de\"Clopmelll platform (FoxPro on :'vIS-DOS 1was incom­

palihk wilh that used for Ihe rcst of the suite of too" (C:-:IX). There seemed no olher altematÎ\'e

;It thal lime hut to follow this design slrategy. laking into ;,ecoullllhe work skills of the champion

of the CES POC system. the time a\'ailahle to complele Ihe POC system. and the resources ;I\"ail­

;,hle to support the project. The CES POC system took two years to build. with three person-years

of effort. from concept understanding to system \'alidation. A consider..bk amoun! of empirical

research had been carried out [3] which Iead to the basic hypothesis and to ~he idea of building the

CES POC system: it was not a pre-planned goal. from the outset. to build tile POC system.

Once wc scr..pped the CES POC system. wc decided tO rebuild the system from scr..tch (in C++).

reusing concepts and algorithms as appropriale from the CES POC system. No longer were the

basic functional requiremenls of the CES POC syslem the on/)' key requirements. Suddenly. the

em"imnmenlCl/ requirements. al the time when the future of the CES POC system was heing

decided. had a severe grip on the fate of the system. Il just had to he decommissioned. A new one

had to he built with the long teml cvolvability of the overall suite of tools (four systems being

built in the suite) as a primary goal. The new CES system took approximately one year with one

person year of effort tO build. It provides ail the services provided by the POC system. but is

designed to he highly user-progmmmable. user-friendly and is fully compatible with the suite of

tools in the environment. 8a.sed on this new version. there are evo/utionary plans to enhance the

system in conjunction with those of the sister systems in the environment.

6
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This is an imponant question he':;luse it deals \\Oith a diflkult issue of S\lf!warL' devdoplll.:nt that

is olkn overlooked al the outset. An adequ;lte answer wou Id hdp in illL·r.:asin;: our

collective experienœ which can perhaps he used 10 better plan res.:arch SYSt':lllS. Th.: ;tilll of Ihis

thesis. then. is to address the question ,kscrihed ahove.

While there is a heallhy body of liter.lture on software evolution. e.g. pl;mning for s"ftw;lre evnlu-

tion [6.18.38]. risk in evolving softw;lre systems [8.13. 291. sof!ware maintenance activiti.:s and

management [14.19]. CUITent software maintenance practices [15.16. 23J ;md "ther rdated mat-

ters reviewed in the next chapter. there is not ll1uch information contribuLÎng 10w;lrds the answers

to the described questions.

Secause of limited previous work on this topic. these contributions ;lttain added signilicance. Il is

impol1antto note the types of issues that are nOf the lOCus of attention in this thesis. We arc tlof

discussing related and perhaps equally impol1ant issues of software maintenance proccss modcls

[1. 15.23]. differenttypes of software maintenance [20. 21. 37]. metrics for software maintenance

[35.36]. how to perform design maintenance [6. 8]. how to specify software requiremenl~ [7. 22].

and similar issues. There has been relatively more work carried out in this arena. We are attempt-

ing to shed light on cel1ain equally critical maintenance issues on which signifieant work has not

been carried out in the past and work in this sphere is still in its infancy [39]. Our concem is high

risk. highly innovative researeh environments. We investigate why serious changes occur in sys-

• tems: the type of requirement changes which affect system survival and utility: and. the type of

7



•

•

n;4uir~m~nh that ar~ imp(,,~d hy ~n\'ironmental changes. Thus. our I()eus is II(JI on the detaikd

lkrclnfJl11Clll of the system (i.c .. lh:~ign. coding. inspcl:tions. tcsting. cIe.) as much as il is on the

rl'ql/irl'I/ll'I/Is for the system. Thus. one ean narro\\" down the seope of our \\"ork tO rl'lfl/irl'/Ill'IIIS

cll/mgl' .

1.3 Research Contributions

The key contributions of this thesis arc:

1. an insight into how environmental evolution affects the survivability of a software system. and

2. some lcssons kamt which can be considered in the development of POC systems in a dass of

rescarch environmems.

1.4 Organization of the thesis

The next chapter describes the background material. Chapter three describes the CES POC sys­

tem and analyses its rcvolutionary properties. Chapter four analyses the benefits of the POC sys­

tem and the problems that beset Îl. Chapter five describes the impact ofenvironmental changes on

the CES poe systel!1 requirements. Chapter six describes the impact of environmental changes

on the requiremenl~ for the re-implemented system. Chapter seven lists the lessons leamt From

this exercise. Finally. Chapter e~ght condudes the thesis and describes the future work.

8
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Chapter 2

Background on Requirements Changes

Requirements changes can be regarded. in part. as dril'ers of software evolution. As disclIssed ln

chapter one (and Imer elabomted in chapter four). majority of the problems in the CES POC sys-

tem cropped up due to changes in the elll'Îrolllllell1. resulting in clzclllllcS in syslem rcclllirClIlcll1s. 1\

is Iherefore impemlive Ihal along with analysing Ihese reqlliremenls changes. one must also study

the elll'irollmem cilarCIcrerisrics which illJlllellccd Ihesc rcquirements changes.

Thcse relalionships are depicled in Figure 2.1.

Software Evolulion

Requirements Changes -

are illjlllellced by
L... .....:. .:.....~ Environmenl Char.lClerislics

Figure 2.1: The relalionship between requirernenl~ changes and
software evolution and requirernents changes and

environrncnt characteristics

In this chapter. we review the litemture related to requirernenl~changes and il is divided inlo Ihrce

• sections. The tirst section reviews the lileralure on software evolution and how requircrnenl~

9
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l...·han~c drin: ....uch 1:\"{)iutiol1. Tile ...cconJ ...cction dc....crihc.: .... the charactcri .... til.:s of n:sean:h and pro·

L!UI.:tio!1 en\'iroIlIlH:nh. The lin~d ...cclion ... ummariscs the key-points (rom hoth the prccccding scc-

lion.....

2.1 Software Evolution

Arthur 1141 calegorizes snlhvare evolulion aetivities inlo: correcting defccls 1mainlenanœ J.

enhancing software funelionalily levolutionJ and improving the quality of existing software

Im:,inlenanee). Also. the maintenance aelivities have tmditionally been ealegorized as: correctil'e

1/I11ÙUell'l/Icc. adaptil'e l/IuilltclICl/lcc Clnd perfectil'c l/IC1illten,mcc [6. 19. 20. 21 j. Corrective main­

tenance focuses on lixing defects. Defects rd'er to the system not performing as originally

inlended. or as specified in the requiremenls. Perfective maintenance includes ail efforts to

improve the quality of the software. These activities include restructuring code. creating and

updating documentation. improving reliability or efficiency or any other quality factors. Adaptive

maintenance includes ail work related to changing how the software functions. It includes system

changes. additions. insertions. deletions. modifications. extensions. and enhancements to meet the

evolving needs of the user and the environment in which the system must oper.lte. Lamb [6] elab­

omtes that ::daptive maintenance includes changing the system to match changes in the environ­

ment. such as moving it to a new hardware or a new oper.lting system.

The maintenance process for ail the above three mentioned maintenance activities begins with a

clll/Ilge reqllesr. A change request is a vehicle for recording information about a system defect.

requested enhancement. or quality improvement. It should he noted that the change request for

• each of the thrt.-e different typCs of maintenance activities are different. Change requeslS essen-
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l..h:scrihl.: l..h:lccts and :-.ysh.:m ~ICtil)I1S 1in the rn.:scnt systellli tilat ~m: l'ut llf lin~ with [hl." ~~ ~1i.'11l'"

n:quin.:mcnts and. thus. they dri\'(' i,,'orrcL:'ti\,\,.' maintcnancc al.:'ti\'itics. On thl.' nthc.:r h~lIh.l. cnhalll."l..'­

ment n:qucsts lkscrihc a change in system n:quircmcnts 1t'ullctillnallll" 1l11Il-rUtll..'tillllall and quai­

ily n:quin:menls ;mû lhus they ûrivc adaptive maintenancc ;lI1d perfcctiw maintcnan,',· a,·liv;lic,.

Specilically. changes in system rcquircments dri\'e ad'lptive m.lintcn;lI1cc aCI;v;tie, "'hile ch'1I1ge,

in llualily requirements ûrive perfective maintenance ;Iclivilies. Thc prncc,s ,,1' uniqudy idcntify­

ing. dcscribing and tr~cking the sl~ltllS of c:.u:h change rCllllcst is knllwll as C/lllllgC 11l(lllagclIlc'llt.

Lehman and Bdady pioneered lhe study of the evolution of software 134.671. Thcy studkû ;1 vari­

ety of systems over a period of lime and obser"ed sever.11 pmtems and trends l'rom which they

developed lhe Lall's ofProgram El'O!ltt;ol/ [4![:

.. Lall': Al/usefu! programs ullclel:~o COIl1;llU;llg dumge. They slate lhal programs ul1lkrgo a con­

linual change in response 10 changing syslem requirements. For exampk. Basili and Turner [66]

sludied lhe SIMP-T compiler which evol"ed l'rom 3.404 slalcmenls and 4 moduks to 6.350 slate-

menls and 37 modules over live major release cycles!

... u/w: Ol'er rime. programs exhibir illcreasillg e111rop.\: Thal is. as a progr.lm evolvcs. ilS struc­

lure degmdes and iL~ size increa.~es. resulting in increa.~ed complexity. For cxampIc. a commereial

software metric analyzer. PC-METRIC. increased l'rom 995 executabk slatcmenls. 22 proce­

dures. and a cyclomatic complcxily of 118 10 2291 execulable stalements. 43 procedures. and a

cyclomatic complexity of 298. over a period of release cycles slrelching l'rom 1987 lhrough 1989

[68].

... Law: Program evolurion exlribits srarisrically smoorh growr/L The syslem and iL~ mela.~yslem•
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de\l:loprll\:n1 p"llern, and raIe'. Sorne of Ihe constrainls idenlitied hy Ldullan and Parr l'rom the

;maly,i, of the en)lution of the OS/:>(1) system \\'ere: n:duction in kvel of demand for enhanc.:-

Oshome 12:>1 divides soft\\';II"<: maim.:nanc.: prohl.:rns into live uistinct cat.:gori.:s: lil soft\\'ar.:

lluality. (ii 1.:nvironm.:m. 1iii Imanag.:m.:m. (iVlus.:rs ;mu (v) p.:rsonnd. as shown in Tahl.: 2.1.

Th.: maint.:nan.:.: prohkms highlight.:u in Tahl.: 2.1 ar.: Ihos.: whi.:h w.:r.: .:ncount.:r.:d in th.: CES

POC syst.:m. H.: lists thr.:.: major .:aus.:s l'or th.:s.: softwar.: maim.:nane.: prohlcms as inadcquatc

mt.:ntion 10: ( 1) r.:quir.:m.:nts sp.:cilicalions. (ii) qualilY assur.me.: and (iii).:ontigur.llion manag.:-

m.:nt.

SOftW-.lnl Maintenance Problerns

Software Quality
Progr.tm Quality

Lack of common data definitions

incr.:asing inventory

excessive resource requirements
I------+=~

Environment

Table 2.1 Software Maintenance Problerns
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S"f!W:lrc :\ l:lintcn:lncc Pr"hlcllls

:\ lanagcnlcnt
gn.)\\"th

('hange l'nnl n ll/I.:~ln lîgural illll managcllh.'nt

mainh:n~tn('c: let.:hn iliu..:s/pnl ...·c:dun:s

maintenance: loolusagc:

standards ~nfor~~lll~nt

Users
demanding more e:tpabilities

1

Personnel
lack of experienc~

imagclmor.lle problcms

view of maintenance: unchallenging. lInrew;lrding

Table 2.1 Software Maintenance Problcms

Osborne states that we C:ln rcduee the ch:lncc of incorrcclly or imldelJlI:ltcly spccifying rclJlIirc­

rncnts or rcquirernent changes by pmtotypillg. Prolotyping is lIslially ~mploy~d to shorl~n lhe

time required to code and test an application or to understand and demonslr.lle devcloprnenl c;lpa­

bility. Pressman [20] defines prototyping as 'a process that enablcs the devcloper to creale ;1

mode! of the software that must be built·. The locus is on the work product r.llher th;m the devel­

opment process. Prototyping enablcs expcrimentation with the construction of lhe desired system

from which lessons can be leamt lor rcvising rcquircments [23]. Protoyping. thus. hclps in

improving requirements change specifications.

Brooks [42] states !hat:

ln most projects. Tize first system built is bareiy usable.lr may be tao slolV. too big. alVklVard co use

or aU tlzree. Tizere is no alternative but ta scare again and build a redesigned version in IVhicll

13
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\\\/t'lJr 'fi rlrro\\' tlH'I1\.I"r ('\'0/ j'lre hnt /,lcl11nin.'-: is no! S(I ol11lliS<"ÎCIl! us ln gel ir righll!ze./irst

riJl/t', Titi' Ilwlwgc111nJ! l!lIcstilll1. rltl'f('!(If('. is Illlf \l'/tel/zer to /Jltild a l'i/nt sys/cm ufld rl1roH' il

/0 l'r0111i.\(' /0 cle/iI'cr the rlr,.oH'lIway {fi tïfS!01l1Crs.

S(hneiu(winu 1161 exp'"ins lh"t e"en if the (O,le is ineleg"nt "nu po"ibly nol reus"ble. "sllldy of

lhe specilic;llions "ncl iclentilication of the most freqllCntly usccl (omponents (oulcl reveal a sel of

generi( (I:t"es of algorilhms ancl fun(tions whi(h (oulcl be usable in future systems. Belady [24J

belie'es lhal wc (annot ancl shoulcl nOl dedare "Id software obsolele or nol worth sludying.

Harrison ancl Cook [6S1slale lhal managers arc frequently besel by lhe maintenance problem:

whelher 10 make an isolaled change in an exisling module. or 10 lolally redesign and rewrite lhe

l110clule from scr.llch. Arthur [141 ad'ocales rewriting the system l'rom ser.llch and trcating the

existing system as a prolotype 10 build a new syslem in any of the thrce scenarios: the system is

expensive to nm. out-of·date lechnieally. or expensive to maintain.

Lientz and Swanson [251 state thal the approach which is in vogue of getting the requircments

right heforc slarting the design may he based on the fallacious assumption that requirements are

fixed. The reality is that rcquirements change continually. oflen in rcsponse 10 organizational

change. These changes are more Iikely to emanute from experience in the use of the system than

l'rom an ubstr.lct specification in the carly design of the system. We can dmw an analogy between

'orgunizational change' in production environments and 'environmental evolution' in researeh

environments. It is interesting to note that becuuse requirement changes are likely to result from•

14
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2.2 Environment Characteristics

Examining the two distinellypes of software de\'c!opment el1\'ironmcnts rcvc;t1s dilïcrcnt chara..·'

teristies whieh form the underlying re;lSl1t1s why ;1 system fl'lIl'ws llitïcrent en,lulionary p;uhs in

the IWO environments. Table 2.2 eharacteri,;es lhese tWl' en\'ironments and analyscs the impact on

requirements changes of individua! environment ehar.leteristics.

1. Motivation Chamcleristic: The necd to leam. dis­
cover and prove concepts is the pri­
mary objectivc

1mpacl: Requiremcnts arc likcly to
change frequcntly duc 10 the 'expcri­
mcntal' nature of the work

Char.lcleristic: Monetary gain by
marketing a proouet ba.sed on vali­
dated concepts or demonstr.lted leeh­
nology is the primary objective
Impact: Requirements are less likcly
10 change frequently duc to 'stabilily'
in the nature of work

•

Tablc 2.2 Char.lctcristics of research and production environments and impact on requirements

changes
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Factor Highly Innovative Research Environ- Production EnVironmerilCharaeteris-

0, c 'ment Charneteristics and Impact on tics and Impact on=RequirementS
, 0 ,Rt;quirements Changes ' Changes "

'0. o. 0 .

2. Goals Charac!erislic: The champion of the Chal':lc!eri~tic: The project remains
system has a short term goal of an 'on-going' ee'ort and the initial
obtaining hislher degree or result champions or teams of the system arc
within a certain period: whereas the genemlly available for a compar.l-
~upervi~or has a long term goal of tivelv lonaer lime fr.lme. '"
developing a set of solutions and the
POC only forms a part of hislher rep-
crtoirc
Impact: Requirement changes arc less 1mpact: Requirement changes are
likely to be carricd out by the original more Iikely to be carried out by the
champions of the system original champions or teams

3. Target Charac!eri~tic: Due to high uncer- Char.lcteristic: Due to low uncer-
system tainty in the achievement of the goals tainty in achieving the project goals

and due to the usual academic con- and organisational survivabiliry
straints. the POC is the target goals.furure releases of the system is

the target
Impact: Because the POC is prima- Impact: Because the focus here is on
rily to validate key concepts. and the 'future releases' of the system.
goals are uncertain. requirements requirements changes are likely to be
changes even al'ter successful com- less severe 'evolutionaty.changes
pletion of the POC can be severe

4. Theory and Chamcteristic: Weak or non-existent Chamcteristic: Considembly stable
conceptS Impact: Better understanding of the Impact: Evolution of system require-

. underlying concepts usually results in ments is less often because of relative
,

evolution of system requirements stabiliry

5: Risktype Characteristic: Projects are highly Characteristic: Projects are relatively
innovative and thus risks involved banal and thus risks involved are
are discovery or innovation risks; can delivery risks; can the product be

/c a product be built at all? developed of the right qualiry. on
. -./

time. and within budget?.

Impact: The requirements changes Impact: The requirements changes
are controlled. often by further basic are controlled. often by the use of
research. ta reduce discovery risks. appropriate methods and tools. ta

reduce the delivery risks.

Table 2.2 Characteristics of researeh and production environments and impact on requirements

changes
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Factor 'Highly Innovative ResearchEnviron- Production Environmept Cbarac:eris-.. .

tics and Impact on Requirementsment Characteristics and Impact on
.Requirements Changes Changes

6. Severity of Characteristic: Duc to high degree of Charactcrislic: Scvcrity of Ihc risks
risk innovation and Ihus uncenainty in involvcd. cvcn-Ihough of a different

achieyement of goals. risks :lre very typc. arc often dependent on the
high maturity of the de\'c1oping organisa-

tion
Impact: High risks often affect the Impact: Changes to the requirements
requirements in quite unpredictable arc often controll:lhle through the use
ways of :lppropri:\te technologies le.g..

contigumtion management systems)
and methods le.g.. user p:lrticip:ltion)

7. Evolvability Char.lcteristic: The goal of long term Chameleristic: The goal of long ternl
evolvability is often not eyen thought evolvability is often (ideally. should
of. prior to the realization of a POC. be) thought of from the very hcgin-
and it often emerges as a primary ning of the project
goal once there is an evidence that
the POC system is succcssfui
Impact: Since the focus is on the Impact: Since the stress here is on
vaIidity of the POC r.lther than its borh funetional :md non-funetiontll
evolvability. funetional requirements requirements. requirements changes
take precedenee over non-functional may result from eh.mges in fune-
requirements. These ignored' non- tional or non-functional require-
functional rcquircmenls then form a ments or both
significant pan of thc rcquirements
change effon

8. Develop- Chamcteristic: Ad-hoc development Chamcleristic: Genemlly. sorne soft-
ment process processes arc followed warc development process modcl is

followed. v,i.z.. waterfall model. spi-
ml model. evolutionary mode!. etc.

Impact: The rcquircments changc 1moact: The rcquircments changes
pattern is not rcgular in any way pattern is often dietated by the proc-

ess model used (e.g.. large volumc of
changes in the waterfall model. incrc-
mental changes in the evolutionary
model. etc.)

Table 2.2 Characteristics of rcsearch and production environments and impact on rcquiremenls

changes
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rmpacl: The requirements changes
cycle is usually short when simple
and extremely long when complex.
based on the understandability of the
problem and solution spaces

• Fâctor' '. ··...'Higillylnnovativ~ResearchEnviron~ProduetionEnViromÎ1ent Çhai3cteris,

1{~')~;;jL--.;:j.]i~~~;~·0rt'-~:~i~n;p~to;';~~t~~~}·~~••
9. Team size Char.lctcristic: Thcrc is usually one Characlerislic: Thcre is not one

champion who has a deep insight into 'champion' per sc but a 'tcam' of
the theory. concepts. implementa- champions amongst whom the sys-
lion. and opcr.ltion of the system tem basics and implemcntation

details arc distributed
Impact: The requirements changes
cycle is gener.lIly rcgularised by a
change management process. based
on business goals.

lO.Pride and
ownership

,

11. Commit­
ment

Char.lclerislic: The champion has a
strong sense of ownership of the sys­
tem (high pride)
Impact: There is usually a strong per­
sonal motivation and commitrnentto
requirements changes

Char.lcteristic: The champion is on
the 'Ieaming lfack" implying helshe
is likely to be out of the environment
as soon as a significant milestone
(e.g., a degree) is reached (short term
commitrnent)
Impact: The knowJedge on require­
ments changes is often not docu­
mented for future needs, perhaps
because of immature processes, Jack
of resources, time, etc.

Characteristic: Budget for system
development is generally low
Impact: There is usually not budget
set aside explicitly to manage
requirements changes

Char.lcleristic: This sense of owner­
ship is distributed across the develop­
ers involved
Impact: There is usually a loyalty or
business motivation and commit­
ment to requirements changes

Characleristic: The champions of the
system are generally salaried employ­
ees and are not usually bound by any
milestones to resign from the job
(long term commitment)

Impact: The knowledge on require­
ments changes is often documented
(in mature organizations) for future
needs because of system and organi­
zational survivability

Characteristic: Budget for system
development is relatively higher
Impact: A portion of the budget is
usUally set a~ide to manage require­
ments changes

•

Table 2.2 Characteristics of research and production environments and impact on requiremel!ts
changes
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• FaciOr ...•~ 'iiiglûy InnovativeResearch EnViron": Production EnvironmentCb:îrociens-
'. ........., !:'lIlentCharactenstics andJlÎIplletôn . ;@ana:~pactonR~ts< '~:.;.

;Requirenients Changes.: - <.;.. .:....... ~ 0'.,,' , , .• ..•• • •

13. Compara- Chamcteristic: No compamblcs fo~ Characteristic: Sever.ll eomp;Ir.lhlcs
bles the system being huilt for the system heing huilt

Impact: Because systems in such Impact: because sever.11 comparahles
environments arc unprecedented. for systems in such environments
changes in requirements can he sud- cxist. rcquircnlcnt changes ~lrc gcncr-- -den. severe and totally unexpected ally graduai. lcss severe and lcss

unexpccted

14. Customer Chamcteristic: Research and scien- Chamcteristic: Individuals. organiza-
type tific community tions and go"cmmcnts

Impact: The requirements changes Impact: The requirements changes
affect the pool of scientific knowl- affect the service provided to the cus-
edge on the subject tomer

15. Documen- Chamcteristic: Poor or no documen- Chamcteristic: Substantial documen-
tation tation exists tation usually exists

Impact: Poor documentation acl~ as a Impact: Because original system
major impediment in tr.1cking origi- requirements arc usually explicitly
nal system requirements and c1early identified. specifying thdr change or
specifying their change or evolution evolution is much casier

Table 2.2 Characteristics of research and production environmenl~ and impact on requirements

changes

The described differences in environment characteristics have a profound effect on requirement

changes in the two types of environments. In the production environment. generally the develop-

ment processes used arc the waterfall [31] or spiral [4] processes alone with commereially availa-

ble methods. techniques and tools.The development effort is focused on customer satisfaction and

the causal factors (e.g.• adequacy of the system features. quaIity of service l'rom the system.

development costs. definite delivery dates. short delivery cycles for future enhancemenl~. user-

friendliness of the product. etc.). This primarily stems from the organizational need to survive in a

competitive market. Thus. customer satisfaction issues play a significant part in dictating the..

• requirements changes in such environments. On the other hand, in a research en\'ironment, often

19



• thc dcvclopmcnt proccsscs folluwcù arc ad-hoc using primitivc dcvclopmcnt mcthods. tcchniqucs

anù lools. This primarily stcms l'rom lhc fact that the champion's focus is gearcd towards demon­

strating thc poe within a ccrtain timc-period. which is usually bounded by t~,e availability of

projcct funds. Thus. in such cnvironmcnts. enl'Ïrnnmema/ issues play a major part in changing

systcm rcquircmcnts.

2.3 Summary

Rcquircmcnts changcs drive software evolution activities and are influenccd by the environment

chamctcristics. Thc cnvironmcntal characteristics have a bcaring on both the type and magnitude

of requircment changes. Altempting to build a research system using a production process (in

ordcr to cscapc l'rom scvere. frcqucnt and unexpectcd rcquirements changes in rcseareh environ­

ments) couId Icad to severe problems in achieving the primary goals. If the rigorous production

cnvironment developmcnt processes. methods. techniques and tools were to be employed in a

research cnvironment. the projcct is Iikely to run into difficulties. For example. the poe is

unlikely to materialize in the 'shortest-possible' time span; it wouId 00 beset with problems of

decreasing project funds; research time over-runs for the champions would increase: and

resourccs would 00 wasted in astringent development process when the project is a highly inno­

vativc. uncertain and ris"-")' exercise. Similarly. if in a production environment. the 'ad-hoc' work

processes followed in the researeh environment were to 00 employed, there would 00: a debilitat­

ing effect on the product quality: cost and schedule over-runs: lowered customer satisfaction and

other unpleasant circurnstances. The sofrware engineering community is learning that advances in

productivity and quality do not materialize only because of the use of advanced software tools,

• and that the quality of the sofrware product is governed significantly by the quality of the proc-
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esses used to create and e\'ol\'e it [5. Il. 121. Humphrey ct al. [III state th:1I an dfecti\'e PfllCCSS

must consider rclationships amongst the required tasks. tools :md methods. and amongst the

ski lis. training. and moti\'ation of the people in\'olved. In a mature software pfllCCSS. clements

such as people. methods. techniques and technology arc eflccti\'cly integrated to develop quality

software consistently within the constraints of cost and schedulc requiremenls.

21



•

•

Chapter 3

The CES Proof of Concept System

As mentioned in Chapter One. a key issue in this rcsearch is identifying the causes for the demise

of the CES POC system and the lessons that have been learnt l'rom this experience that can be uti·

Iized in the devcIopment of such POC systems in rcsearch environments. In order to beller under­

stand the causes. one should study the design str"Jtegy adopted for developing the CES POC

system and the r"Jtionale behind it. In this chapter. we first give a brief description of the concept

of process II/ode! congruence' and describe the salient featurcs of the CES POC system with the

aid of examplcs. We then discuss the design strJtcgy for the design of the CES POC system and

ils rJtionale.

3.1 Congruence Evaluation and Design Assistance

The CES POC system is a tool that assists in the evaluation of process model congruence and

process model customization [10). Congruence is a measurc of how fit a process model is in the

given development environment in which il is used. The development environrnent is referrcd to

1. lhc words ·litncs.'· and 'congrucncc' arc uscd inlcrchangcably in this thcsis
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as th.: l'roccss COl1lcxr, \\'hieh is ddined by the s.:t ,'1' kcy dlarael'Tisties nl'Ih,' Inl;i1"n\'in1l1l11cnl

housing a proc.:ss I·B, .... 1. Th.:s.: indudc thc cnrpor;ltc culturc nl'thc ,'rgani/ati'1I1. Ihc SilL' and

cOlllpkxily or Ih.: sort\\'ar.: SYSI':l11 10 b.: dcvdop.:d, Ih.: cxpcrÎ<:ncc or thc praL'lilinn,'rs. Ih,' IIlnis

Ih.:y ar.: using. Ih.: t<:am slructur.: ;Illd siz.: in Ih.: proj.:ct. budgct. ddiv,'ry cycle til11c. ct,'. Th,'

CES POC sysl.:m is bas.:d on th.: pr':lllis.: th;lt ;111 incr':;ls.:d c,mgrucnœ l11':;lsurc ror;1 givcn l'wc-

.:ss modd will r.:sult in an in.:r.:as.:d proc.:ss dT.:ctiwn.:ss. An .:xtcnsiv.: blldy "f litcr:lturc sug-

g.:sts thm an organizmion's ability 10 ;Ichi.:v<: its goals iS;1 runction or th.: congrue'nœ b.:t\\'<:<:n

various organizational compon.:nts. Incongru.:nc<: b.:t\\'.:.:n th.: l11.:thodology :lIld th.: styk and

culture of th.: organization is on.: of th.: possibl.: .:aus.:s of l'ai1ur.: to illlpl':lll.:nt :1 l11.:thodology

[58]. If the components fiT II'cl/. then the organization runctions errectively: if they .liT {'o(lrly. it

will not [45]. The stmtegic management. organization theory. and org:lIlization b.:havior lit.:ra-

turcs arc replete \Vith statements that suggest that a particular stnlcture should b.: IIUlTcI/l'clI46.

47]. that technologv clicTaTeS structure [48.49]. that the environment and str.tlegv should he
~. ~.

Clligl/ed [50. 51. 52]. lhat administr.ltive systems shouldfiT strJtegy [531 and thal reward systems

should be cOl/gruellT with strJtegy [54.55.56].

The CES POC system is based on a method for the evaluation of pmeess model congruence

whieh was deveIoped at McGill [10]. This method was deveioped aner analysing the data gath-

ered during a field study to determine the relationship between pmeess model and pmeess context

chamcteristics with respect to pmeess performance. This evaluation method resulted in a congru-

ence measure that was validated to ensure that the congruence mea.~urc had empirical signifi-

canee. A pmeess mode! measures high on the congruence scale if it is fit in il~ environment (i.e.,

if its properties are suited to those of its context).
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• Thc cvalualion I11cthou takcs as input thc valucs l'or a sct or proccss context allributes l'or one

projcci. and thc values l'or a set or process model allributes representing the moddunder stlldy. It

providcs as output a value (i.e.. congruence index) indicating the moders congruence with the

proccss context. a list or congruence IrouMe-.,,,oIS round in the modd. and the congruence value

l'or each process mode! and contexl allribute (Figure 3.1).

COlI/eXI c1ll/rtlclerislics

Process model c1wrtlclerislics

--
Congruence
Index (Cl)

Congruence ofmodel altributes
Trouble-s"ot list and comext altributes

•

Figure 3.1: Congruence Evaluation System - Evaluation function

The congruence index is meant to be used as an over.l11 index which may be used to make congru-

ence comparisons among different process models and a given context. or amongst different proc-

css contexts and a given mode!. The congruence value of model attributes provides a good

indication of which values of model attributes have low congruence with regards to the context.

The trouble·spot list displays those model and eontext attributes whieh have low congruence with

respect to cach other. The relevant process model attributes may then be subject to change. Using

the trouble-spot lis!. one can therefore analyse the cause of congruence problems and take corree-

tive action. Thus. the trouble-spot list aids the user in performing process improvement_
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• An important purpos.: of .:\'aluating th.: Cllngru.:ne.: of proee'ss modds is tll USe' lhe e\'alualillll

r.:sults to improv.: th.: titn.:ss of the proe.:ss Illodd li ..: .. in th.: {',""eos <ld<l{'I<1liolll',,'e,·ss1. Th.:

eangru.:nc.: of cant.:xt aHribut.:s provid.:s .m indkmion of whkh valu.:s of lh.: eonl':XI attrihutcs

hav.: law congru.:nœ with r.:gards 10 th.: proœss Illodd. Th.: rd.:vant eontext .lttributes lll'IY Ihen

b.: subj.:ct ta chang.:. Although this is not always possibl.:, at tim.:s th.: <:ont.:xt <:an b.: adapt.:d to

imprav.: its cangru.:nœ with th.: proe.:ss. Thus. th.: 1001 can couId lind pr.lctie'll 'lpplication in

implcmcnting orgallÎ:<lIiOlIllI c1ll1l1gC. AIso, th.: m.:thod hdps in l'mecss rellsc by .:n'lbling th.:

us.:r ta cvaluatc the fitness of thc sam.: proœss modcl in diffcrcnt cont.:xts.

The CES POC system also helps in th.: design of congruent proc.:ss modds by using a m.:thod

quite similar to the congruence evaluation method: the design asSiSTallllllclllOd. Th.: d.:sign assist-

ant method takes as input the values for a s.:t of process context .Illributes only. Il provides ,IS out·

put the congruence of the differcnt possible values of eaeh process mode! attribute. This output

can then be used to decide the process model attribute values which arc the most appropriate for

the context (Figure 3,2).

.... --
1
1
1
1
1
1
1

Context cirarCIcterisrics
Process 1Il0dei ciraracrerisrics
-----.,

Cnntexr
ciraracreri.wics

Figure 32: Congruence Evaluation System: Design-Assistant method•
Congruence Trouble-spor
Index (CI) lise

Congruence of
model and contexJ
arrribuJes

Process model
design assistance
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ln th~ n~xt s~~tion. w~ illustrat~ the us~ of th~ CES POC system with th~ aid of thrcc examplc

appliC:llions, Th~ data that is us~d for th~ examplcs has he~n obtained from a~tual projeets and

proœ"~s in th~ jidd sludy,

3.2 Tooi Usage and Examples

Examplc 1 illustrates the evaluation of congruence measures for a proce" modcl. and the inter­

prelat ion of the results for improving the process modd. Example 2 demonstr.ttes how the system

can he utilized for choosing the most appropriate process mode! in a given context. Example 3

shows an application of the tool for process model reuse.

3.2.1 Example 1: Evaluation and Improvement of a Process Model

The first two steps of the evuluation method consist of charJcterizing the process modcl and the

context under study [10] (scc Appendix Al. Once the process model and charJcteristics have been

input. the evaluation algorithm is performed and the oUlput is displayed. us shown in Figure 3.3.

The screen dump shows only part of the information. but it is possible to scroll through the whole

list of attributes-congruence and the trouble-spot lis!.

ln this example, the evaluation yields an overall congruence index of 0.71. In order to analyse

possible improvement of congruence. the 'trouble spot lis!" should be consulted to determine

pmeess model and context attributes with a low congruence value. The process model and context

attributes which have a low mutual fitnes.~, are listed in 'pairs' us process attribute and related

attribure. We can alter the vaIues of the attributes with low congruence and again recompute the

congruence for the process model and the contex!. It should be noted tha!. an a1teration in the val-
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V.lue Rel.~ad A~trlbute Value 1'71>e,

Figure 3.3: Output generated by the evaluation algorithm when input was proeess
• mode! 1and context 1

ues of the attIibules may not necessarily result in an improved (higher) congruence index. This is

due 10 the faet that certain mode! and context attIibute values may be 'negatively' related. The

mode! thus reaches an optimum congruence value when changing the values ofattribUIes lisred in

the trouble spot list does not result in any change in the overall congruence index.

3.2.2 Example 2: Selection of a Process Model

Often a project manager bas a h1xaty of process models from which an approptiate one needs 10

be selected for aspecifie project. In this section. we demOnstIate that the CES POe system can aid

{ in such a decision making process.•
TT



• anu that the projeet mana~er has to ehoose hetween proeess mouds 1 anu :. 1see Appendix A and

BJ. Then. he/she has to evaluale both the proœss mouds with eontext 1 and compare the results.

The one wilh the hi~her overall con~ruenœ inuex woulu generally he the more appropriate for the

colllex!. The results of performing congruence evaluations of the two uifferent process modcls 1

anu 2. with the same contex! 1yiclu the results shown hclow:

'. . .' OVerall;
. ProcesS:MôdêLt,.\;Coôgmeii.ée,.:­
'. ". '.',: .. ~~;>,;:rn~~:' .

Modell 0.86

Modcl2 0.10

Table 3.1: Over.llI congruence indices for different models in same context

The comparison shows that the likclihood of process success is greater using process model 1

than using process model 2.

3.2.3 Example 3: Process Reuse

Modelling a software process can be a costly exercise in terms of effort and money invested.

Moreover. there is a risk of developing a new model of low qua1ity which does not measure up to

expectations. Thus. it is beneficia1to reuse a familiar and sound process model in a new project.

Prior to such a reuse. however. it is advisable to assess the congruence of the old model in the new

environment

• For example. if we desire to reuse process model 1 in process context 2 (see Appendix A & B).
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Process

Contexr 1 Conte."Ct 2
Model

Moùt:! 1 O.ïl
1

O.hO

Table 3.2: Over.lll congmence inùices of same process moùd in different context,

The difterencc in the congruence indices indicate, the appropri;lteness of lIsing process modd 1

in context 2. perhaps even as a staning point for minor moùitications. The process mllùd may

then be 'tailored' specifically to tit context 2.

3.3 Design Strategy for the CES POC System and its Rationale

ln order to understand the causes for the demise of the CES POC system one shoulù analysl~ the

design str.itegy used in the development of the system. This will also proviùe liS with ;10 insight

into the question (Chapter 1) which wc seek to address in this thesis.

Also. along with analysing the design str.ltegy adopted for the design of the CES POC system. it

is imper.ltive that we also study the rationale behinu this str.ltegy. This will enable us to under-

stand the factors behind the adoption of the design approach.

3.3.1 Design Strategy for the CES POC system

• When the CES poc system was implemented. the prime focus of the dcsign str.ltegy was on dem-
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onstrating. within the shonest time possible and within the limited budget. the concept of congru­

ence ,,"d the validity of the eongrucnce method. This is in direct contrast to the approach in the re­

implementation. where the prime concem was one of evolvability of the system while retaining

its validity.

The design strategy for the CES POC system was thus to employ the progr.lmming language and

the devclopment platform most familiar to the developer. It was essentially a prorof)oping

approach to under.wand (empirically) the underlying theory of congruence and process fitness. It

may also be viewed as explorarory progr.lmming which is used in circumstances where fixed sys­

tem specifications are gener.llly not available. and where a determination of feasibility is more

importantthan abstr.lct correctness [37). Il should be noted that because it was the first implemen­

tation of such a system. the requiremcnts were not clearly specified and thus the developer was

expected to follow an exploratory approach. This implied that the work process follo\Ved \Vas "ad­

hoc'.

Also. the usual software development concems for user customizability. user friendliness. future

evolvability. and integration into existing suite of tools did not form part of the design strategy.

With hind-sight. one could agree that these are critical issues. However. at the time of the CES

poe system development. ail these issues were superseded by the prime focus of demonstrating

the proofofconcept as fast as possible and within the Iimited research budget. Also, the state of

the environment of the system (i.e•• other related tools being developed at McGiII) was not c1ear.

It too was evolving without a strict overall focus. Thus, the described concerns for the CES POC

system only emerged as prime concerns once the CES POC system was foundto he significant
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• from the research point of view.

3.3.2 Rationale for the Design Strategy

The urgency in time for the completion of the CES POC syslem slemmed from two m:ljor factors:

The first factor. competitive research. is invariably found in the licld where competing research

teams are engaged in high-end research. The drive to produce novcl results is directly re1:ltcd to

the evaluation by thesis comminces and conference and journal rcfrees. The second f:lctor. time

limitation. was due to the factthat the developer of the system had already invested a signilic:ml

amour•• of time in experimental work on gathering data from a field study :md in devcloping a

method for evaluating congruence. and was thus left with extremcly Iimited time to aClually

develop a software tool which demonstr.lled and validated the concept of congruence.

Another important factor was the Iimited budget available to support the project until a specific

deadline set by the research supervisor. This factor. coupled with the fact that research results

were uncertain. meant that the CES POC system had to he completed within the shortest time

span in order to minimize possible loss. Unlike in the production environmenl~.wherein much

stress is laid on exciting requirements in addition to normal and expected requirements. the stress

in the case of the CES POC system was basically on the normal requiremenl~ [59]. That is. the

normal requirements were the exciting requirements.Thus. the issues of user customizability. user

friendliness. evolvability and system integmtion did not make the development agenda. This was

not so much a conscious decision as much as it was the pressing constmints that rendered a tunnel

vision. Moreover. the software development exereise wa.~ similar to a 'technology demonstmtion'

• and was not intended to he marketed. Underslanding the underlying congruence theory with the
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aid of the syslem was the reason why a 'prototyping' approaeh was adopted for system implemen­

lation.

Yet another factor lhat drove the design and implementation str.ttegy was the development skill of

the panicular researcher. The decision was to use the programming language FoxPro in order to

ensure minimum learning time and r.tpid devdopment. The development pJatform. MS-DOS.

which allowed the software to be loaded on a Jap-top and thus was handy for presenting at meet-

ings and presentations.

3.4Summary

There were sorne critical factors that drove the design str.ttegy: competitive researeh. severe lime

limitation. severe budget constraints and deve10pment skiIls. In an uneonstr.lined environment.

these factors would not have been signifieant and thus an alternate design and implementation

strmegy would have been more appropriate (e.g.• evolutionary approaeh tied in with Iearning of

appropriate development skilIs). Arguably. the use of the alternate strategy in the described eon­

str.tined environment eould have meant total failure of the development project.
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Chapter 4

Analysis of the CES POC system

In the first section of this chapter. we analyse the CES POC system in order to detemline the

requirements satisfied by the system and to identify the deficiencies in the system which contrib­

uted tO its demise. We first describe the analysis method and then the analysis results. In the sec­

ond section. we summarise the key-points of this chapter.

4.1 Analysis of the CES POC System

In this section. after describing the analysis method and results. we Iist the requiremenl~ satisfied

by the system. (old requirements) and the requirements whieh were no! satisfied by the system

and thus led to nelV requiremenl~. Il should be noted that beeause the CES POC system was

implemented using the typical 'ad-hoc' development method adopted in research environmcnts.

the system requirements were not explicitly documented in a software requiremcnts speeification

document, although there were sorne funetional and non-functional requiremenl~ Iistcd in [10]

which the system was supposed to satisfy. Wc. therefore. assessed the system more from the

'quality' perspective and as per the quality criteria Iisted by Boehm ct al. [64] which we furthcr

augmented by including certain criteria which we deemed necessary.
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4.1.1 Analysis Method

Th.: quality .:rit.:ria which w.:r.: us.:e.! to ass.:ss th.: CES POC syst.:m can be categorized inlO two

groups: sy.\·lclI1-.\l'ccijic criraia ane.! cm'irollll1clI/-spccific crilcria, Ali these criteria were iucluded

in an 'Instrument to assess system e.!cliciencies and change in requiremcnts' (sec Section A of

Appenùix Ci. The instrument devcloped ,'onsisted of 15 criteria to assess a system from a quality

standp<,int, Of these. 12 criteria were the quality criteria for system assessment [64] whieh were

predominantly ·system-specifie·. The other 3 criteria were predominantly 'environment-specific'

and thesc were determined during the course of interviews conducted by the author with other

members of the rcsearch team. The sever.!1 rounds of interviews focused on answering the ques­

tion: "What criteria can bc used to assess the deficiencics of the CES POC system'?". Determining

the deficiencies of the system al the time of completion would help us Iist the 'new' system

rcquirements which could bc considercd during the re-implementation of the system. so as to

eliminale the identified deficiencies. Considemble time was spent in follow-up interviews on

modifying. refining and rewording ail the criteria listed so as to make them lucid and unambigu-

ous.

Based on these criteria to assess the CES poe system deficiencies. we condueted a survey and

distributed the instrument to the research team members (number of respondents: 8. 100%

response mte). For this instrument. a semantic c1ifferential scale was utilized [65•.63], This scale

consists of a concept and a bi-polar (opposite-in-meaning) adjective pair at the extremes of a 7

point scale. The instrument was also construct validated [57] by the research team members so as

to ensure that the scales chosen c1id describe the true construct, the construct here was system

• assessment. The instrument also required the respondent to include bis or her 'confidence lever in
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• giving the response and also the rationale for the response. Suhsequently. during the dat;1 analysis

phase. responses \Vith a conlidence !cvcl of !css than 6 ('Quite High' contidcncel \\we c1iminated

from data analysis. while the mean of ail responses with a confidence !c\'c1 of 6 or higher \Vas

considered for system assessment purposes.

4.1.2 Analysis Results

The analysis results of the data gathered during this survey arc shown in Figure -1.1. Il is sug­

gested that Figure 4.1 be studied in tandem with the questionnaire (Section A of Appendix C) so

as ta beller understand the data analysis results. Basieally. the survey l'cil under two types of ques­

tions:

(a) Type 1: What was good abolit tile CES POC system? that is. wllClt were the purposes served by

the CES POC system?

This helped us ta identify the system requiremenl~ (hereafter. the old requirement set: 'R l') that

were satisfied by the system. It is important ta note that, the set RI (RU ta RU3) ;llso includes

functional and non-funetional requirements for the system whieh are listed in Table 4.1 and are

not bcing discussed here bccause they did not form part of the questionnaire which was an asscss­

ment l'rom a quality perspective.

(b) Type 2: What were the deficiencies ofthe CES POC system aç at the time ofcomp/etiofl ofthe

system in Sept.'94?

This enabled us ta identify the system requirements that were not satisfied by the system, and

which matured into new requirements for the system re-implementation (hereafter, the new

• requirement set: 'R2'). The requirement set 'R2' (R2.1 ta R2.9) is shawn iil Table 4.2.
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4.1.2.1 Type 1: Purposes served by the CES POC system

Figure ... 1 shows that the CES POC system was assessed ;IS 'Quite I-ligh' for the 'Tilcl"ia 1 of SYS-
~ . . .

tem ·conciseness·. ·consistency·. 'y;liiuity' ;mu ·rcliability·. As st;lled in chaptcr 3. whcn th,' CES

POC system W;IS built. the prime conœrns wen: unuerstanuing (empirically) thc underlying thc-

ory of congruence (with the aid of the system) ;mu yalidating thc system with rcspect tl' Ihe ,'on-

ccpt of congruence. Thus. the key requirements for the CES POC syslem were to ha\'!: an easily

understandable system which was reliablc. valid and concise. Figure ... 1 shows th;lt the system. -.
satisfied these key requirements of ·conciseness·. ·yalidity·. 'reli;lbility" ;md ·understandahility·.

The system was also regarded by the respondents as highly 'eonsistent' in its opemtion. The high

consislCncy of the system was duc to the fact that the requirement that the system exhibit consist-

ent terminology. symbols. notations and concepts in its opemtion were closcly tied to the n:quire-

ment of ·underst.mdablity·. Poor consistency would have inevitably contributed to a poor

understanding of the working of the system by the users. Clearly. the system W'l~ driven by certain

key requirements which 11CId to be met. The system performance based on these key issues wa.~

thus highly satisfactory.

When the CES POC system wa.~ implemented. there were certain ether key requirements which

though equally important were not a.~ criticai a.~ the ones listed above. Thesc may thus bc regardcd

as e.r:pecred requiremenrs a.~ opposed to the nonnal requiremenrs describcd above [59). These

expected requirements were that the system be reasonably 'complete' in providing ail the key fea-

tures in the domain of process fitness and the system aIso be ·efficient'. Figure 4.1 shows that the

1. lor a delailed explanation of the various .:riteria please refer to Section A of Appendix C
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system ranked;" only 'Slightly I-ligh' for hoth these requiremenls. This is primarily heeause. the

respondents hclie"ed lhat due to the "astness of the domain of proeess litness. il could nol be con­

lidently ciaimed lhat lhe system pro"ided alilhe key Icalures in lhe domain. I-Iowe"er. the

respondents were of the opinion that tu lhe hest of their knowlcdge. key rcatures pertaining ta

process mode! congruence were present in the system though certain other featllres. e.g.. impact

ofc!/ll/lg,' on process litncss due to a change in the value of the process mode!/context anribute

(sec Chapter 7). needed ta be added to the system. Also. the system efficiency was 'Slightly High'

as was apparent from the use of the syslem but there was no tonnai documentation of the system

to judge if the design implementation was also efficient. i.e.. database accesses did not reqllire

excess CPU time or cause undue stmin on memory requirements. Design documentation wouId

he impemtive to pcrform such an analysis so as to detennine if there were more efficient design

implementations possible (than the ones adopted) so as to optimize system pertonnancc.

As describcd earlier_ al! these requircments describcd above (which were to bc satisfied by the

CES POC system when it was built) can bc regarded as bclonging to the rcquiremem set: 'R 1-.

Thus the rcquircments included in the set 'RI- fonned the old rcquircmems for the system (as at

the start of system implememation). _.

The rcquircment set -R 1- is as fol!ows:
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Requirement T)'pe eES poe Rcquircmcnl~ in Scpt:92 1R Il

Functional n:quiremen!s R1.1: The system should f:ldlitate the e":liu:lti,'n prncess
modcl titness h:lsed up,'n the model/Cllntext :lnrihutes :ll1d
their rel:ltionships.

R1.2: The system must displ:ty the 'Trouhle Spot List' 1"'1'
the process modcl :lnd con!ext :lllrihutes whieh exhibit
pOOl' titness.

R 1.3: The system should :lssist in desil:ninl: proccss mod-. . -
els. i.e.• gi"en process eonlext ch:lr:leteristics. it should
identify the litness of the different v:llues of e:u;h prueess
model allribute.

Non-functional requirements R1.4: The system must employ the congnlence eV:llu:ltion
and design assistance algorithms :lS ùeycloped ùuring the
congruence evaluation method study.

R 1.5: The system must he progmmmeù on the MS-DOS
opemting system.

R 1.6: The system must be progr.lmmed in FoxPro pro-
t"rJ.ulmina lanouaoc.e e e e

Quality Requirements R1.7: The system must be easHy understandable in its
opemtion.

R I.S: The system must be reliable in its opemtion (must
repeatedly produce correct results).

R 1.9: The system must bc concise in information dis-
played in screens without sacrificing understandability.

R 1.10: The system must exhibit consistent terminology,
symbols, concepl~ and notations in its opemtion.

RI.Il: The system must proyide allthe key features in the
domain ofprocess fitness (to the bcst ofknowledge of the
researchers) .

Rl.I2: The system must bc efficient in il~ oper.ltion with-
out a waste of resources (e.g.. CPU time, memory require-
ments, etc.).

Rl.I3: The system must bc validated to ensure that the
congruence m".asures produced by the tool indeed charac-
terize congruence.

Table 4.1: The requirement set 'RI' for the CES POC system

39



•

•

4.1.2.2 Type 2: Deficiencies of the CES POC system upon completion

We now discuss the requirements in R2 which specitically arose duc to deticiencies identiticd in

the CES POC system. These requirements can be discussed in two distinct categories: syslem-spe­

cijic reqlliremellls and elll"imllmell1-speciJic relfuiremellls.

Figure 4.1 shows that the system-specitic requircmcnt which was 'Moderately' met by the system

was that of system 'customizabi1ity' (Question A 12). i.e.. the rcquirement that the proccss modeU

context data stored in the databasc be changeable by the user. Thc system was very limited in cus­

tomization because it only allowed for the change of 'selection' of a model/context attribllle value

instead of allowing the user to actually change the data storcd. The system was regarded as

'Slightly Low' in 'maintainability' (Question A6). i.e.. documentation support for future mainte­

nance activities (corrective. adaptive or perfective). This was because there was no formai docu­

mentation of the system development barring the thesis of the reseurcher. Also, the system was

regarded as 'Quite Low' in 'user-friendliness' (Question AS) due to the lack of on-help in both

understanding and using the system.

The system was evaluated as 'Extremely Low' in satisfying the system-specific requirements

related to 'security' (Question A4) and 'structuredness' (Question A 10), and the environnlent­

speciôè requirements of system 'portability', 'integrability' and survivability' (Questions Al3,

Al4 and AIS respectiveIy). The requirement of system security required that the system be safe­

guarded against possible damage to the internai system consistency due to change of the data by

the user. For instance, if a process modei attribute were to be deleted by the user, then, ifsome

relations were dependent on the presence of this process modei attribute, the system should warn
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:md pn:\'ent the u~er t'rom m:lking lhe delctilln hy di~playing the rci:ltillflS depel1lkllllln lhl' 'tll he'

ddeted altrihute. In sueh a scenario. the user would lhu~ be reljuired to l'nsure that Illl dependen­

cie~ exi~t in the ~y~tem on the altribute to be delcted. so a~ to ensure illlern:11 system .:on~i~tl'n.:y is

maintained after delction. The CES POC ~ystel1l did /lOr ha\'.: any ~y~t':l1l sc.:urily 1i::llur.:~ when it

\Vas implcmented. A~ ~tated in ehapter 1. the ~y~tem laeked '~tn"luredne~~' ~inœ there wa~ no

moduIarization of the code.

Since the ~y~lCm wa~ built u~ing FoxPro on the MS-DOS platfoml, it wa~ nol 'pol1ahlc' (Que~­

tion A 13) to an oper.lting ~y~tem like UNIX, Al~o, the sy~tel1l wa~ completciy ~tand-alone :md did

not fClI111 part of the proce~~ cycle tool-kit. Therefore, the' integrability' (Que~tion A 14) of the

system was low. The system was also not 'robust" enough to survive changes in the environment

which was evident l'rom the fact that the system had to be decommissioned soon :ll:er its comple­

tion because it failed to work in the new environment whieh had resulted l'rom contiuous environ­

mental evolution during the course of the development of the system (Question A 15).

Thus, the new requirements (present in the set R2) for the re-implementation that emerged after

this 'post-mortem' analysis of the CES POC system were: the system's database should bc easily

'customizable', the system should bc weil documented so as ta assist in system 'maintenance', the

system should be 'user-friendly' and there should be 'help menus' throughout the system screens.

the system should be programmed in a 'structured' language sa as ta aid in 'intrinsie' understand­

ability of the system and system maintenance, the system should be 'integrable' with the rest of

the suite of tools: this required that the system be implemented on the same OS (here. Sun OS) as

the other tools. Finally. the system should be able to 'survivable' (atleast for a reasonable dura-
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lion) "eyond 'y'lelll COlllpklion. Il w~" dccidcd nol 10 imp,,,,; lhe rcquircmem of system 'seeu-

rily' for lhe re·impkmemalion "ecau,e il would require re,earch intll the dependeneies within the

'y'lem and could "e deall Wilh in lhe fUlure work dealing wilh the 'impacl of change',

The requiremem set 'R::!' is as li,lIows:

Rcquirerncnt T)'pc
New requiremcnts duc to CES POC s)'stem

deficiencics [R::!]

Non-functional rcquirements R::!.l: The system must be progmmmed on the Sun OS
opemting system.

R::!.::!: The system must be progmmmed in C++/MOTIF
progr-..lmnùng language.

Quality Requirements R::!.3: The system must be user-progmmmabie. i.e., it
must allow the user to change the data stored in the data-
base.

R::!.4: The system must bc weil documemed to assist in
future maintenance.

R::!.5: The system should be user-friendly and there
should be °help menus' throughout the system screens.

R::!.6: The system should be progr.lmmed in a structured
language so as to aid in 'intrinsic' understandability of the
system and system maintenance.

R::!.7: The system should be portable to different or com-
paùble fanùlies of UNIX with minor changes. e.g.•
LINUX

R::!.S: The system must be integr.lble with the process
cycle tool-kit.

R::!.9: The system must be survivable (for a reasonable
dumtion) in environment changes.

Table 4.2: The New Requirement set 'R::!'
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• 4.2 Summar:y

Thc Typc 1 qucstion hdpcù in idcnti(\'in=: thc rcqllirL'IllL'nt SL'I RI. whidl basis'ally rdk,'IL'd l!l,'

runctiona! strcn=:th ,)1' thc CES POC syslcm. Thc Typc : qll~slion h~lp~J in id~nlify in=: 11l~

rcquircmcnt sct R2. whi<:h h:lsically rdkclcd lhc wcakn~ss or th~ CES l'OC ,ysl~m, IkrL'. it is

intcrcstin=: to notc th:lt thc ncw cn\'ironlllcnt-spcd li<: rC'llIir~lllcnt' \ 'p"rt:lbil ily', . intc=:r:,bi1ity'

and 'sllrvi\'ability' in Fi=:lIrc ",1) \\WC morc dC\,:lst:ltin=: to thc CES POC systcm lhan Ihc nL'W

systcm-specific requirements (ail 'other' requirements in Fi=:urc ... 11. Thal is. whilc ,,,)m~ or th~

new .\\'stem-speci!ie requirements could have heen satisli<:d to some cxtent with somc d'fort. "II

tlze lle'\I' em'irollmellt-speci!ic reqlliremellts reqllireci tlzllt ri,,- system!>e re-ùlll''''lIIelltn/.

For example. the system design and code could have heen ùocumenteù after implcmentation so :L'

to improve the maintainability of the system. Simil:triy. the system code coulù have heen

improved to provide for 'help menus' throughoutthe system anù this would have leù to:m

improved usability. As opposed to these system-specific requirements which couId have heen s;,t­

isfied after system completion. tlze Sll111e upprouch \l'olllcl llot IUl\'e \\'orkecij'Ir the em'imllmellt­

specifie requiremellts. For instance. the làct thm the system had heen progmmmed in FoxPro ren­

dered it unportable to the Sun OS environment in which the other prototype systems were heing

developed. Portability required thatthe system he implemented in a UNIX compatible progmm­

ming language. e.g.• C. C++. Pascal. etc. The issue of ·integr.lbility· W:LS also c10sdy tied to the

issue of ·portability·. Since the CES POC system was not portable to the environment of the other

prototype systems. it was essentially isolated and could not he integr.lted into the suite of tools

being built by the enùre research team. Clearly. the severe impact of the environment-sJXocific

• requirements on the system led to its demise.
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Chapter 5

The Impact of Environmental Evolution

Having analysed the CES POC system as at the time of system completion in Chapter 4. in this

chapter we first study the evolution of the developmenl environment during the course of system

implementation. This is essenlÎal because. as will bc demonstr.lled in Section 5.2. the changes in

the devclopmenl environmenl have a profound eITect on the requiremenls of the systems housed

in that environmenl. Thereforc. the requiremenls for a system. change Ilot ollly due to the new

requiremenl set R2. but also due to new requiremenl~ which are inlroduced as a result of the envi­

ronmental evolution (the requirement set: "R3').

5.1 Environmental Evolution

Beforc we study the environmenl during the course of the developmenl of the CES POC system

(Seetion 5.1.2), we <':xamine the environment (at a maeroscopic' leve1) l'rom Jan. '91 onwards

when the process cycle [17] first started influencing the software development activities of our

entire research team (see Figure 5.1). We then diseuss the CES POC development effort and the

related empirical research within this environmenl.

1. For a microscopic discus.<ion on thc cnvironmcnL plca.<c rcrcr 10 Scction 5.1.2 and Scction 6.2.
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• 5.1.1 The Global Picture

-
Figure 5.1 depicts pictorially the 'time tr.lces· of the development of the various prototype sys-

tems in our software engineering lab from Jan'91 onwards. Ali the prototype systems. v.i.z.. the

Elicit tool. Generaliser. V-Elicittool and the CES POC system have their roots in the concept of

the process cycle. devcloped at McGill. which is a logical modcl for process definition. adapta-

tion. enactment. measurement and improvement, based on formai process models [17]. The proc-

ess cycle had !iule impact atthe star!. if any. on the software developl11cnt activities in the labo The

key impact of the process eycle was initially in the process studies that were being carried out in

collabor.ltion with scver.ll organizations such as IBM Canada and DMR Group Inc. But from

carly 1994 (Question B 14. Figure 5.2). there has been a growing reaJization of the actual impact

of the proccss cycle on the software tools being built in the lab. InitiaJly. aJlthe prototype systems

were bcing developed in isolation with il weak common vision (guided by the process cycle) for

the entire team (Question B13. Figure 5.2).

The empiricaJ rcsearch for developing the contingency model (on which the congruence method

for the CES POC system was based) started in Jan'92 and the development of the congruence

method cornmenced in Sep'92. Much of the time (approx. 1.5 years) in the development of the

system was spent in developing the congruence method in close association with the on-going

research in contingency models. with the rest of the time being spent on designing, implementing

and vaJidating the system. Since the congruency method was fundamentaJly based on the continu-

aJly evolving (and refining!) contingency model, consequently there was a close 'interaction'

between the empiricaJ research and the CES POC development (see Figure 5.1 left hand side).

• These two Iincs of research were therefore closely tied together and were isolated from the envi-
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ronment which was increasingly hinding the olher prototype systems (Elicil. Generaliser and \"­

Elicit),

Once the system was completed (in Sept:94) and demonstrmed to he ,,:lI id with respeetto the

underlying concept of congruence. the focus in the re-implcmentation effort shilkd to Ihe ''l'''{I'<I­

bi/ity of the system in conjunction with the suite of tools in the environment. Therefore. the CIlI'Ï­

ramnental requirements were c10sely tied to the system in the re-implementation effort (see

Figure 5.1 right hand side). Now. the process cycle a1so started exerting a strong inl1uence on the

re-implementation of the CES. The system was required to fit into the over.lll fmmework of the

process cycle by enabling the adaptation of the improved generic process models. Therefore. the

system was required to be invocable l'rom the process cycle tool-kit. Thus. there was an increased

interaction between the system re-implementation effort and the environment.

5.1.2 Environmental Evolution from Sept.'92 to Sept.'94

Having studied the overall picture of the development environment for ail the prototype systems.

in this section we focus specifically on the environmental changes during the course of the CES

POC system development (Sept:92 to Sept:94). This will help us determine the consequent

change in system requirements which was tlze primary c{Iusefor tlze re-implemelllation.

5.1.2.1 Analysis Method

The analysis method for determining the environmental changes was similar to the one adopted

for determining the system deficiencies (Section 4.1.1). The criteria which were used to assess the
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environmentaJ evolution ean he eategorized into three cIusters t: questions penaining to em'iroll­

1I1l'lII goa/s, queslions pertaining to the predicrors ofem'irollmellla/ c1wlIge and other mÏ.<cel/alle­

o/l,\' questions, The questions were derived from the interviews conducted by the author with other

research team members and from the literature [28. 30. 41 j. Ali these criteria wcre included in an

'Instrument 10 assess Environmental Evolution' (sec Section B of Appendix Cl. The inslrument

developed consisted of 17 criteria to assess environmental evolUlion. Of these. 9 criteria were per­

taining to environmental change. 3 eriteria were related [0 prediclOrs of environmental change

while the remaining four were miscellaneous criteria.

5.1.2.2 Analysis Results

The analysis resulls of the data gathered during this survey arc shown in Figure 5.2. il is sug­

gested that Figure 5.2 be studied along with [he questionnaire (Section B of Appendix Cl so as to

better understand the data analysis results.

In this section. we first analyse the environment at the stan of the CES POC system development

in Sept.'92. We then analyse the environment at the time of system completion in Sept. '94.

Figure 5.2 gmphically illustmtes the environment as it existed in Sept.'92. Clearly. while there

was a low realization (almost negligible!) of the environment goals (Questions B 1-9, Figure 5.2),

reali7.ation of the predictors ofenvironment change (Questions BIO-12, Figure 5.2) and other

environment related issues (Questions BI3-17. Figure 5.2) was basically non-existent. Interest­

ingly. this low rcalization of the prcdictors of environmental change explains why the environ­

mental changes had such a devastating effect on the CES POC system. since the environmental

1. The idea orc1ustering criteria in an instrument is bonowcd rrom [65.27]
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changes were totally tllle.'1,,!crctl. When the CES POC system was implemented. there was a cer­

tain degree of ignorance of the evolution of the environmem and thus the survivability of the sys­

tem. The ignorance of the researchers (in Sept. '92) about the environmemal evolution and its

likcly impact on the existing prototype systems was also revealed by the extremely poor response

to question B 17 of the questionnaire (sec Figure 5.2). The original devcloper of the CES POC sys­

tem also believed tha! it wouId be possible to enhance the system in some way and blcnd it with

the other tools.

Thatthe process cycle had a weak impact on the development activities (in Sept.'92) is evident

from the fact thatthere was a low realization of the existence of a eommon vision (Question B 13.

Figure 5.2) for the enlire research team (guided by the process cycle). It may also be noted that

while most of the respondents to the sllrvey did not know (in Sept.'92) of the existence of this

'common vision'. only the research team leader (hereafter. RTL). who \Vas also the proposer of

the concept of process cycle [17], had begun to realize how the process cycle couId drive the

research activities of the enlire group.

At the time of system completion in Sept:94. the environment had changed drarnatically with an

increascd realization (generally. 'Slightly Low') about ail the criteria mcntioned in the question­

naire (see Figure 5.2). This gro\Ving realization was observed in the responses both l'rom ail the

researchers and the RTL as weil. Infact, the trend of increased awarcness of the RTL of environ­

ment re!ated issues was even more pronounced at !his time (the RTL's responses on average

recorded an incrcase in rcaIization by four scale points from Sept.'92 te Sept.'94!). Now. the

highest awarcness was of the fact that there \Vere fiaws in the existing environmcnt !hat could
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cause it to e\'l)lve in the futme (Question B II. Figure 5.21. H,>\ve\·er. Ihis dal" SllllUld hl' illll'r­

preted with eaulion bee:luse :1\1 the olher responùellts harring the RTL resl',mded with" 'D,m't

Know' response 10 the question. Eviùelllly. :lllswering lhe question requireù a gre"ter insight intl)

the prevailing environment. There w"s more ull:lllill1ity in the resl'0nse 10 the sl'edlie qUl'stion of

the realization of the go,,1 of integrating the CES POC system in the proccss eyelc tool-kil (Ques­

tion B6. Figure 5.2). The respondents believed there w"s" 'Slightly High' re"liz:ltion "boutlhis

goal. However. it should be noted that the system implementation had just heen eompleleù :mù :\

detailed 'post-development' analysis hadjust begun (Sept.'94 to Jan.'95, Fig.ure 5.1) to analyse

the system. its future and system enhaneell1ents. Only now was it being deb:lled within the

research team: Where lInd hall' sllOl/ld rhe CES POC .\:vsrelll.!ir inrhe process cycle?

In Sept. '94. there was a ·ll1oder.ile· realization of: the goal of having a process-cycle tool-kit eom­

prising of CIl/the prototype systems bcing developed: the goal of evolving the CES POC system in

the environment: the change of focus l'rom 'software process concepts and melhods' 10 'software

process concepts methods Clnd rools': and. a like;y serious impacl of environmenlal changes on

the prototype systems housed in the environment (Sel' Questions B I.B7. B9 and B 17 respeclively

in Figure 5.2). The realization of the goal of having a process-cycle lool-kit was much higher in

the RTL when compared to that in Ihe other individual researchers. who were aware more of thcir

specific research and less of the global strmegy for the entire research leam.

The realization of the goal of evolving the CES POC system in the environmenl first evolved dur­

ing this perlod (Sept. '94). The realization matured more in the post-development analysis of the

system, when the analysis of the deficiencies of the system favoured a design approach for re-
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il11plcmentation which would allo\V for a continuai e\'olution of the system in the future instead of

repeated decommissionings of future implcmentations and thus a loss of de\'dopment effort. The

shirt of foeus to tools Was also higher for the RTL for the reasons explained earlier while the indi­

,oidual rescarchers. who wcrc in somc\Vhat mutual isolation (duc to the independencc of work and

no frame\Vork to hind ail \Vork togetherl. \Vere 1110dermdy aware of the shift to 'tool foc us' for the

cntire team. The research team was now beginning to realise for the first time the impact the envi­

ronmental changes were having on the prototype systems. for instance. deficiencies (duc to envi­

ronment-spccilic causes) were being realized in the CES POC system even bcfore the formal

completion! Thcrefore. there was a modemte realization in rcsponse [Q question B17.

The responses to the rest of the questions broadly fell in twû distinct cmegOl;"~;~ 'Slightly Low' or

'Quitc Low' realization of environmental issues, and, 'Extremely Low' realization of environ­

mental is.~ues. Again, the RTL cxhibited a higher realization in each of these responses when

compared to the other research tcam members. The realization of the goal of data. control and

platform integr.ltion varled from 'Slightly Low' to 'Quite Low'. These were specifically the dif­

ferent type of tool integmtion [30]. and since the realization of the more geneml goal of integmt­

ing all the prototypc systems in a process cycle tool-kit was itself low, the awareness ofthc details

of tool integr.ltion was bound to he lower.

Now. due 10 the frequent inter.lctions with software organizations, there was an increasing aware­

ness of the henefil~oftool-integmtion (Question BIO). The organizations evinced more interest in

a comprehensive tool-kit than in isolated tools. Also. now there was a modemte realization of a

common vision for the team (Question B13). Since this question is closely lied to the goal of hav-
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ing a l'roccss cyclc tool-kit (Qucstion B Il. lhc rcasonings t,'r lhc rcsl'llnsc III lh;'l qucstion al'l'ly

here as wdl. The olher questions (Questions B12. B14. B15 and B 16) dealt with ml'rc SUbllc

issues relating 10 thc 'analvsis of the software systems housed in thc environmcnt. The 'Sli"hllv...... ~ .

Low' realizalion of these environmenwl issues (In Sept:94) clcarly showcd a gm\\'ing 1 awarc-

ness (sinee Sept. '92) of lhe impact of the environmenl on the software systems housed in it.

The lowest realization al this time (Sept. '94) was regarding the issues of control inlegmtion for ;111

the prototype systems and also a distributed. client-servel' architeclure (Questions B4 and BS).

These were questions whieh required a good understanding and realiz'llion of data. user-intcrf'lce

and platform integmtion as a prerequisite. However. the realization for these prerequisites was

itself pOOl'. thus contribllling to an 'extremely low' realization in responses to Questions B4 and

88.

Having studied the environment at two distinct lime-shots. in Sept:92 and Sept:94, one ean

observe the steady increase of awareness in the entire research team of the environmental changes

and rclated issues. This understanding of these environmental issues is important beeause it helps

us understand how 'new' rcquirements (the requircment set: 'R3') emerge duc to an evolving

environment.

5.2 Requirements Changes due to the Evolving Environment

In this section. we study the impact of the described environmental changes on the change in sys-

tem requirements. Specifically. we identify the new requircmenL~ (R3.1 to R3.3. see Table 5.1)

t. Ali thesc questions rccordcd an 'cxucmcly low' =lizution in Scpt:92
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Iilal ell1erged for the re-illlpkll1entation effort duc to these slated environll1enl changes.

It should he noted thal the growing realization of alllhe criteria listed in lhe questionnaire (See­

lion B of Appendix C) did nol neeessarily eonlrihute to requirements in R3. This is heeause.

allhough there was an inereased ;lwareness of certain key environmenlal issues. il W;IS still not

eonerete enough 10 he moulded inlo formai requircments. This only happened in March '96 when

there was ;111 evcn more improved understanuing of the environment.

The realization of the goal of having a process cycle tool-kit (Question BI) implied that no system

should he stand-alone. i.e.• whieh couId not he executed as part of the process cycle tool-kit. This

question was thus closely tied to Question B6 and. in part. 10 Question BIO. B 13 and B 14.

Although. therc was a low rcalization rcgarding plalform-integration (Question B5) al the time of

system completion. however the new rcquircmem thatthe CES POC system be inlegrJted into the

proeess cycle (Question B6) requircd that it be re-implemented on the same operJting syslem

(Sun OS). Both of thes.: new rcquircmenls were thus closcly associated.

The inereased awarcness of the goal of evolving the CES POC system in the environment (Ques­

tion B7) led to the new requircmem thatthe re-implementalion should support evolvability. As

staled in chapter 1. evolvahility was now a prime eoncern in system re-implementation. Infact. the

growing awarcness in response to Questions BI 1. BI 2. BI6 and BI7 (Sec Figure 5.2) also eon­

tributed to the decision thatthe system he re-implemented in a 'flexible' way. This new require­

ment was also closely tied to Question BIS. which addressed the specifie issue of how the system

couId he designed in such a way that the system he easily evolvabIe. AIthough the realization of
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separ:ning 'soflware funclionalilY' l'rom 'inlegralion mechanisms" W:I, qui l,· IlllI' in IhL" L"mir,'

more on foresighl. Ihal IhL"Y JeciJeJ 10 ma"e Ihis separalilln in 111L'ir design 1.

Il is easy 10 sec why Ihe CES POC syslem 'ùied' in Ihese cîreumsl:lI1ces. These new L"Il\'in>nm,'n·

laI requiremems queslioned Ihe very design and implememalion of Ihe CES POC syslem. The

CES POC syslem W:IS om-of-dale lechnieally beeause il was ùevelopeù on a ùifrcrem OS whieh

W:IS incompatible wilh Ihal used for the rcsl of the suite of tools, and beeause ill!egrating il ill!o

the existing suite of tools was impossible. Arthur"s views [l'+1reporled in chapler 2 :Ire thus rele-

vam herc: rhar. rhe exi.l'ril/g .':\'.l'rem shou/t! he rl'earet! as a l'mwI.'7''· al/cl a /1('\1' om'/milr/mm

.l'cralcll.

Thc new rcquircmcm sct 'R3" is as follows:

Requirement Type
New Requirement'i due tu Environmental cvulution

l'rom Sept.'92 to Sept.'94 lR31

Qu:ùity Requirements R3.1: The system must be sa progmmmcd that the 'soft-
ware functionality" is separ.lIed l'rom 'integration mecha-
nisms" sa as ta enable casier 'tool integr~tion".

R3.2: The system must he integmble with the pmcess cycle
toot-kit.

R3.3: The system must be survivable (for a reasonablc
dur.ltion) in environrnent changes.

Table 5.1: The new requirement set 'R3'

1. Only Ihe Gener:diser and the CES POC system werc dcsignL'li in Ihis way. However. Ihere was no fonnal
group policy to follow lhis approaeh.
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5.3 Summary

Thl: prl:I:I:I:ding 'I:.lion, I:xplainl:d how lhl: 'ysll:m requiremel1ls ehange e"nlinually for a system

dUI: III an I:volving I:nvironment. Both lhe graphs 1Figures 4.1 and 5.:!) form a slrong ralionak for

lhl: requirl:menls that arl: generated al a giwn point of time. Looking al the envirOntllent at the

two time-shols of Sepl:lJ:! ;II1U SI:pl:lJ4. wc ean observe ho\\' lhe requiremenls have ehanged

from lhe original set RI.

Thus, lhe requirement sel, Rro-imp- for the re-implemented system (in Sep:94 to Mareh'96) is

udined ;LS:

Rro-imp =RI + R2 + R3 - R"doIO"

where,

RI: the ok! requirement set lor the CES POC system (R l.l to RI.I3)

R"l· the new rcquirelllent set for the system duc to CES POC deliciencies (R2.1 to R2.9)

R3: the new requirelllent set lor the system due to environmental changes l'rom Sept:92 to

Sept:94 (R3.J 10 R3.3)

R"doIC": the requirements for the CES POC system which were notto be satisfied in the system

re-implelllentmion

We now formally tabulate the old requirements for the CES POC system and the new require­

ments that emerged as atthe time of system re-implementation_

Table 5.2 shows the change in system requirements from Sept. '9210 Sept.'94. The requirements

are cutegorized into functional, non-functional and quality requirements, A requirement
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• i:'lèlonging. say. (0 th..- Sl.:l RI is ilkntiti~d as R I.x whc:n: :'\ is ~111 iIlh.."gcl' >= 1.

Requiremenl
T~'pc

Functional
requin:ments

Non-functional
requirements

CES POl' s~'slcm Rcquircmcnls
in Sepl:n lR11

R1.1: The system should faeililate
lhe evalu'llÎon pro..:ess modcllimess
based upon the modcl/..:ontext
attributes and their rclationships.

R1.2: The system must display the
'Trouble SpOI List" for the process
model and conlext attributes which
exhibil poor titness.

R 1.3: The system should assisl in
designing process modcls. Î.c.•
given process eontext ehamcteris­
tics. it should identify the timess of
the different values of cach proces.s
model attribUlc.

R1.4: The system must cmploy thc
congruence eV'lluation and design
assistance algorithms as developcd
durin'> the con"nlence l'valuatione- e
method swdy.

R1.5: The system must be pro­
grammed on the MS-DOS operJting
system.

R1.6: The system must he pro­
gr.tmmed in FoxPro progr.tmming
languuge.

CES POl' s~'skm rciluircllll'nls
in Sl'pl:9.J 1R1 + Rl + R3 ­

Rcldcl,~11

R1.1: The system should fa,'jlilale
the C:\":.tlll~l1ion prfl~css l1loJd Ihnes:"
based upon Ihe nll'del/<':<'ntexI
'Ittribules .md their reblioll'hips.

R1.2: The syslem must dis!,lay Ihe
'Trouble S''<ll List' for Ihe pro.:css
modcl and context attrioules whi..:h
exhibit poor Iilness.

R1.3: The system should assiSI in
ùcsigning pro\.:css 11111lkls. i.e ..
gi\'cn proccss contcxt ch~'r..u:h:ris­

tics. it should identify Ihe lilness uf
the differenl valucs of cach proccss
modcl ami bute.

R1.4: Thc systcm must cmploy thc
congnlcncc cvaluation and dcsign
'Lssistallcc algorithms as devclopcd
durin" thc con"rucllcc l'valuation

'" '"method study.

R1.5DELETED

Rl.6 DELETED

•

R2.1: The system must he pro­
gr.tmmed on the Sun OS opcrating
system.

R2.2: The system must he pro­
gr.tmmed in C++/MOTIF progrJm­
ming language.

Table 5.2: Requirements changes for the CES POC system
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• Requirement
Type

Non-functional
rcquircmcnts

Quality
requircmcnts

CES POC system Requirements
in Sept:92 [RI)

RI.7: Thc system must bc casily
undcrstandablc in its oper.ltion.

R1.8: Thc systcm must bc rcliable in
its opcmtion (must rcpeatedly pro­
duce correct results).

R1.9: The system must be concise in
information displayed in screens
without sacrificing understandabil­
ity.

RI.10: The system must cxhibit
consistent terminology. symbols,
concepts and notations in its opem­
tion.

R 1.11: The system must provide aIl
the key features in the domain of
process fitness (to the best of knowl­
edge of the researchers).

RI.l2: The system must be efficient
in its opemtion without a waste of
resources (e.g.• CPU time, memory
requirements. etc.).

RU3: The system must be vali­
dated to ensure that the congruence
measures produced by the tool
indeed characterize congruence.

CES POC system requirements
in Sepl.'94 [RI + R2 + R3 ­

RdclclCd)

R3.!: The system must be so pro­
gr.lmmcd that the 'software func­
tionality' is separ.lted from
·integr.ltion mechanisms' so as to
cnable casier '1001 integr.ltion·.

RI.7: The system must be easily
understandable in its opemtion.

RI .8: The system must be reliable in
its opemtion (must repeatedly pro­
duce correct rcsults).

RI.9: The system must be concise in
information displaycd in screens
without sacrificing understandabil­
ity.

RI. 10: The system must exhibit
consistent terminology. symbols.
concepts and notations in its opem­
tion.

RI.lI: The system must provide aIl
the key features in the domain of
process fitness (to the best of knowl­
edge of the researchers).

R1.12: The system must be efficient
in its operation without a waste of
resources (e.g.• CPU time. memory
requirements, etc.).

R1.l3 DELETED

•
R2.3: The system must be user-pro­
grammable. i.e.. il must aIlow the
user to change the data stored in the
database.

Table 5.2: Requirements changes for the CES POC system
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• Requirement
Type

CES POC s~'slem Rcquirements
in Sept:92 [RI]

CES POC s~'slcm requircmcnls
in Scpl:9~ 1RI + R2 + R3 ­

Rrldel<-d!

Qualily
requiremcnts

R2.-l: The syslem must he wcll doc­
urnenled [0 assist in fu[ure m;lÏnte­
nancc.

R2.5: The system shollid he user­
friendly and lhere shollid he 'hclp
menus' lhroughollt the system
~crecns.

R2.6: The system should he
progr.lmmed in a structured 1:10­
guage so as to aid in 'intrinsic'
underslandability of the system and
system maintenance.

R2.7: The system should he p;:>.-table
to differ'~nt or compa:iblc families
of UNIX wilh minor changes. e.g.•
LINUX

R2.8. R3.2: The system must be
integrdble with Ihe process cycle
tool-kit.

R2.9. R3.3: The system must be sur­
vivable (for a reas("~lablc dUr.ltion)
in environmenl;ehanges.

làbIe 5.2: Requirements changes for the CES POC system

Table 5.2 shows how the requirements for the CES POC system ehanged from Sept.'92 to

Sept.·94. This was primarily due tO the fact that when the system was first implemenled. the con-

cept of process mode! congruence was highly original. It was nol possible to deeide ail the tool
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cxpcricncc gaincd from use of the system and in response ta organizational change (which can

hcrc be likened ta environmental change!). The requirement sel in Sepl.·94 then formed the start­

ing point for the re-implementation of the system.
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Chapter 6

System Re-Implementation

Based on the requirements identified in Chapters 4 and 5 (both due to the environment ch:lOgcs

and auc to the deficiencies of the CES POC system). in this chap\cr. wc describc the design str.ll­

egy adopted for the re-implementation of the system (during Sept:94to March'96). We :llso dis­

cuss how the environment evolved during the course of system re-implcmentation and what new

requirements arose due to these changes. We do no! make a formai a~sessment of the re-implc­

mented CES systemt because our focus in this thesis is on the new requirements which emerge

due to environmental changes. However. the importance of making a formai assessment of the

system before any future enhancemcnts still remains,

6.1 Design Strategy and its Rationale for the Customizer

In this section. we discuss the design strategy for the Customizer and present the r.llionale bchind

il. We observed that all the explicitly documented requirement~ for the Customizer were the driv­

ers of this design strategy and that the rationale was closely tied to the satisfaction of these

requirements. Also. unlike in Chapter 3, where we discussed separately the design str.ltegy and its

1. The rc-implemenlcd CES POe syslem is hercafter rcfcrrcd 10 as ·Cuslomi1.er'.
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r;ltionak. hen: wc discuss lhem in tandem because the requirements for the Customizer were

explicilly documented and thus each design strategy component and its rationale were closel~'

coupkd with a particular n:quirer::cnt. ft therefore seems sui table 10 discuss both logelher.

As slaled in Chapler 3. when the Customizer was implemented. the locus of the design strategy

was on 'evolvability' of the system while retaining its validity. i.e.. the system was expected tO

survive (for a reasonable dumtion) future environment changes ("new' requiremenls R2.9. R3.3).

The design strategy for the Customizer was thus to employa structured progmmming language.

which would simplify understandability of the system and case evolvabi1ity ("new' requiremenlS

R2.2. R2.6). We decided to use the C++ progmmming language bccause ather prototype systems

in the lab were already being progmmmed in this language and the developer (the author) was

also familiar with it. The opemting system for the implementation was required 10 be compatible

with olher UNIX families and was to also allow for easy integmbility of the system with the proc­

css cycle tool-kit ('new' requiremenls R2.I. R2.7. R2.8 and R3.2). We used the Sun OS because

all the other prototype systems. which lormed part of the process cycle tool-kit. were being devel­

oped on il.

When the Customizer was implemented. the requirements were c1early specified (see Table 5.2.

Chapter 5). therefore a formai sdtware development process (here. the itemtive model) was fo1­

lowed. This wa.s unlike the 'ad-hoc' approach followed in the implem::ntation of the CES-POC

system due to poorly specified requircmenlS.

In order to assist in future maiutenance activities. the system was to be well documented ('new'
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• requirement R2.-+) with a formai S(,~'tware requirements specitication lSRS) dOêllmt:lll. design lmd

code documentation. The datahase for the Customizer was to he such so as 10 allo\\" for thc cus-

tomizabilily of lhe data stored in the system ('new' requirement R2.3). The system was to support

'help' menus throughout its screens ('new' requirement R2.5) to simplify underst:mdahility of the

system operation. In order to :lssist in future evolvability, wc decided to separatt: the code pCrlain-

ing to 'functionality' of the systcm (e.g., implementation algorithm) from th:lt deliling. with inte-

gration mechanisms ("ne\V' requirement R3.1 J.

ln the next section. we examine the environment changes during the course of development of the

Customizer. We had noted in Chapter S, that about certain issues, e.g., 'control integmtion'. there
~ ~

\Vas a gro\Ving realization but thm this realization did not necessarily translme into ne\V require-

ments for the Customizer because the awareness \Vas not mature or detailed enough letld to ne\V

requirements. However, it was observed that the situation from Sept. '94 to March'96 changed

dramatically \Vith the continued evolution of the environment. Realization of the environmental

factors was much more pronounced in March'96 than in Sept. '92 and this thus resulted in a new

set of requirements as described in Section 6.3,

6.2 Environmental Evolution from Sept.'94 to March'96

The analysis method for determining the environmental changes between Sept.'94 and March'96

was exactly the SaIne as the one adopted for determining the change in the environrnent betwecn

Sept.'92 and Sept,'94 (Section 5.1.2.1). The analysis results of the data gathered during this sur-

vey are shown in Figure 6. l, It is suggestec! that Figure 6.1 be studied a1ong-with the question-

• naire (Section B of Appendix C) so as to better understand the data analysis resull~.
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Figure 6.1 shows lhal there was a marked change in lhe environlllenl from Sept. '<)" t,) i\ larch '<)0.

It was observed that on average. realizalion of lhe various cnvironment;t1 issues inereased bv- .

approximatt:lv 3 scalc points. which on a 7poim se;tle is signiticam! Havin>: alread\' ;lIlalvsed th,'- - -..

environmem in Sepl. '9.. in Section 5.1.2.2. in lhis section. wc diseuss lhe en\'ironment allhe lime

of eomplction of the Customizer in March·96.

Figure 6.1 shows that 13 out of the t7 criteria recorded;\ response of 'Quite High' to 'Exlremt:ly

High' realization in Mareh'96. However, even at the time of eomplction of the Customizer,

awareness of certain environmemal issues was onlv 'Moder.tte'. These were the issues pertainin>:. -
to whether the researehers realized th;ltthe existing prototypes were 'throw·away' or 'cvolution·

ary' prototypes (Question B12), mvarencss of the 'robustness' of thc prolotype systems to survive

changes in the environment (Question B t6), realization that environmental eh;mges e;)uld seri·

ously affect the prototype systems housed in it (Question B 17) and the realization of llaws in the

existing environment which eould e;:use itto evolve in the future (Question B Il). Intercstingly,

a1lthese questions had the same underlying reasoning to explain the response: the rese'lrchers

believe that they are developing reasonably 'robus!" systems whieh ean survive changes in the

environment in the near future. however. they cot/ld not daim with conviction that they had thor·

oughly understood the environmental changes in the present or in the future. Therefore, the

responses depicted a 'cautious optimism' about the survivabitity of the prototype systems in the

future, AIso, the realization in response to Question BII fell l'rom a high of 'Extremely High' (in

Sept. '94) to 'Slightly Low' (in Mareh'96). This was the on1y environmental issue which rccorded

afall in realization from the response in Sept.'94. Again. it onty reconfirmed the fact that ail the

researchers. tO the best oftheir knowledge. could not foresee any major changes in the environ-
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men! in lhe future anù th:.Js alllheir present ùevclopmen! aCliviiies \Vere ùriven by this observ:l­

lion.

Questions BI, B6, B7, B9 anù B 13 reeorded an avera:;e incrcase (colllpared 10 that in Sept '94) in

awareness of 3 scale points. Allthese questions were bound by one cOllllllon factor and each of

them mercly aùùressed specilic issues rclated to the same basis: the realization of the goalto inle­

grate allthe prolotype systems in a process cycle tool-kil. As stated earlier, this was the driving

force behind allthe major environlllentai changes in our lab, and the awarcness of the researchers

on this issue has steadily incrcased l'rom Sept.'92 onwarùs (therc was alrcady a 'Moderate' awarc­

ness in Sept:94),

Questions B2. B3. BIO. B14 and B15 recorded an avemge incrcase (colllparcd to that in Sept,'94)

in awarcness of4 scale points. lnterestingly. these were the issues which addressed specifie details

related to the concept of process cycle tool-kit, e.g.. data integmtion (Question B2). user-interface

integmtion (Question 83), and other such issues, Since the awarcness of such issues varied from

'Slightly Low' to 'Quite Low' in Sept:94. the increase in awarcness was more pronounced.

Finally. Questions 84. 85 and 88 recorded the highest increase in realization. up by on an aver­

age 5 scale poinL~ when compared to the data for Sept. '94! They sharcd a similarity to the ques­

tions which recorded a 4 scale points increase in realization from Sept.'94: these questions a1so

addrcssed specifie issues related to the actual accomplishment of the process cycle tool-kit. A1so.

ail these issues were relatively 'new' and their rea1ization in Sept:94 was 'Extrcmely Low' .
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• TC) summarise. it \\'as observed Ihat Ihere \\'as:1 dramatic incre:lsl' frtlm Sept:l)-llt' :\Iarl'h'l)(,

about specilic issues rdated 10 the formation of a proecss cyde toni-kit. Olh~r 'iuestions whkh

rdated tO:1I1 'on-!win~' underslandin~ of more subtlc issues rd:llcd III en\'ironml'ntal chan~e... ... ... ..

exhibited a more Iinear gro\\'th.

ln the next section. wc study the impacl of these environmental changes on system re'iuiremenls.

Specifically. wc identify the new requirements (set 'R-l') duc 10 these st:llcd environment changes.

It should be noted that. sorne of these issues had aiready yielded ne\\' system rcquirements in

Sept. '94 which remained true even in March·96. Other environmental issues. of which reali1':ltinn

was much Jess in Sept. '94 had matured no\\' to yidd concrcte requirements.

6.3 New Requirements due to the Environmental Evolution

Four new requirements arose in Mareh'96 due [0 the environmental evoiution l'rom Sept.'94 :lI1d

ail these were specifie to the details of establishing a process cycle tool-kit. The reaiiz:ltion of the

goal pertaining to 'data integmtion' (Question 82) led to the new requirement that ail the proto-

type systems access a common data repository. The realization of the goal of 'user-interface' inte-

gr..ltion (Question 83) Jed to the new requirement that there be a eommon user-interface to load

process models and to start applieations, Le. clients modules. Realization of the goal of 'control

integmtion' (Question B4) Jed to the new requirementthat a prototype system (in addition to

'direct' invocation) may be invocable l'rom another prototype system too. Finally. realization of

the goal of having a 'client-servel' architecture' (Question 88) Icd to the new requirement that

each client will be able to co:mect to the same servel' through InterNet sockel~. Thus, the cornpo-

• nents of the process cycle environment may run on separ..lte machines.
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The new reyuirement set 'R4' at the lime ofeomplclion of the Customizer is:

Requirement Customizer Requirements in Mareh '96 [R4J
Type

Non-funetional requiremenls R4.1: The system should be 'data integr,lled' with the other
prototype systems.

R4.2: The system should be (if deemed necessary) 'control
integmted' with the other prototype systems.

R4.3: The system should run as a client in a distributed cli-
ent-server architecture.

R4.4: The system should be 'user-interface integmted' with
the other prototype systems.

Table 6.1: The new requirement set 'R4' for the Customizer

This set of requirements has been validated and woulrlthus form a driver for system evolution in

the future.

Thus. the requirement set. Rposl.",.imp' after completion of re-implemented system (March'96) is

defined as:

where.

R",.imp: R J + R2 + R3 - RdclclCd

R4: the new requirement set for the system due to environmental changes from Sept.'94 to

March'96 (R4.lto R4.4)

Note: The re-implemented system has not as yet been assessed and thus we expect sorne addi-

tional requirements due to system detieiencies for future release of the system.
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6.4 Summary

As \Vas obseryed in the deycJopment l'f the CES poe system. Ihe requirements of the system

change eontinually in response t·) enyironmental change,. No system .:an l'l' 'imll1une' tll slleh

changes in reqllirements. The challenge is thus 10 implcll1ent the system in such :1 \Vay Ihat it

affords future evollltionary changes.

Allthe ne\\' requirements discussed in this chapter foml part of the ne\\' requiremenls 10 be con­

sidercd in the enhancement of the Customizer. The existing Customizer would require minor to

modemte changes to satisfy these ne\\' requirements. For example. user-interf:lcc integration is

stmightfor\\'ard to achieve because the system functionality has bcen scpamled from intcgration

mechanisms. though dependencies \\'ould need to be taken care of. The ne\\' requirement of a dis·

tributed client-server architecture \\'ould require server calls to be incorpor.lled in the existing

code. Similarly. to accomplish control intcgmtion. a 'cal1' to the other client system. at the :Ippro­

priate point. wouId be rcquircd to be included in the Customizer code. Allthese changes. ho\\'­

ever. arc clIlticipcued and evolurionary. unlike the llllanticipated clralllatic changes that rendered

the CES POC system defuncl.
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Chapter 7

Lessons Learnt

We now rellect on the case study and dmw out thrce lessons that were leamt. These arc:

o Reqt/iremelllsfor a syslem .l'lem nol only from syslem-specifie dejiciencies (/lui filllcrionai

enlulllc<:mer:ts bill also from chclllge.\' in Ihe em'ironlllelll. wMell art! nol a/ways predicwble.

(Sections 5.2 and 6.3)

The importance of the new requirement sets due to environmental evolution. the sets R3 and R4.

cannot oc under-estimated. We observed that as many as 9 of the 16 new rcquirements (specifi­

cally. requirements R2.8. R2.9. R3.1 to R3.3. R4.1 to R4.4) were introduced due to environmental

changes or environment related issues! Clearly. environmental changes have a major impact in

detemlining system rcquirements.

$ Reqlliremenls emerging dlle 10 environmellla/ changes can have .l'Ilch a devaslating impact on a

system thar they Cllfl render the system obsolete Ilnless the syslem was .1'0 developed ID slll1Jive

these changes.

• (Section 4.2)
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As stat~d ~arli~r, lh~ CES POC syst~m sulTcr~d a.r'ual altack duc' III th~ ["'lJuirc'llle'll[ Sc'( 'RY

whil~ th~ impact of th~ r~qllir~m<:11l s~t 'R·" \\'as ('\'ol/lliol/<lI".". This was h<:.:alls,: th<: ClIst,'llü/.:r

\Vas so d<:\'dop<:d, so as to sllr\'i\'<: <:m'ironm<:nt:l1 <:hang<:s ill th<: n<:ar futur<:,

@)Alrlrouglz the CIl\'ù"Ollmelll may kct.'l' 011 c\'oll'Ïllg ail/he rÙUt', rllt'St' clzang(·.\' lIltlY n()/lI(·Ù'."s(zrily

rralls!ate Ùl!O 11t'H" systcm rc'!uÎn'mclus lIllleSS the: c!Janges an' 'mc/fUrt" (·Il"ll.~h.

(Se<:lion 5.2)

Wc observed that environmenlal changes arc sometimes subtle alld that the en\'Ïrc>nm<:llt <:vol\'es

gl".Idually, Thercforc, sllch environ:!lental changes only tl".Insform into a<:tllal rcqllirem<:nts alkr :1

certain degree of 'maturity' in the llnderstanding of the chang.es has been attained.

From our experience. the descrihed lessons should he considered in the devdopment of llnprccc­

dented poe systems by rcsearch teams so as to possibly :\Void the fatal impact of environmental

changes.
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Chapter 8

Conclusions and Future Work

ln this thesis. we ha';e described ;; case sludy of requirements changes in an evolving environment

involved in the development of unprecedentea systems. Specifieally. we have analysed how this

environmentaI evolution had affected the requirements for. and thus the survivability of. the soft­

ware system. AIso. we have listed some lessons Ieamt from this experienee whieh can be consid­

ered in the deveIopment of the proof of concept systems in research environments.

Allthese lessons suggest a eircumspcetive analysis of the kind of criteria identified in Section B

of Appcndix C. at various points in time and as a system grows. Only through in-depth analysis.

bath qualitative and quantitative. wouId wc be able to reason about individual and collective

requirements. the source of the rest of the software development activities.

Based on the re-impIemented system. we identify one requirement for future work in the short

term - analysis and visualisation of the impact of change to a given proeess or eontext variable.

For exampIe. what is the impact of ehanging one tool for another on software produetivity? One

desired feature of the future system would be to identify tt·<: ?rocess or eontext variables (sueh as

• budget. skill Ievel required. etc.) that would be affected r\the tool change and to display contin-
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gency variables (such as proccss and projcct size) :md rcblionships that :Ict as cnnslrainls on the

lool-productivilY relalionship. A rebted feature would enable one 10 experiment with dil"l"erent

variable ,'alues and v!sualise lhe impaet of change. \Vith such system fe:ltures. key decisions ean

be made on specifie issues in a given projecl.

Another research thrusl for the future would be ta monitor further evolution of lhe proce" eycle

cnvironment and ilS impact on rcquirements changes for the re-implcmented system. By obl:lÎn­

ing several cycles of evolutionary dala. a pattern could emcrgc on how requircments enmnale

from environmental changes over a period of time. Such a pattern would he an important conlri­

bution to our knowledge on rcquirements evolulÏon.
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Appendix A

Project Characterization - 1

This appcndix presents the proeess model and context attribules (along \Vith possible values) of

one of the projects studied as part of the empirical sludy described in Chapter 3.
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APPENDIX A. PROJECT CHARACTERlZATION - l
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Ptoject size Large limeotl'le. dIIciIlclI. Early
AppUcallontmcert:llnty Law edâw.... ofalegec:r ayIlIun
ApplleatlOl'l complexity Law Usww.nts••NlhtuUMW No
Number of'userdepiutments involved Few Sly\eotllftllec:t........ 8lr1ctCllImlI
Budgetary cw.sbaùds No <:entnIIœ.~ ri.! ! "müIng Ceull*"cl

. User lnlerfaœ NotcriIIclII SChedaleca.....tIi ·No
Prototyping too! support NotAV8lbibIe ......,.ItMethad ' DIIlIv. adenlIld
Mllin ilSer emphasls FundlDn8lIty UIa ofc:anIIIlIInlIt (III}'--.) EllllniSlil1l
User's IS experience H!gh bibi......' aystIm" t..ge
User's communlcallOl'l slâlIs Rftn.... lDngterm
Custo~ofbusiness process Law PM lIC:l.iIcIIIlmalv8mMt Law
Scape ofsyslem N8ItaW ecœntofllC:lL cIitven euIbn Law
Proeess experience ofpracllllonera Large 91 iJ oIcue j'hIgIi Vas
Organizallon has own standards No UlerlnvaM"M4 Law

:. Clwacterization ofContext 1
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Appendix B

Project Characterization - II

This app.:ndix pr.:s.:nts th.: proc.:ss modd and cont.:xt attribut.:s (along \Vith possibl.: values) of

on.: of the proj.:cts studi.:d as part of the .:mpirical study describ.:d in Chapter 3.
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•
APPENDIX B. PROJECT CHARACTERIZATION - II

Process Model ~llI1bulll Value Procaa Modal alll1bulll Valu.

Exit c:ritIlri:l
Oul;lullDew.divisiol12liz:otion
Integration mechanisms
Deviees for undorstlvalid. funclion.
Coordin:ation mec::::h:3nism
Formaliz. of c:h3nge "",""gement
Resoun:es for PM. col11n:l1 & p1ann.
Amount of Project Ma",,!!. docum.
Emphasis on col11n:l1 and planning
Use"sview formalism
5fze ofuser's view of model

lawer than 513nd.
No
Hlgh
Prototype.
Stand. of acliv.
Law
Law
5=B
High
SImple
s....U

F . 1 Ka of bwii,.adH Many
F' 1 ..c:aof~ '-Few
E!!brt exaa.tbih»g aD'8I1t.,... Law
Ageofmetllod Old
Type of modaIIng ln PA Just conceplual
COTS oriec_. COTS 1. part
~de>*Jlo1i1nmetIlod NolObvious
Role epedaJIDtian in modeI High
Relative dlft'6i..... of mode S1mUar
b....n.ital Lili*U*at:IIiui. V..

. Chara.cterlzation OfPIOCCSS·model2

Context attribute Value Context atbibute Value

•
Characterization of Context 2

AVlIiIable
FuncllonaBly
I.llw
Expressive
I.llw
Nerrow
Large
No

Hlgh
I.llw
No
H1gh

No
V..
S1rIctconlroI
DecenlnIIIzed
No
Dellv. orlenled
Nat Exteusi.e

P8cIoIge lIIOCiIIcP:lIcn œeded No
Ua ofc:onsuIlanIII (pi CJI) Nol Extensive
AV8lIIIblIIlyof_ AVlIiIable
u-r-maapa:bge No
PacIoJge lIIreacIypurchJuIedIId No
Tec:hnoIogy "'aI&gy Second 10 IIllItIcel
tIghIy b.bw8d1v6 syàm V..
lime ofpa:bgedeclIlon
edllilluca ofal8QIICYsyàm
..............8Itdng .....
SlyIe~projectii .....
ConlI'1Ik ofdIIciIIan maIcIng
SCheduIe conAaiils
u.rt8gIIn.1l'ltMelbod
Uaofc:ansuIlanllI (IIIIY cans.)
b'.....allan~..
R.-d~
PM lIIcIadcalIilImMwœoj,w",..",m18enntt
Elctanl oft8c:h. œtven cuIlunt
stad·......"., r• kege
\JArlnvahe"Mat

Aer::urat:'l of Ésllmâs requir8d I.llw
User ""Ilerience wilh method I.llw
Delegallon of author. 10 UStifS Deiegallan
Manag. method for personnel selec. By c:apabIIIly
AbDily 10 change High
15 spending High
Management ""Ilec:tlllon Patient
Projecl size Larve
Application WlCOl tallity High
Application complmcily High
Number !'fUSM departmenls lnvalved FGw
Budgetary conslI'aints No
User Interface
Prololyping 1001 support
Main user emphasis
User's 15 ""Ilerience
User's communlcallon skIDs
CUslomlz. ofbusln_ proc:ea
Scape of syslIIm
Process ""Ilerience ofpractltlonets
Organizalion ha own standards

•
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Appendix C

An Instrument to Assess System Deficiencies
and Change in Requirements

This scction contains the instrument which was used ta assess the deficiencie~ of the CES POC

system at the time of complction of the system (in Sept.'92) and mea.~ure the cnvironmental evo-

lution during system implementation (Sept.·92-Sept. '94) and re-implementation (Sept:94-

March-96).
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•

AN INSTRUMENT TO ASSESS SYSTEM DEFICIENCIES &
CHANGE IN REQUIREMENTS

The purpose Oflhis inslrument is 10 assess any deficicndes of the Congruence Evaluation System.
a proofofco/lcept syslem (CES POC system). at lhe time of complction of the system (Sept.
1994). and also to assess lhe change in rcquiremenls for lhis system duc to the evolution of lhe
process cycle environment (i.e.• aIl lhe tools lhat arc bcing buill in the Software Engineering L:lb.
at McGill) during the course of devclopment of the CES POC systellllherealkr callcd "lhe sys­
tem') and thereafter.

Delem1ining lhe deficiencies of lhe system at lhe lime of completion (Section A) will hclp us list
lhe 'new' syslem rcquircments which can be considered during lhe re-implcmentalion of the sys­
lem. so as 10 c1iminale lhe identified deficiencies. Aiso. determining lhe environl11ent:lI evolution
(Section B) during lhe course of development of the system will help us delem1ine the consequent
change in system requircmenls which wa.s lhe primary cause for lhe rc-implementmion. Similariy.
wc would like 10 assess lhe evolulÎon of the environment during the re-impIcmentation :md lhere­
after.

The galhered data would he used. wilhoul disclosing the idenlÎly of any individu:11 for research
purposes.

Panicipant Name:

Dale:

Note: The nccd lor the name is only for purposes of trdcking issucs and for following up on issues should il bccomc
ncccssary.
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• You will linù in this qucstionnairc a list of critcria to mcasurc the purposes served hy the system at
thc limc of completion of thc systcm. and the ùcliciencies of the system (Section A). You will also
lind qucstions rclateù to the cnvironmemal cvolution anù the consequcnt changc in system
rcquirements (Scction BJ.lndudcù with each qucstio:l is a 7-point polar scale to record yom
rcsponsc anù anolhcr 7-point scale to rccord your 'contidcncc leve!" in answcring the question:

... If you do not know the answer. please leave the rcsponse hlank and check the Don't Know hox
(I~I).

EX:lmplc: Lct us assume that wc arc concerned about the criteria (or constructl"Dcfect Quality"·.
thcn:

•

•

•

•

•

If you ti:c1 that the concept is 'cxtremely closely' char.lcterized by one end of the scale. you
should check-mark as follows:

Extremcly Low 1_1_1_1_1_1_12S.1 Extremely High

Extremely Low 12S..1_1_1_'_'_I_' Extremcly High

[f you li:elthat the concept is 'quite closcly' char.lcterized by one end of the scale. you
should check-m:trk :IS follows:

Extrcmely Low 1_1_1_1_1_1.25.'_' Extremely High

Extremely Low '_I~I_I_I_I_I_I Extremely High

[f you 1i:e1that the concept is 'slightly c1osely' Cnar.lcterized by one end of the scale. you
should check-mark as follows:

Extremely Low I_I_'_I_'~'_'_' Extremely High

Extremcly Low 1_'_I,è.'_I_I_I_1 Extremely High

[f you !i:clthatthe concept is 'equally c1osely" char.lcterized by one or the other end of the
scale. or is char.lcterized as ·neutr.ll' on the scale. you should check-mark as follows:

Extremely Low I_'_I_'~.J_I_I_I Extremely High
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• SECTION,.\ IINSTR{ii\lENT TO ,.\SSESS SYSTEM DEFICIENCIESI

Note: For each of the questions below, assc'ss lhe erileria :IS al lhe lime llf systemc'ompktilll1
(Sepl. 1994). lt is important to gÎ\'e lhe ration:lie for the measure ehosen: llthc'rwise the measurc' is
not very helpful.
Please feel free to add an)' other factors which )'OU ma)' deem fit to mention herc.

Al, Understandability: ls the system easily understandablc', (i,e.. ls the purpose of the system
clear'? Is the system operation easy to eomprehend'? Exelude system design and implcment:llion
issues here.)

NOl understandable 1_1_1_'_1_1_1_1 Understandablc
1"34567

Confidence Level: Not Confident 1_1_1_1_1_1_'_1 Confident
1234567

Don't Know U

•
Rationale: _

A2, Completeness: Docs the system provide ail the key features necessary in the domain of proe­
css fitness'?

Incomplete 1_1_1_1_1_1_1_1 Comple,e
1234567

Confidence Leve!: Not Conlident 1_1_1_1_1_1_1_1 Confident
1234567

Don"t Know U

Rationale: _

A3, Conciseness: Is the system concise (i.e., there is no 'excess" information in user screens or in
the system as a whole) without sacrificing understandability'?

Poor conciseness 1_1_1_1_'_1_1_' Extremely concise
1234567

• Confidence Leve1: Not Confident '_1_1_1_1_1_1_1 Confident
1234567
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• ({ali<lnak: _

A4. SCCUril)': Can you damage the proœss modd/context values and rdationships and does the
system warn you of sueh inadvenenl actions'?

Not secure 1_1_1_'_'_1_'_1 Highly secure

Confidence Levd: Not Confident '_1_1_1_1_1_1_1 Confident
1234567

Don't Know ,_,

Rationale: _

A5, Consistency: Does the system cxhibit consistent termino10gy, symbo1s, notations and con­
cepts in its opcr.ltion?• Not Consistcnt I_I_I_I_LI_I_I Consistcnt

1234567

Confidence Lcvel: Not Confident 1_1_1_1_1_1_1_1 Confident
1234567

Don't Know U

Rationale: _

A6, Maintainability: Has adequatc documentation of the system been provided to 'lSsis! in future
maintenancc (corrective, adaptive or perfective)?

Poor documcntation 1_1_1_1_1_1_1_1 Very good documentation
1234567

Rationale: _•
Confidence Leve1: Not Confident 1_1_1_1_1_1_1_1 Confident

1234567
Don'! Know U
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• A7. Validit)': Has the system been v:lliuateu \\'ith respecl 10 the' unuerlying conwpl of C'ongnlC'nC'e'
(i.e .. the congruence me:lsurC's produwu by Ihe tool inuC'e'u char:lC'terize C'ongruenw)'.'

No validation 1_1_1_1_1_1_1_1 TIll'rough val id:lt ion
234567

Confidence Levd: Nol Conlident 1_1_1_1_1_1_1_1 Conlident

123-1567
Don't Kno\\' U

Rationale: _

AS. Usability: ls the system user-friendly'? (e.g.• arc the displays simple to understand: does the
system have 'help' menus'?)

Not user-friendly 1_1_1_1_1_1_1_1 Extrcmdy L1ser-friendly
1234567

• Confidence Level: Not Confident 1_1_1_1_1_1_1_1 Confident

1234567

Don't Kno\V U

Rationale: _

A9. Reliability: Is the system rcliable'? (i.e., does it repeatedly produce correct rcsults'?)

Not reHable 1_1_1_1_1_1_1_1 Extremely reliable
1234567

Confidence Level: Not Confident 1_1_1_1_1_1_1_1 Confident

1234567
Don't Know U

Rationale: _

• A 10. Structuredness: Has the system ))een developed \Vith a high degree of ~truclurednes.~(for
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• instam;~. lIsing a highly strll~lllr~d langllag~ lik~ C++ and/or strll~tllr~d d~sign m~thods)'?

Extr~mdy ljnstrll~tllr~d 1_1_1_1_1_1_1_1 Struclured
1234567

Cllnlid~nœL~wl: :\ot Cllnlid~nt 1_1_1_1_1_1_1_1 Confident

1234567
Don't Know U

Rationalc: _

A Il. El1iciency: Docs the system fulfil its plil'pose without a waste of resollrœs (for instance.
CPU time. memory requirements)'?

Inefficient '_1_'_1_1_1_1_' Extrcmely efficient
1234567

Rationalc: _

•
Conlidence Levcl: Not Confident 1_1_1_1_1_1_1_1 Confident

1234567

Don't Know U

A 12. Customizability: Is the system user-programmable (i.e.• is il possible to customize data
storcd in the database. for instance. can the user add or delete existing process model attributes:
can the user change the process modcl-context relationship values?)'?

POOl' user-progmmmability 1_1_1_1_'_1_1_1 Highly user-progmmmable
1234567

Confidence Leve!: Not Confident 1_1_1_1_1_1_1_1 Confident

1234567
Don't Know U

•

Rationale: _

.~13. Portability: Is the system portable to other platforms (say, UNIX)?

Not portable 1_1_1_1_1_1_1_1 Portable (no modifications needed)
1234567



• Conlidem:e Le\'c1: :"01 Conlide'nt 1_1_1_1_1_1_1_ Conlide'nl

1.~3-+567

R:ltionale: ,

Al .... Integrdbility: Is the system stand-alone or mus! it be exeeuted as part or the proe'e'ss-cyde
tool-kit"?

Completely stand-alone 1_1_'_1_1_'_1_1 EXlremcly Integrable
~~"'567

Contidence Leve!: Not Contident 1_1_1_1_'_'_1_' Contident

1::!~"'567

DonOt Kno\\' U

•
Rationale: _

AIS. Survivability: Is the system °robust' enough to survive any changes in the environmenr.'

Not sUI"\'iv:lble 1_1_1_1_1_1_1_1 High sUl"\'ivability
::!~"'567

Confidence Leve!: Not Confident 1_1_1_1_1_1_1_1 Contident
1::!~4567

DonOt Know U

•

Rationale: _
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• SECTIn'\ B !l'\S·:·RI·'{I·Sr TO .\SSESS F:"YIRO:"\IF:"T F\"OI.1 TIO:" 1

;\\){I.:: FI,.'!" ~a('h l.'f 111(' qll~S[i()I1S l"II.·I\~·:.. ;I;.. ~l.:':,,:-- Ihl..~ l.Tit~ri;1 a:--;ll thl' 'l~lrt lll" s~ 'k'lll illll'lCllll'llI;llhlll

1Sept. 190.2 J. ;11 the t imc: l l( sy~tC:lll \,,·'.llllpkt il '11 (Sept. 1qq..+ \ ~lI1d ;It thl.' t iIlll..· \'1' 1..", 'llll'h.'1 il III \. l( 1\,'-

impkmc:ntat illn (:\ larl.:'h 1i.)l)6 \. Il is i1l1pnrt;ml Il) ~ i \"1...' t IlL' rai il'nalc (''l' thl,,' 1l11'aslln••' l.·lh 'Sl.'tl: \ '1 her­
wise: tlw I11t.:;lSur~ Îs thlt \'.:ry hdpful.

PIC:;lSC: 11I..11c: that Ihis A.~("lion has hCl.:n di\'ilh:d int\) thrc:c: SUh-sl'l..ïillIlS: B.l. B.2 and H.3. S,'I..'ti,'1l

B.I cl)mrris~s of questions sr~cilk hl the cIlvin1I11l1cntai ~llais. sl'1..1ill!1 13.2 I..·llmprisc:s \lf l}uI.·s­
lions spc:Ôt1C ln the pn:dic:tors nI' cl1\,Îrol1mcntall·hang.\,.· and sc\:th'!l 13.3 1.·\lI11f'l'iscs \ll' \)1111.'[
n:blcd qucslions.

Please fœI free to add an~' other factors whicn ~'ou may deem lit tn mention hen'.

Section RI [Ot>est;ons perlaining ln l'n\"irnnnll'nlaI gnalsl

BI. Rcalization of thc goal of h:l\"ing :1 proccss cycle lool·kil (i.e.. 'pmeess integralion·. ail l,'ols
10 bc used 10 support a Soflw:lre devdopment proccss):

Scpt. 1992: No rcalizalion I_I_I_I_I_J_I_I High realizalion
~-,-l5()ï

Sep!. 199,~: No realization 1_1_1_1_1_1_1_1 High rcalizalion
~-,4567

Mareh 1996: No rcalization 1_1_1_1_1_1_1_1 High rcalizalion
123-l56ï

Confidence Levcl: NOl Conlidcnt 1_1_1_1_1_1_1_1 Confident
123456ï

Don't Know U

•

Rationale: _

B2. Realization of the goal of having 'data integmtion' for ail the lools 1 in the process cycle envi·
ronment (i.e.. data is shared among different tools. e.g.. by using a shared rcpository):

Sem 1992: No realization 1_1_1_1_1_1_1_1 High rcalization
123456ï

Sept 1994: No realization 1_1_1_1_1_1_1_1 High rcalization
123456ï

1. CES. X·Elidt. V·Elicit. Generaliser

86



• \!arch J'J'Jf>: :\" rcali~ali"n 1 1_1_1_1 High rcali~alion

12~4S6ï

Conlidcnœ Lc\"cl: :\"1 Conlidclll 1_1_1_1_1_1_1_1 Conlidcnt
123-1567

Don'l Know LI

Rationak: _

83. Realization of the goal of ha\'ing 'lI~er-interfaœ integration' for ail the 1001~ in the proce~~

eycle en\'ironment (i.e., ail the tools ean bt: in\'oked l'rom a cornmon lI~er interface):

Sept. 1992: No rcalization 1_1_1_1_1_'_1_' High realization
1234567

Sept. 1994: No rcalization 1_1_1_1_1_1_'_' High rcalization

1234567

March 1996: No rcalization 1_1_1_1_1_1_1_1 High rcalization

1234567

Confidence Level: Not Confident '_1_'_1_'_1_1_1 Confident
1234567

Don't Know U

Rationale: _

84, Realization of the goal of having 'control integrntion' for sorne or ail the tools in the process
cycle environment (Le" a tool can bc invoked through another tool):

Sept. 1992: No realization 1_1_1_1_1_1_1_1 High realization

1234567

Sept. 1994: No realization 1_1_1_1_1_1_1_1 High realization

1234567

March 1996: No realization '_'_'_1_1_1_1_1 High realization
1234567

• Confidence Level: Not Confident 1_1_'_1_1_1_1_1 Confident
1234567
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• Ratinnak: _

85. Realizatinn nf the gn:11 nf ha,oing 'platfnrl11 inlegratinn' fM ail h'\'1,; in th<: l'fi 'ù'ss ,'Y"k c'l1\"i­
ronnlcnt t i.~.. ail toob fun on th..: sam..: or f..:ompalihk opl;r~lling system :--0 as ln all\)\\, ·intcr-,'pl..~r­

ahility'):

Sepl. 1992: :'\0 realiz:,tion '_1_1_1_1_1_1_1 High realizati\'ll
12.~4567

Sepl. 1994: No re:llization _1_1_1_1_1_1_1 High re:l1izatinn

1234567

Mareh 1996: No rcalization 1_1_1_1_1_1_1_1 High realization

1234567

Confidence Leve!: Not Confident 1_1_1_1_1_1_1_1 Contident
1234567

Dnn't Kno\\' U

Rationale: _

86, Realization of the goal of integmting the CES system, in partieular. in the process cycle envi­
ronment:

Sept. 1992: No realization 1_1_1_1_1_1_1_1 High realization

1234567

Sept. 1994: No rea1ization 1_1_1_1_1_1_1_1 High rcalization

1234567

Mareh 1996: No realization 1_1_1_1_1_1_1_1 High realization

1234567

Confidence Level: Not Confident 1_1_1_1_1_1_1_1 Confident

1234567

Don't Know U

•
Rationale: _
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• Bi. R....all/~lt](ll1 of lhe ~();d or .... \,{)h tn~ lh.... CES ....y.... l .... m in lh.... pnh..: ........... l..:'yek· .... n\'irpl1m.... l1l:

S~p1. 1')l)2: \" ..~;di/;i1i"n _1 lIi=,h ..~ali/ali"n

12.'4:iC,-

S~r1. 1'N.. : \" ..~;di/ali"n

\la ..dl )l)l)c,: \" r~ali/.ation 1_1_1_1_'_1_1_ Hi=,h ..~a)i/;i1ion
23456i

Conli,knœ L~\"d: :-':ot Conli,knt '_1_1_'_1_1_'_' Conlj,knt
1234:i6ï

Don-t Kno\\" U

Rationak: _

B~_ Rcalization of thc goal of having a distributcd, dicnt-scrvcr architccture in thc proccss cycle
cnvironmcnt:

ScP!. 1992: No rea'ization 1_1_'_1_1_1_1_1 High rea'ization

123456ï

Scpt. 1994: No realiwtion 1_1_1_1_1_1_1_1 High realization

123456ï

Mareh 1996: No realization 1_1_1_1_'_1_1_1 High realization

123456ï

Confidcnce Lcvcl: Not Confident '_'_1_1_1_1_1_1 Confident

1234567
Don't Know U

•

Rationalc: _

B9, Rcalization of change of goals (for the entire team) l'rom focus on 'software process concepts
and methods' to 'software process concept~, methoJs and tools'?

Sem, 1992; No realization 1_1_1_1_'_1_1_1 High realization
1234567

Sept_ 1994: No realization '_1_1_'_1_1_1_1 High realization

1234567
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• '\Pt C\mti,knt _______1 ('<mlid,'nt

Rationak: .

Section R.2 IOuestions pert:lining to predictors of l'O\'irnnn1l'nt:llçh:mgl'l

BIO. Realization that software organis:ltions will evinœ more interest in a 'rully integrated' (ail
types of integration) tool-kit than in isolated tools'?

Sept. 1992: No realization 1_1_1_1_1_1_1_1 High realization

1234567

Sept. 1994: No realization 1_1_1_1_1_1_1_1 High realization

1234567

March 1996: No realization 1_1_1_1_1_1_1_1 High realization

1234567

Confidence Level: Not Confident 1_1_1_1_1_1_1_1 Confident
1234567

Don't Know U

•

Rationale: _

B Il. Realization of the existence of "t1aws' in the existing environment which could cause thc
cnvironment to evo1ve in the future (i.e.. could it have been predicted at any given time that there
would he an imminent change in the environment in the future)'?

Sept. 1992: No rcalization 1_1_1_1_1_1_1_1 High realization

1234567

Sept. 1994: No rea!ization 1_1_1_1_1_1_1_1 High reali?.ation

1234567
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• \ larch l ')1)f1: ~(l rL'al i/~It il Hl

""1 ('"nli,knl ________1 ('"nli,km [)"n '1 l'no\\' U

I{ali"n;lic: _

B 12, Rc;t1ization that existing protolypes were 'thro\\'-a\\'ay' prolOlypes r~ther than 'evolutionary'
prototypes'!

Sept. 1992: No re;llization 1_1_'_1_1_1_'_1 High rca1ization

123-156ï

Sept. 199-1: No realization '_1_1_1_1_: 1_; ,{jgh rcalization
. -

123-156ï

March 1996: No rcalization '_1_'--'_1_'_1_' High rea!ization

123-156ï

Confidence Lcvel: Not Confident 1_1_1_1_'_1_1_1 Confident

123-156ï

Don't Know U

•

Rationale: _

Sectjon R3 [Otber relate<! Questjons]

B13. Existence of a "common vision" for the entire team (guided by the process cycle)'?

Sept. 1992: Extrcme1y Low 1_1_1_'_1_1_'_' Extreme1y High

123456ï

Sept. 1994: Extremely Low 1_1_'_1_1_'_1_1 E:l:tremely High

123456ï

March 1996: Extrcmely Low '-'_'_1_1_1_'_' Extrcmely High

123456ï
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• :\"1 (\'ntidl.'n! _ _ _ _ __ __ 1 (\\l1lilh.'111

1 ~ .' .~ 5 h -

Rationak: _

B l~. Realiz~ltion of the impal.:t of the t..:'onl..:cpt l'lf proù.'ss ~y~k l'Il tlll.' ~1l.·tll~11 ~llft\\"arl.' dc\"dllpml.~llt

acti\"itics:

S~pl. 1992: :-';0 r~alizalion 1_1_1_1_1__1_ Hi~h r~ali/alion

12.;4567

S~pl. 1994: :-';0 r~alizalion 1_1_1_1_1_1_1_1 Hi~h r~aliz;llion

12~4567

:\'1:lr~h 1996: l'Io r~alization 1_1_'_'_1_1_1_1 Hi~h r~;tliz;llion

12~4567

Contid~ncc L~\'c1: NOl Conlid~nl 1_1_1_1_1_1_1_1 Conlid~nl

12~4567

Ralionale: _

B 15. Realizalion aboul lhe priorilizalion on sepamlÏlIg code dealing with 'software funclionalily"
l'rom code dealing wilh "inlegr.llion mechanisms" <i.c.• slandards 10 facililalc difl'crenl types of
inlegmlion. c.g.• MOTIF as a slandard 10 support u._cr-inlcrlàcc inlcgr.llion):

Sept. 1992: No realizalion 1_1_'_1_1_1_1_1 Hi~h rcalizalion

1234567

Sepl. 1994: No rea1izalion 1_1_1_1_1_1_1_1 High realizalion

1234567

March 1996: No realizalion 1_1_1_1_1_1_1_1 High realizalion
1234567

Confidence Level: NOl Confident 1_1_1_1_1_1_1_1 Confidenl
1234567

Don"l Know U

• Rationale: _
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•
BI (1. \\'cn.: the C'xi ...ting :-.ulhvan.: ....y....lenb "!"ohust' cnough tn sun"in: any l.:'hanges iti the: cn\'iron­
m..:nt (lhi .... î.... ana!ogoll:-' Il) Darwinian l"OOcert of 'Sur\'Î\'aI of the 11ltè~r' ~ )'.l

Sept. 1'!'!2:

Sept. 1994:

:" ni mhusi

:\01 mhus!

_1_1_1_1_1_1_1 EXlremcly Rohus!
1 '34567

_1_1_1_1_1_'_' Extremcly Robust
'34567

Mareil 1996: 1\01 rohust 1_1_1_1_1_1_1_1 Extremcly Rohust
'34567

Conliùence Leycl: ;-':ot Conliùent 1_1_1_1_1_1_1_1 Confident
1234567

Don't Know U

Rationale: _

B17. Realization that any changes in the labor.llory environment couId seriously affect the proto­
type systems housed in the environment (i.e., realization that the systems were 1/01 immune to
changes in the environment):

Sept. 1992: No realization '_1_1_'_1_1_1_1 High realization
1234567

Sept. 1994: No realization 1_1_1_.1_1_1_1_1 High realization

1234567

Mareh 1996: No realization '_1_'_1_1_'_'_1 High rea1ization

1234567

Confidence Leve1: Not Confident 1_'_1_1_1_1_'_' Confident
1234567

Don't Know U

•
Rationale: _
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